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FOREWORD

Without the guidance of a well prepared instruction and reference manual, a new user of the
NASTRAN Thermal Analyzer (NTA) may have difficulty in proceeding. Unless the user is
a member of a large team where at least one member is familiar with the finite-element
method and the NASTRAN modeling, he will have to search through widely scattered liter-
ature and documents before finding what he needs. Recognizing this problem, we have uti-
lized the knowledge and experience acquired during the development and application of the
NTA to provide essential and sufficient information required by those who use it.

With both beginners and experienced thermal analysts in mind, the NASTRAN Thermal
Analyzer Manual has been carefully designed to ensure a useful, comprehensive, and self-
contained document that encompasses the underlying theories, instructions of modeling
construction, descriptions of various data formats, and examples of engineering modeling.
The emphasis throughout has been placed on the practical aspects relevant to the use of the
NTA.

The first edition was published as two NASA/GSFC X-documents (X-322-76-16 and
X-322-76-17) in December 1975. Its contents evolved from the lecture notes used during
the in-house training course conducted in mid-May 1975. Source materials of this first
volume consisted of expanded extractions of published and unpublished works resulting
from research and development efforts in the development of the NTA, together with other
pertinent materials scattered in the three voluminous NASTRAN manuals of the Level 15.5
version.

The phenomenal number of requests for the two publications from both domestic and inter-
national users reflects the general enthusiasm and the rapidly expanding use of the NTA. It
is evident that the NTA is increasingly important for many space, military, and industrial
applications, particularly in unified thermo-structural analyses. To benefit NTA users, these
two volumes are to be published as formal NASA publications to ensure a wider distribution
and lasting availability.

H. P, Lee
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NASTRAN THERMAL ANALYZER

THEORY AND APPLICATION INCLUDING A GUIDE
TO MODELING ENGINEERING PROBLEMS

Hwa-Ping Lee

1. INTRODUCTION

The unique finite-element based NASTRAN Thermal Analyzer (NTA)! * is a general purpose
heat transfer computer program. As an integrated part in the NASTRAN (NAsa STRuctural
ANalysis computer program) system,? this thermal analysis capability is fully capable of ren-
dering temperature solutions and heat flows in solids subject to various boundary conditions
which range from prescribed temperatures at grid points and specified thermal loads to con-
vective and radiative modes of heat transfer at boundary surfaces in both steady-state and
transient cases. This heat transfer computer program has been developed by an application
of existing functional modules in the NASTRAN, which were designed originally for the pur-
pose of structural analysis, and the addition of new modules including new elements and new
solution. algorithms. In addition to being an independent heat transfer computer program,
NTA has the unique feature of being completely compatible with the structural counterpart
in the NASTRAN system with regard to both capacity and the finite-element model represen-
tation. Therefore, the NTA as a part of the unified thermo-structural analysis capabilities in
NASTRAN is especially suited to compute temperature results for thermally sensitive struc-
tural problems which may have very large sized and complex configurations.

This heat transfer analysis capability has been integrated into the NASTRAN system in its
Level 15.5 version, which has been available for general use through the NASA software dis—
semination apparatus, Computer Software Management and Information Center (COSMIC),
since June, 1973. '

The original NTA documents were presented as a supplement to the three NASTRAN man-
uals, namely, the NASTRAN Theoretical Manual,> the NASTRAN User’s Manual,® and the
NASTRAN Programmer’s Manual.® Such an arrangement in three voluminous structurally
oriented documents did not readily lend itself to easy access but discouragement to
potential users. Since the NTA has made maximum utilization of the applicable functional
modules available in NASTRAN for economic reasons, a number of structurally oriented in-
put cards are directly useable in thermal applications. Many terms used in the titling and
mnemonics either in input cards or in output display were poorly interpreted or inadequately
explained. These facts together with the unfamiliarity with the finite element method would
undoubtedly dissuade many potential users away from learning to use it. Although mathemat-
ically sophisticated, the NTA is, in fact, very flexible, versatile and easy to learn insofar as how
. to prepare all the input data and control options given a well prepared instruction and ref-
erence manual. ’

*Superscripts denote references at end of this volume.



The objective of this publication is to provide a comprehensive and self-contained man-
ual encompassing theory and application to thermal analysts who, in general, would
neither be familiar with the underlying finite-element theory nor have any prior exper-
ience in NASTRAN modeling. Physically meaningful heat transfer terms known to gen—-
eral thermal analysts have been used throughout. This two-volume set manual entitled
“NASTRAN THERMAL ANALYZER-Theory and Application Including a Guide to
Modeling Engineering Problems’ has been designed for self-study and easy reference.

The contents of this Volume I, the NASTRAN Thermal Analyzer Manual, is divided in-
. to three chapters. A brief account of developmental history of the NTA computer pro-
gram, major distinctions of the finite element method versus ‘the finite difference method
in thermal applications and a summary of the NTA capabilities are given in three sep-
arate sections, 1.1 through 1.3 later in this chapter.

The uniqueness of the NTA computer program lies wholly in its underlying theoretical
basis, the finite element method. The use of this method has grown from a limited
structural application by Turner et al.,® as recently as 1955 to one of the most active

fields in the numerical analysis of problems related to mathematical physics. Theoretical
developments and engineering applications flourishing in the literature were largely in the
structural discipline. The exploratory works applying the finite element method to ther-
mal field were rather restrictive, and researchers who investigated the heat conduction
problems, e.g., Zienkiewicz’ and Visser,® had a structural background. It was attributed

to the fact that mathematical analogy did exist between the two distinct structural and
thermal disciplines. The interest in solving thermo-stress problems prompted the use of
available structural computer programs to solve temperature problems whose results were
required to compute thermally induced streAssesFr deflections. As a consequence, a sys-
temmatically presented literature dealing with theoretical aspect of the finite element
method using thermally oriented terms has been scarce. An understanding of the basic
finite element theoretical relationships would not only ensure modeling correctness and
effectiveness but enable the user to extend the NTA capabilities to special applications
which are rather not apparent at the first glance. In addition, it would be also helpful
in assessing accuracy afforded by the numerical solution.

Theoretical developments in finite element analysis have placed great dependence on the
calculus of variations. The finite element method contrasts with-the conventional finite
difference method in that the latter is a numerical process applying a direct approximation
approach to the governing differential equation while the former is an approximation ap-
plied to the variational terms. A thorough understanding of the calculus of variations is
not necessary to use the finite element method, however, an introduction will be valuable
because the finite element formulation for element matrices starts with a much different
form than the usual method to which users have been exposed in academic training or
engineering practice. The variational principle serves as an essential link to bridge what
one has been familiar with and the necessary conversions for the finite element
formulation. : o



In heat transfer applications, the discretization in finite element manner can be achieved via
several methods within the confines of the variational principle. The most widely accepted
approach is a process referred to as the Rayleigh-Ritz procedure®:'® with less restrictions

to the complexities inherent in its conventional application. Following this procedure, the
problem is to find a temperature function which minimizes a specific functional (dependent
on unknown functions appearing in the form as an integral) over the entire region. If this
unknown temperature function is uniquely specified throughout the region by a discrete
number of its values (expressed in terms of coordinates of the grid points which define the
subregions or “‘finite elements’) and the value of the temperature functions of a particular
grid point influences only the temperature function in the adjacent elements, then the min—
imization of the functional throughout the whole region with respect to grid point tempera-
ture unknowns (which are treated as parameters in the Rayleigh-Ritz method) results in a
set of simultaneous equations. The solution of these equations yields an approximate solu-
tion to the original problem. With this procedure in mind, one may illustrate the detailed
formulation. '

While approximate minimization of a functional is the most widely accepted procedure of
arriving at a finite element formulation, it is by no means the sole approach possible. Iden-
tical formulation can be achieved alternatively by the use of the Galerkin weighted residual
method®'© which, in fact, is even simpler to apply than the Rayleigh-Ritz method. It
should be noted that with a given variational formulation, there is an equivalent derivation
based on the Galerkin procedure, but the converse does not always hold because the
Galerkin method is independent of the existence of a variational principle. Zienkiewicz and
Parekh!! demonstrated this approach to obtain 2-D and 3-D isoparametric finite elements.
No analytical treatment of the Galerkin weighted residual method will be included in this
manual. '

Another alternative approach is to draw the analogy of thermal potential energy from the
principle of minimum potential energy of structural analysis as demonstrated by Visser.?
Expressions for a thermal system can be obtained readily with variables and parameters inter-
preted appropriately from the structural system. Obviously, this approach is more direct
than any one method described previously but it is not suitable for one without a structural
background. This approach, therefore, will not be elaborated upon until a later section after
the reader has become experienced in the concept and mathematical manipulation of the
basic finite element theory.

The basic and general treatment of the finite element method for element formulation is
_considered in the three beginning sections. Section 2.1 provides the basis of the transition
from a variational statement of a problem to an equivalent governing differential equation
and establishes the fact that the solution satisfying the Euler-Lagrange equation fulfills the
necessary condition for the functional to be stationary. Consequently, the variational for-
mulation of a physical problem is readily obtained by reversing the steps to treat the gov--
erning differential equation as the Euler-Lagrange equation associated with the specified
boundary conditions. The theoretical foundation is then laid for subsequent finite element
formulations.



To illustrate the equivalence of the variational and boundary value problems and the forma-
tion of a set of algebraic equations derived from the finite element method, a simple steady-
state case of a 1-D conductfhg~ rod having a uniform internal heat source in a convective en-
vironment with prescribed end boundary conditions has been selected as a demonstration
problem in section 2.2. The 1-D case is employed extensively in examples of basic theory
including the element formulation and an assembly of the system equations. For clarity and
in order to provide a step-by-step comparison, equations are expressed in algebraic form first,
then the derivations are repeated using the matrix notation. The matrix representation is the
standard form associated with the finite element formulation with its benefit being its com-
pactness and suitability for computer application.

The element formulation is then extended to a 2-D triangular element in section 2.3. The
transient case with general thermal boundary conditions including prescribed temperatures at
grid points, specified heat flux, convective heat transfer, and radiative exchanges is taken into
consideration. The derivations of element matrices for thermal conductance, heat capacitance,
and thermal loads are given first, and a detailed treatment of radiative effects for diffuse-grey
surfaces follows.

The NTA computer program is a temperature solving capability added to the NASTRAN sys-
tem. For economic reasons, functional modules available for direct use or needed for minor
modifications were utilized to the maximum extent. The feasibility of using those functional
modules originally designed for structural analysis in thermal applications lies in the existence
of a mathematical analogy. Section 2.4 makes a comparison of the vibration equation with
the heat equation when both are cast in finite element matrix form. The equivalences and
conditions of being mathematically equivalent are discussed.

Individual element matrices for all thermal elements available in the element library of the
NTA computer program, such as shown in figure 1.1, are still needed as the basis for im-
plementing new codes or modifying existing elements. Even when a mathematical analogy
does exist between the structural and thermal systems, the analogy refers to the assembled
global equation level. On the element level, each component in every matrix must be deter—
mined according to the physical problem being studied. It would be impractical to include
element formulations for all elements as is done for the 1-D rod elément and the 2-D tri-
angular element in sections 2.2 and 2.3, respectively. However, a summary containing es—
sential formulating steps and the resulting expressions for all basic elements available in the
NTA computer program is given in section 2.5. The contents are presented in an arrangement
conforming to functional objectives of the computer program. In order to expose the user to
a different approach of deriving the thermal conduction matrix, the approach via the thermal
potential function® is now presented. As a part of the thermal conduction element to be used
in transient thermal analysis, heat capacitance matrices in the consistent and lumped forms'2
are given. (The NTA does use the lumped heat capacitance matrices for the consideration of
efficient computer operations.)
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Figure 1.1. Representative heat conduction elements.



A special boundary surface element is provided to facilitate external thermal loads. This

type of element is used to accept input thermal fluxes and to distribute equally the calculated
total energy to the connected grid points. These grid points usually also define the thermal
conduction elements. Six types of boundary surface elements are provided in this computer
program. They are: (1) POINT—a flat disc, (2) LINE-a rectangular surface, (3) REV—a
conical frustrum, (4) AREA3—a triangular surface, (5) AREA4-a quadrilateral surface and
(6) ELCYL—an elliptic cylinder to provide numerous projecting surface areas by specifying
two radii of the elliptic cylinder.

All types of the boundary surface element except the “ELCYL” can accommodate the fol-
lowing four types of external thermal loads: (1) Prescribed heat flux, (2) Convective heat
flow, (3) Directional radiant flux from a distant source, and (4) Radiative exchanges between
diffuse-grey surfaces. The “ELCYL” type is limited to the third type of external thermal
load. Expressions to compute individual thermal loads are given in this section.

Two essential steps are involved in the solution of a physical problem by the finite element
method. The first part is the element formulation (as has been discussed in preceding sections),
and the second part is the method of solution. The solution algorithms available in the NTA
computer program were designed so as to provide an accuraté, efficient, and stable solution
for a specific type of problem. For instance, the solution of a steady-state heat transfer
problem can always be obtained via a transient solution route if a sufficiently large number
of time steps are used in order to reach the steady-state result. Obviously, such an approach
sacrifices the efficiency or economy of the computer operation. In the case of a nonlinear
boundary value problem, with the concern of stability arising in the numerical solution, one
has an added factor to be considered. The NTA has been provided with three specialized al-
gorithms in the computer program to solve three types of problems classrfred as: (1) Linear
steady-state problems—the solution is, in essence a matrix inversion process, (2) Nonlinear
steady-state problems—the solution is an iterative process essentially based on the Newton-
Raphson method,'? and (3) Transient heat transfer problems including both linear and non-
linear boundary conditions—the integration algorithm is a special form of the Newmark 8
method.'® The NTA computer program inherent in the program structure of the NASTRAN
consists of a number of mathematical modules (subprograms) that are executed according
to a sequence of macro-instructions. Such a permanently stored prearranged sequence for
solving a specific type of problem is called a “Rigid Format.” Features and functional blocks
of each rigid format together with associated flow diagrams are described in section 2.6.

To allow the experienced user to solve problems using features not accounted for in any one
of the three rigid formats, the NTA permits the creation of a special program by adding and
editing the program stored matrix routines called DMAP (Direct Matrix Abstraction Program).
This is a user-oriented programming language of macro-instructions that must follow a set of
programming rules in order to be interpretable by the NTA. A similar.modification, but to a
lesser degree, to alter a rigid format for one’s own need is called ALTER. The listings of
DMAP of the three rigid formats are included in section 2.7. This concludes the text dealing
with basic theoretical considerations.



Chapter 3 furnishes information and data concerning the practical utilization of the NTA
computer program. An overview of the thermal model preparation describing the functional
relationships of coordinates, grid points, different types of elements, constraints, static and
dynamic thermal loads, and specialized distinct rigid formats is outlined in section 3.1. The
proper arrangement of required NTA input data cards into a data deck ready for the computer
run submission is described in section 3.2. Functions and formats of individual cards to form
three main parts of an NTA Data Deck, namely the Executive Control, Case Control and Bulk
Data Decks, are explained in great detail in sections 3.3 through 3.5. New interpretation

and explanation for titles and symbols appearing in all input cards, as necessary, are given.
Terms irrelevant to the NTA modeling in cards belonging to the Case Control Deck are deleted
from original cards or rephrased to reflect changes made for the NTA. To preserve the ap-
pearance of those dual-purpose Bulk Data Cards, symbols pertinent to structural analysis only
but meaningless in thermal application are noted individually.

The second volume!® is devoted to guiding the NTA users through examples. A sample prob-
lem library containing twenty problems covers all facets of the NTA modeling, and includes the
selection of rigid formats, modeling techniques, control options and output imerﬁretations.
These sample problems have been carefully designed so as to use the same basic sample prob-
lem showing the steps needed for modeling specific features of the first problem and then
being modified in succeeding problems by adding and/or replacing certain input data cards

to demonstrate commonly used capabilities of the NTA. Comments are given regarding

cards in the input data deck on a card-by—card basis. Additional explanatory statements are
given in the text to clarify functional relationships between different types of cards and the
interpretation o:f the results of a solution. They are given on a page-by-page basis in reference
to the reproduced computer printouts. A summary cross-referencing the twenty examples

in the sample problem library with features demonstrated in the NTA modeling is given in
table 1.1 for an,easy location of any specific modeling technique that can be imitated by
beginners. '



Table 1.1

Cross-reference of the NTA sample4 problems vs.
thermal analysis features demonstrated.

Sample Problem Number

Thermat Analysis Feature
. 1(2]|3(4a|5(6]7[8[9|10]11]|12{13]14]|15]16

Linear Steady-State Fiun \/ . \/

Nonfinear {radiation) Steady-State Run Vv VARVARY: : ’ v

Nonlinear (radiation) Transient Run ViV

<
<«
«
<
<
<

DMAP Alter(s) v

<
<«
<
<

Structure Plot EY

Thermal Conductivity as F{T) . \/

Convective Film Coeff. as F(T) v

Anisotropic Thermal Conductivity as F(T} \/

Generate a Restart Tape and a Checkpoint
Deck \/

Transient Printer Plots v

Reduce Transient Printout Frequency

Define and Use a Set of GRID Points for v
Qutput

N ESAEYAS
<
<
<
<
<

Only SORT1 Transient Output

Produces Punched Output Vv v v

Execute 2 Modified Restart v

Produce Punched TEMP Cards During a
Transient Run v

Mixed SORT1 and SORT2 Transient
Qutput

Cyclicat Transient Loads

A ically Generate RADMTX &
RADLST Cards using the VIEW Program v

Generate CHBOY Card Plots using a
MacNeal-Schwendler NTA Version v

Uses SPC Card(s) \/

Uses SPC1 Card (s} v Viviv v

Transient Run Thermal Constraints

<
<
<
<
<
<
<

Uses MPC Card(s) vivivivi iviviviviviv v

<
<

Muttilayer Insulation \/ \/

Effect of a Modified Guess Vector

Gradient & Heat Flow Qutput

Printout of Thermal Mass Matrix

NTA Finite Difference Modeling

Demonstrates Nonlinear Loads and
Transfer Functions

Demonstrates OTIME Option

<

<

A ALY
<




1.1 A Brief History of the NTA Development

The NASTRAN Thermal Analyzer was originated and developed at the Goddard Space Flight
Center as one of the software products resulting from a research and development program
entitled the Structural-Thermal-Optical Program (STOP).!'® The objective of this program
was to provide analytical analysis capabilities in the multiple disciplinary areas with special
attention to the interface problems interfering with reliable predictions of the thermo-stresses
or deflections required to predict the optical performance of a large space telescope system
exposed to changing orbital thermal conditions. The NTA was specifically designed to per-
mit efficient and precise interfacing between a thermal and a structural model, assuming that
NASTRAN would be relied upon for structural analysis.

For a reliable thermo-structural solution, the thermoelastically uncoupled analysis requires
accurate temperature inputs to the NASTRAN structural model. Prior to the existence of

the NTA, general purpose heat transfer computer programs were all of the lumped-nodal
thermal network type (e.g., reference 17) and were based on the finite difference method. They
were not only limited in capacity but seriously handicapped by incompatibilities arising from
the model representations inherent in the two distinct approaches. The intermodel transfer of
temperature data was found to necessitate extensive interpolation and extrapolation. This
extra work proved not only a tedious and time-consuming process but also resulted in com-
promised solution accuracy. The R&D program STOP, therefore, undertook the development
of a general purpose finite element heat transfer computer program to eliminate the need to
form two independent models with the concomitant requirement for intermodel interpolation
of temperature data., Studies were then conducted at GSFC aimed at achieving, efficiently
and economically, a thermal analysis computer program that would ultimately be an inte-
grated part of thc:,I NASTRAN system.

When this task bé‘gan in late 1969, the theoretical aspects conéerning the application of the
finite element method to heat transfer analyses had been laid by Zienkiewicz and Cheung,’
Visser,® and Wilson and Nickell.’® The latter applied Gurtin’s approach,!® which deduced
variational principles and explicitly incorporated the initial condition for linear initial value
problems to linear transient thermal conduction problems. Efforts to broaden the scope of
applications ranged from an extension to an axisymmetric problem by Brocci,?® a study of
the temperature-dependent thermal conductivity for an infinite slab by Aguifre-Ramir_ez

and Oden,?' a demonstration of inhomogeneous materials using higher order elements for

a transient temperature analysis by Rybicki and Hopper,?? and an illustration of a structurally
well known condensation procedure to achieve efficient transient solution processes by the
reduction of the order of the set of matrix differential equations by Gallagher and Mallett,?
to many specific applications.?*?” In addition, Emery and Carson?® made a comprehensive
evaluation of theaccuracy and efficiency of finite element versus finite difference methods.
Lemmon and Heaton?® also compared the accuracy, stability and oscillation characteristics
between these two numerical methods on one-dimensional problems. All studies however,
were confined to conduction with linear boundary conditions. Only Richardson and Shum3°®
included a simple blackbody radiative dissipation as a boundary condition in two transient



thermal examples, Since radiation is a major heat;-t,ftransfer mode in space-oriented applications
and its presence introduces a fourth-power nonlinear temperature term that invalidates the
known solution algorithms for linear heat conduction problems, the in-house studies were
directed principally at investigating the effects of nonlinear thermal radiation on solution
methods, accuracy and efficiency together with element behaviors of various heat conduction
elements in combined modes of heat transfer analysis.

A detailed treatment of two basic heat elements including general thermal boundary condi-
tions was presented by Lee.>® Emphasis was placed at the formulation of constituent matrices
with elaboration on the radiation matrix for the diffuse-grey surfaces and the appropriate
solution methods for steady-state and transient thermal problems. This study provided not

. only an insight into the element behaviors but inspired the development of two separate solu~
tion algorithms for solving nonlinear steady-state and nonlinear transient problems in the
NTA efficiently and economically. A prototype computer program using the direct energy

distribution method for the transient case was developed and coded by Heuser.3?

Using NASTRAN (the structural version) to solve heat transfer problems directly by mathe-
matical analogy and structural elements was accomplished by Mason.*® The problems with
simple radiatively dissipating boundaries had to be solved by a transient integration solution
with many other restrictions as to the initial conditions and the depressed mass matrix orig-
inally associated with the acceleration term in the structural matrix differential equation.
The radiative flux was simulated as a nonlinear load using nonlinear elements available in
NASTRAN. This approach was later incorporated into the NTA in the transient solution
algorithm for the nonlinear radiative boundary.

While the NASTRAN Systems Management Office (NSMO) at Langley Research Center plan-
ned the extension of the NASTRAN capabilities to include linear thermal conduction analysis,
the GSFC STOP program was seeking the implementation of a full-fledged finite element
heat transfer computer program. The software capability was finally implemented by the
MacNeal-Schwendler Corporation. It must be stressed, however, that a cooperative financial
and technical effort between these two NASA centers made possible the emergence of this
vital new capability in the NASTRAN system.

The public announcement of the NTA was first made to the Second NASTRAN User’s
Colloquium? in September 1972 when this computer program was delivered and its IBM
version was installed at GSFC. Effort has since been spent in the verification of the delivered
program, debugging and maintaining, application, and new developments. The NTA was
integrated into the NASTRAN system in its Level 15.5 version which was made available for
general use through COSMIC in June 1973. This version contains corrections for coding er-
rors which were detected in post-delivery verification runs. All findings, including possible
error fixes, were reported to the NSMO. It is to be noted that the GSFC NASTRAN Level
15.5 IBM-360 version has been updated continually via an in-house effort. Many error cor-
rections and modifications to accommodate new capabilities for both R&D work and flight
program support were promptly made to satisfy our immediate needs. These evolutionary
changés are identifiable as shown by the last digit following the version labeling 15.5. The
current operational version at GSFC is Level 15.5.3.

10



Our own experience with the NTA started since the delivery of the IBM-360 NTA to GSFC !
in June 1972. Test problems were designed to verify program capabilities and to unearth /]
programming defects. At the end of that year, the Colorado Experiment of the OSO-I1 /
(OSO-8) was selected as the first flight experiment to test the developed analytical tools.3435

The NTA has since been employed to support many scientific instrument packages containing
optical systems for various flight programs at GSFC, such as IUE (International Ultraviolet
Explorer Satellite),3® SMM (Solar Maximum Mission), etc. Figures 1.2—1.5 show some thermal
models of the telescopes in the OSO-I Colorado Experiment and the IUE.

Though maintaining the NASTRAN system for general users is the responsibility of the NSMO,
we at GSFC have assisted NTA users whenever they contacted us for advice. NTA users have
included NASA field installations, other Government agencies, private industry, and universi-
ties. Inquiries were primarily related to the use of this program, modeling techniques, thermal

* -~ analysis-in tandem with structural analysis, programming errors, accuracy and efficiency con-

siderationé, etc. Applications of the NTA by other users known to us have been working in
the areas of nuclear reactors, weaponry, computer hardware, railroad cars, oil refineries, and
automobiles,

In March 1975, the NSMO estaglished a new service contract with Universal Analytics, Inc.
for regular maintenance of the NTA. GSFC was requested officially to be a technical con-
sultant on matters concerning the NTA.
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Figure 1.3. Conduction elements in the finite element thermal model of the
telescope in the OSO-I Colorado experiment.



€l

Figure 1.4. Boundary surface elements for radiative exchanges between the telescope
and the casing walls of the OSO-I Colorado experiment.
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1.2 Distinctions Between the Finite Difference Method and the Finite Element Method

The widespread use of high speed digital computers has made numerical methods extremely
valuable for solving practical engineering problems which are generally not amenable to
analytical methods. In contrast to the finite difference method which approximates deriva—
tives in a differential equation, the finite element method applies an approximation to the
terms of a variational formulation. The distinctions between these two numerical methods
from a user’s, rather than a theoretical, view point are to be differentiated in this section.

Figure 1.6 shows the difference between a 2-D conducting medium being discretized by the
finite difference method and the finite element method. Although the continuous field and
the continuous independent variables are replaced by a discretized system in both numerical
methods, each isothermal area is assumed and represented by a lumped node at its center in
the case of the finite difference lumped-nodal method, and temperature variables are rep-
resented at the vertices of each element in the case of the finite element method.

In dealing with irregular shaped regions, the nodal points of the finite difference method near
the boundary have to use separate equations, (e.g., reference 37), other than those representing
the interior points, but the finite element method using triangular and quadrilateral elements
provide a much better approximation of the same region than is provided by the other
method. The finite elements used at the boundary are no different than any interior ones.
Consequently, no additional programming effort is required.

TYPICAL NODE TYPICAL ELEMENTS
N\ T
jf o\ ® | ® [\ QUADRILATERAL :

N

X.' . \. . ’\1}\ ELEMENT

kL' 1 °,y TRIANGULAR
l\ J

Lo ELEMENT
o ¢ |Y
(a) THE LUMPED -NODE (b) THE FINITE-ELEMENT
METHOD METHOD

Figure 1.6. Distinction between the finite difference lumped-nodal method
and the finite element method.
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Table 1.2 compares the saving of modeling effort with the two different approaches when a
thermal analysis including radiative exchanges, and a structural analysis, are performed in
tandem. Following a conventional approach, three independent models have to be prepared:
A model defines discretized isothermal surfaces for generating view factors, another model
gives discrete temperature nodes representing the isothermal surfaces for the lumped-nodal -
network thermal analysis, and a third finite element structural model is used by NASTRAN
for a structural analysis. In the unified finite element approach, however, the view factors
are generated by a specially developed VIEW program>®3° which uses the same boundary
surface elements as required in the NTA model for thermal analysis. The structural elements
in the NASTRAN structural model are virtually identical to those heat conduction elements
used in the NTA, with the exception of loadings which have to be adjusted or added as re-
quired by thermal and structural problems. Only on¢ model is required to be prepared, and
the cost-effectiveness is evident.

Table 1.2

. Number of model required for thermo-structural analysis including
radiative exchanges.

Approach ' Conventional Method Finite-Element Method
View Factor Generation (Surfaces)
Thermal Analysis - (Nodal-Network)

. (Finite Elements)
Structural Analysis

(NASTRAN) {Finite Elements)

. }
Total 3 Different Models' 1. Unified Model
i
!

)

1 ! (¢
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1.3 The NASTRAN Thermal Analyzer Capabilities

The capabilities of the current operational version of the NTA Level 15.5.3 are summarized
as follows:

1.

8.

A general purpose heat transfer computer program based on the finite element
method

Conduction together with convective and radiative boundaries
Linear and nonlinear cases in transient and steady-state problems

Isotropic and anisotropic, temperature-dependent properties (thermal conductivity,
and convective film coefficient being available to steady-state cases only)

Time-dependent thermal loadings

Compatibility with the finite element based structural and optical analysis cap-
abilities (STOP-program) '

Graphics capabilities including conduction elements, boundary surface elements
and time-history temperature and rate of change of temperature curves at a grid
point

Restart, punch-card or tape output, etc.

New additions that have been developed or are being implemented to enhance the capabilities
or convenience of the NTA GSFC version are summarized as follows:

1.

The new capabilities already developed:

a. A highly stable explicit integration algorithm suitable for the finite-element
transient application*®

b. The temperature variance analysis*!
c. The plotting of the boundary elements of the HBDY type*!

d. A modification to the radiative matrix to accommodate the case of radiative
exchanges with mixed diffuse-specular surface characteristics*?

e. A modification that condenses the processing procedure for large radiation

matrices by factors of as much as 40.
The new capabilities and convenience items currently under development:
a. The condensation of a radiatively nonlinear finite-element thermal model

b. The entry of multiple boundary condition sets in one submission for execution
(i.e., subcases)

c. The ability to input temperature-dependent emissivities and absorptivities

d. The one-dimensional thermo-fluid elements.

17
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2. FINITE ELEMENT THEORY IN HEAT TRANSFER APPLICATIONS

The finite element method is a numerical process by which a continuum with infinite un-
known variables can be approximated by an assemblage of a disctete number of elements
(subregions) thatreduce the problem to a finite number of unknowns. Each element inter-
connects with others at its end nodes (in 1-D case) or vertices (in 2-D or 3-D case) depend-
ing on the configuration of elements. The desire to obtain temperature solutions using the
finite element method was stimulated by the widespread acceptance of this method in struc-
tural analysis. As the method was originated within structural mechanics, impetus to extend
to the thermal field has been due chiefly to the close relationship between these two distinct
disciplines when thermal stress or thermal deflection problems are of concern. The intrinsic
nature of the finite element method makes it suitable for computer automation; and the ease
of varying material properties, model configuration, and the refinement in element represen-
tation and boundary conditions are primary advantages possessed by this method. The uni-
fied approach of thermal and structural analyses in tandem ensures an automatic and total
compatibility of grid point locations, simplifying the generation of temperature data re-
quired for subsequent thermo-structural analysis. ’

This chapter is intended to provide an underlying theoretical basis for understanding the
finite element method in heat transfer applications, to show the mathematical analogy be-
tween thermal and structural systems and the constituent matrices of basic elements con-
tained in the NASTRAN Thermal Analyzer, and to summarize the distinct approaches and
features of the three solution algorithms that have been implemented in the NTA to solve
different types of thermal problems. '

In contrast to the finite difference method which approximates derivatives in a differential
equation directly, the finite element procedure applies an approximation to the terms of a
variational formulation. In applying this method of the Rayleigh-Ritz procedure, a variational
principle valid over the entire region is postulated, and the desired solution is the one mini-
mizing the functional which is defined by a suitable integration of the unknown quantities over
the entire domain. The finite element method deals directly with an approximate minimiza-
tion of the functional.

In the first section 2.1, the transition from a variational statement to an equivalent govern-
ing differential equation is established and the condition necessary for an appropriate integral
to be stationary is also given. The application of the calculus of variations within the context
of finite element theory, which will be demonstrated on a one-dimensional conducting rod
subject to linear boundary conditions in the steady-state case, is presented in section 2.2.
The explicit form of the algebraic equations is derived first to show the procedure, then the
concise matrix notation simplifying the representation of arrays of algebraic equations are
included for a comparison. An extension to the two-dimensional case treating a triangular
element with the most general boundary conditions in the transient-state are considered in
the following section, 2.2 Since the radiative boundary condition is a phenomenon impor-
tant to aerospace applications and radiative exchanges occur between 2-D surfaces, it is,
therefore, appropriate to discuss the treatments of the radiative effects in this section.
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2.1 Variational Principle

The basic problem in the calculus of variations® is to determine a function y(x) that mini-
mizes the integral (also called a functional) :

X2
I(x) = [ F(x,y,y') dx a-1n
X

1

where y' = dy/dx and F is a function of both y(x) and y'(x) in addition to the independent
variable x. In this problem, the values of y(x) at x; =0and atx, =Lare spe01ﬁed There-
fore, we have

yO =y, and yL)=y, ' (1-2)

To find y(x) we shall consider all admissible functions that will satisfy equation (1-2). From
all these possible functions, we select the desired one that gives I its minimum value, or equiv—-
alently. that makes the functional stationary. These possible functions may be represented by
V(x,€), where

Y(x.€) = y(x) + en(x) (1-3)

The function y(x) is the desired function that will minimize I. n(x) is a completely arbitrary
differentiable function of x with the property that

n0) = 0 and (L) =0 (1-4)

>

Also € is an arbitrary small quantity and en(x) is called the variation of y(x) and is convention-
ally denoted by 8y, i.e., 6y = en(x). The functionsy and y are shown in figure 2.1. To en-
sure that all y will have the values satisfied at both ends, we specify

V(0,6) = y(0) and V(L) = y() (1-5)

so that the satisfaction of the boundary conditions of equation (1-2) is assured.

Consider the integral that is obtained by substltutmg y(x) and y'(x) in equation (1-1) with
Y(x,6) and y' (x,€), i.e.,
X

, :
Ie) = / F(x, ¥(x.£),¥(x£)) dx (1-6)
X

1

This integral is a function of ¢, since € will remain as a parameter after the integration over
x is performed. It is also seen that when e=0 the integral in equation (1-6) reduces to that of

20



-
s

\

\
y(x)
en(x)

|
|
|
Yix, €} = y(x} +en(x) ' 'I
|
|
l
|

x, =0 X2=L

Figure 2.1. True solution y(x) and trial function ¥(x, €). .

equation (1-1), because 9(x, €) = y(x) when e = 0 as specified by the first given condition in
equation (1-5). This means that we want I(¢) to have a minimum when € = 0. Or, it can be
restated that for a given n(x), I is a function of €, and we require I(€) to attain a stationary
value at € = 0, i.e. (dl/de), _ , = 0. : '

Expanding F(x, ¥(x, €), ¥'(x, €)) = F(x, y(x) + en(x), y'(x) + en'(x)) as a Taylor series about
x,yandy’

: "zF AN ()aF+,()aF+e2 ()aﬁu,()a%:)r
= — — |+ — — Xx) —
) [ x,y(x),y (x) ] +e{n(x oy M o MW 5 F )
1 : / :
' ] dx (1-7)
Differentiating with respect to €, -

a (24 o f,  ®F : , OF )
— = — |F(x,y,y) +e(n(x) — +n(x) — J+0(e”)] dx
de . de " 9y oy

1

J“‘2 [( F aF> ]

= n(x) — + n(x) — | +0(e)| dx
oy ay

X1 .

where 0(e) implies that the next high-order term is of order €.
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The second term may be integratedv by parts ).to give

dwe) (2 oF aF SRR G d {aF X2
—_— = n(x) — dx+ — n(x) - nx) —— Jdx+ 0(e)dx (1-8)
de X dy dy X, =0 X dx\ay X '

1 1 1 1

Equétion (1-4) indicates that the integrated term in the above.expression vanishes at both
upper and lower limits. Thus, the first two integrals in the preceding expression can be re—
combined to give

AI(G)‘ ? )ilj 4(E dx + sz('dx
e ) n(x ay  dax\ay') | ) 9

1 1

This integral is required to be zero when € = 0 so that I(0) will be an extremum. From equa-
tion (1-3) it may be seen that ¥ has become y because € has been set equal to zero. Thus

ﬂ- = )(2()E —d—éi dx + sz(d'O 19
d€€=0 y mx 5y _dx ay,v X . e)dx =

When e = 0 the high—order terms in € as represented by the second integral in equation (1-9)
vanish. Since n(x) is arbitrary, the term in the bracket must be zero to ensure that this re-
mainder integral will be zero. Therefore, it is concluded that for I to be a minimum,

9F _d_(?_F_> -0 o (1-10)

dy dx\ay'/~
This differential equation is called the Euler-Lagrange equation. Its boundary conditions in
this particular problem have been specified in equation (1-2). Since i:‘(x, y,y') is known ex-
plicitly for a given problem, the solution y(x) to this differential equation makes the integral
I of equation (1-1) stationary. Or it can be stated differently that y(x) satisfying equation
(1-10) will be the function that minimizes the original integral or the functional. Since physi-
cal problems can always be described by differential equations, the variational formulation of
these problems may be obtained by following the steps to reach equation (1-10) in the reverse
order. Therefore, starting by treating the differential equation as the Euler-Lagrange equation

associated with prescribed boundary conditions, the proper variational formulation can be
systematically achieved.

Since our interest is mainly in application of the calculus of variations within the context of
finite element theory, we shall employ an illustrative example to show the equivalence of the
variational and boundary value problems and to emphasize the physical significance of the
variational integral. '
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2.2 A One-Dimensional Steady-State Conducting Rod
2.2.1 Finite Element Formulation

As an illustration of applying the variational principle to the finite element formulation of

a heat transfer problem, let us consider a one-dimensional conducting rod of a constant cross-
section A which has its peripheral boundary in contact with an ambient fluid maintained at

a constant temperature T;. A constant convective film coefficient h is assumed. An internal
heat source dissipates energy at a constant rate of q,. A fixed temperature Ty is prescribed

at one end of the rod while the other end is assumed to be perfectly insulated. Figure 2.2
depicts this physical problem.

To start, we write the governing differential equation of the problem together with associated
boundary conditions as follows

a2t
kA — +qA - hp(T -Tf) =0 -1
dx?
and
T(x=0) = T,
dT 2-2)
[ = 0
dx x =1L
where

k is a constant thermal conductivity
L is the length of the conduct'%ng rpd
p is the perimeter of the rod
T is temperature
X is spatial variable
The other symbols have been defined in the problem description.

In order to deduce the variational statement from the differential equation, we need to de-
termine the equivalent function F of the Euler-Lagrange equation for equation (2-1). When
y is replaced by T and y' by T' = dT/dx, it is seen by a direct comparison of equation (1-10)
with equation (2-1) that

oF
E = hp(T -Ty) -q,A
(2-3)
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Since T and T’ are to be treated as independent variables of the function F, each of the above
expressions may be partially integrated to give

1
F = hp(; T-Tg)T - q,AT + {(T')
and
1 2
F = = kAT +4(T)

where f(T") and g(T) are two arbitrary functions with respective arguments of T' and T in
each of the above two expressions. For F to be unique, these two functions can be deduced
by comparison of these two expressions for F, thus

[; 1 72
f(T) = 5 KAT

and.

1
2

7

g(T) = — hp(T - 2T)T - q AT

consequently ‘

F = — [hp(T - 2T)T +kAT'2] - q AT

i
2
An equivalence to the solution of equation (2-1) may be found by determining the function

T(x) which satisfies the same boundary conditions, equation (2-2), and also minimizes the
integral

1 (%27 ety
I = '5 . [kA(d—') +hp(T - 2TpT - 2qVAT] dx 24)
X

xl=0

It is now possible to use the finite element formulation to obtain an approximate solution

for the temperature profile T(x) in the rod.

To start the finite element method, the rod is discretized by specifying nodal point locations
along the axis of the rod between the interval x = 0 and x = L as shown in figure 2.3. An ele-
ment is defined as the subregion between two adjacent nodal points. These nodal points are
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numbered from 1 to m, and these elements are numbered from 1 to N. A typical element e
represents the subregion bounded by the two end nodes i and j.

After the rod has been discretized by the finite element representation, the evaluation of the
integral pertaining to the entire rod, equation (2-4), is equivalent to evaluating subintegrals
over each of the N elements, i.e.

N
= Z I (2-5)

e=1

where the subintegral I over a typical finite element e is given by

ek dTe \? ,
=—2' I:ke A® <T + b p°(T° - 2T)T® - 2q0A°T®| dx (2-6)
: X

X,
i

The fact that all parameters k, A, h, p, and q_, together with the variable T in equation
(2-6) are appended by a superscript e, signifies that their values are allowed to be
variant from element to element. To proceed with the integral evaluation, the temper-
ature distribution within the element must be assumed. The simplest form is a tem-
perature profile that varies linearly in each element, although other forms of temper-
ature profiles may also be selected. For the purposes of illustration and simplicity,
the linear temperature variation will be used. The temperature T® within the element
e is, therefore, represented by

T = a® +a§x 27

The superscript e attached to the two constants a; and a, also indicates that, in general, these
constants can be different from element to element. These constants can be determined by
solving equatijon (2-7) and are expressed in terms of the nodal temperatures T, and Tj at x;
and X;» respectively. Thus

X, T, = a + a X, (2-8)

_ xT, T - T
a‘: _ ijl X J’ a; - ) 1 . (2_9)
X -% 5T
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Substituting equation (2-9) into equation (2-7), the expression of the temperature distribu-
tion within the element is found to be '

1

T¢ = o [(iji - xiTj) + (Tj - T)x] (2-10)
Xj - X.

The derivative of the temperature within the element is

dT® T, - T,
— = (2-11)

dx X - X;

The temperature distribution, equation (2~10), and its derivative, equation (2-11), are sub~
stituted into equation (2-6) to yield

1 xj Tj _ Ti 2 he pe
°=— KeA® + s [O4T; - X, T + (T; - Tyx] 2
_ 2 X; X; - X (xj - xi)_

-2(b° p° T; +qJA°%)
- [(iji - xiTj) + (Tj - Tyx] »dx (2-12)

Xj - Xi
This integral I¢ will be a function of T, and Tj after the integration over x is carried out. All
other parameters are known quantities.

The minimization of I requires the derivatives of I® with respect to both T, and Tj. Since
the mathematical operations to be performed on equation (2-12) involve integrations and
differentiations, the order in performing such operations is immaterial. The differentiation
with respect to T; or T, will be performed first and then the integration over x between the
interval of X and X;. The resulting expression is obtained as

oI® a k® A® he pe
a_'ri R X, - X; (T;-T)+ (x; - x)QT;+ T)
1 (he € T. + eAe
O T ey (2-13)
Similarly,
aI° _ k® A® T o1 he pe
aTJ - xj _ Xi ( i~ i) + 6 (XJ - xl)(2T] + Tl)
1 e € e.e
-5 (07" Ty +q AT, - x;) (2-14)
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Next, a minimum for I over the entire region must be found. Since the subintegral I has
been shown to.be a function of its nodal temperatures T; and T, this indicates that the inte-
gral for the entire region, as represented by equation (2-5), will be a function of the complete
set of unknown temperatures, i.e.

= KTy, Ty Ty Ty Tp)
The minimization of I requires the differentiation of individual subintegrals with respect to
each of the nodal temperatures and the setting of each derivative equal to zero. Therefore,
m nodal temperatures will result in m equations from this differentiation operation. When
equation (2-5) is differentiated with respect to a typical nodal temperature Tj, it gives

Moo

aTj

al ol or? N

- = t o— =

ot (2-15)
aT; T, ; T,

It is seen from figure 2.3 that only the two elements I and J in the complete set contain T,
and the rest of the subintegrals are independent of Tj. Thus, equation (2-15) is reduced to

) SR L)
= (2-16)
oT, 9T, 3T,

Making use of the general expressions derived for the typical element e in equations(2-13)
and (2-14), we can evaluate the two derivatives on the right-hand side of equation (2-16) to
give

ot k! Al T oT1s h! p!
i R Sl R G
1 | .
_ 5 (hl pI Tf _ q‘l,AI)(Xj _ xi) (2-1 7)
and
al KA S n! p’
aT. Xy = X T -T+ 6 (i = xp)(2T3+ Ty)
] ]
1
-3 (' o Tp+q) AN - %) (2-18)

The superscripts I and J identify the subregions or elements with which all known parameters
k, A, h, pand q, are associated. They are carried to emphasize the flexibility of the finite
element method which permits entering different values for the same parameter in different
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elements. In the present problem, however, since constant parameters have been assumed
for the entire region, the superscripts will be omitted from the following expressions.

Substituting equations (2-17) and (2-18) into equation (2-16), we have

oT. X. - X. Xy = X;

al T,-T, T;-T,\ hp
— = kA(———- + + ? [(xj - xi)(2Tj +T) +(x - xj)(2Tj +T,)]
] )] 1 )] .

1
- 5 (qvA +hp Tf) [(Xj - xi) + (xk - Xj)] (2-19)

For I to be an extremum, the above expression is set'equal to zero, and therefore

hpAx
6

kA
©— (T2 =T+ (T, + 4T, +T,) - bx(q,A +kpT)) = 0 (2-20)

where the length of each element has been taken to be equal, i.e. Xj = X) T Xg X = Ax. The
above expression may be rearranged as

T+ QT =Ty = C, (2-21)
where
12KA + 4hpAx?
€ = (2:22)
6KA - hpAx?2
and
 6Ax2(hp T, + q_A)
c, = e (2:23)
6KA - hpAx? .

Equation (2-21) is valid for any of the interior nodes. HoYvever, the first element contains a
temperature node at x = 0, i.e. T, , whose value was prescribed in equation (2-2). A substi-
tution of this known temperature T} into equation (2-21) yields

C,T,-T; = C

+T

. (2-24)

3 2

where a change of subscripts of T’s witi T, = T, =T, T= T, and Ty =T, has been made to
reflect the specific nodal designations as shown in figure 2.3. As for the very last temperature
node in the last element N, the node Tm is contained in that element alone. Therefore,
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equation (2-17) should be used to obtain the minimization condition for that element. The
resulting expression is

2T, +C T, =C

\

, (2-25)
The establishéd system of algebraic equations as represented by equations (2-21), (2-24)
and (2-25) must be solved simultaneously for the nodal temperatures. Form =5 and N =4,
the system of equations is

T, T, Ty T, Ts
10 o o of(T) (T,
- 0 T +
0 ¢ -1 0 ) C, Tb$ (226)
0 -1 ¢ -1 0|4Typ=9C
0 0 -1 C -|]T,} |G
0 0 0 2 ¢f{T) (& )

Equation (2-26) is, in fact, the first time that an expression has appeared in the matrix form
in this manual. The temperature solution can be obtained by a matrix inversion which will
not be demonstrated here. Methods of solution for different types of heat transfer problems
specifically suited for computer solution will be discussed in section 2.6. The preceding ex-
ample has shown the definition of nodal points and elements. The derivation of the coeffi-
cients associated with the nodal temperatures produced thermal conductances which include
the conductive couplings within the solid conducting rod and the convective couplings be-
tween the boundary surfaces and the ambient fluid. Other important terms obtained are
_thermal forces appearing on the right-hand side of equations (2-21), (2-24) and (2-25). All
expressions were derived on an element basis, and the resulting system of algebraic equations
was assembled from individual elements to represent the entire region. In a computerized
operation, the element matrices are coded to produce individual matrices, and the assemblage
of element matrices is performed by an automated matrix assembler. The matrix notation not
only is well suited to computer computations but substantially simplifies the development of
basic elements. The benefits would be even more evident in treating 2-D or 3-D elements.
As a transitional comparison, the previous problem will be expressed in matrix notation in
the next section. -

2.2.2 Finite Element Formulation in Matrix Notation

In order to clarify the relation between matrix representation as well as its operations and the
finite element formulation, the same illustrative problem used in the preceding section will be
employed. Following the same steps from equation (2-1), equation (2-7) is reached. It is
now to be expressed in matrix form as the product of a row matrix and a column matrix. For
a typical element e, the temperature variation within that element is

T¢ = Lf_H{a}® 227
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where

LfJ=1L1 xJ o (2-28)

()¢ = {:;} (2:29)

The components of {a}e can be expressed in terms of the temperatures at the end nodes of
this element. The equivalence of equation (2-8) in matrix notation is of the form

T. 1 x. a N
il = i (2-30)
{Tj} [1 Xj]{az}

Let us define the temperature vector whose components are temperatures at the end nodes

of this typical element to be
T.Y
T} =4 i (2-31)
T

1 x.
[N] = ! (2-32)
[1 "j]

{T}¢ = [N]{a}® (2-33)

and

and also define

Equation (2-30) may be simplified as

The constant vector of coefficients {a}e is determined by
(o) = m-iqry @

where [N]-!, the inverse of [N], is

N = — [xj ~'x‘] (2-35)
X; = X -1 1 '

which is a function of the locations of the end nodes of the element alone. A substitution into
equation (2-27) from equation (2-34) yields the expression equivalent to equation (2-10), i.e.

T® = LfJIN]1{T}® (2-36)
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It is seen from equations (2-28), (2-35) and (2-31) that only L_f_|is spatially dependent
within the typical element. The differentiation of T® with respect to x is, therefore,

T | e @37)

Subétituﬁng equatiohs (2-36) and (2-37) into equation (2-6), we have the integral extending
over the entire subregion (element) in the following form

el [0 keA°(L£J[Nl" {T}“)z*hep;(LfJ[Nl-l{T}e>2-2h°p°TLleNl"{T}e
2 < dx ' f

-2q°A°Lf_I[N] ! {T}e] dx

= KoA" (xj d_f - V e)2 @ i -1 ey2 | -1 €
2 ) (l_de[N] {1}¢) dx+ ; J; (LN {T} )2 - 2T, LfOIN] T H{T)) dax
[ 4
-CIf,A‘] LFIN]?{T}® dx (2.38)

1

It is to be noted that the parameters k, A, h, p and q,, have been moved outside of the inte-
gral signs. This is permitted so long as the parameters are constants or if an average value for
each parameter over the element can be selected. It must be emphasized, however, that these
parameters are permitted to have different values for each element. This flexibility is one of
the advantages of the finite element method which allows it to easily accommodate situations
in which the parameters vary with position.

The stationary value of the functional can be obtained by taking derivatives of I® with respect
to {T}e and setting the results equal to zero. Differentiating equation (2-38) leads to

v [ 2] s

X.
J T T
+hepef (INT7V L TL N {T)e - TN LTy dx
X

i

. *X. .
_qCA® f : [N]'ITLfJTd (2-39)
_qv X
X

i
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in which the property of the matrix product of
df 1 _1
l_d— INFH{T)}e or LfJN}H{T}*
X

being a scalar quantity has been utilized. As such it permits the order of their presence in a
string of products with other matrices within a term to be switched as the operations were
performed inside the first and second integral signs in the above expression. In addition, the
following relationships, which can be shown by expanding the matrices together with differ-
entiations with respect to the component temperatures of {T}e, have also been incorporated.

They are
daf df T | af [T
NI"Y{T NITY) =N — 240
-d{T)* [ J[ ] {} (deJ[ ] ) ) deJ (240)

and

—— LEJINHT}® = (LEJINTHT = [N]'ITLf_JT (241)

{}

Since the quantities {T}¢, [N]~! and its transpose [N]7!T are independent of x, they can
be moved outside of the integral signs to yield the form

dr° T af |7 | df
= k°A°[N] ! — dx.[N]7!{T
s e P[] [ oy

X. ) X.
: T T [
+hep® ([N]‘1 f LT Lfydx [N]7H{T}® - T([N] ! f Ui T dx)
X. X.

1 1

X,
J
~qeA°[N] ! f LfJT dx (242)
X - N

i

As a consequence, the integrais in equation (2—42_) which remain to be evaluated are substan-
tially simplified. Substituting equations (2-28), (2-31) and (2-35) into equation (2-42), car-
rying out the integrations, and setting the resulting expression equal to zero, the expression

k°A® [1 -I](T.® h®p%(x.-x)[21 .T. ° x-x)(1
I: ] e —1 - '\ = (np° T+ qfA%) L (243)
x-x L1 1l 6 12|, 2 L
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is obtained. The coefficient matrices associated with the temperature vector in the above
expression are, respectively, the conduction matrix Kg and the convection matrix Kﬁ per-
taining to the typical element. They can be combined as a single thermal conductance matrix
of the form

w (5
ki1
€ €
IR

= KS+ K
(keA® 1 -1 hepax®[21

= + (244)
L Ax® -1 6 12

The components of K® are easily formed from the last expression in equation (2-44), i.e.

[
K = kis

. . keAe he pe Axe
k = k = +
11 27 e 3

‘, (2-45)
. . . k.eAe hepeAxe
k = k = - — g
12 21 A’ 6

~where Ax® = x; - x;. The thermal force {Q}e corresponding to the term on the right-hand
side of equation (2-43) is attributed to the collective effects of the ambient temperature T,
coupled convectively to the ¢lement’s periphery, and the internal heat source. {Q}e isa
combination of the last terms in equations (2-13) and (2-14).

Equation (2-43) can then be expressed in a concise form as
[K1{t}* = {Q}° (246)

Elements are to be assembled to represent the entire set for a physical system. This can be
easily done by a summation of all elements to cover the entire region, i.e.

Z Kie{rye =3 {o° (247)

All quantities in the above matrix equation can be referred to individual element (local) coordi-
nates which, in general, may be different from a common coordinate system of the assembled

- system called the global coordinates. Since it is often convenient to evaluaté the thermal con-
ductance matrices of individual elements in the local coordinate system so as to minimize the
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computing effort, it is necessary to introduce an element transformation matrix [E] to change
the frame of reference from one to the other coordinate system. Thus by relating

{1} ={:J} - [E.] {T}- o sy

where

0....01 00....0
[E] =
0....00 10....0

(249)
tjth column

ith column

Similarly, the thermal force matrices in the local coordinate system are transformed and
assembled to be of the following form in the global coordinate system

@} =3 e oy e
. € .
As the transformation is orthogonal, the transpose of [E] is equal to its inverse, therefore
{Q} = > B {Q)° @-51)
e
A substitution of equations (2-47) and (2-48) into equation (2-51) leads tlo
{Q = ETKI[E){T) (2:52)
e
Defining a thermal conductance matrix of the assembled set in the global coordinate system as
K] = 9 [E)T[KI°[E] (2:53)
e

Equation (2-52) can be expressed as

K1{1} = {Q} (2-54) ‘
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All matrices are now expressed with respect to the global coordinate system. The global
thermal conductance matrix, [K], is a symmetric matrix because it is the sum of symmetric
components of the symmetric element matrix [K]¢, and the nodal temperature matrix {T}
is independent of the summation. To illustrate this, the same conducting rod as previously
considered will be used to expand the matrices in equation'(2-54), ie.

_‘_Il____ T, e T, Ts _
1 1 (T ) o1 )
:'ku Kia! e . T, 4
1 11,2 2 1, .2
ko Kaar tuky Ky T, 9 tq
""" 2 20 03 377 -J.2..3 2-55
Ky Ky tikyy kiy _ <T3r'{q tq (2:55)
ainiini O ST O R 1 S i 3, 4
ko ko ok kot | [Ty Q> +q°
_____ 1,4 4 4
i o Kl JUs) Lan )

where q° = (h"peTf +q%A®) Ax®/2, and the superscripts e associated with k’s and q’s have
been replaced by the specific element identifiers 1, 2, 3 and 4. The above expression can be
further reduced because equal intervals were taken for all elements, then

STRRSP) 1) 1)

k12 2kll k12 T2 2
kj, 2k; ki, {T,3=q{2} (2-56)

ki 2k k|| Ty 2

L kyy ko J\Ts) (1

in which all superscripts have been dropped to reflect the fact that all elements have identical
geometric and physical properties. -

In applying the boundary condition at x =0 with T, =T, care must be taken not to destroy
the symmetry of the conductance matrix. This can be achiéved by a proper rearrangement

of the components of these matrices in equation (2-56), and the resulting expression is shown
as follows:

10 (T 0 (1)
0 2k, k, T, 2 -k,
ki, 2k, ki, dT;$=a{2)+Tyq 0 } (2-57)
k12 2k11 k12 T4 2 0
L koo ko \Ts) ) L0
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The preservation of the symmetry of the conductance matrix will result in efficient matrix
operations. Equation (2-57) reduces to equation (2-26) if the entire set of equations is

divided by -k,,, and the last equation multiplied by 2.

It should be noted that the other boundary condition which specifies an insulated end requires
no special modeling effort with respect to the resulting expression of equation (2-57).

The finite element formulation of a 1-D conducting rod has been presented in matrix nota-
tion. It provides a step-by-step comparison with the derivation in the preceding subsection
2.2.1. The advantages resulting from the matrix representation will be appreciated even more
when 2-D and 3-D elements are treated. The formulation of the thermal conductance matrix
consisting of the conduction matrix and the convection matrix, and the thermal force matrix
including the effect of a linear convective coupling with an ambient at a constant temperature,
have been presented. Insofar as radiative exchanges are concerned, they are boundary effects
occurring at surfaces of the finite elements, and they will logically be considered in the next
section which will treat a 2-D triangular element.

PR
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2.3 Finite Element Formulation of a Two-Dimensional Triangular Element

In the preceding section, 2.2, the deduction of an equivalent variational statement from the
differential equation describing the 1-D conducting rod has been demonstrated. In addition,
the resulting expressions obtained by minimizing the functional of an element following the
finite element procedure were presented. It is recognized that the derivation of a specific ele-
ment is, in essence, the obtaining of the constituent matrices of the heat equation expressed
in terms of the coordinates and temperatures at the vertices of the element. In the previous
example, the matrices consisted of the heat conductance matrix which is associated with the
temperature vector, and the matrix of thermal loads. To extend the problem to a transient

.case with general boundary conditions including nonlinear radiative exchanges, a triangular

element employing two spatial variables (2-D) will be used. The derivation of heat conduc-
tance, heat capacitance and thermal load matrices will be presented in subsection 2.3.1, and
a detailed treatment of radiative effects for diffuse-grey surfaces will be included in sub-
section 2.3.2.

' 2.3.1 Conduction with Linear Boundary Conditions

The general formulation by the finite element method is demonstrated once more but on a
two-dimensional transient heat equation in the cartesian form

oT o (k aT) . 0 (k aT) N G-1)
C —— LD e— — — — -
P ot Ix \ X ox oy \ ¥ dy by

with the boundary conditions of prescribed temperature, Tp , prescribed heat flux, g, , con-
vective heat transfer, q;, and radiative exchanges. Mathematically, they are

T = Tp ons,
a'r _
an ] = Qy on sy
aT

-k e = NT —Tf) q, onsy (3—2)
oT

k P ons,
oT

-k - % ons,

where h denotes the convective heat transfer coefficient and T; the constant temperature of
an ambient fluid.

The last two-statements distinguish two types of radiative effects: (1) the total directional
radiant flux from distant sources q,, and (2) the net radiative flux, q,, emitted from the sur-
face as governed by the Stefan-Boltzmann law of radiation. q behaves identically to the
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prescribed heat flux qy, with its magnitude determined by

J
qs=-Za(ﬁ-Vj)Sj G=1,2,.....0) : (3-3)
j=

where ¥, is a unit vector of the jth radiant source with a power intensity S;, and fi is a unit
normal out of the typical surface whose absorptivity is & Deferring the consideration of the
radiative effect of the second type, the differential equation (3-1) together with the rest of
the boundary conditions in equation (3-2), can be cast in a variational form

i(T) = L (a_T)2 +k (aT)2 Troe L1baa
2 \ax y\ay | | P
A
1 2 roo3
+ quds+/ h —2-T -T,T ds—/qSTds+L____: (3-4)
) $h §

S

where a plate [of uniform thickness 7 has been assumed, and each boundary surface implies
two possible types, i.e., the top bounding face ds = dA = dxdy and the bounding surface
along the edgé, e.g., ds=7dx. T can be any admissible continuous function, but only the
desired one is !chosen to minimize the value of I(T) for the region of interest. The particular
extremal T, in turn, is the solution of the original differential equation. The block formed by
dotted lines signifies the term that would be contributed by the nonlinear radiative effect
which will be ;treated in the next subsection.

Following the%. finite element procedure, one divides the entire area into a number of ele-
ments. Since the functional I(T) can be presented as the sum of the integrals over the eler
ments, one needs only to examine a single element, figure 2.4. Let the temperature variation
in the mth element be given as a linear polynomial in x and y

T(x,y,t) =a,(t) +a,(t) +a,(t)y (3-5)
q, Y which in matrix notation is
% T =L a) (3-6)

i ) where Lf_] is a row vector indicating the spatial dimen-
J sions, and {a(t)} is a column vector of coefficients. The
coefficients of the polynomial distribution can be de-
termined in terms of dependent variable values at the
Figure 2.4. A 2-D triangular vertices which define the element. If {T(t)}* denotes the
element. temperatures at those vertices, {a}can be related to {1}
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by the ex.pression of the form
{1 = IN] {a} (3-7)

then

fa} = N {r | (3-8)

Consequently the temperature profile within the mth element is

T =LfJ [N}J7H{T)® = Lo{r) (3-9)

aT oT\® '
— =Lb_J{— (3-10)
ot ot

where L_b_]is generally termed the shape function or the spatial distribution function.

and

Since T(x, y, t) is linear, it must be identical for adjoining elements which share the common
boundary, hence continuity in T along element interfaces is assured. The temperature grad—
ients can be obtained from equation (3-9), e.g., the x-component is

T _ | of -1 {7rle ' C : _
o a_XJ[N]_ {r} o (3-11)

'Subs_tituting equations (3-9) through (3-11) into equation (34) and performing the first vari-
ation yield the stationary value for I(T), i.e., ‘

B e N R EY Y e
. N '/1: Lbft (qv-Pc '—b_l{:—;r}e>dA + / q, Lb 1" ds

%
T e T T el 777 2
+ [ hibt Lb{Tfds- f hiblt T ds- [ qlbids+i__ =0 (3-12)
oL o o, )

Equation (3-12), which pertains to a typical element, can be expressed in a concise form as

r==--1

1 {f}er e {T)e = Qe+ I (3-13)
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where

[K]° [KJ® + [K,]°

{Ql}e A{Qv}e + {Qh}e - {Qb}e * {Qs}e

[Cc]® =7 f pc Lb_iT by dA
r
4T af |7y of of \T
T [N] kxl— L— +k L—J
axJ Lox Yoy
r
f h Lb_T LbJ ds
Oy

7 J q, Lbi" dA
r

f hib ' T ds
h

Q. = f q, Lb_" ds
‘1 % .

[K,]°

Bﬂ) [N]"1dA

(Kpl®

(3-14)

{@)°

{Q)

) = f q, LbiT ds
g
: S

It should be noted that the terms that arise from boundary conditions representing the bound-
ing edges exist only for the elements which have one or more of their boundaries coincident
with the boundary of the system. Furthermore, if constant values for all these quantities p,

¢, k, h, q,, q and q are imposed, they can be brought outside of the individual 1ntegral signs
in equation (3-14).

Assembling all elements over the entire region to represent a physical body, we obtain the
general heat equation expressed in the global coordinates with the limitation of linear thermal

loads, {Ql} as

€1 (i} + K1 {1} = {Q }+. (3-15)
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where

[l =) _[E1" [c]® [E]
[+

K] =) (61T [KI® (E] (3-16)
e ,

{o} =2 E{oy

[

The presence of the element transformation matrix [E] is required to transfer elements
from the local coordinate system to the global coordinate system in a matrix assemblage,
as explained in section 2.2. In the case of a 2-D triangular element, this transposed ele-
ment transformation matrix is

000
100 < ith row
000
010 <jthrow
[E}T =1. .. (3-17)
001 < kth row
| 00 0_|

It should be noted that the last expression in equation (3-16) implies that all component
thermal loads being applied to the bounding surfaces are of the type where ds = dxdy. If the
bounding surfaces are of the type ds = 7 dx, [E] will have a different form. In practice, as-
sembling element matrices is always performed by a computer, and therefore only the con-
cept of the transformation of coordinate systems is important rather than the detail of in-
dividual transformation matrices.

To complete the deferred term which was denoted by the block formed by dotted lines in
equations (3-4), (3-12), (3-13) and (3-15), the nonlinear radiative boundary term will be
treated in the next subsection, 2.3.2. While methods of solution for solving problems with

a nonlinear radiative boundary are available in a variety of forms3!, only the ones implement-
ed in the NASTRAN Thermal Analyzer will be discussed in section 2.6.

2.3.2 Nonlinear Radiative Boundary Conditiob

In diffuse-grey thermal radiation analysis, the net radiant energy flux q; emitted from the
surface of each element can be determined by an application of the net radiation method
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(e.g., reference 43). The usual assumptions pertinent to the diffuse-grey surface are imposed,
such as each finite element surface being Lambertian and isothermal, and the incident and
hence the reflected energy flux being uniform over each individual surface. To incorporate the
resulting expression for a finite element application, an element radiation matrix [R]® will '
be formulated first. The net radiant energy will then be properly distributed to the vertices of
an element or to the grid points in an assembled system.

The element radiation matrix correlates the radiant flux to the temperature of the element by

rad{q}° = {Q}° = [R]e{T:} (3-18)

where T, of the element is an average of the temperatures at the vertices of the element
measured on an absolute scale.

" The ne\{raé‘l‘ian?e’nergy Q‘;m leaving the surface of a typical element m is the difference be-
tween the radiosity B and the incident radiant flux Hm over the element surface area AL
ie.,

(3 —_
Qr = A (B -H ) (3 19)
and the radiosity is obtained by a radiant flux balance as

B, =o€ T*+(-¢ )H_ (3-20)
in which the grey-body condition Py = - € has been incorporated. € and P denote
thermal emissivity and reflectivity, respectively. The incident radiant flux H_ contributed
from all other surfaces of radiosities B, (n=1, 2, ... .N) in a generalized enclosure composed
of N discrete radiatively interacting surface areas is

N
Hy = D fun By (3-21)

n=1

where B and H are temperature-dependent, and f_ . is the diffuse view factor between the
emitting surface m and the receiving surface n. Multiplying equation (3-21) by the element
surface area A, and méking use of the reciprocity rule, i.e., Anfon = Af the following
expression is obtained |

nm?

N N N
AnH = An O Fon Bo = 9 (AnfudBy = 9 (Afo)B, (3-22)
n=1 n=1 n=1
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In matrix form equation (3-22) is
ra {u} = [F1 {8} (3-23)
where [F] = [Af] has been substituted. A typical éomponent of this matrix [F] isF =

A fym- The componentsin [F], therefore, have units of area, and this matrix [F] is sym~-
metric. Equation (3-20) can be rewritten in matrix form as

{8}= ore {4} + r1-a{n} (3-24)

where ["e_land "o are diagonal matrices of emissivities and absorptivities, respectively. The
simultaneous solution of equations (3-23) and (3-24) yields

{H} = o [FAL- [F) [1]1' [F] Te{T?} . (3-25)
and
{B} = o[Fed+[I-e] [FAJ-[F] M-t} [F] Fe}{T¢} (3-26)

Substituting equations {3-25) and (3-26) into equation (3-19), after the latter equation has
been expressed in matrix form, yields

{Q) = orAd[Fed-Tad [FAL-[F] MI-ol) T [F Fel){TE} . (-2

A comparison of equation (3-18) with equation (3-27) reveals that the element radiation
matrix is

[R]® =0 A [Met-Tad [FA- [F] MT-aJ] " [F] Me) (3-28)

in which [F] is'symmetric, and the above matrix becomes symmetric if Te_l=Ta_l

The net radiative energies{Qr}e, streaming out from the surfaces of individual elements, and
the element temperature vector {Te} , which consists of the average temperatures of individual
radiatively interacting surfaces of elements, must be transformed to the vertices which define
the surfaces of participating elements. Thus :

{@}= @' {oF (3-29)
where {Qr} is the net radiative energy matrix whose components are referenced to grid points.
The components of the rectangular transformation matrix [G] are simply determined from

internal element connectivities. Thus for a 2-D triangular element, it is

. _
LG = 3L1,1,1 ] (3-30)
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Similarly, for a 1-D linear element, one half of the total element radiant energy is associated
with the grid point at each end. For a 2-D quadrilateralelement, overlapping triangles can be
used. The transposed matrix is then used to interpolate the element average temperature
from the grid point temperatures, {Tg}, ie.

{1} = (c1{1}} (3-31)

The fourth power of the temperatures rather than simply the temperatures is chosen for i in-
_ terpolatlon to ensure that the grid point radiation matrix remains symmetric.

If we relate the vector of radiative energies to grid points, { Q,}%, and the grid point tempera-
tures, {Tg}, in a relationship similar to that of equation (3-18), then

{Q,)% = R]® {Tg} : (3-32)

The relationship between the element radiation matrix and the grid point radiation matrix is
obtained by combining equations (3-29), (3-18) and (3-31) and then comparing the result
-with equation (3-32) to give

[R1® = [G]T [R]® [G) (3-33)

which is also a symmetric matrix if [R]® is symmetric.

The vector of nonlinear thermal loads {Qr}g attributed to the radiative boundary condition
as given by equation (3-32) can be integrated into equation (3-15) to obtain a general heat
equation in matrix form as

(1 {T}+ 1 {r}={Q}+{Q} (3-34)

where

{Q} =2 () (3-35)

Equation (3-34) directly represents a transient heat equation. The steady-state equation is
obtained when the {F} = {aT/ at} term in equation (3-34) vanishes. The solution algorithms
available in the NTA are such that a single solution routine is provided for both linear and
nonlinear transient thermal analyses in which {Ql} is allowed to contain components of con-
stant and time-dependent thermal loads, and {Qr} is a nonlinear thermal load vector. Two
separate solution algorithms, however, are supplied for steady-state problems of the linear
versus nonlinear cases. A direct matrix inversion can solve the linear problem, while an iterative
solution algorithm is provided in the NTA to solve the problems of the nonlinear type. De-
tails of these solutions will be given in section 2.6.
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2.4 An Analogy Between Structural and Thermal Systems

A mathematical analogy can be drawn between the structural and thermal systems, when both
the vibration equation and the heat equation are cast in matrix form following the finite
element methods. The vibration equation for general transient structural analysis is of the
form

M] {i}+ [B] {a}+ K] {u} = {P} +{N} (4-1)
where

{u} isa vector of displacements at grid points

{ P} is a vector of applied loads that are allowed to be functions of time
{N} is a vector of nonlinear loads that may be displacement-dependent
[K] is a symmetric stiffness matrix

[B] isa symmetric matrix of damping coefficients

[M] is a symmetric mass matrix

and the general heat equation, as obtained in equation (3-34), is of the form
[B] {u}+ [K]{u} = {P}+{N} (4-2)
where

{u} isavector of temperatures at grid points
{P} is a vector of applied thermal loads that are allowed to be functions
of time '
{N} is a vector of nonlinear thermal loads that depend on temperature
[K] is a symmetric matrix of heat conduction
[B] is a symmetric matrix of heat capacitance.

An inspection of equations (4-1) and (4-2) reveals that these two equations are identical if
the second order differential term, {1}, is dropped from equation (4-1).

The existence of this analogy has been exploited to extend the capabilities of the NASTRAN
program which was originally designed for structural analysis, to allow it to perform full-fledged
heat transfer analysis. This development of the NTA was accomplished by making maximum
use of existing elements, modules and system capabilities with a minimum of new additions

to satisfy the unique requirements posed by thermal problems.

It is to be noticed that some symbols used in equation (4-2) have been deliberately changed
from those used in equation (3-34) to'conform with those of the structural vibration equa-
tion, equation (4-1). Such changes are beneficial to cross-referencing with the three original
manuals of NASTRAN. The changed symbols are easily identified merely by comparing
equation (4-2) with equation (3-34). Henceforth, the thermo-structural unified symbols
are employed in all sections.
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The general heat equation implies three classes of problems that require separate solution
algorithms. Equation (4-2) directly represents a transient heat equation. {P} is permitted
to be a constant or a time-dependent thermal load vector, and {N} is a nonlinear thermal
load vector arising from radiative exchanges or other temperature-dependent variables such
as the convective film coefficient. The steady-state equations are obtained readily when
{ﬁ} = {au/ at}= 0. However, two separate solution algorithms are required for steady-state
problems of the linear and nonlinear cases. The linear case allows only an array of constant
conductivity coefficients and a vector of constant thermal loads. The nonlinear case allows
a constant or a temperature-dependent conduction matrix and also a vector of nonlinear
thermal loads. The different solution algorithms will be further discussed in section 2.6,
Methods of Solution.

The analogy between the structural and thermal systems permits a number of elements,
modules and formats of input and output from NASTRAN to be used by the NTA. For in-
stance, the matrix arrays [K], [B], {P}and {N}, that are input through many of the Bulk
Data Cards of the original structural version of NASTRAN, are computed from heat transfer
relationships and properties rather than structural ones. However, the matrix assemblers,
and applicable solution steps as well as data recoverers are employed in exactly the same man-'
ner regardless of whether a structural or thermal problem is being solved. There are some
basic terminology differences between these two physical systems. The term “degrees—of-
freedom’ represents vectorial displacements of three translational and three rotational quan-
tities associated with each grid point in the structural system, in contrast to the term *“‘tem-
perature variable” which represents a single scalar quantity at each grid point in the thermal
system. Since a number of terms used in the NTA either in the Case Control Deck or in the
titles of output results are directly borrowed from NASTRAN, a list equivalencing the cor-
responding physical meanings of individual symbols and terminologies is given as follows:

Mathematical analogy between structural and thermal systems

Structural System Symbol Thermal System
displacement (6 de- u temperature (one degree-of-
grees—of-freedom, 3 freedom or generalized co-
translational and 3 ordinate)
rotational)
velocity u rate change of temperature
acceleration u - .
gradient Vu ‘ temperature gradient
stiffness - K conductance
damping B heat capacitance

mass M —
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Structural System
abplied force
nonlinear force

strain energy .function

Symbol

P
N
U

Thermal System

thermal load
nonlinear thermal load

thermal potential function



2.5 Constituent Matrices for Various Elements

Having shown the similarity between structure and thermal systems by the mathematical
analogy in the preceding section, the identified element matrices and applicable functional
modules can now be used for these equivalent terms in thermal application either directly or
with some modifications. Detailed expressions of element matrices for all types of elements
available to the NTA are still needed in order to determine the numerical values needed to
fill all components of individual matrices. If the structural counterparts do not exist, these
-expressions also serve as a basis for implementing new ones in order to satisfy requirements
posed by the thermal system.

Element matrices are grouped according to function rather than type of element and only
the essential steps or resulting expressions are shown rather than the detailed derivations.

2.5.1 Heat Conduction Elements

The basic heat conduction elements available in the NASTRAN Thermal Analyzer consist of
1-D rod element, 2-D triangle, and 3-D tetrahedron. The quadrilateral is composed of over-
lapping triangles, and the wedges and hexahedron are formed from subtetrahedra, figure 2.5.

~25.1.1 Thermal Conduction Matrices

The derivations of thermal conduction matrices for the 1-D and 2-D heat conduction ele-
ments have been shown in sections 2.2 and 2.3, respectively. The thermal conduction matrix
of a heat conduction element may also be derived from a thermal potential function in the
same way that the stiffness matrix of a structural element is derived from the strain energy
function. The thermal potential function is

1 .
U=-—f q+Vu dv (5-1)
2)y .

: |
where q is the heat flux density,V u is the temperature gradient, and the integration is per-
formed over the volume, V, of the element. The components of the heat flux are related to
the components of temperature gradient by '

- du -
4=-2 kij — (5-2)
j OX.

where k;: is a component of the material conductivity matrix and the index j is summed over
the dimensions of the space (one, two, or three dimensions). Using equation (5-2), equation
(5-1) may be expressed in matrix form as

U= du k kil dv (5-3)
“2), axiJ[ii] ax,
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The temperature, u, at an interior point is a linear combination of the temperatures at the
vertices of the element {u}, ie.,

u=LL_J{u}¢ (5-4)

—

I-D ROD 2-D TRIANGLE 2-D QUADRILATERAL

3-D TETRAHEDRON 3-D PENTAHEDRON (WEDGE) 3-D HEXAHEDRON

¢

AXiISYMMETRICAL TRIANGLE AXISYMMETRICAL QUADRILATERAL

Figure 2.5. Representative heat conduction elements.

50



where, in general, the components of the row vectorLLe_I are functions of position. I_Le_l
is the shape function of the temperature distribution and is identical to the matrix L b_Jfor a
2-D case as appeared in equation (3-9). The thermal gradient vector is, therefore,

Ju .
E = [Le,j]T{u}e (5-5)

wheré the derivative matrix [Le j] , for the case of a two-dimensional triangular element, is

oL, oL,
ox oy
. oL, oL,
[L;l = a0 : (5-6)
X y
L 9x 9y _|

In general the numbeér of rows and columns pf [Le”.] is the number of vertices of the ele-
ment, and the dimension of the space, respectively. Therefore, the subscripts (1, 2 and 3) as-
sociated with the derivatives of L with respect to the spatial coordinates (x and y) in equation
(5-6) identify the vertices of the element, figure 2.6(b). The substitution of equation (5-5):
into equation (5-3) produces an expression with the form

1 )
U= 5 Lul® [K]¢{u)® (5-7)
where the element thermal conduction matrix is

[K]e :f [Le,i] [kIJ] [Le,j]T av (5'8)
\%

Equation (5-8) is a general form that is valid for all cases.
For the special case of a constant thermal gradient element with homogeneous properties,
(L, i] and [kij] in equation (5-8) are constant within the element, so that

K1° =V, [Lg ) [kl (LT (5-9)

where V is the volume of the element. There is only one general type of constant thermal
gradient element for each type of space, i.e., a line segment for a one-dimensional space, a
triangle for a two-dimensional space, and a tetrahedron for a three—-dimensional space. In
the constant thermal gradient case, the vector{Le} is preferably expressed in the “natural
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-+ (area) co_ordinate system” *. A single natural coordin_ate is a linear function spanning
the domain of an element with the requirement that it vanishes at all vertices of the element
except one whose value is unity. The natural coordinates are obtained by the solution of

[(H] {L.}= {f} (5-10)
where the specific forms for one, two and three dimensidn‘s are
. . ) 1 1 L 1 i
one dimension Y . (5-11)
(line segment) X, % L, X

two dimensions

‘ L,) = 5-12
(triangle) 1% % 20 =4% (5-12)

three dimensions

(tetrahedron) < ¥=J > - (5-13)

— - . =

The equivalence of [H] = [N]T is immediately recognized when equations (3-9) and (5-10)
are compared. The determinant of the [H] matrix has a useful property, namely that:

for one dimension, det [H] = £, the length of the line segment
for two dimensions; (1/2) det [H] = A, the area of the triangle

for three dimensions, (1/6)det [H] =V, tﬁe volume of the tetrahedron

In order to obtain the derivatives of {Le} required in equation (5-9), we observe that, for the
two-dimensional case,

1
{L.} = HI7{x (5-14)

y

where [H]~! is a matrix of constant g:oefficients. The derivative matrix may, by comparing
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equations (5-6) and (5-14), be expressed formally as

0 0
[L 1= [1 o |- (5-15)
e 0 1

which means that [L, j] is equal to the last two columns of [H]~!. In general, for a space of
(n) dimensions, (L, j]‘ is equal to the last (n) columns of [H]~!.

For the case of the tetrahedron, the [H] matrix is'inverted numerically, [Le .] is taken to be
the last three columns of [H] ! , and [K]¥ is evaluated numerically from equation (5-9).
All calculations are performed in the local (basic) coordinate system. For one- and two-
dimensional elements it is more practical to write explicit formulas for the natural coordi- -
nates. In fact, for 1-D elements the thermal conduction matrix, as shown previously in the
first term of equation (2-43), is simply

. Ak 1 -1 ] .
[K]® = — ' (5-16)
2 -1 1

where A is the cross-sectional area, K is the thermal conductivity, and & is the length of the
element. ' ' '

In the case of a 2-D triangular element, the x-axis is taken along the side connecting the two
vertices 1 and 2 as shown in;figure 2.6(b).

o]

.. (MATERIAL X-AXIS)

{b)

Figure 2.6. Definition of a 1-D rod element and a
2-D triangular element.
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The natural coordinates are, by inspection,

X X
L o=1-—+2- A
' X3\ %2 Y3

X X3
L=— -2 L (5-17)
X3 X3 Y3
y
L3 =
Y3
and the d‘erivative matrix is
: -
-1/x, | (x3 = X))/%,¥3
————— m e ,
_ I
[Le,j] 1/X2 : —X3/X2_y3 (5—18)
_____ dmmmmm o=
|
| 0 : l/y3 _

The material conductivity matrix [k™] is specified in the material coordinate system which
makes an angle @ with respect to the element coordinate system as shown in figure 2.6(b).
The material conductivity matrix referred to the element coordinate system is

k] = cos 6 -sin 6 k™) cos 8 sin 6 (5-19)
ij sin 6 cos 6 -sin @ cos @ i

Equations (5-18) and (5-19) are used in equation (5-9) to obtain the thermal conduction
matrix for a triangular plate element. The volume, V, is equal to the product of the surface.
area and the thickness.

For the triangular solid of revolution element (TRIARG) the differential volume to be used
in equation (5-8) is 2ar dr dz, where r and z are cross-sectional coordinates. The tempera-
ture is assumed to be constant in the circumferential direction and to vary linearly over the
cross-section. Thus, equation (5-8) becomes

[K)® = [L,] [k;] (L) 2n f rdA
_2n ' T
= 3— (rl tr, +r3) A, [Le,i] [kij] [Le,j] (5-20)

where A, is the cross-sectional area. Equation (5-20) is identical to equation (5-9) since
the volume of a triangular ring is exactly

e

o
v =?"(r1+rz+r3)Ae (5-21)
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Quadrilateral plate and revolution elements are formed by overlapping triangular elements
in exactly the manner described in section 5.8.3.1 of the NASTRAN Theoretical Manual.
Hexahedra and wedges are formed from subtetrahédra as described in section 5,12.6 of the
same manual. The formation of the quadrilateral plate element by four triangles is shown
in figure 2.7.

Ny,
. 3
2 x =
I X
- :

2

- 4
3 .
+
1 2
Figure 2.7. Formation of a 2-D quadrilateral element. '

2.5.1.2 Heat Capacitance Matrices -

In transient thermal analysis, a heat capacitance matrix is generated together with the heat
conductivity matrix by each of the basic heat conduction elements. For efficiency and ex-
pediency of the computer processing, the heat capacitance matrices [B] used in the
NASTRAN Thermal Analyzer are calculated by the lumped method instead of using the
consistent matrices. The latter type was discussed in section 2.3.1 for the 2-D triangular
element as given by [C]€ in equation (3-14). The resulting expressions for the consistent
and lumped heat capacitance matrices for homogeneous elements are given below for com-
parison. For the 1-D rod element, the resulting consistent heat capacitance matrix is

€], = pCAgl? Al] : (5-22)

6 1 2

whereas the lumped heat capacitance matrix, which has lumped its thermal capacity at the end
points in two equal parts, is

pcAf [1 0 )
cl. = 5-23
[l == [0 1] | (5-23)
For the 2-D triangular element
pcAt 2 1 1
[C], = 5 1 2 1 (5-24)
1 1 2
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and

PpCcAt 0 0 o
€1, ==~ 1 0 (5-25)
0 0 1 ' ’
For the 3-D tetrahedral element
’ 2 1 1 1
. pcV 1 2 1 1
= 5-26
€T 20 1 1 2 1 (5-26)
1 1 1 2
and
1 0 0 0
pcV] 0 1 0 0
C = 27 5-27
(Cl, 2 lo o 1 o ( )
0 0 0 1

where p is the density of the material, ¢ is the heat capacity per unit volume, A is the cross-

sectional area of a rod in the 1-D case and the surface area of a triangle in the 2-D case, £ is

the length of a rod element, t is the thickness of a triangular élement, and V is the volume of
a tetrahedron.

In the case of triangular solid of revolution ele.me'nt‘s, the heat capacitance lumped at the three.
grid circles is selected so that the total heat capacitance and its center of gravity in the trans-
verse plane are preserved. The equation for the heat capacitance lumped at grid circle (i) is

1rcAe
b. = S ( +r

. 1yt r3) i=1,23 ' .(5_28)
The heat capacitance matrices of elements formed by overlapping triangles or tetrahedra are
computed by assigning one-half of the capacity to'each overlapping set of sub-elements.

Thermal gradients are produced as part of the output, using equation (5-5) and the various ex-
pressions derived above for the derivative matrix, [L, i }. The components of the heat flux
are also output, using equation (5-2) and the thermal gradient vector.

The temperature gradient and the heat flux are, of course, assumed constant over each sub-
element. In the case of overlapping elements, a weighted average is computed. The areas of
the subtriangles are used as weighting functions in the case of planar elements, and the vol-

umes of the subelements are used as weighting functions in the case of solids.

2.5.2 Boundary Surface Elements

Boundary surface elements are designed and provided to accept external thermal loads includ-
ing radiative exchanges. If desired, a boundary surface element (HBDY card) may be overlaid
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on a surface of a conduction element by connectingit to the same grid points which define
the conduction element.

Four types of external thermal loading conditions are considered for both steady-state and
transient thermal analyses. These boundary conditions are: (1) a prescribed heat flux, (2) a
convective heat transfer due to the temperature difference between the surface and the local
ambient condition, (3) a directional radiant flux from a distant source, and (4) the net radi-
ative flux emitting from the surface of the element as governed by the Stefan-Boltzmann law
of radiation. In all cases the heat flux is applied to a boundary surface element defined by
grid points. There are six distinct types of boundary surface elements:

1. POINT, aflat disc defined by a single grid point
LINE, a rectangle defined by two grid points

REYV, a conical frustrum defined by two grid circles
AREA3, a triangle

AREAA4, a quadrilateral

AN AT S A

ELCYL, an elliptic cylinder defined by two grid points. Its use is restricted to pre-
“scribed directional radiant flux application.

The user is required to supply the area A, for POINT, and a width, w, for LINE. For ELCYL,
the principal radii of the cross-section of an ellipse must be given. The surface area is calcu-
lated automatically in all other cases.

2.5.2,1 Prescribed Heat Flux

A uniform heat flux, Q, is to be specified by a user, and the vector of the rate of heat flows
{P}e is calculated by the program and applied to the grid points connected to an element.
The general expression for the jth component of {P}® is

P*= A] Qf (5-29)

where A? is a subarea of the element associated with its jth vertex and Qfis the heat flux at
the jth vertex. There are two options for assigning heat fluxes to elements. In the first option
via the QBDY 1 card, the user specifies a heat flux that is constant over the surface of the ele-
ment. In the second option via the QBDY?2 card, the user specifies separate heat fluxes at the
vertices of the element, which are then used directly in equation (5-29). In transient analysis,
the time dependence of the flux is specified on a TLOADI card. The subareas Af are calcu-
lated in the same manner as heat capacities. Thus, for LINE, A¢ is one-half of the width
multiplied by the distance between the end points, and for AREA3, Af is equal to one-third
of the total area. For AREA4, AY is computed from the areas of the overlapping subtriangles
connected to the jth grid point. l!?or REV the total area is distributed to the two end points
so as to preserve its center of gravity. ELCYL is not available for prescribed heat flux.
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2.5.2.2 Convective Heat Flow

The rate of convective heat flow into an element’s grid points is determined by the general
relationship

{rP}e = [k, 1{T; - u} (5-30)

where {Tf -u, } is the difference between ambient and surface temperatures at the vertices of
the element. The convection matrix [K, } is calculated as follows for each surface element
type. In the following equations, h is the convective film coefficient, which is allowed to be
a function of temperature.

POINT: K, = hA (5-31)
e [ 20 1]
LINE: K] =— J . (5-32) -
6
1 2 o
, The 3r, v ry, | o,
REV: K1 = re SRS S P : (5-33)
no+f 0t N
2 1 1
hA ' : . .
AREA3: K,] = 1—2- 1 2 1 (5—34)‘
1 1 2
where-A is the area of the triangle
h
AREA4: ) (Kh)ij = ;1 [ + Bij) (a; +ay +a; +a,)-(a + aj)] (5-3%)
‘where
i =i
5. = lf ')
1 0if i #j
a; = area of the subtriangle which does not touch vertex (i)

The convection matrices are, in each case, derived under the assumption that the temperature
difference varies linearly over the surface of the element, except that, in the case of the quad-
rilateral (AREA4), the temperature difference is assumed to vary linearly over the surface of
each overlapping subtriangle. '
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2.5.2.3 Directional Radiant Flux From a Distant Source

The directional radiant flux from a distant source, such as the sun, can be treated as a pre-
scribed heat flux. The magnitude of radiant flux flowing into a boundary surface element
depends upon the orientation of the radiation vector relative to the element. The total heat
to a single element from a single distant source is given by ‘

P = -0A (V+7i)*Q, (5-36)
where
P = rate of heat flow into the boundary surface element from the distant radiant
source
Qo =  rate of heat flux of the radiant source
A = surface area of the element
v = unit vector of radiant flux (the source is so distant that rays are parallel)
n = outward normal to surface
o =  absorptivity (if a < 1, it is assumed that the reflected radiation is lost from the

system)

(v-m)* is replaced by zero in the equation when ¥ is positive, i.e., when the radiation
comes from behind the surface.

No provision is made for shading by other surface elements.

In addition to the POINT, LINE and AREA elements, the elliptic cylinder element, ELCYL,
can receive prescribed vector radiation, as shown in figure 2.8. An integration of the normal
component of flux over the surface is needed to compute the rate of heat flux. The result of
the integration is

' ~1/2
P=2Q,% [(vyny)ZRg + (vznz)zgf] (5-37)

where Vys V, are components of v, n, n, are components of 1i; and ¢ is the length of the
cylinder.

In transient thermal analysis the flux in the incident beam, Q,, and the components of Vv may
be prescribed functions of time. The latter provision is useful in the analysis of rotating
spacecraft.

12.5.2.4 Radiative Exchanges Between Surfaces

The relationship between the vector of radiative heat flows, {Qr}g, into grid points and the
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grid point temperatures, {ug }, can be expressed as
{Q)% = - R {(u, +T)% (5-38)

In this equation, if {T} is a vector, {T4} is defined as the vector whose components are the
fourth power of the elements of {T . The addition of T, converts u, in an engineering
temperature scale to an absolute temperature scale. The radiation matrix [R]8 in reference
to grid points has been related to the element radiation matrix [R]® as given in equation
(3-33), therefore, no repetition need be made.

The net heat flow into the boundary surface element due to radiation, which is available as
output from the NASTRAN Thermal Analyzer, is

{Q}e= -RI° (6] { (v, + T)*} (5-39)

Figure 2.8. An ELCYL type (elliptic cylinder) of the HBDY element.
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2.6 Methods of Solution

Heat transfer problems that are solved with the NTA are grouped into three types: (1) Linear
steady-state thermal analysis, (2) Nonlinear steady-state thermal analysis, and (3) Transient
thermal analysis. Both linear and nonlinear options are available in transient thermal analysis.

Flow diagrams for all three types of thermal analysis are shown in figures 2.9, 2.10 and 2.11.
Special features of the solutions are described in the subsections that follow.

2.6.1 Linear Steady-State Thermal Analysis

Linear steady-state thermal analysis uses the rigid format (APP HEAT, SQL 1) which is bas-
ically the NASTRAN statics rigid format (format No. 1). The principal additions are sub-
routines for generation of the heat conduction matrix and matrices to facilitate the applica-
tions of thermal loads directly to the grid points or indirectly through the boundary surface °
elements.

Figure 2.9 shows a simplified flow diagram for the linear steady-state thermal analysis which
is identical to the structural rigid format 1. Each block in the flow diagram represents a num-
ber of subprograms and/or modules. The total number of modules called is approximately
thirty. A brief description for each functional block is given below:

The Input File Processor, as the name implies, reorganizes the information on input data
cards into Data Blocks consisting of lists of similar quantities.

The Geometry Processor generates coordinate system transformation matrices, tables of grid
point locations, a table defining the heat conduction elements connected to each grid point,
and other miscellaneous tables such as those defining static thermal loads at grid points.

The Structure Plotter generates tape output for an automatic plotter that will plot the struc-
ture as formed by heat conduction elements (i.e., the location of grid points and the bound-
aries of elements) in one of several available three-dimensional projections. The structure
plotter is particularly useful for the detection of errors in grid point coordinates and in the
connection of elements to grid points.

The Conduction Matrix Assembler generates heat conduction and convection matrices referred
to the grid points from tabular information generated by the Input File Processor and the
Geometry Processor.

In the next block, the conduction matrix is reduced to the form in which it is finally solved
through the imposition of single and multi-point constraints, and the use of matrix partitioning
(optional).

Thermal load vectors are then generated from a variety of sources (concentrated thermal
loads at grid points, uniform heat fluxes on surfaces, and .prescribed temperatures) and are
reduced to final form by the application of constraints and matrix partitioning.
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Figure 2.9. Simplified flow diagram for linear steady-state thermal analysis.

62

* %



The solution for independent temperatures is accomplished in two steps: Decomposition of
the conduction matrix [K] into upper and lower triangular factors; and solution for {u} for
specific thermal load vectors, {P}, by means of successive substitution into the equations rep-
resented by the triangular factors of [K] (the so-called forward and backward passes). All
thermal load vectors are processed before proceeding to the next functional block.

In the eighth block of figure 2.9, dependent temperatures are determined from the indepen-
dent temperatures by means of the conditions of constraint. The heat flow rates and gradi-
ents in each element are then computed from knowledge of the temperatures at the vertices
of the elements and the intrinsic equations of the element. Finally the Output File Processor
prepares the results of the analysis for printing.

The Loop for Additional Constraint Sets shownin figure 2.9, is infroduced to facilitate solu-
tions for different boundary conditions, which are applied by means of single point
constraints,

The solution of the equation representing linear steady-state thermal analysis of the form

X1 {u}={pP} -~ (6-1)
is accomplished using the results of the decomposition procedure described in section 2.2 of

the NASTRAN Theoretical Manual. Replacing [K] by its triangular factors, equation (6-1)
becomes ,

(L] [u] {u} = {P} (6-2)

where [L] is a lower unit triangle and [U] is an upper triangle.
Define ‘
{v}= 1{u} 6-3)
Then substituting ’into equation (6-2)
L] {y} = {P} (6-4)

The solution of equation (64) for{y} is called the forward pass, and the subsequent sollitidn
~of equation (6-3) for]u}is called the backward pass. .

In the solution algorithm, y, is evaluated from the leading element of [L], and the first
column of [L] is multiplied by y, and transferred: to the right-hand side of equation (6-4).
The procedure is repeated for the second and succeeding columns of [L] until all elements of
{y} have been evaluated. The algorithm for obtaining{u} is similar except that the columns of
[U] are required in reverse order. Multiple {P} vectors can be handled simultaneously up to the
limit of the working space available in main memory. The same general procedures are used
for both symmetric and asymmetric matrices.
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The forward pass requires the reading of both the right-hand vectors and the lower triangular
factor from secondary storage devices. Each term of the lower triangular factor is used only- -
once; thus if there are a small number of right-hand vectors, the computing time for the for-
ward pass is dominated by the time requlred to read the lower triangular factor from second- .
ary storage..

The backward pass is accomplished in two steps. First, the upper triangular factor is read
backward and written forward on a separate file so that the last column of [U] appears first.
In the case of symmetric matrices, the actual file read backward is the lower triangular factor,
and the file written forward is renamed as the upper triangular factor. This is part-of the tri- -
angular decomposition routine and takes place immediately-after the completion of the de- -
composition. The reason for this preliminary operation is that all NASTRAN files are se—-
quential, and since it takes several times as long to read a sequential file backward as forward,
it is desirable to execute the backward read only once, even though the triangular factors

may be used several times. This allows substantial time savings when making restarts and
when multiple right-hand vectors cannot be held in main memory. The second step of the
backward pass consists of solving equation (6-3) for u. It is made a part of the equation
solution routine and, as in the case of the forward pass, the computer time often is dominated
by the time:required to read the upper triangular factor from secondary storage.

Following the determination of the solution vectors a re31dua1 vector is determined for each
solution vector as follows

{5} = {P} - K] {u} . (©-5)

The residual vector is used to calculate the fdlloWing error ratio which is printed with the
output.

{u}T {sp}
“ T {2}
The magnitude of this error ratio gives an indication of the numerical accuracy of the solu-

tion vectors. The computer time required to calculate this error ratio is only a small fraction
of the time required to determine the solution vector.

~ (6-6)

2.6.2 Nonlinear _Steady-State Thermal Analysis

Nonlinear steady-state thermal analysis uses the rigid format (APP HEAT, SQL 3). The flow
diagram is given in figure 2.10. The nonlinear properties permitted in steady-state heat trans-
fer analysis with the NTA are radiation, temperature—dependent conductivity, and temperature-
dependent convectlve film coefficient. The general form of the equation to be solved i is

[Kgg] {u}+ [Rgg] {(u * T)4} ={9g} *{P;} (6-7)*

*If {T} isa vector, {T4}1s defined as the vector whose components are the fourth power of the elements of

{1}.
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Figure 2.10. Simplified flow diagram for nonlinear
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The temperature set {u }includes temperature variables that are restrained by single point and
multi-point constraints. The vector {qg} represents the powers required to sustain the pre-
scribed temperatures. Subsections 2.5.1 and 2.5.2 describe the manner in which the heat
conduction matrix, [K__], the radiation matrix, [R__1, and the applied heat flow vector,
{Pg}, are formed from the properties of heat conduction elements and boundary surface ele-
ments. The elements of [K ] may be functions of temperature.

The first step in the solution is to rewrite equation (6-7) in terms of the set of temperatures,

u,}, from which multi-point constraints have been removed. The procedures used are iden-
tical to those described in section 3.5 of the NASTRAN Theoretical Manual for structural
analysis. In order to avoid difficulties in interpolating temperatures to form the nonlinear )
terms, a restriction is placed on the form of the multi-point constraint relationships, namely
that, if a grid point is attached to a heat conduction or boundary surface element with non-
linear properties, the constraint relationship is restricted to be an “‘equivalence.” The term
“equivalence’ means that the constrained temperature is set equal to a specified independent
temperature. '

The form of the thermal equilibriurﬂ equation after the multi-point dependent temperatures
{um} have been eliminated is

Kond {ua}t Ropd {0, + T*}= fa} (P} (6-8)

- If {un}is partitioned into {uf} (free points) and {us } (Single point constraints), equation
(6-8) may be written in partitioned form

--------- __ SR ISR | SRR Sy I G S Y (6-9)

T ]
|
: K u | R u T g P

| SN 4
Kee 1+ Kes ] Yy Ree 1 Reg |[fuet T, 0 Py
| + S
S

The components of{u } have values prescribed by the user, and the lower half of equation
(6-9) is used to evaluate the single point “powers’” of constraint {qs}durmg data recovery. Re-
arranging the top half of equation (6-9) we obtain

(Kpel {ug} + [Reed{(Cus + T, }={P}- [Ke ] {u.} - [ReJ{Cug + T,)*} (6-10)

Equation (6-10) is solved by an iterative method. The technique used is to-expand {uf}into
constant, linear, and higher order terms with respect to an initial estimate, {u% }, supplied by
the user. The linear terms are kept on the left-hand side of equation (6-10) and all other
terms are placed on the right-hand side, where they are evaluated precisely for the current
estimate of {uf} If we define {L}f[o be the 1eft-hand sidevof equation (6-10), then the new
left-hand side is

{L+} = [ ]{uf}— K] {uf}+ 4R [(uk +T)3J{uf} (6-11)
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|

! vector is {uf

where the partial derivatives are evaluated for {uf}={u}}. Using this expression, equation
(6-10) may be written as '

(K& {uc} = [K}féKff] {u}+ [Red @iuf + T, ]{uf}-{(uf + T)*P
+{Pr} - [Kgg {15} - Regd {(u, + T} (6-12)
where

K&l = [Kil + 4[Re] [(u} + T))°) (6-13)

It is convenient, for computational purposes, to combine terms proportional to {uf}and {us}

.on the right-hand side of equation (6-12) to produce terms proportional t0<3un } Thus if we

define
o
Ug

o5

(K] = [KE] + 4[R] [(u + T)°] o
(6-14)
[Ke,] = [Kg 1 Kl
[Ki"n] = [Ki‘f : Kll"s] :
[an]~' = [Rff : Rfs]
then equation (6-12) may be written as

(K] {ug} ={N¢} (6-19)
where V -
{Nf} = {Pf - K?sus}- [Kfn = K%n] {un} - [an]'({(un + Ta)4«} - 4[(u11\’ + Ta)31 {un}) (6-16)

The first term in equation (6-16) is a constant, and the other terms are functions of tempera-
ture. Equation (6-15) is an exact relationship. The iteration algorithm consists of evaluating

‘ {N; } for {un} ={u; }, the current estimate of the temperature distribution, and of solving

equation (6-15) to obtain a new estimate_,{uif+1

}, of the unknown temperatures. The starting
1 }_, supplied by the user. :
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The algorithm is simple enough, but the number of iterations to obtain satlsfactory conver—

gence (if indeed convergence can be achieved) remains an open question. The question of ’
convergence can be treated without difficulty in a small neighborhood of the correct solution
within which the nonlinear load may be approximated as a linear function of the error in the

temperature distribution. The iteration algorithm is

K] fui*1} = (N} (6-17)

As an approximation, let

N} = NG+ el ful -u}= NG+ [C] {oui} (6-18)

where [C] is the matrix of the partial derivatives of {N, } with respect to changes in {uf} Sub-
stituting equation (6~18) into equation (6-17) and using equahon (6-15), the iteration al-
gorithm is, approx1mately,

[Kx]{sui*1} = [c]{su} (6-19)

Equation'(6-19') resembles the power method of eigenvalue extraction (see section 10.4 of the
NASTRAN Theoretical Manual) and its convergence is related to the distribution of the eigen-
values of the associated eigenvalue problem.

Kz -2ac){su}={0} (6-20)

In order to establish the condition for convergence, expand the iterates {u'} and {§ui*!} in
~ terms of the eigenvectors{qu *, ie., : '

o} = 24} (6-21)

(b} = 3 (6-22)
J

It can be proved quite generally (see section 10.4.4.3 of the NASTRAN Theoretical Manual)
that a property of the linearized iteration algorithm is that
i1 ) . )
a‘. )5 oz; | (6-23)
where )\] is the elgenvector corresponding to {d) } Thus, it is seen that, if I)\ |1<1, oz; will in-
crease in magnitude at each iteration and the algorithm will be divergent. The necessary and

sufficient condition for convergence in a small neighborhood of the correct solution is that all
eigenvalues of equation (6-20) have magnitudes greater than one.
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NASTRAN provides both an estimate of the lowest eigenvalue and an estimate of the error
in the solution after each iteration. If the jteration has proceeded to the pomt where one
eigenvector, {¢1}, dominates the solution, it is seen from equations (6-21), (6-22) and (6-23)
that

{sul -5ui-1} = ;1 {5ui-! - sui-2} ' | (6-24)
1

so that the ratios of successive increments in the elements of the solution vector provide an
estimate of the lowest eigenvalue. By analogy with a procedure used in the inverse power
method with shifts (see section 10.4 of the NASTRAN Theoretical Manual) a single welghted
estimate is obtained by multiplying: both sides of equation (6-24) by the transpose of the
nonlinear load vector. Thus, the estimate is

T )
(" (o o)

Equation (6-25) is evaluated after every iteration startmg with the third, i = 4.

(6l23)

The vector {6ul}is the error in the solution at the beginning of the ith iteration. In order-to -
obtain a measure of the error, we observe, from equations (6- 21) (6-22) and (6-23) that if
only one eigenvector is present :

{sul —sui1} = (1 -2} : e (6-26)
The measure of the error in temperature used in-the NTA is the ratio of the work done by the

nonlinear loads acting on the error vector to the work done by the nonlinear loads actmg on
the total solution, i.e.,

{N*} {su}
{N}T o}

T . s
to N o)
. L
- D {NgHui)

Another error measure is also provided, which measures the error in the applied heat flux,
including nonlinear terms. That measure is

(6-27)

NG - K] ubll N -NELQ o
= = (6_28)
[IN{I] IINLII

g -

where || X|| is the Euclidean norm of the vector {X}
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The iteration algorithm will terminate for any of the following reasons:
1. eiT is less than a user-specified value and also I)\{I > 1: Normal convergence.
i7\1i | <1 fori=4: The algorithm is assumed to be divergent.

The number of iterations reaches the maximum number specified by the user.

e

" The available time is used up.

In all cases, the values of e%’ eg and)\li may be output for every iteration, and the solution

~ vector for the last iteration will be output.

Radiated heat flux is proportional to the fourth power of the temperature, thereby providing

a very strong nonlinear effect if the radiation terms are large compared to other terms. In
oorder to gauge the effect of radiation on convergence of the iteration algorithm, consider an

~ isolated perfectly conducting body in thermal equilibrium with radiant input from distant

sources. The thermal equilibrium equation is ‘

Ru* = P : (6-29)

°

where u is measured on an absolute scale, and P is constant. The user supplies an estimate of
the temperature, u, . The iteration algorithm is, in accordance with the preceding discussion,

(4Ru%)u =P- R[(ui)4 - 4ui’ u,] (6-30)

i+1
'T.he derivative of the right-hand side at .the correct solution (u; = u) is

C= —4R(ui -ud) (6-31) |
S0 that thé eigenvalue problerﬂ corresponding to equation (6-20) is

[4Ru3 - MR} -u3)] su=0 (6-32)

The eigenvalue is

(6-33)

" The critical value for convergence, A = ~1, is achieved if

uld

3
Y

N =

or

u, = 0.794u
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Thus, the solution converges if u, is greater than about 80 percent of the correct temperature,
measured on an absolute scale. The user can assure convergence, at the expense of extra
iterations, by overestimating the temperature.

2.6.3 Transient Thermal Analysis

Transient thermal analysis permits both linear and nonlinear options using the same rigid for-
mat (APP HEAT, SQL 9). The nonlinear terms permitted in transient thermal analysis include
radiation and the general purpose nonlinear elements described in section 11.2 of the NAS-
TRAN User’s Manual. However, nonlinearities arising from temperature-dependent thermal
conductivity, convective film coefficient, and heat capacity are not permitted. This is due

to the fact that the computational effort required to recalculate the thermal conduction and
heat capacitance matrices at each time step by the finite element method used in the NAS-
TRAN Thermal Analyzer was judged to be excessive. The general purpose nonlinear elements
can, however, be applied to model nonlinear convective coupling as well as other relatively
simple nonlinear relationships. The simplified flow diagrams for transient thermal analysis

is shown in figure 2.11.

The general equation solved in transient analysis is of the form
B] {u} + [K] {u} ={P}+{N} (6-34)

The thermal conduction matrix [K] includes linearized radiation terms. It is, in fact, iden-
tical to [K;l‘f] given by equation (6-13) of the preceding subsection 2.6.2, except possibly
for terms due to “‘extra points,” (see section 9.3.2 of the NASTRAN Theoretical Manual).
The nonlinear term in equation (6-34) is

- {N}= (N} R]@fQ! + T {u) - {+ T (6-35)
where{Ne} is attributed to general purpose nonlinear elements and the second term isattributed
to radiative exchanges. An option is available to substitute {u!} for {u}in the second term,
which reduces it to a constant vector and which, thereby, linearizes the effect of radiation.

The thermal load vector {P} may be formed in the same manner as for the steady-state heat
transfer analysis with certain parameters permitted to be functions of time. These include the
prescribed volumetric (internally generated heat) and surface heat fluxes, and the prescribed
vector heat flux. In the latter case, both the direction and the magnitude of the heat flux are
permitted to be functions of time. Prescribed temperatures at grid points, and the ambient
temperatures used for convective heat transfer are treated in the same manner as prescribed
displacements in dynamic analysis. It requires the user to connect a large scalar conduction
element, K, to the grid point in question and also to apply a thermal load P = TK to the
grid point where T is the desired temperature function of time. ’

\\71



INPUT FILE PROCESSOR

Y

GEOMETRY PROCESSOR

\

STRUCTURE PLOTTER

Y

CONDUCTION AND CAPACITY
MATRIX ASSEMBLY

Y

GENERATE RADIATION MATRIX, COMBINE
WITH CONDUCTION MATRIX

¥

APPLY CONSTRA|N1"S, PARTITION MATRICES

Y

DYNAMIC POOL DISTRIBUTOR

f

DIRECT MATRIX INPUT

Y

ASSEMBLE DYNAMIC MATRICES

\

TRANSIENT LOAD GENERATOR

)

INTEGRATION OF EQUATIONS, WITH
NONLINEAR LOADS AND RADIATION

Y

OUTPUT SOLUTION POINTS

Y

RECOVER DEPENDENT TEMPERATURES
AND ELEMENT FLUXES

Y

X-Y PLOT

*Modules specifically designed for heat transfer analysis
**Modified existing modules to include heat transfer capability

Figure 2.11. Simplified flow diagram for
transient thermal analysis.
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The algorithm used to integrate equation (6-34) has been selected with the following criteria
in mind:

1. Unconditional stability for linear problems, regardless of the size of the time step
2. Ability to handle a singular heat capacity matrix

3. Good stability for nonlinear problems

4. Good efficiency

5. High accuracy

- A useful general observation is that stability, efficiency and accuracy are conflicting require-
ments that must be compromised. The algorithm that has been selected can satisfy the first
two criteria and scores reasonably well on the last three. Basically, it is a difference equation
approximation to equation (6-34) with a free parameter that is adjusted to produce a com-
promise between the stability, efficiency and accuracy requirements. In this respect it is
analogous to the Newmark § method used in structural dynamics (see section 11.3 of the
NASTRAN Theoretical Manual). The form of the difference equation is

KI{Bu,,, + 1-Hu }+— [B]{url+l u}=

(8P + (1- 3)1’ }+ ¢ +B){N,,} B{Nn 1} (6-36)

The subscript n refers to the nth time step. The parameter, 8, may be selected by the user in
the range 0 < < 1. Putting terms proportional to{un + 1} on the left side yields the iteration

algorithm
1 r
[Z B + ﬁK] {unﬂ} [ B-(1- ﬁ)Kjl{u}

#0{Pau} * (=B} (+HN}BN,) )

The matrix [B/At + BK] is first decomposed into its triangular factors from which the
equations are solved at each time step using a forward and backward substitution procedure
(see section 2.3 of the NASTRAN Theoretical Manual). The time step, At, may be changed
at discrete times by the user. Certain values of the parameter § result in well-known algo-
rithms, viz.,

f = 0 : Euler integration

B = 1/2: Central differences
B = 1 : Backward differences
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Euler integration (8 = 0) is usually the most efficient eho_ice because only the [B] matrix,
which is frequently diagonal, is decomposed. However, Euler integration cannot be used if
[B] is singular and it suffers with respect to both stability and accuracy as will be seen.

The effect of § on stability will be examined for the linear case, for which the matrix equation
of motion is

(B] {u}+ [K] {u}="P (6-38)

A more convenient set of equations is obtained by a transformation of {u} into modal co-
ordinates, {Ei}:
{u}= 101 {&} L (6-39)

where each column of [¢] is an eigenvector of equation (6-38). The equation for each modal
coordinate is uncoupled from the others and has the form '

1 1°1 1

E 4+ NE =P ' (6-40)

where A, is the eigenvector and P; is the generalized force on E The system of equations is
stable if all \; = 0.

Applying the integration algorithm to equation (6-40) we obtain

1 " ‘ . . ’ ’
-A_t(EIH'l - En) N ® Ener ¥ (1-p £) =6 Pn+1 .+(1 -B)Pn (6-41)

where the subscript (i) has been omitted for clarity. The solution for the homogeneous case
(P, =P+, =0) has the property that

£n+l n

where E is a constant, called the shift operator. If |[E| < 1, the homogeneous solution is stable
because it approaches zero for large n. By substltutmg equation (6-42) into equatlon (6-41)
for the homogeneous case, we obtain .

[;—t (E-1)+ 76 E+1-3)]§n=0 (6-43)

Setting the coefficient of £ to zero, which must occur if £ is not to be zero, produces a
functional relationship between E, 8, and A;At, which may be expressed in the form
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1-E
AN = ———————
1 Eg+1 -8

(6-44)
The range of E for stability is -1 <E < 1. Substitution of the upper limit into equation (6-44)
is seen to produce no restriction on the time step. Substitution of the lower limit, however,
gives as a stability limit

2
MOt = —— (6-45)
1 1 - 2n6

Thus, if 8 = 0 (Euler integration) the stability limit is A\ At = 2. Since 7\l is the reciprocal of
the time constant of the ith mode of the system, the practical restriction on Euler integration
is that the time step can be no greater than twice the smallest decay time constant of the sys-
tem. If 8 =0.5, there is seen to be no limit on the time step, nor is there for 8 > 0.5, which
can most readily be seen by solving equation (6-44) for E, i.e.,

_L-(1-pAht (646)
148 7\iAt

From the viewpoint of stability then, 8 should be chosen greater than or equal to 0.5. For

linear problems 8 = 0.5 is adequate, but for nonlinear problems in which the nonlinear terms

must necessarily be evaluated at the nth and earlier time steps, a larger value of 8 may be

advisable.

Insight into the question of accuracy can be gained by examining the eigenvalues produced by
the integration algorithm and comparing them with the eigenvalues of the real system. The
eigenvalue, A;, produced by numerical integration is defined implicitly by

-AiAt

£, =€ £ (6-47)
or, by comparison with equation (6-42)
-1
A; == SE (6-48)
so that, using equation (6-46)
-1 1-(1-F)AAL
A= —fn 1-a-mra (6-49)
At 1+BNAt

If A;At is assumed to be less than one, equation (6-49) can be evaluated by power series ex-
pansion with the result -

N 1 1 1\2 5
Ai- .[1 + (ﬂ——z—) ()\iAt)— (E + (B‘E) )()‘iAt) + "'] (6-50)
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It is seen that, if the time step, At, is small compared to the decay time constant of the mode,
1/A;, the error will be a minimum near B=0.5. Since efficiency or stability considerations will
be overriding in many cases, the ch01ce of B is left to the user. The default value, in the event
that the user declines to make a choice, is § = 0.55.

The provisions for initial conditions are as follows. The initial thermal load (for equation
(6-37) at n = 0) is taken as

{Po} = [KI{ug}- IN 0} , (6-51)

which sets {u}to Zero 1n1t1a11y (see equation (6- 34)) Since {un} is not defined for negative n,
the nonlinear load at t'= -At is taken to be :

N} ={N} | 65

Equations (6-51) and (6-52) have the property that they yield smooth results when step loads

are applied to degrees of freedom without thermal capacity. Special conditions are also needed
if it is desired to change the time step. The situation is similar to the starting equations'except

that the new initial velocity vector,{ﬁ}, is set equal to the old final vector. Let N be the index

of the last step with the previous time step At,. Let At, be the new time step and let the time

step counter be reset to zero. The new initial conditions are :

fug} = fun} (6-53)
. 1 :
fiob= I, i - Unal (6-54)
The new initial thermal load is
{Raf = KD fugf - N} - (B i} (6-55)

Interpolation is used to produce an estimate of the nonlinear load at t = —At2

Aty

(L= 520+ (- 52) %) @50

These provisions are designed to minimize discontinuities associated with time step changes.
The coefficient matrices in equation (6-37) are recomputed, and the matrix coefficient of
{unﬂ} is decomposed before continuing the integration with the new initial values.



2.7 Rigid Format DMAP Listings

The NTA computer program will perform mathematical calculations according to a sequence
of module calls either built into the program or generated by the user. The former solution
capability is known as the Rigid Format and the great majority of problems will be solved via
this method. The latter capability is provided in order to allow the advanced user (using the
program’s matrix routines, which are available for general use) to solve problems with features
- not accounted for in any of the rigid formats. There are two options available to:the user in
this latter capability: (1) ALTER allows modifications of a rigid format. Typical uses of the
ALTER feature are to schedule an exit at an intermediate point in a solution for the purpose
of checking intermediate output, to schedule the printing of a table or a matrix for diagnostic
purposes, and to add or delete a functional module from the sequence of operating instructions,
(2) DMAP (Direct Matrix Abstraction Program) allows the user to write his own sequence of
“executive instructions. DMAP is a user-oriented programming language of macro instructions
“which, like FORTRAN, has many rules which must be followed to be interpretable by NAS-
TRAN. DMAP is also used in the construction of rigid formats, which differ from user—
generated sequences mainly in that restart tables are provided. For further mformatlon see
section 5 of the NASTRAN User’s Manual.

While information concerning the coding detajls of individual functional modules may be
found in the NASTRAN Programmer’siManual,® the DMAP Jlistings pertaining to the three
solution algorithms are given on the following pages for those users who may wish to modify
the rigid formats to satisfy their specific needs.
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2.7.1 DMAP Sequence for Linear Steady-State Thermal Analysis

RIGIv FORMAT DMAP LISTING
SERIES M1

RIGID FORMAT 1

NASTRAMNM SCUYURCEZ PROGKAM CO%WP T LATILION
DAAP=OMAP INSTPUCTIIN

NU.
1  BZGIN NO.l1 STATIC ANALYSIS.- SERIES ML $
2 FILE: LLL=TAP: -
3 FIL: . RG=APPEINC/FGG=APPEND/UCV=APPIND/GM=SAVE/KNN=SAVE ¢

4 GEUML,GREN2 0 /GPLy TAEXING GPDTCSTHy BGPOT, STL/V My LUSET/  CoN,y
123/V4N,NICODT 3 .

5  SAVE LUSET $

5 CHXPNT  GPL,EQEX[4,GPNT,CSTM,BGPDT,SIL 5
7(GP2 D) GrOM2,ECEXIN/ECT $ .
38 CHKPNT  ECT

9  PLTSET PCDBy TGEXING ECT/PLTSETXPLTPAR yGPSFTS,ELSTTS/V,y Ny NSIL/ VN,
JUMPPLOT $

10  SAvVE NSIL,JUNFPLCT

1L PRTASG  PLTSETX// ¢

12 SETVAL  //VeMyPLTFLG/CoNyL/VyNsPEILE/CoN,O 8
13 SAVE PLTFLG,PFILE ¢

14 CCND PL,JUMPPLST 8

15 PLTPAR yGPSET S,ELSTTS,CASECC,BGPOT, EQEXINy STLy +/PLOTXL/ V4N,
- NSTL/VyNoLLSFT/V,Ny JUMPPLOT/V,N,PLTFLG/V,N,PFILE §

16 SAVE JUMPPLOT (PLTFLG 4PFILE §
17 PRTMSG  PLOTXL// #
18 LABEL P1 %
19 CHKPNT  PLTPAR,GPSETS,ELSETS s _
20 (GP3 )°  GEOM3,EGEXIN,GECM2/SLT,GPTT/CyNy 1237V, NyNOGRAV/C o 123 $

21 SAvE NOGRAV ¢

22 PARAM F7CyNyANC/V Ny SKPHGG/V N NOGRAV/V, Y GROPNT. ¢
23 PURGE ~  MGG/SKPMGG §

" 24 CHKPNT SLT,GPTT MGG $



RIGIU FURMAT DMAP LISTING
SERIE> ML

PIGID FOPMAT 1

NASTPE AN SCULFPCF PROGRAM C 24P 1L AT !anN

DIMAP-LVAP
NC.
25 Ca1,D
26 SAVF
21 DaraMm
28 CCND
26 CURGE
3C CHKPNT
31 CCND
33 CHKPANT
34 CCND

3¢
37
38
ED
40
41
42
43
44
45
46
41

48

SAVE
CHKPNT
CCND
CCHD
oFP
SAVE
LASEL
EQUIV
CHKPNT
CCND

CHKPNT

[NSTRLCTICA

s EC Ty EFT GO0 T 4 SILyGPTT CSTH/EST « o GETZWECPTWGPCT/VyNJLUSET/ Cytiy
LZ2/V N NCSIMP /O 10/ V1l NODGEML/ YV, My GENEL 8

NCSIME N CENLLZCENEL

J7C Ny ANC/V NG NCELMT/V, i  NOGESNL/V,y Ny NNS YD §
EFRCRA4WNCFLVT ¢

GPST/MCSIMEF/OCPST/GENEL %
ESTWECFTLCPrT,CETZGPST,2GPST ¢

LARLL,MNCSINVP ¢

CSTMyMETLFCPT,GOCT,y, DIT/KGHX, yGPST/V Ny NUOGENL/ Ve NWNOKAGG/ VY,
NOTICN ¢

GPST,KCEGX ¢
LRELL,SKENCE 8
c51~,~c1.eé:r.c¢c7.011zmcc,/v,v,meass=1.o/v.N.qucG/v'N.NDBGC/
VoY, COUFMASS/V,Y,CO3AR/V,Y,CPROD/V,Y,CPQUADL/V,Y,(PQUAB2/  V,
YeCPTRETAL/V,Y,CPTR2IA2/V Y CPTUBE/V Y CPCDPLT/V,Y CPTROLT/ VY,
CPTRBSC ¢

N MGG ¢

MGG $

LBLLyGRCPMT 8

ECROR2,ACMCC ¢

BGPDT, CSTY,EQEXTIN ) MGG/ OGPHG/ Vy Yo GROFNT==1/V, Y, WT42SS ¢
DGPWGywaes//VeN,CARDNG §

CARCNO ¢

LALL ¢

KGGXy KCC/MCGEML 8

KGG

LBLILALAGCENL ¢

GEIyKGGX/KGG/VoNoLUSET/VyNyNOGENL/ Vo NyNDSIMP §

KGG ¢
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RIGID FORMAT DMAP LISTING
SERIES M1

KIGID FOXMAT 1

NASTRAN SCULEKCE PROGRAM C 29MMpP 1L ATTIUON
DMAP-DMAP INSTRUCTIOGN .

NO.
49 LABEL LBL1LA ¢
50 PARAV F1C AN MPY/V ANy NSKIP/C Ny O/CaNsQ §
- S1  JUMP LHLLL ¢ ’ —
; Top of DMAP Loop
52 LAREL L3L1Il $ \\> .

Wy

53 CASECC CECNA EOEXINGSTLy GPDT/EG,YS USET,/V Ny LUSET /V N, MPEFL/

Vo Ny MPCFZ/VyNy SINGLE/V N DHIT/V Ny PEACT/V Ny NSKIP/V, NyREPEAT/
VoNsNUSET/VyNgNOL/V,N,NOA $

54 SAVE MPCFL,MPCF2, STNGLE ,OMIT,RIACT,NSKI P, REPEAT JNOSET ,NOL yNOA &
55 COND ERPOR3NCL 8

56 PARAM J7C Ny ANC/V Ny NTSRIV o Ny SINGLE/V N, RTEACT ¢

57 PURGE KERyKLR,yCRyCM/REACT/GA/MPCFL/GULKI0 LB, UND,PO,UIIV,,RUTV/OMIT/

PSHyKFSHKSS/SINGLE/QG/NUSR &
58 EQUIV KGGyoKMN/NMOCFL1 $

59 CHKPNT KRR ¢KLR 4G= yONMy GGy KNG, LOD UMD PUL 00V QG PS4 KFS3KSSyUSET4RG,
YS,RUCV,KNN  $

60 COND LPL4,CINEL 8
61 (GPSPD GPLGPST,LSET, SIL/OGPST 8
62 OFP GGPST 4y 90 +//VyNy CARDND $
63 SAVE CARDNG ¢

64 LABEL LBL4 $

65 COND © LRL2,MPCE2 §

66 USET,RG/CM 8

67 CHKPNT G4 s

68 (MCEZ)  USET,GM KCGyys/KNNyyy 8
69 CHKPNT KNN §

70 LABEL LsL2 ¢

71 EQUIV KNN,KFE/SINGLE $

72 CHKPNTY KFF ¢
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RIGIU FORMAT DMAP LISTING
SERIES M1

RIGID FORMAT 1 ,
NASTRAN SCHARCE PRGGRAM Z0MPILATION

DMAP=DMAP INSTPUCTICK

ND.

73 COND LRL3,SINGLT &

74 (GCEL)  USET,KNN, 40 /KFF KFS)KSSy oy §

75 CHKPNT  KFS,KSS,KFF ¢

76  LABEL LAL3 3

17 £QUIV KFF 4KAA/CMIT %

73 CHKPNT K&A &

79 CeND LRLS,(MIT ¢

80 (GMPL)  USZTIKFFyye/G,KALKCOLOG OO0 rery 8

8L  CHKPNT co,xaA,xcc.Lnn.uco $

82 LABEL LALS ¢

83 E£OUIV KAA yKLL/REACT $

84 CHKPNT  KLL §

85 COND LBL6,REACT §

86 (RBMGLD) -~ USET,KAA,/KLLIKLRyKRRyy,y $

87 CHKPNT  KLL,KLR,KRR $

88 LAREL LRLE ¢

89 (RBMG2)  KLL/LLL,LLL &

90 CHKPNT  ULL,LLL ¢

91 COND L3LT,REACT 8
92 (RBMG3) LLLSULL 1KLR KRR/ DM 8
93 CHKANT  OM 8
94 LABEL LBLT s

95 (SSG1)  SLT/BGPDT,CSTM,SIL,EST,MPT,GPTT,EDT, MGG+ CASECC,DIT/PG/V,N,
LUSET/V A sNSKIP/V,Y,0PTION §.
CHKPNT

96 PG $
97 EQUIV  PG,PL/NCSZT

98 CHKPANT PL §



RIGID FORMAT DMAP LISTING
SERIES ML

RIGID FORMAT 1
NASTRAN SCURCE PROGRAM COMPILATILON

HMAP=DMAP INSTRUCTION

NG

99 COND LSLL10,NCSET $
100 USET»GY Y S KES GOy DMy PG/ OF POy PS,OL §
. 101 CHKPNT  QR,PO,PS,PL §
102 LARTL LaL10

103 LLLyULL,KLLyPLyLCO,U00, KO0, PG/ ULV OOV PULV, RUDV/V 4N, QMIT/ VoY,
: I2ES==L1/V,N,NSKIP/V,N,EPST $

104 SAVC EPSI ¢

105 CHKPNT ULV, JCCV,2ULV,RUDV ¢

106 .CCND LBLIy IRES % -

107 MATGPR GPLcUSéT,QIL,5ULV//C,N,L §
108 MATGPR CPLyUSET,SIL,RUCV//CaN, 0 &
103 LABEL LBLYS ¢

110 USET)PGyLLY,UNOVIYS 16316 PS jKFSyKSSy IR/ UGV PGG OG/Y 4 Ny NSKIP/
CoNySTATICS § \

111 CHKXKPNT UGV PGG $

112 COND LRLBYyREPEAT $
113 REPTY LRLLIL,1CC ¢ /f*
Bottom of DMAP Loop
114 JUMP FRRORL ¢ AW\‘
115 PARAM J/C N yNCT/V NG TEST/V,N,REPEAT $
116 CGND FRROPS,TEST ¢
117 LAREL LBLE %

118 CHKPNT QG ¢

119 (GORZ)  CASECC,CSTH MPT CIT,EQEXINySIL,GPTT, 20T, BGPOT PGy QG UGN 1EST 1/
OPGLy CQGL, OUGY 1, 0ZS L, 0EF 1 PUGVL/ N, STATICS 8

120 QOFP . ﬂUGleOPGl.OCG[,OEFI,OESIq//V:N.CARDNO/V,Y,OPTlDN $
121 SAvE CARDNG ¢
122 CCND P2y JUMPPLCT ¢

123 (PLAT)  PLTPAP ,GPSETS,ELSTTS,CASECC,BGPDT, EQEXIN,SIL,PUGVL, / PLOTX2/
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R161D0 FORMAT DMAP LISTING
SERIES Ml

RIGID FORMAT 1

NASTFRAN SCULRCET PROGRAM C OMPITILATION

DMAP=DMAP INSTFUCTICN

NO.

Lze save
125 PRTMSG
126 LABEL
127 Juvp
123 LARZL
129 PRTPARM
133  LABEL
131 PRTPAR%
132 LAREL
133 PRTPAR™
134  LABSL
135 PRTPARY
136  LAREL
157 PRTPLRNM
138 . LAsEL
139 N0

VaNoNSTE/V Ny LUSET/V 5y JUMPPLIT/V o Ny PLTFLG/V Ny PEILE $
PFILT ¢

PLOTX2// ¢

P2 %

FINTIS ¢

ERKNR] ¢
//CyNy=1/CoN,STATICS ¢
FERPOK2 %
J/CyNy=2/C 4N, STATICS &
EEROP3 b
//CyN,=3/C,N,STATICS %
FRPORG $

/7CoN =4 /0 yN,STATICS &
CRROES §
F/CoNy=5/04M,STATICS %
FINIS 3 -

kS
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2.7.2 DMAP Sequence for Nonlinea} Steady-State Thermal Analysis

RIGID FORMAT DMAP LISTING
SERIES M1

RIGID FORMAT 3 HEAT

NU.
i
2

10
11
12
13

14
15
16
17
18

19

21
22
23

‘84 .

. NASTRAN SCURCE PROGRAM CCMHMPILATICON
DMAP-UMAP INSTRUCTICN .

BEGIN

" SAVE.

¥ (2]
X

Pl

<

: <
-—

CHKPNT

:

SAVE

¢

RTMSG
SETVAL
SAVE

COND

G

SAVE

;

LABEL

CHKPNT

[a)
X
x
«
<
-

SAVE
CUND

CHKPNY

HEAT NO..03 NCN-LINCAR STATIC HEAT TRANSFER ANALYSIS $

GEOHI.GECMZ;/HGPL.HEQEXIA.HGPDT.HCSTM.hBGPDT.HSIL/V-N'HLUSET/

CoNg123/V Ny ENCGFDT -3

HLUSET $
HGPL.hEQExiN.HcPor.Hcsm.HaGPDr. HSIL $
GEOM2\HEQEXIN/HECT $

HECT $

PCDB s HEQEXINyHECT/HPLTSETX yhPLTPAR ¢hGPSETSeFELSETS/  VeNoHNSIL/
VeNy JUMPPLOT $ ‘

HNSIL JUMFPLOT $

HPLT SETX//$

. I(V,N'HPLTFLG/C|N:l/V'N;HPFILE/C-N-O $

HPLTFLGHPFILE §
HP1ly JUMPFLGT $

HPLTPAR yHCPS ETS HELSETS s CASECC s HBGPDT s HEOEXINGHSIL » o /HPLOT X1/
VeNyHNSIL/Vy NgHLUSET/VyNsJUMPPLOT/VINGHPLTFLG/VoNoHPFILE $

JUMPPLOT o tPLTFLGIHPFILE ¢

HPLOTXL//$

HPLl . $

HPLTPARRGPSETS,HELSETS $

GECM3 ,HEQEXIN,GECM2/HSLT ¢HGFTT/CNe123/V, Ao HNOGRAV/CsNs123 8
HSLT ++GPTT $

sHECT o EPTohBGPDOT yHSIL ¢ HGPTT ¢HCSTM/FEST o ot GEIJHECPT«HGFCT/ VoeNo
HLUSET/LoNoL23/VeNoHNOSIMP/C s NeQ/V eNeHNOGENL/VeNebXYZ $

HNOS IMP, hNGGENL  $
HERRORZ y HNCS IMP $

HESTsHECPTHCPCT §



RIGID FORMAT DMAP LESTING
-SERIES Ml

RIGID FORMAT 3 HEAT

NO.
‘24

25
26
217

28
29
30
31
32

33

34
35
36
37
38

39

41
42
43
44
45

47

NASTRAN SOURCE PROGRAM CCHMPILATICN
DMAP~-OMAP INSTRUCT IGN

SAVE

HCSTMyMPTsHECPT ¢hGPCT ¢y DIT/HKGGX s ¢+ HEPST/ Ve Ne HNOGENL /V e o HNOK4GG/
VaNsHNNLK $

HNNLK $
HGPST,HKGGX $

HEST ¢ MATPCOL 4HGPTT,HKGGX /HRGG o HOGE « HKGG /L e Yo TABS/C oY o SIGMA=0,0/
VeNsHNLR/VoNJHLLSET 3

HNLR $

HKGG X, HKGG/HALR §
HQGE s HRGG/HNLR $
HKGG yHQGE JHREG $

CASECC.GECM4.HEQEXIN'HSIL.HGPOT/hRG,HYSvHLSET./V.N.HLLSET/. Ve

" NeHMPCF1/VeN HMPCF2/V y Ne HSINGLE/ Ve NJHEMIT/YV o NoHREACTZ V4N,

HNSK IP/V ¢ Ny HREPEAT/ Vo NeHNIUSET/V.NeHNOL/V.No HNOA 8

HMPC FLy HMPCF 2o HSINGLE sHGMIT ¢HREACT « hNSKIP+HREPEAT ANCSET o HNOL o
HNDA $ .

HERRORL . HNOL §
HGM/ HMPCF L/HPS,HKF S ¢ HKSS sHKSF o HRSN « HOG/HS INGLE $

HKGG s HKNN/HM PCF 1/HRGG s HRNN/HMPCFL  §

HGM » HPS s HKFS o HKS Sy HUSE T 2 hRG s HKNN o HRNN o HKS F o HRSNo HYS 8
HGPL yHGP S TyHUSET,HSIL/HOGPST $

HOGP STy s v e9/ /VeN,HCARDND $

HCARONO $

HLBL L,HMPCF2 $

HUSET,HRG/HGV §

HGM $

HUSET sHGM ¢HKGG ¢ HRGG y o /HKAN hRNNo o $

HKNN ,HRNN $

HLBLL $

HKNN « HKF F/HS INGLE/ HRNN+ HRFN/HSINGLE $
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RIGID FORMAT DOMAP LISTING
SERIES M1

RIGID FORMAT 3 HEAT

NG.

48
49
50
51
52
53
54

55

- 56
51
58
59

60
61
62
63
64
65

66

65’
68
69
70

71

86

NASTRAN SOURCE PROGRAM COMPILATICN
DMAP-DHMAP INSTRUCT ION

CHKPNT

CUND

PARTN

IEl

LABEL

' CHKPNT

|

SAVE
COND

CHUPNT

HKFE JHRFN §

HLBL2,HSINGLE $

HUSE T/V/C sNeN/CoRoF/CoNsS $
HKNN o Vo /HRFF s HKSF o HKF S o HKSS §
HRNN 3 s V/HRFN dHRSNy 9 /Co bty 1
HLBL2 $

HKFS yHKSS ¢HKFF o HKSFy HRFN HRSN §

HMKFF/HLLLyHULL/CyNsO/C o N0/ %o N+HMUDTAG/V o NeHOET/V.NsHPRR/V N,
HKSING $ ’

HKSING $
HERROR3, HKSING $
HLLL JHULL ¢

HSLT yHBGPGT s FCSTMyHSIL JHEST s MPT o HGPTT o E0T 44 CASECC.DIT/ HPG/VoNs
HLUSET/V 4N, HASKIP §

HPG $
HPGs HPE/HAOSET §

HLBL 3 ,HNOSET 5

HUSET sHGM sHY S, HKFS o ¢ ¢ HPG /5 s HPSoHPF §

HLBL3 $

HPF , HPS %

HUSETyHS Lo HGPTT HGM (HES T4 NPT D1 T+ hPF JHPS s HKFF o HKFS JHKSF o HKSS,
HRFN s HRSNoHLLL ¢ HULL/ZHUGY ¢ HCG o HRULV /Ve No HNALK/VeAeFALR/ Co Y,
EPSHT=2001/C +Ys TABS=040/CsY sMAXIT=4/VsYoHIRES==1/VoeNe  HMPCF1/
VoNg HSINGLE $ , .

HUGV o HQG y HRULV §

HLBL 4 HIRES §

HGPL yHUSET,HSIL,HRULV//C4NoF $

HLBL4 $

HBGP DT, HS IL/ FBGPDP 4 HSIP/ Vo N yHLUSET/Ve N, HLUSEP '



RIGID FORMAT DMAP LISTING
SERIES M1

RIGID FURMAT 3 HEAT

NO.
72
73

T4

75
16

17

78
79
.80

81

82
83
84
85
86
817
88
89
90
91

92

NASTRAN SOLRCE PROGRAHMH COMPILATION
DMAP-DHAP INSTRULT ICN ’

SAVE
CHKPNT

SDR2

Vi

SAVE

vl

SAVE

COND

:

PRTIMSGC

:

LABEL
JumMp
LABEL
PRTPARM
LABEL
PRIPARM
LABEL
PRTPARM
LABEL

END

HLUSEP $
HBGPDP,HSIP §

CASECC HCSTM  MPT ,DIT+HECEXIN4HSIL-GPTT,EDT+FBGPOP «HPGWHGG,

HUGY ¢ HEST  /HUPGL ¢ i0UGL « HCUGVL s HUES 1o HOEF L s KPUGVLI/C oNo STATICS §

HOUGV L HOPGL 4HCGGL s o /7Y o1is hCARDNO §
HCARDNO $

HSIL sHUSET HUGV ¢ SOEFLyHSLT yHEST ¢ DI TeHOGE s o /HCEFL1X/C e ¥y TABS/
VeNosHNLR 3 ’

HOEF 1Xe s 9 50/ /VeNJHCARDNG 8
HCARDONO $
HPZ2¢ JUMPPLCT $

HPLTPAR JHCPSETS,HELSETS yCASECChBGPCT 4HEQEXINsHSIP+HPUGVL o/
HPLGTXZ/V’N.HNSIL/V!N'HLLSEP/V{N:JUMPPLUT/Voh'HPLTFLG/VoNv

"HPFILE $

HPLOTX2// 8
HP2 §

FINISS

HERROR1 §

//7CoNg=1/CoN HSTATICS
HERRORZ §
//CoNe—2/CeNHSTATICS §
HERRQOR3 $
//7CeNe=3/CoN,HSTATICS $
FINISS

$
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® Description of DMAP Qperations for Nonlinear Steady-State Thermal Analysis

2. GP1 generates grid point location tables and tables relating internal and external
- degree of freedom numbers.

5. GP2 generates the Element Connection Table.
7. PLTSET transforms the input data into plot data tables.
. 9. PRIMSG prints error messages associated with the plot data.
13. PLPT generates all plots of the structure without temperature profiles.
15. _PRTMSG prints plotter and engineering data for each generated plot.
18. GP3 generates apb]iéd heat flux load tables (SLT) and the grid point temperature table.

20. TAl generates element tab]esvfor use in matrix formulation, load generation, and element
heat flux data recovery.

24, SMAY generates the conductivity matrix, [Kx J, and the grid point singu]arity‘table

27. R¥MG generates the radiation matrix, [R__J, and adds the estimated 11near component of
radiation to the conduc+1v1ty matrix.?? The element radiation flux mairix, LQ ], is
also generated for use in recovery data for the HBDY elements.

32. GP4 generates flags defining rember of various displacement sets (USET) and forms -
multi-point constralnt equat1ons IR ] {u } = {0}

34. Go to DMAP 1nstruct1on 85 if no 1ndependent degrees of freedom are defined.

38. GPSP determines if possible matrix singu]arities remain. These may be extraneous in
a radiation problem, since some points may transfer heat through.radiation only.

39. @FP prints the singularity messages.
41. Go to DMAP statement 46 if no multi-point constraints exist.

42, MCE1 partitiors the multi-point constraint equation matrix [R ]-= [Rm§Rn] and solves
' for the multi-point constraint transformation matrix

(6,1 = - [R 17" [R,].

44, MCE2 partitions cenductivity and radiation matrices s

\

| k.,

[Kygd = o — 4 — and [Rggd =

ol oR
Kmn | Ko —T—

g I s

T

and performs matrix reductions

v T T ;\\
[Kyd = [k ] + E611 [k 1+ [K 11 06,1 + (677 (K] [6,] and

nn

[R,,d = [R,.] + [611 (R 1+ (R T106,]+ (601 [k [5,]

nn
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47.
49,
50.
51.

52.

85.

57.
59.
62.
63.

66.

68.
69.
n.

Equivalence [KffJ to [k ] enc [an] to [RnnJ if no'§1ng1e-point constraints exist.
Go to DMAP statement 53 if no single-point constraints exist.
VEC 1s used to generate a partitioning vector u, > up t ug.

PARTN is used to partition the conductivity matrix

Kfs | ss
PARTN is used to partition the radiation matrix

an
(Rpd = |-
nn

Rsn

DECPMP decomposes the potentially unsymmetric matrix Ke. into upper and lower triangular
factors [Ulz] anc [LZZJ

Go to DMAP statement 89 if the matrix is singular.
$SG1 is used to generate the input heat flux vector {Pg}f
Go to DMAP statement 64 if no censtraints of any kind exist.

SSG2 reduces the heat flux vector

(P} = -

S ?m

(P} = (p}+ 61 (P
P

o= ¢t
PS

SSGHT solves the ncnlinear heat transfer problems by iteration. It uses user input
parameters EPSHT and MAXIT to limit the iterations. For details, refer to Section 8
of the NASTRAN Theoretical Manual. The output data blocks are: {u_}, the solution
temperature vector, {q_ }, the heat flux due to single point constravnts, and {dP },
the matrix of residuai’heat fluxes at each iteration step.

Go to DMAP statement 70 if no residual vectors are desired.
MATGPR prints the matrix of residual vectors.

PLTTRAN transforms the grid point definition tables into a format for plotting
temperature solutions.
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74.

75.

77.

78.
-80.
81.
82.

34..

86.
88.

90.

90

- SDR2 calculates the heat flux due to conductivity and convection in the elements and

prepares the solution vectors for output.
PFP formats tables prepared by SDR2 for output.

SDRHT processes the HEDY elements to produce heat flux into the elements due to
convection, radiation, and user applied flux.

@FP formats the output element flux table for output.

Go to DMAP 83 if no temperature profile plots are requested.

PLOT generates temperature profile plots. .

PRTMSG prints plotter data and éngineering data for each plot generated.
Go to DMAPV92 and make normal exit.

NPNLINEAR STATIC HEAT TRANSFER ANALYSIS ERRQR MESSAGE N@. 1 - N@ INDEPENDENT DEGREES PF
FREEDfH HAVE BEEN DEFINED.

NONLINEAR STATIC HEAT TRANSFER ANALYSIS ERRPR MESSAGE N@. 2 - N@ SIMPLE STRUCTURAL
ELEMENTS.

NONLINEAR STATIC HEAT TRANSFER ANALYSIS ERRPR MESSAGE NQ. 3 - STIFFNESS MATRIX SINGULA&.



2.7.3 DMAP Sequence for Transient Thermal Analysis

RIGID FURMAT DMAP LISTING
SERIES ML

RIGID FURMAT 9 HEAT
NASTRAN SOURCE PRGUGGRAM COMPILATION
DMAP-DMAP INSTRUCT ION
NOQ
1 BEGIN HEAT NO.9 'TRANSIENT HEAT TRANSFER ANALYSIS $

2 FILE KGGX=TAPE/ KCG=TAPE $

- W

GEGML +GECM2 ¢ 7HCPL yHEGEXIN(HGPOT «HCSTH HBGPDT ¢ HSIL/ Vo N«HLUSET/
VeNe HALWAYS==1/V No ANSGPDT  §

>

SAVE HLUSET, HNCGPLCTS

~

" PURGE HUSETeHGM +HGL o+ HKAAe ABAAZ HPSO HKF S FCP CHEST/HNOGPCT §-

W

6 CHKPNT HGPLgHEQEXINqHGPDT.HCSTH.HBGPDT-HSXL.HUSET.kGM'HGC'hKAAqHBAA-
HPSU +HKF S 4HOF ,HEST $

7 COND HLBL S +HNOGPDTS
GEOM2,HEQEXIN/MECT $

RECT &

)

]
0 (g}
=M
K
Qv
<
=

10 PCOS, HEQEXIN (HECT/HPLTSETX s HPLTPAR sHGPSETS s HELSETS/VoN o HNSIL/ Vs
_ NeJUMPPLOT §

11 SAVE HNSIL,JURPPLCT $

12 GRINSG) HPLISETX//$

13 SEIVAL  //VeNsHPLTFLG/CyNy L/V N, HPFILE/CoNAO §

14 SAVE HPLTFLG,HPFILE $

15 COND HPL, JUMPFLOT $

16 HPLTPAR yHGPSETS HELSETS, CASECC,hBGPCT JHEQEXIN HSIL, o /KPLOTXL/

VeNs RNSTL/Ve Ny HLUSET/V o N g JUMPPLOT/ VeN, HPLTFLG/V, NoKPFILE §
17T SAVE  JUMPPLOT,FPLTELG.HPFILE § -
18 HPLOTXL//S

19 LABEL HPL $

20 CHKPNT  HPLTPARsHCPSETS,HELSETS §

21 GEOM3 JHEQEKIN,GEGM2/ HSLT yHGPTT/C +N+123/CeNe 123/CoN+123 §

22 CHKPNT  HGPTT,HSLT s

23 @Al ) HECT,EPT,HBGPDT 4HSILHGPTT HCSTM/FESTe +HCE [ JHECPTLHGPCT/ V4N,

HLUSET/C oeNyL23/VeNs HNUSIPP==1/CeNeGC/CoeNel23/CoeNol123 8

91



RIGID FURMAT DMAP LISTING
SERIES Ml

RIGID FORMAT 9 HEAT

NO.
24
5
26

27

28
29

30

31
32
33
34
35

36
- 37

38

40

41
42
43
44
45
%6

47

92

NASTRAN SOURCE PROGRAM COMPILATICN
OMAP-OMAP INSTRUCTICN

SAVE
CHKPNT

COND

SAVE

CHKPNT
@Az >

SAVE
PURGE
CHKPNT

LABEL

@ns D

SAVE
"EQULV

PURGE

CHKPNT

SAVE
PURGE
EQUIV
CHKPNT

COND

HNOS IMP  §
HEST yHECPTHGPCT $
HLBL1.HNCSIMES

HCSTM ¢MPT gHECPT o FGPCT DI T/HKGGX ¢ s+HGPST/CoNa123/CoNe123/VaNy
HNNLK $ . ’ '

HNNLK $
HKGGX+HGPST $

HCSTMQMPT:HECPTvHGPCTvdIT/lHBGG/Cchl.O/CcN'123/VQN' HNOBGG=
=1/CeNy—=1 % :

HNOBGG § °

HBNN s HBF F ¢ HBAA , HBGS/HNUBGG $
HBGG +HBNN, HBFF o HBAA §

HLBLL $ '

HEST.MATPCOL'HGPTT.HKGGX/HRGG-HQGEoHKGG/C'YoTABS/C;Y'SIGMA=0-O/
VoNy HNLR/V N HLUSET $

HNLR $

HKGG X o HKGG/HNLR $
HRGG ¢« HRNN o HR FF ¢ HRAAy HRCD/HNLR $
HRGG s HRNN s HRFF g HRAA s HRDD y HKEGy HQGE  $

CASECC+GECM4 yHEQEXINyHSILyHGPOT/HPGe s HUSET o/ VeNoRLUSET/V,Ne

"HMPCFL==1/Yy NoHMPCF2==1/V¢N+HSINGLE==1/VeNsHCMIT==1/V N.HREACT=

=1/CeNsO/CaN¢s123/V¢NgHNOSET==1/VeNeHNOL/VeNoENCA==1 §
HMPCF Lo HSINGLE yHCMI T HNOSET yHREACT +HMPCF24HNCLoHNCA §
HGM s HGMD/ EMPCF1/HGUs HGOD/HCMIT/HKF S, HPSOECP/HSINGLE $

HKGG « AKNN/HMPCF L/HH{RGG s HRAN/HMPCF 1/ FBGG e HBNN/EMPCFL  §

_HGM'HRQvEGO.HKFSnHUPcHUSET'hGMD.PGCD.HPSC-HKhN.HRNh-hENN $ -

HLBL2+HNOSIMP $
HGPL ¢+HGP ST HUSET4HSIL/HUGPST $

HOGPST' e oy//VnNgHCARD?\‘Q $



RIGIU FORMAT DMAP LISTING
SERIES M1

RIGIYD FORMAT 9 HEAT

NOC.
48
49
50

51

52.

53

54

55

56
57
58
59
60
61
62
63
64
65
66
67
68
69
70
71
72
73

NASTRAN SCURCE PRUGRAM CCMPILATION
DMAP~DMAP [NSTRUCT ION :

SAVE
LABEL
COND

MCEL )

CHKPNT
CHKPNT
LABEL
EQUIV
CHKPNT
COND
CHKPNT
LABEL
EQUIV
CHKPNT
COND
CHKPNT
COND
CHKPNT
LABEL
COND

CHKPNT

HCARDND $
HLBLZ2 §

HLBL3WHMPCFL §

HUSE ToHRG/ZHGM §

HUSET.HGM,HKGG.HRGG.HBGG./HKN&.HRNA.HBNN. $

HKNN yHRNNHBAN $

HLBL3 $ _ _

HIKNN + HKF F ZHS INGLE/ HRIN » HRE E /HS INGL E/HBNN  FBEF /HS INGLE §
HKFF o HRFF HBFF §

H.BL4HSINGLE $

HUSE Ty HKNNyHRNN  HONNy /HKEF o HKF S« s HRFF o HBEFy $
HKFS (HKF F yHRFF, HBFF §

HLBL4 $

HKEF o HKAA/HOM IT/HRFE s HRAAZHCMIT/RBFF o HEAAZHCNIT $
HKAA yHRAA,HBAA $ ' '
HLBLS JHCMIT §

HUSE ToHKE Fr s o /HGOsHKAA s s ssvone §

HGO, HKAA $

HLBLR.HNLR §

HUSET,HGO,HRFF/HRAA §

HRAA $

HLBLR $

HLBLSwHNOBGG $

"HUSE T HGO HBFF/HEAA §

HBAA §
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RIGID FORMAT OMAP LISTING
- SERIES M1

RIGIU FORMAT 9 HEAT

NO.
T4
15

16
77
78
79
80

31

82
83
84
85

-86
87
88

89
90
91

92

93
94

94

NASTRAN SOURCE PROGRAM CCMPILATION
DMAP’DHAP INSTRUCT ICN

LABEL

SAVE
COND
EQUIV
PURGE

CHKPNT

|

SAVE
PARAM
PURGE

EQUIV

CHKPNT

COND

LABEL
EQUIV

CHKPNT

SAVE

EQUIV

HLBLS §
DYNAMICS'hGPL1HSIL.HUSET/HGPLD.§§ILD.HUSETD.hTFPCGL.HDLT-'v
HNLF ToHTR L,y HECOYR/V e NgHLUSET/ Vo Na RLUSETD/CoNa 123 /VeNJHNOGLTY/
CoNe L23/CyNy L23/VyNsHAGNLFT/VeNeHNCTRL/CoNe 123/Co N0 1237 V4N
HNUUE $

HLUSETD s EFNCOLT +HNGNLFT,HNGTRL +HNGUE $

HERRGCR1 s HNCTRLS

HGU.HGDD/ENDLE/FGM.HGMU/HNOUE $

HPPDpHPSC'HPCCyHPDT/HNCDLT $

HUSETD+RECDYNs b TFPGOL o HOLT o+ TRLoEGEC s HGMD o HNLFT W HSILEJHGPLD,
HPPU yHPSULHPLO,HPOT 3

CASECCoMATPCLL,HEQDYN, s HTFPLCL/HK2FPP+ +HB2PP/V4NyHLUSETD/ VaNy
HNOK 2PP/CoNo 123/V4 Ny HNCB 2PP $

HNOK 2PP  HNLB PP 3

J7C o NyAND/ Vo NoHKDEKA/V 3 NgHNOQUE/ Vo NoHNCGK2PP $

HK2DD/HNCK2PP/HB20D/ HNUB2PP  §

HKAA, HKDD/HKDEKA/HBZPP HBZDD/HNGA/HKZPP.HKZDD/HNCA/HRAA HRDD/
HNGUE $

HK2P P \HB2PP 4 HK2DD, HB 20D+ FKDCHRDD $

HLBL6,HNOGPOT §

HUSETD s FGN o HGO» HKAA s HBAA ¢ HRAA s o hK2 PPy o RB2PP/HKDD«FEDDs HRDD
HGMD ¢ hGCD s HK 20D o HA42 DD ¢ HE Z0D/C o No TRANRESP/CoNoDISF/CoNy DIRECT/ -
Co¥oHG=0aC/C oY yHW3Z000/C oYy HN4=020/VeNeHNCK2FP/CoNa=1/  VeNs
HNOB2PP/V o No FMPCFL/ Vo Ny HSINGLE/V e NeHOMIT/VoNoHNGUE/ CoNo=1/VoNo
HNDBGG/V o Ny ENCSIMP/CoNe=1 §

HLBL'6 $

HK20 D ,HKDD/HAGS IMP/HB20DD ,HBGD/HNOGPCT §

HKDD s HBDC o HR LD 5k GMD s HGUD  §

CASECC:HUSETD.PDLT.HSLT.hBGPCT.HSIL.HCSTH.HTRL'DIT.HGMD'HGGD'o
HEST /HPPU yhP SO +HPUO, HPUT 9 y HTOL/VeN+HNOSET/V N HPDEFDC $

HPDEPJU,RNUSET $

HPPO 4HPDC/HNCSET §



RIGIVD FURMAT DMAP LISTING
SERIES Ml

RIGID FORMAT 9 HEAT

NASTRAN SOURCE PROGRAM COMPILILATION

DMAP-DHAP
NO.
95 EVULV
96 CHKPNT
a7
S8 CHKPNT
.
100 SAVE
101 CHKPNT
102 COND
104 (QFP
105 SAVE
106 CHKPNT
110 LABEL
}11 PARAM
112 COND
113 EQUIYV
114 COND
116 LABEL
117 CHKPNT
119 3AVE

INSTRUCT ICN

HPDO 4 HPD T /HPLEFDC §
HPPO ¢HPDU 4 HP SULHTCL ,HPDT §

CASECC HUSETC o HNLFTyCIT HGFTT +HKLO +FBOD+HROGC s KPDT+RTRL/HUCVT,
HPNLD/C) Yy BETA=.55/C4 Yy TA3S=0+0/VeN+HNLR/CeYoRADLIN=—1 $

HUDVT,HPNLD %

CASECC+HECDYN,HUSETD,HUDVYT+HTOLs XYCCB o HFNLC/HOUCV1HOFNLLZ Co
NeTRANRESF/CoNyDIRECT/CoNsO/VeNeENCD/VeNENGF/CoNsC  $

HNOD 4 KNOP $

HOUDV1,HCFNL] §-

HLBL7,HNGD 8
HOUDV14sHOPNLLyy 99 /HOUDV2 4HCFNL2ees e $
HOUUVZ HOFNLZs e e 9/ /ViNyHCARCNG $

HCARDNO $

4

"HOPNLZ2,HQUDV2 $

HLBLT §

7/CoNsAND/Vo Ny kPIUMP/V ¢y NoHNOP/ Ve Ne JUNPPLOT 8
HLBL9,HPIUMP $ ’
HUDVT,HUPV/HNCA §.

HLBL8.,HNGA s

HUSETDs ¢ HUDVT 4 ¢ ¢+ HGOD s HCML s HPSO e HKF Se « /HUPV 2 o HQP/CeNo1/CeNo
TRANSNT $

HLBLS8 $

HUPV +HQP ¢

HBGP DTy HSIL/ rBGPUP 4 HSIP/V,NoHLUSET/VsN.HLLSEP $

HLUSEP S

CASECC,HCSTM MPT D IT4HEQDYN HSIL D¢ o FTOL ,HBGPLP . RFFL o HCP e HUPV,
HEST + XYCDB/HCPPL+HOQPL ¢HOUPVLsHUESL1.HOEFL1 +HPUGY /CoN,
TRANRESP §

HOPP L,HOQP1 4 hOUPV1+HOES1,HCEF1,/HUPP2 .HOQP2+HOUPV2»HOES2,

95



RIGID FORMAT DMAP LISTING
SERIES Ml '

RIGIU FORMAY 9 HEAT ’
NASTR AN SOURCE PROGRAM COMPILATION
OMAP—-DMAP INSTRUCT ICN '
NO.
HUEF2, $

122 CHKPNT HUPP 2,HOCF2, HCUPVZ2,HOES2 yHCEF2 $

123 (QFP_D  HOPF2,HOCF2, HOUPVZ, HOEF 2 JHGES2+ //V +NeHCARCNO $
124 SAVE HCARDND $
125 COND HP2, JUNPFLOT 3

126 HPLTPAR HCPSETS HELSETS ,CASECC« HBGPLTs HEQEXINy HS IP o s HPUGV/
HPLOTX2/ Vo Ne ENSLL/V o NgHLUSEP/ Vo N o JUMPPLOT/V o No HFLTELG /V o Ny
HPFILE $

127 SAVE HPFILE $

:

128 HPLOTX2/7 $

129 LABEL HP2 $

:

130 XYCOBHOPP2,HLCP2,HUUPV2 yHOES2 HOEF2/ HXYPLTT/CoeNsTRAN/CoN PSET/

VeNsHPFILE/V+NsHCARUNQ $

131 SAVE HPFILE,HCARDNG § .

:

132 HXYPLTT// $

133 LABEL  HLBLS §

134 JUMP  FINIS $

135 LABEL  HERRORL $

136 PRTPARM //CsNo=1/CeNsHDIRTRDS
137 LABEL  FINISS

138 END $.



10.
12.
15.
16.
8.
21.

23.

26.
27.
30.
35.

37.

40.

43, |

85,
46,

47.
50.
51.

Description of DMAP Operations for Transient Thermal Analysis

GP1 generates grid point ‘location tables and tables ‘relating internal and external
degree of freedom indices.

Go to DMAP 74 if only direct matrix input.

GP2 gencrates the E]emeﬁt Connection Table.

PLTSET transforms user input into plot data tables.

PRTMSG prints error messages associated with the structure plotter.

Go to DMAP 19 if no structure-only piots aEE'requested.

PLET generatés all plots of the structure without temperature profiles.

PRTMSG prints plotter data and engineering data for each generated plot.

GP3 generates the table of user defined temperature sets and the tables of static heat
flux input data.

i
TAl generates element tables for use in matrix formulation, load generation, and element
data recovery.

Go to DMAP 34 if no structural or boundary elements exist. _

SMA1 generates the conductivity matrix, [K;g], and the grid point singulhfffy table,
SMA2 generates the heat capacity matrix, [ng].

RMG generates the radiation matrix, [R__], and adds the estimated 11neaf component of .
radiation to the conductivity matrix. “>The element-radiation flux matrix, [Q ]. is

also generated for use in data recovery.

Equ1va1ence the Tinear heat transfer matr1x, [K ] to the conduct1v1ty matrix if no
radiation exists.

GP4 generates flags defining members of various displacement sets (USET) and forms the
multi-point constraint equations, [R 1 {u }=0

Equ1va1ence [K ] to [K ] [R ] to [R ,, “and [B ] to [B ] if no multi-point constra1nts
exist.

Go to DMAP 49 if no s1mp1e elements exist.

EPSP datermines if possible matrix singularities remain. These may be extraneous in a
radiation problem, since some points may transfer heat through radiation only.

@FP prints the singularity messages.
Go to DMAP 55 if no muiti-point constraints exist.

_ l .-
MCEY partitions the multi-pnint constraint equation matrix, [Rg] = [RmiRn]’ and solves
for the multi-point constraint transformation matrix, i

) -1
| l6,1= - (RIT IR .
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53. MCE2 partitions conductivity and radiation matrices

6.

58.
59.

62.

64.
65.

98"

Rnn | Knm
kgl = |—F—
N L
L o
t -
Ran | P
(R = |—+—
% an‘l Rmm
- | 9.
Bnn“{_-Bnm
B = |—1 —
| “mn | mmj

"and performs matrix reductions :
[Kond = [Rppd + 0600 [k 1 + D% 3 T80 + [67] (K] (6, )

The same equaticn is applied to Rnn and Bnn'

" Equivalerice [Kffj to [Knh], [Bff] tov[Bnn], and [Rff] to [RnnJ if no single pqint

constraints exist.

Go to DMAP 61 if no single point constraints exist.

SCE] partitions the matrices as follows:

Ker | Kes
(Knnd = _—+—_

st l Kss

Rnn and Bnn are partitioned in the same manner, except only the ff partitions are saved.
Equivalence [K__] to (K. .1, [R..] to [R 3, and [B..] to [B..] if no omitted coofdinates
are requested.aa ff aa ff aa ff

Go to DMAP 74 if no omitted coordinates are requested.

SMP1 partitions the conductivity matrix

Kaa Kao
Mol = T
oa | 'co



67.
68.

71.
72.
75.

77,
78.
81.
85.

87.
8s8.

.solves for the transformation matrix [Gb]:

[K o) [6,] = - [K ]

and solves for the reduced conductivity matrix [Kaa]:
[k,] = [K,)+ [k 1(6,]

Go to DMAP 70 if no radiation matrix exists.

SMP2 partitions constrained radiation matrix

: ®R. I R
_ | "aa ao0

(Red = TR
oa | 00

and performs matrix reduction

[R,,] = [R, 3+ [RTL6,]+ [GT] [R,,] + [G 1 IR,I (6]
Go to DMAP 74 if no heat capacity matrix, [Bff], exists.

SMP2 calculates a reduced heat capacity matr1x, {8 with the same éQuation as Step 68.

aads
DPD generates the tablé defining the displacement sets each degree of freedom belongs te

~ (USETD), inciuding extra pcints. It prepares the Transfer Function Pool, the Dynamics

Load Table, the Nonlinear Function Table, and the Transient Response List
Go to CMAP 135 and exit if no time step data was specified. _
Equivalence [Gg] to [GO} and [Gﬁ] to [Gm] if no extra points were defined.
MTRXIN selects the direct input matrices [Kz ] and [B2 ].

Eﬁuiva]ence [Kéd] to [K ] if no direct 1nput stiffness matrices and no extra points;
[Béd] to [Bpp] and [Kdd] to [K ] if only extra p01nts are used; and [Rdd] to [R ] if
no extra points are used.

Go to DMAP 89 if no structure-was defined.

GKAD expands the matrices to include extra points and assembles conduct1v1ty, capac1tance,
and radiation matrices for.use in Direct Transient Response. :

fral 0
Kl = |=+=
[ dd 0 0
. o
T
B, O
Bl = |-+—
S PR
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" 90,
92.
94,

95,
97.

99.

102.
103,

- 104,

12,
na.
114.

100

Reg) = |~ =

[Kdd'] [Kdd] + (k3 d]
[Byad = [Byql + [BG,]

(Nonzero values of the parameters W4, G, and W3 are not recommended for use in heat

* transfer analysis.)

Equivaience [Kd 1 to [K3 d] and [de] to [Béd] if no matribes were generated from the

_structural e]em nts.

TRLG generates matrices of heat flux loads versus t1me (P8}, (PO}, and (R} are
generated with one column per output time step. {PL} is generated with one column
per so]ut1on time step, and the Transient Output List is a list of output time steps.

Equivalence {°°} to {Pa} if the d and p sets are the same.
Equ1va1ence {Pd to {Pg} if the output times are the same as the solution . times.

TRHT integrates the equation of motion:

where {y} is a vector of temperatures at any-time, '
{u} is the time derivative of {u} (" velocity" ),
{P4} 1s the applied heat flux at any time step, and ’
{Nd} is the total nonlinear heat flux from radiation and/or N@LIN data,
extrapolated from the previous solution vector.

“The output consists of the [ug] matrix containing temperature vectors and temperature

“velccity" vecters for the output time steps.
VDR processes the user soiution set output requests.
Go ‘to DMAP 110 if no solution set output is desired.

SDR3 transforms the requested temperature and nonlinear load va]ues into output SPRT2
format.

PFP formats the temperature, temperature velocity, and heat flux nonlinear loads for
printout.

. Go to DMAP 133 and exit if no further output is desired.

Equivalence [ud] to [up] if no structure points were input.

Go to DMAP 116 if no structure points were input.



115,

118.

120.

121.
123.
126.
128,
130.
132.

136.

SDR1 recovers the dependent temperatures:

d
{uo} [Go] {ud}

{uf}

~‘“
e,
o ,a
eaapetn s’
: [}]

{u } [u ] {uf+u }

The module also recovers the heat flux into the points having single-point constraints.

fag} = - {P} + [Kel1 {ug)

PLTTRAN coverts the grid point tables to standard plot form when grid points with one
degree of freedom are used.

SDR2 calculates requested heat flux transfer in the elements and transforms temperatures,
velocities, and heat flux loads into output form.

SDR3 prepares requested output in SQRTz'order.

PFP formats requested output and places it on the system output file.

PLPT generates plots of the temperature profile othhe structure for specified times.
PRTMSG prints plotter data and engineering data for structure plots.

XYTRAN prepares tables of requested grid point or element output quantities for XYPLQT.

XYPLPT prepares requested plots of temperatures, velocities, element flux, or app11ed
heat loads versus time.

TRANSIENT HEAT TRANSFER ANALYSIS ERRPR MESSAGE N@. 1- TRANSIENT RESPPNSE LIST REQUIRED
FOR TRANSIENT RESPPNSE CALCULATI@HNS.
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3. THE NASTRAN THERMAL ANALYZER INPUT DATA DECK
3.1 Overview of Thermal NModel Preparation

The NASTRAN Thermal Analyzer is a general heat transfer computer program using a dis-
crete finite element approach, wherein heat conducting solids are represented by a model
consisting of a finite number of idealized heat conduction elements that are interconnected at
a finite number of grid points. Various forms of heat conduction elements are provided to
represent common structural members including 1-D rods, 2-D triangular and quadrilateral
plates and axisymmetric rings of tnangular and trapezoidal cross-sections, and 3-D solids
such as wedges, tetrahedra and hexahedra. Also included are scalar heat conduction elements
which are flexible and serve as lumped thermal conductors connecting pairs of grid points
with appropriate conductances.

Different types of thermal loads, in both static and dynamic modes, may be applied directly
to grid points, or indirectly via the heat boundary element. The primary types of thermal
loads included are concentrated loads applied to the points, internally generated heat within
an element volume, and uniform heat fluxes as well as directional heat sources applied to the
surface of an element. ' ‘

A constant or temperature-dependent (in NLSS only) convective film coefficient may be used
to specify the convective coupling between a surface and an ambient temperature. The capa-
bility to analyze radiative energy exchanges among surfaces within a generalized enclosure is
also provided. To facilitate the solution of different types of problems. Three rigid formats
are provided: (l)r Linear steady-state (LSS) analysis, (2) Nonlinear steady-state (NLSS) anal-
ysis, and (3) Tran§ient thermal analysis. The functional flow of bulk data cards used by this
heat transfer computer program relative to the definition, constraints and thermal loadings of
the finite element thermal model is shown in figure 3.1. This Bulk Data Deck constitutes the
main portion of a complete NTA input deck.

The grid point definition forms the basic framework for the discretized thermal model. All
other parts of the model structure are referenced either directly or indirectly to the grid points.

Two general types of grid p'oints are used in defining the finite element thermal model. They
are:

1. Geometric grid point — a point in three-dimensional space at which a temperature
is defined (as six degrees of freedom were provided originally in the structural ver-
sion of NASTRAN to facilitate three components of translation and three compo-
nents of rotation, only the first component is selected for temperature representation).
The coordinates of each grid point are specified by the user, but may be omitted if
the location is irrelevant.

2. Scalar point — a point in vector space, at which a temperature is defined, can be
coupled to geometric grid points by means of scalar elements or by constraint re-
lationships. However, the use of this type of point is not recommended.
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SEQGP
GRID POINT
SEQUENCE

CONSTRAINTS

SINGLE-POINT
MULTIPOINT
(OMITTED POINTS)

CBRD
COORDINATE
SYSTEM
DEFINITION

GRID POINT
PROPERTIES

Y

CONSTANT FACTORS

DELAY
DAREA

GRID

GRID POINT
DEFINITION

Cxxx

CONDUCTION & BOUNDARY
ELEMENT
DEFINITION

DYNAMIC THERMAL LOADS

TIME DEPENDENT
THERMAL LOADS

TABLEDi

TABLE (TIME)
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STATIC THERMAL LOADS

INTERNAL HEAT GENERATION
BOUNDARY HEAT FLUXES
DIRECTIONAL HEAT SOURCE

Figure 3.1. Thermal model functional diagram.

P xxx

PROPERTY
DEFINITION

MAT xx

MATERIAL
DEFINITION

TABLEMiI
TABLE (TEMPERATURE)




Heat conduction elements are defined on connection cards by referencing grid points. Ina
few cases, all of the information required to generate the conductivity matrix for the ele~ '
ment is given on the connection card. In most cases the connection card refers to a property
card, on which the cross-sectional properties of the element are given. The property card in
turn refers to a material card which gives the material properties. If some of the material
properties are temperature dependent, a further reference is made to tables for this
information.

The heat boundary element, as defined on the connection card (CHBDY) by referencing grid
points, is provided to accept external heat fluxes input to a bounding surface. It is also used
to model boundary surfaces of the heat conduction elements when thermal convection and
radiative exchanges are present. The associated property card (PHBDY) is often required to
provide data specifying surface areas and emissivities. The radiative surface properties, emis-
sivity and absorptivity, are given on the property card. This card is also used together with the
thermal material card (MAT4) if the convective film coefficient and the thermal capacity of
the boundary film are being defined.

The heat boundary element provides six optional surface configurations with the following
characteristics:

1. The “POINT” type has one primary grid point forming the CHBDY card and re-
quires a PHBDY card to specify the value of the POINT area. The surface normal
of the represented POINT surface must be given if directional thermal flux is being
used as 2 input.

2. The “LINE” type has two primary grid points forming the CHBDY card and re-
quires a PHBDY card to specify the width of the LINE. The surface normal of the
represented surface must be given if an input is a directional thermal flux.

3. The “REV” type has two primary gnd points forming the CHBDY card. The de-
fined area is a conical section formed by rotating the line defined by the two grid
points around the Z-axis of the basic coordinate system.

4. The “AREA3” and “AREA4” types have three and four primary grid points
forming the CHBDY cards, respectively. These grid points define a triangular or
quadrilateral surface and must be ordered in one direction around the boundary.
An outward surface normal is implied following the sequencing order of the grid
points according to the right-hand screw rule. A PHBDY card is required for con-
vective and/or radiative exchanges and/or directional thermal flux.

5. The “ELCYL” type (elliptic cylinder) has two primary grid points, and requires a
PHBDY card to specify two radii of the elliptic cylinder and an effective width.

Various kinds of constraints can be applied to the grid points. Single-point constraints (SPC)
are used in steady-state thermal analyses to specify prescribed temperatures at grid points.
Multipoint constraints (MPC) are used to specify a linear relationship among selected grid
point temperatures, including the simulation of perfect conductor elements. Omitted points,
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when avhilable, are to be used in matrix partitioning and to reduce the number of unknown
temperatures in transient thermal analysis.

Static thermal loads consisting of the internally generated heat, boundary heat fluxes and

heat input from directional heat sources are provided to represent various types of heat in-
puts. The heat boundary element proportionates the total energy received by'the boundary
element surface to the vertices of that element according to its shape and size. The same loads
may be modified by a time function to become time-dependent dynamic thermal loads.

In regard to compatibility with structural analysis, the finite element thermal model may be
used as the structural model, with the same grid, connection and property bulk data cards
being used for both types of models. Grid point temperatures for the subsequent thermally
induced deformation and stress analyses must be supplied on TEMP bulk data cards. -A
THERMAL (PUNCH) request in the Case Control Deck will cause the 'NTA to produce these
«requlred TEMP cards automatically. Detailed descrlptlons of the Bulk Data Deck will be glven
in section 3.5. T

One of the three rigid formats which define the specific solution algorithms must be selected
in the EXECUTIVE CONTROL DECK as will be discussed in detail in section 3.3. Certain
required bulk data cards will be a function of the rigid format selected, and therefore a gen-
eral description of the three rigid formats is in order:

1. Linear Steady-State Thermal Analysis — LSS thermal analysis uses APProach HEAT,
SQLution 1. The rigid format is the same as that used for static structural analysis. |
This implies that several thermal loading conditions and constramt sets can be solved |
in one job, by using subcases in the Case Control Deck.

2. Nonhnear Steady-State Thermal Analysis — NLSS thermal analysis uses APProach |
HEAT, SQLution 3. This rigid format allows temperature-dependent conductivities |
of the elements, temperature-dependent convective film coefficients, nonlinear
thermal radiation, and a limited use of multipoint constraints. The solution is iter-
ative, and the user is given the option of supplying values on PARAM bulk data
cards to control the solution process and to furnish required constants if the radi-
ative mode of thermal analysis is used.

The iterative solution requires that the user supply an estimate of the final tempera-
ture distribution vector. This estimate is used to calculate the reference conductivity
plus radiation matrix needed for the iteration. The estimated temperature set is
also used at all constrained (constant temperature) grid points to supply the pre-
scribed temperatures. The values of the estimated temperatures are given on TEMP
bulk data cards, and they are selected by the TEMP(MATERIAL) card in the Case
Control Deck. The SPC1 bulk data card should be used to identify the constrained
points.
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Iteration may stop for the following reasons:

a. Normal convergency: €; < EPSHT, where € is the per unit error estimate of
the temperatures calculated.

b.  Number of iterations >MAXIT.

c.  Unstable: [A;|< 1 and the number of iterations >3, where A, is a stability
estimator. :

d. Insufficient time (considers the CPU time used, the estimated CPU iteration
time, and the time specified by the Executive Control Card TIME) to perform
another iteration and output data.

The controlling parameters EPSHT (to test the convergence of the solution) and
MAXIT (to limit the maximum number of iterations) are supplied by the user on
PARAM Bulk Data Cards. Details are given in section 3.5.1(6). Error and stability
estimates €ps A, and €. for al! i'terﬁ‘tions_‘may be]ou,tput by.réquesting DIAG 18in
the Executive Control Deck, where e_. is the ratio of the Euclidian norms of the
residual (error) loads to the applied thermal loads on the unconstrained grid points.

Transient Thermal Analysis — Transient thermal analysis uses APProach HEAT,
SQ@Lution 9 for both linear and nonlinear cases. This rigid format may include con-
duction, convection, nonlinear radiation, and all NASTRAN nonlinear elements.
Extra points may be used to define new variables in conjunction with transfer
functions. All grid points associated with nonlinear thermal loads must be in the
solution set, and the condensation capability (OMIT option) for both linear and
nonlinear boundary conditions achievable through matrix transfers and partition-
ings is currently under development. Static thermal load cards must be referenced
by a TLQADI card for use in transient thermal analysis. Thermal loads are requested
in case control with a DLQAD card. To obtain a prescribed temperature at a grid
point, a scalar heat conduction element, e.g., CELAS2, with an arbitrary large value
of conductance K, is connected between the grid point in question and ground. A
large thermal load Q is also applied to that grid point and the desired temperature
T=Q/ K, is then obtained as a constant or a function of time (the latter if Q varies
with time). Initial condition temperatures are specified on TEMP bulk data cards
and are requested by the IC card in the Case Control. Previous steady-state or trans-
ient thermal solutions can easily be used as initial conditions for a later run, since
temperature results can automatically be output as punched TEMP cards. Supplying
an estimate of the final temperature distribution vector is an option for a transient’
thermal problem with radiation. If used, temperatures are specified on TEMP Bulk
Data cards, and the TEMP set identification is requested by a TEMP (MATERIAL)
card in the Case Control. Time steps controlling the process of integration are speci-
fied on the TSTEP bulk data card.
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The user is also given the option of supplying values on PARAM bulk data cards to
control the integration solution processing and to furnish required constants when
thermal radiative interchange is involved.
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3.2 General Description of Data Deck

A complete NTA input deck begins with the required job control cards. The type and number
of these cards will vary with the installation. Instructions for the preparation of these job con-
trol cards should be obtained from the programming staff at each installation.

The main body of the NTA Data Deck consists of the following three secfions:
1. Executive Control Deck
2. Case Control Deck
3. Bulk Data Deck

In some cases, the NASTRAN card may precede the Executive Control Deck. The NASTRAN
card is used to change the default values for certain operational parameters, such as buffer

size and machine model number. The NASTRAN card is optional, but, if present, it must be
the first card of the NASTRAN Data Deck. The NASTRAN card is a free-field card (similar
to.cards in the Executive Control Deck). Its format is as follows:

NASTRAN l;eyword1 = value, keyword, = value,...

For example
NASTRAN SYSTEM(55) = 2
SYSTEM(S5) is used to specify numerical precision: 1 = single, 2 = double, the defaultis1.

Additional information concerning the NASTRAN card is given in section 6.3.1 of the
NASTRAN Programmer’s Manual.

The Executive Control Deck begins with the NASTRAN ID card and ends with the CEND
card, as shown in figure 3.2. It identifies the job and the type of solution to be performed'. It
also declares the general conditions under which the job is to be executed, such as, maximum
time allowed, type of system diagnostics desired, restart conditions, and whether or not the
job is to be checkpointed. If the job is to be executed with a rigid format, the number of the
rigid format is declared along with any alterations to the rigid format that may be desired. If
Direct Matrix Abstraction is used, the complete DMAP sequence must appear in the Executive
Control Deck. The executive control cards and examples of their use are described in
section 3.3.

The Case Control Deck begins with the first card following CEND and ends with the card pre-
ceeding BEGIN BULK. It makes selections from the Bulk Data Deck, and makes output re-
quests for printing, punching and p]ot.ting._ It also defines the subcases, if any, for the prob-
lem. A general discussion of the functions of the Case Control Deck and a detailed descrip-
tion of the cards used in this deck are given in section 3.4.

The Bulk Data Deck begins with the card following BEGIN BULK and ends with the card pre-
ceding ENDDATA. It contains all of the details of the idealized thermal model and initial
and boundary conditions for the solution. The BEGIN BULK and ENDDATA cards must be
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Bulk

Data
Deck ENDDATA
Case
Control
Deck
BEGIN BULK
Executive /\
Control TITLE = HEAT TRANSFER EXAMPLE \/

Deck | CEND \
ID TEXT1, TEXT2 . 7\\

Job Control Cards Q —

Figure 3.2. A complete NASTRAN THERMAL ANALYZER input deck.

present even though no new bulk data are belng\mtroduced into the problem, or all of the bulk
i |data are coming from an alternate source, such as User’s Master File or user-generated input.
The format of the BEGIN BULK card is free field. The ENDDATA card must begin in col-
umn 1 or 2. Generally speaking only one model can be defined in the Bulk Data Deck. How-
ever, some of the bulk data, such as cards associated with thermal loading conditions, con-
straints, direct input matrices and transfer functions may exist in multiple sets. All types of
data that are available in multiple sets are discussed in section 3.4. Only sets selected in the
Case Control Deck will be used in any particular solution.

Comment cards may be inserted in any of the parts of the NASTRAN Data Deck. These
cards are identified by a § in column one. Columns 2-72 may contain any desired text.

Except for the IBM 360/370 series, all NASTRAN Thermal Analyzer data cards must be
punched using the character set shown in the following table. The EBCDIC character set
may be used on the IBM 360/370 series. Any EBCDIC characters are automatically trans-
ilated into the required character set as follows:
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Character Card Punch(s) Character - Card Punch(s)
blank blank N 11-5
0 0 Q 11-6
1 1 P 11-7
2 2 Q 11-8
3 3 R 11-9
4 4 S 0-2
5 5 T 0-3
6 6 U 0-4
7 7 v 0-5
8 8 W 0-6
9 9 X 0-7
A 12-1 Y 0-8
B 12-2 zZ 0-9
C 12-3 $ 11-3-8
D 12-4 / 0-1
E 12-5 + 12
F 12-6 - 11
G 12-7 ( 0-4-8
H 12-8 ) 12-4-8
1 12-9 ' 4-8
J 11-1 = 3-8
K 11-2 , 0-3-8
L 11-3 12-3-8
M 11-4 * 11-4-8

111



3.3 Executive Control Deck

The format of the Executive Control cards is free field. The name of the operation (e.g.,
CHKPNT) begins in column 1 and is separated from the operand by one or more blanks. The
fields in the operand are separated by commas, and may be integers (Ki) or alphanumeric (Ai)
as indicated in the following control card descriptions. The first character of an alphanumeric
field must be alphabetic followed by up to 7 additional alphanumeric characters. Blank char-
acters may be placed adjacent to separating commas if desired. The individual cards are de-
scribed in section 3.3.1 and examples follow in section 3.3.2.

/ - 7
3.3.1 Executive Control Card Descriptions /
ID Al, A2 Required. -

Al, A2 — Any legal alphanumeric fields chosen by the user for problem identification.
RESTART A1, A2, K1/K2/K3, Required for Restart.

A1, A2 — Fields taken from ID card of previously checkpointed problem.
K1/K2/K3 — Month/Day/Year that Problem Tape was generated.

The complete restart dictionary consists of this card followed by one card for each file check-
pointed. The restart dictionary is automatically punched when operating in the checkpoint
mode. All subsequent cards are continuations of this logical card.

Each continuation card begins with a sequence number. Each type of continuation card will
be documented separately.

1. Basic continuation card
NO,DATABLQCK,FLAG=Y ,REEL=Z FILE=W

where: NO is the sequence number of the card. The entire dictionary must be in
sequence by this number.

DATABLQCK is the name of the data block referenced by this card.

FLAG=Y defines the status of the data block where Y = 0, is the normal case and
Y = 4 implies this data block is equivalenced to another data block. In this case

(FLAG=4) the file number points to a previous data block which is the “actual”
copy of the data.

REEL=Z specifies the reel number as the Problem Tapé can be a multi-reel tape.
Z = 1 is the normal case.

FILE=W specifies the GINQ (internal) file number of the data block on the Problem
Tape. A zero value indicates the data block is purged. For example:

' 1,GPL,FLAGS=0,REEL=1,FILE=7 says data block GPL occupies file 7 of reel 1.
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2,KGG,FLAGS=4,REEL=1,FILE=20 says KGG is equivalenced to the data block
which occupies file 20. (Note that FLAGS=4 cards usually occur in at least pairs
as the equivalenced operation is at least binary.) -

3,USETD,FLAGS=0,REEL=1,FILE=0 implies USETD is purged. -
" Reentry point card:

NO,REENTER AT DMAP SEQUENCE NUMBER N

where: NO is the sequence number of the card.

N is the sequence number associated with the DMAP instruction at which the prob-
lem will restart. This value may be changed by adding a final such card (i.e., only
the last such card is operative). This may be necessary when restarting from a Rigid
Format to a DMAP sequence (to print a matrix for example).

There are four types of restarts: Unmodified Restart, Modified Restart, Rigid Format
Switch and Pseudo Modified Restart. The function of the reentry point is different
. in each case. On an Unmodified Restart the program continues from the reentry
i point. On a Modified Restart modules which must be run to process the modified
-data which are ahead of the reentry point are executed first. The program then
continues from the reentry point. On a Rigid Format Switch (going from a Rigid
Format to’another) the reentry point is meaningless in that it was determined for
another DMAP sequence. In this case the data blocks available are consulted to de-
termine the proper sequence of modules to run. A Pseudo Modified Restart (defined
by the existence of only changes to output producing data such as plotter requests)
is treated like a modified restart. The type of restart is implied by the changes made
in the NTA Data Deck. No explicit request for a particular kind of restart is required.
See section 3.1 of the NASTRAN User’s Manual for additional information.

 End of dictionary card:
$ END QF CHECKPQINT DICTIQNARY

This card is simply a comment card.but is punched to signal the end of the dictionary

for user convenience. The program does not need such a card. Terminations assoc-

iated with non-NASTRAN failures (operator intervention, maximum time, etc.) will
not have such a card punched.

UMF K1, K2 Required when using User’s Master File.

K1 — User specified tape identification number assigned during the generation of
the User’s Master File. = . :

K2 — Problem identification number assigned during generation of User’s Master
File.
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'CHKPNT A1 or CHKPNT A1, A2 Optional.

Al — YES if problem is to be checkpointed, N@ if problem is not to be check-
pointed - def ault is N(D

A2 — DISK if checkpoint file is on direct access device. If the DISK option is
used, the user must instruct the resident operating system to permanently catalog
the checkpoint file. :

APP A Required.
. A ~— HEAT indicates one of the heat transfer rigid formats.
‘ A — DMAP indicates Direct.i\/latrix Abstraction Approach (DMAP_).
_SQL_IS Required when using rigid formét (see section 3.1 for available options)
K — Solution number of Rigid Format (K=1,3, or 9).
ALTER K1, K2 Optlonal

‘K1, K2 — First and last DMAP instructions of series to be deleted and replaced
with any following DMAP instructions.

LTER K Optional. _
K- Input any followmg DMAP 1nstruct10ns after statement K.

B TIME K Requlred

K — Maximum allowable executlon time in minutes. -
ENDALTER Requlred when using ALTER.
Indicates end of DMAP alteratlons

DIAG K Optional request for diagnostic output.

K=1 Dump memory when non-preface fatal message is generated.
K=2 Print File Allocation Table (FIAT) following each call to the File

Allocator.

K=3 Print status of the Data Pool Dxctlonary (DPD) following each call
to the Data Pool Housekeeper.

K=4 Print the Operation Sequence Control Array-(SCAR).

K=5 Print BEGIN time on-line for each functional module.

K=6 Print END time on-line for each functional module.

K=7 Print eigenvalue extraction diagnostics for real and complex de-

. terminant methods. : :

K=8 Print matrix trailers as the matrices are generated.

K=9 Suppress echo of checkpoint dictionary.

K=10 Use alternate nonlinear loading in TRD. (Replace {Nn +1} by 1/3

{Nn+1 + Nn t Nn—l})



K=11 Print all active row and column possibilities for decomposition -
algorithms.
K=12 _  Print eigenvalue extraction diagnostics for compiex inverse power.
K=13 Print open core length. )
K=14 Print the Rigid Format (NASTRAN S(DURCE PROGRAM CQM-
PILATI®N) for all non-Restart runs.
K=15 Trace GINQQPEN/CLQSE operations.

K=16 Trace real inverse power eigenvalue extraction operations. -
K=17 Punch the DMAP sequence that is compiled.
K=18 Trace Heat Transfer iterations.

K=19 Print data for MPYAD method selection.
K=20 Generate de-bug'printout (for NASTRAN programmers who in-
clude CALL BUG in their subroutines). :
K=21 Print GP4 set definition.
K=122 Print GP4 degree of freedom definition.
K =123-26 Not used.
K=27 Input File Processor (IFP) table dump.
K=28  Punch the link specification table (Deck XBSBD).
K =129 ~ Process link spe01f10at10n table update deck. '
K=30 Punch alters to the XSEMi decks (i set via DIAG 1-15).
K =31 Print link specification table and module propertles list data

Multiple options may be selected by using multiple mtegers separated by commas
Other options and other rules associated with the DIAG card whl_ch priinarily con-
cern the programmer can be found in section 6.11.3 of the NASTRAN_ Program-.
mer’s Manual. ‘ ‘ ’ '

BEGIN§$ Required when using DMAP approach.

Indicates beginning of DMAP sequence. This card is supphed as part of a R1g1d
Format.

END$ Required when using DMAP approach.
Indicates end of DMAP sequence. This card is supplied as part of a Rigi_d_"F:ormat.

UMFEDIT Required when using User’s Master File Editor (see section 2.5 of the
NASTRAN User’s Manual).

CEND Required
Indicates end of Executive Control cards. v

The ID card must appear first and CEND must be the last card of the Executive
Control Deck. Otherwise the Executive Control card groups (RESTART dlctlonary,
DMAP sequence, ALTER packet) can be in any order. :
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3.3.2  Executive Control Deck Examples
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1.

Cold start, no checkpoint, rigid format, diagnostic output.

ID MYNAME,PROBLEMID
APP HEAT
SQL - 1
TIME 5
DIAG 21,22
- CEND

Cold start, checkpoint, rigid format.

ID  PERSQNZZ, SPACECFT
CHKPNT * YES
 APP HEAT
SPL 1
TIME 15
CEND

‘Restart, no checkpoint, rigid format. The restart dictionary indicated by the brace
is automatically punched on previous run in which the CHKPNT option was se-
lected by the user.

ID JQESHMQE, PRQJECTX

RESTART PERSQNZZ, SPACECFT, 05/13/67,
1, XVPS, FLAGS=0, REEL=1, FILE=6
2, REENTER AT DMAP SEQUENCE NUMBER 7
3, GPL, FLAGS=0 REEL~1, FILE=7

$ END OF CHECKPQINT DICTIQNARY

APP HEAT

SpL 3
TIME 10
CEND

Cold start, no checkpoint, DMAP. User-written DMAP program is indicated by
braces. :

ID IAMOO7,TRYIT
APP DMAP
BEGIN §

{DMAP statements go here }



END §
TIME 8
CEND

Restart, checkpoint, altered rigid format, diagnostic output.

ID GQYDGUY, NEATDEAL
[ RESTART BADGUY, NOSHQW, 18/09/75
1, XVPS, FLAGS=0, REEL=1, FILE=6
2, REENTER AT DMAP SEQUENCE NUMBER 7
3, GPL, FLAGS=0, REEL=1, FILE=7

3 END QF CHECKPQINT DICTIQNARY
CHKPNT YES

DIAG 2,4

- APP HEAT
SQL 3
TIME 15
ALTER 20
MATPRN  KGGX,,,// $
TABPT GPST,,,,// $
ENDALTER

CEND
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3.4 Case Control Deck
3.4.1 Subcase Definition

For the user’s convenience, a provision has been made for the LSS thermal problems to per-

- mit a separate subcase to be defined for each thermal loading condition and also for each set
of temperature constraints. This capability is currently being extended for use in the solution
of NLSS problems.

The Case Control Deck is structured so that a minimum amount of repetition is required.
Only one level of subcase definition is provided. All items placed above the subcase level
(ahead of the first subcase) will be used for all following subcases, unless overridden within
the individual subcase. '

Provision has also been made for the combination of the results of several subcases. This is
convenient for studying various combinations of individual thermal loading conditiens and
for the superposition of solutions for symmetrical and antisymmetrical boundaries.

The following Case Control cards commonly used in thermal analysis are associated with sub-
case definition:

1. SUBCASE - defines the beginning of a subcase that is terminated by the next
subcase delimiters encountered.

2.  SUBCOM — defines a combination of two or more preceding subcases in LSS
problems. Output requests above the subcase level are used. o

3.. SUBSEQ — must appear in a subcase defined by SUBCQM to give the coefficients
for making the linear combination of the preceding subcases.

The following examples of Case Control Decks indicate typical ways of defining subcases:

1.” Linear steady-state thermal analysis with multiple loads.

QUTPUT
TEMPERATURE = ALL
MPC = 3
SUBCASE 1
SPC=2 ,
TEMPERATURE(MATERIAL) = 101
LOAD =11
SUBCASE 2
SPC=2 _
TEMPERATURE(MATERIAL) = 101
LOAD =12
SUBCASE 3
SPC=4
TEMPERATURE(MATERIAL) = 102
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SUBCASE 4
MPC =4
SPC=4

Four subcases are defined in this example. The temperatures at all grid points will
be printed for all four subcases. MPC = 3 will be used for the first three subcases
and will be overridden by MPC = 4 in the last subcase. Since the constraints for
prescribed temperatures are the same for subcases 1 and 2 and the subcases are
contiguous, the steady-state solutions will be performed simultaneously. In sub-
case 4 the static loading will result entirely from prescribed temperatures of grid
points.

2. Linear combination of subcases.

SPC=2
QUTPUT

SET 1 =1 THRU 10,20,30

TEMPERATURE = ALL

ELFQRCE =1
SUBCASE 1

LOAD =101

QLQAD = ALL
SUBCASE 2

L@AD =201

QLPAD = ALL
SUBCQM 51

SUBSEQ =1.0,1.0
SUBCQM 52

SUBSEQ = 2.5,1.5

Two static thermal loading conditions are defined in subcases 1 and 2. SUBCOM 51
defines the sum of subcases 1 and 2. SUBCQM 52 defines a linear combination
consisting of 2.5 times subcase 1 plus 1.5 times subcase 2. The temperatures at all
grid points and the heat flows and gradients for the element numbers in SET 1

will be printed for all four subcases. In addition, the nonzero components of the
static thermal load vectors will be printed for subcases 1 and 2.

3.4.2 Data Selection

The Case Control cards that are used for selecting items from the Bulk Data Deck are listed
below in functional groups. A detailed description of each card is given in section 3.4.4. The
first four characters of the mnemonic are sufficient if unique.

The following Case Control cards are associated with the selection of applied thermal loads
for both steady-state and transient thermal analyses:

1. DLQAD - selects time—varyihg thermal loading condition.

. 119



2.  LQAD - selects static loading condition.
3. NQNLINEAR — selects nonlinear loading condition for transient thermal analysis.
The following Case Control cards are used for the selection of constraints:

1. AXISYMMETRIC — selects boundary conditions for conical shell elements.

2.  MPC — selects set of multipoint constraints.

3. SPC — selects set of single-point constraints.
The following Case Control cards are used for the selection of direct input matrices:
1. B2PP — selects direct input thermal capacitance matrices.

2.  K2PP — selects direct input thermal conductance matrices.

3. TFL — selects transfer functions.

The following Case Control cards specify the conditions for transient thermal analyses:
1. IC — selects the initial condition for transient thermal analysis.
2.  TSTEP — selects time steps to be used for integration in transient thermal analysis.

The following Case Control card is used to provide an estimated temperature distribution
vector:

TEMPERATURE(MATERIAL) — selects an estimated temperature distribution
vector to be used for solutions using SQL 3 (mandatory) and SQL 9 (optional).

3.4.3 Output Selection

Printer output requests may be grouped in packets following QUTPUT cards or the individual
requests may be placed anywhere in the Case Control Deck ahead of any structure plotter or
curve plotter requests. Plotter requests are described in section 4 of the NASTRAN User’s
Manual. The Case Control cards that are used for output selection are listed below in func-
tional groups. A detailed description of each card is given in section 3.4.4.

The following cards are associatéd with output control, titiing and bulk data echoes:

1. TITLE — defines a text to be printed on first line of each page of output.

2. SUBTITLE — defines a text to be printed on second line of each page of output.

3. I:é]}_EL — defines a text to be printed on third line of each page of output.

4. ‘ LINE — vsets the number of data lines per printed page, default is 50 for 11-inch
paper.

5. MAXLINES — sets the maximum number of 6utput lines, default is 20,000.

6. ECHQ — selects echo options for Bulk Data Deck, default is a sorted bulk data
echo.
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The following cards are used in connection with some of the specific output requests for
calculated quantities:

1. SET — defines lists of grid point numbers, element numbers or output times for
use in output requests.

2. TSTEP — references a bulk data card TSTEP which defines, among other quantities,
the value N, where transient output will be produced for every Nth time step.

The following cards are used to make output requests for different thermal quantities:
1. ELFQRCE — requests the heat flows and gradients for a set of selected elements.

2. SPCFQ@RCES — requests the power required to sustain the prescribed temperatures
at those single-point constrained grid points in the selected output set.

3. THERMAL - requests the temperatixres for a selected set of grid, scalar, and extra
points.

4. QLQAD — requests the applied linear thermal loads for a selected set of grid, scalar,
and extra points.

5. NLLQAD — requests the applied nonlinear thermal loads for a selected set of grid,
scalar, and extra points.

6. VELQCITY — requests the time rate change of temperature for a selected set of
grid, scalar, and extra points. ’
3.4.4 Case Control Card Descriptions

The format of the Case Control cards is free-field. In presenting general formats for each card
embodying all options, the following conventions are used:

1. Upper-case letters must be punched as shown.

Lower-case letters indicate that a substitution must be made.

Braces { } indicate that a choice of contents is mandatory.

2
3
4. Brackets [ ] contain an option that may be omitted or included by the user.
S.  Underlined options or values are the default values.

6

Physical card consists of information punched in columns 1 through 72 of a card. Most
Case Control cards are limited to a single physical card.

7. Logical card may have more than 72 columns with the use of continuation cards.

The heat conduction element (structure) plotter output request packet and the x-y dutput
request packet, while part of the Case Control Deck, are treated separately. They are discussed
in sections 4.2 and 4.3, respectively, of the NASTRAN User’s Manual.
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iA list of Case Control cards commonly used in thermal modeling is summarized in alphabetical
order as follows: B2PP, DLQAD, ECHQ, ELFQRCE, IC, K2PP, LABEL, LINE, LQAD,
MAXLINES, MPC, NLLQAD, NONLINEAR, QTIME, QLOAD, QUTPUT, SET, SPC,
SPCFQRCES, SUBTITLE, THERMAL, TFL, TEMPERATURE, TITLE, TSTEP, VELOCITY.

e Case Control Data Card B2PP — Direct Input Thermal Capacitance (Damping) Matrix
Selection. '

Description: Selects a direct input thermal capacitance (damping) matrix.

Format and Example(s):

B2PP = name

B2PP = BDMIG

B2PP = B2PP

Option Meaning

name BCD name of [Blz)p] matrix that is input on the DMIG or DMIAX bulk data card.
Remarks: | |

1. B2PPis used only in transient thermal problems.

2.  DMIG and DMIAX matrices will not be used unless selected.

e Case Control Data Card DLOAD — Time-dependent Load Set Selection.

Description: Selects the time-dependent (dynamic) load to be applied in a Transient
problem.

Format and Example(s):

DL@AD = n

DLQAD = 73

(m Meaning

n Set identification of a DLQAD, TLQADI, or TLQAD? card (Integer > 0).
Remarks:

1. The above loads will not be used by the NTA unless selected in Case Control. -
2. TLQ@ADI and TLQAD2 may only be selected in a Transient problefn.
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o Case Control Data Card ECHQ — Bulk Data Echo Request.
Description: Requests echo of Bulk Data Deck.

Format and Example(s):

SQRT

_ | UNSoRT
ECHQ = BOTH
NONE
ECHQ = BQOTH

ECHQ = SQRT, UNSQRT
Option . Meaning
SORT | Sorted echo will be printed.
© UNSQRT Unsorted echo will be printed.
BQTH Both sorted and unsorted echo will be printed.
NONE No echo will be printed.
Remarks:
1. If no ECHQ card appears a sorted echo will be printed.
2. If CHKPNT = YES a sorted echo will be printed unless ECHQ = NQNE.

e Case Control Data Card ELFQRCE — Element Heat Flow and Gradient Output Request.
Description: Requests form and type of element heat flow output.

Format and Example(s):

ALL
n
NONE

SPRT1 PRINT )] _

ELFQRCE ,
° [( SORT2 ~ PUNCH

ELFQRCE = ALL
ELFQRCE(PUNCH, PRINT) = 17
ELFQRCE = 25
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Option
SQRTI

SORT2

PRINT
PUNCH
ALL
NONE

Remarks:

Meaning

Output will be presented as a tabular listing of elements with associate_d heat
flows and gradients. SQRT1 is not available on Transient problems (where the
default is SQRT?2).

Output will be presented as a tabular listing of time for each element type.
SQ@RT? is available only in Transient problems, where SORT1 is unavailable
without a DMAP alter. ’

The printer will be the output media.
The card punch will be the output media.

Heat flows for all elements will be output.

Heat flows for no elements will be output.

Set identification of a previously appearing SET card. Only heat flows of ele-
ments whose identification numbers appear on this SET card will be output
(Integer > 0).

1. Both PRINT and PUNCH may be requested.

A W

ALL cannot be used in a Transient problem.
FQRCE is an afternate form and is entirely equivalent to ELFQRCE.
ELFQRCE = NQNE allows overriding an overall request.

® Case Control Data Card IC — Transient Initial Condition Set Selection.

~ Description: To select the initial conditions for Transient problems.

Format and Example(s):

IC =n

IC = 17

Option

Remarks:

Meaning

Set identification of TEMP and/or TEMPD cards (Integer > 0). TIC cards may
also be referenced though this is not a preferred technique.

Initial conditions will all be zero unless IC is used in the Case Control.
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o Case Control Data Card K2PP — Direct Input Thermal Conductance Matrix Selection.
Description: Selects a direct input thermal conductance matrix.

Format and Example(s):

K2PP = name

K2PP = KDMIG

K2PP = K2PP

leio_n_ Meaning

name BCD name of a DMIG matrix that is input on the bulk data card DMIG.
Remarks:

1.  K2PP is used only in transient thermal problems.

2. DMIG matrices will not be used unless selected.

o Case Control Data Card LABEL — Output Label.

Description: Defines a BCD label which will appear on the third heading line of each page of
NASTRAN printer output.

Format and Example(s):
LABEL = {Any BCD data}
LABEL = Radiator of S®-I1 CUE Unit

Remarks:

1. LABEL appearing at the subcase level will label output for that subcase only.

2.  LABEL appearing before all subcases will label any outputs which are not subcase
dependent.

3. If no LABEL card is supplied, the label line will be blank.
4. LABEL information is also placed on NASTRAN plotter output as applicable.

e Case Control Data Card LINE — Data Lines Per Page.

Description: Defines the number of data lines per printed page.
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Format and Example(s):

LINE = {%}

LINE = 35

Option Meaning
n Number of data lines per page (integer >0). '
Remarks:

1. If no LINE card appears, 50 is used.

2. For 11 inch paper, 50 is recommended; for 8-1/2 inch paper, 35 is recommended.

# Case Control Data Card LQAD — Static Thermal Load Set Selection.
Description: Selects the static thermal load set to be applied to the thermal model.

Format and Example(s):

LPAD = n

LOAD = 15

M “Meaning

n Set identification of at least one (hermal load card and hence must appear on at
least one SLOQAD, QVECT, QVQL, QBDY1, QBDY2, QHBDY Card (Integer > 0).

Remarks: |

1. The above-static load cards will not be used by the NTA unless selected in Case Control.

2. The total load applied will be the sum of external (LQAD), and constrainéd (SPC) loads.

o Case Control Data Card MAXLINES — Maximum Number of Output Lines.
Description: Sets the maximum number of output lines to a given value.

Format and Example(s):

{20000}
n

50000

MAXLINES

MAXLINES
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Option : Meaning

n Maximum number of output lines which the user wishes to allow (Integer >0).
Remarks:

1. Any'time this number is exceeded, NASTRAN will terminate through PEXIT.

2. This does not override any system MAXLINES parameters such as those on JQB cards
or space requests.

o Case Control Data Card MPC — Multipoint Constraint Set Selection.
Description: Selects the multipoint constraint set to be applied to the thermal model.

Format and Example(s):

MPC = n

MPC = 17

Option Meaning

n Set identification of a Multipoint-Constraint Set and hence must appear on at
least one MPC or MPCADD card (Iiteger > 0).

Remarks:

MPC or MPCADD cards will not be used by NASTRAN unless selected in Case Control.

—

e Case Control Data Card NLL@AD - Nonlinear Load Output Request. \
Description: Requests form and type of nonlinear load output for transient thermal problems.

Format and Example(s):

ALL
PRINT
noa ()] -4
PU NONE
NLLQAD = ALL
Option Meaning

PRINT The printer will be the output media.
" PUNCH The card punch will be the output media.

ALL Nonlinear loads for all solution points will be output.
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Option . Meaning
NONE " Nonlinear loads will not be output.

n Set identification of previously appearing SET card (Integer > 0). Only non-
linear loads for points whose identification numbers appear on this SET card will
be output.

Remarks:

1. Nonlinear loads are output only in the solution (D or H) set.

2. The output will have a SQRT2 format.
3.  Both PRINT and PUNCH may be used.
4. NLLQ@AD = NQNE allows overriding an overall output requést.

o Case Control Data Card NQNLINEAR — Nonlinear Load Set Selection.
Description: Selects nonlinear load for transient thermal problems.
Format and Example(s):

N@NLINEAR = n
NQ@NLINEAR LQAD SET = 75

Option Meaning
n Set identification of NQ)LINi cards (Integer > 0).
Remarks: ‘

NQ@LINi cards will not be used unless selected in Case Control.

o Case Control Data Card QTIME — Output Time Step Set.
Description: Selects from the solution set of time steps a subset for output requests.

Format and Example(s):
ALL
QTIME = —}
n

@OTIME = ALL
QTIME SET = 15
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Optioh Meaning

ALL Output for all time steps will be printed out.

n Set identification of previously appearing SET card (Integer > 0). Output for
_time steps closest to those given on this SET card will be output.

Remarks:

OTIME overrides the output data on a selected TSTEP card. .

e Case Control Data Card QLQAD — Applied Thermal Load Output Request.
Description: Requests form and type of applied thermal load vector output.

Format and Example(s): :
OLOAD [( SPRTI PRINT )] ALL}
s = n
SORT2 ° PUNCH NONE,

QLPAD = ALL

Option Meaning

SQRTI1 Output will be presented as a tabular listing of grid points with associated thermal
loads. SQRTI is not available on Transient problems (where the default is
SORT?2).

SQRT2 Output will be presented as a tabular listing of time for each grid point. SQRT?2
" isavailable only in Transient problems, where SORT1 is unavailable without a
DMARP alter.

PRINT The printer will be the output media.
PUNCH The card punch will be the output media.

ALL Applied thermal loads for all points will be output. (SQRT1 will only output
nonzero values.)

NONE Applied thermal loads for no points will be output.

n Set identification of previously appearing SET card. Only loads on points
whose identification numbers appear on this SET card will be output (Integer
> 0).
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Remarks:
1. Both PRINT and PUNCH may be requested.

2. In a steady-state;problem a request for SQRT2 causes thermal loads at all points (zero
and nonzero) to be output in SQRT1 format.

3. QLQAD = NONE allows overriding an overall output request.

e Case Control Data Card QUTPUT — Output Packé_t Delimiter.

Description: Delimits the various output packets, structure plotter, curve plotter, and
printer/punch. '

Format and Example(s):

' PLOT
(I)UTPUTl: XYQUT :l
XYPLQT

QUTPUT
QUTPUT(PLOT)
QUTPUT(XYQUT)

Option v _ Meaning
No qualifier Beginning of printer output packet — this is not a required card.

PLOT Beginning of structure plotter packet. This card must precede all structure
plotter control cards.

XYQUT or Beginning of curve plotter packet. This card must precede an.curve plotter
XYPLOT control cards. XYPLQT and XYQUT are entirely equivalent.

Remarks:

1. The structure plotter packet and the curve plotter packet must be at the end of the
Case Control Deck. Either may come first.

2. The delimiting of a printer packet is completely optional.

e Case Control Data Card SET — Set Definition Card.
Description:
1. Lists identification numbers (point or element) for output requests.

2.  Lists the times at which output will be provided during a transient run.
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Format and Example(s):

1. SETn
SET 77
SET 88.
SET 99

2. SETn =
SET 101 = 1.0, 2.0, 3.0
SET 105 = 1.009, 10.2, 13.4, 14.0, 15.0

Option

n

Iy, 1,

iy THRU i 4
EXCEPT

I, T

Rémarks

etc

. etc.

= {i; L.i,, i; THRU i, EXCEPT i ig ig; i, ig THRU ig]}

5 -
5,6,7,8,9,10 THRU 55 EXCEPT 15, 16,77, 78,79, 100 THRU 300

1 THRU 100000
{r, Lry,13,1,1}

Meaning

Set identification (Integer > 0). Any set may be redefined by reassigning its
identification number Sets m31de SUBCASE delimiters are local to the
SUBCASE.

Element or point identification number at whichoutput is r_eé;uested (Integer
> 0). If no such identification number exists, the request is ignored.

Output at set identification numbers i thru i, (i, > iy).

Set identification numbers following EXCEPT will be deleted from output list
as long as they are in the range of the set defined by the immediately preceding
THRU.

Times for transient output (Real > 0.0). The nearest solution time will be

output. EXCEPT and THRU cannot be used.

A SET card may be more than one physical card A comma (,) at the end of a phys1cal

card signifies a continuation card. Commas may not end a set.

e Case Control Data Card SPC — Single~Point Constraint Set Selection.

Description: Selects the single-point constraint set to be applied to the thermal model.

Format and Example(s):

SPC
SPC
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Option Meaning

n Set idehtification of a single-point constraint set and hence must appear on a
SPC, SPC1 or SPCADD card (Integer > 0).

Remarks:

SPC, SPC1 or SPCADD cards will not be used by the NTA unless selected in Case Control.

e Case Control Data Card SPCFQRCES — Single-Point Constraint Thermal Forces Output
‘Request. ‘

Description: Requests fofm and type of powers required to sustain the prescribed tempera-
tures at the single-point constrained points.

Format and Example(s):

’ ALL
RT1 PRINT
SPCFQRCES [(S@ , UNCH)] = n
SQRT2’ P NONE
SPCFQRCES = 5
SPCFQRCES(SQRT?2, PUNCH, PRINT, IMAG) = ALL

Option Meaning

SQRTI1 Output will be presented as a tabular listing of grid points with associated single—
point constraint thermal forces. SQRT1 is not available on Transient problems
(where the default is SQRT?2).

SORT2 “Output will be presented as a tabular listing of time for each grid point. SPRT?2
is available only in Transient problems, where SQRT1 is unavailable without a
DMAP alter.

PRINT °  The printer will be the output media.
PUNCH The card punch will be the output media.

ALL Single-point forces of constraint for all points will be output. (SQRT1 will only
output nonzero values.)

NQNE Single~-point forces of constraint for no points will be output.

n : Set identification of previously appearing SET card. Only single-point thermal

forces of constraint for points whose identification numbers appear on this SET
card will be output (Integer > 0).
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Remarks:
1. Both PRINT and PUNCH may be requested.

2. Inasteady-statelproblem a request for SQRT?2 causes thermal loads at all points (zero
and non-zero) to be output in SQRT1 format.

3. SPCFQRCES = NONE allows overriding an overall output request.

e Case Control Data Card SUBTITLE — Output Subtitle.

Description: Defines a BCD subtitle which will appear on the second heading line of each page
of NTA printer output.

Format and Example(s):

SUBTITLE = {Any BCD data}

SUBTITLE = NQNLINEAR STEADY-STATE PROBLEM N@. 5
Remarks:
1. SUBTITLE appearing at the subcase level will title output for that subcase only.

2. SUBTITLE appearing before all subcases will title any outputs which are not subcase
dependent.

3. If no SUBTITLE card is supplied, the subtitle line will be blank.
4, SUBTITLE information is also placed on NASTRAN plotter output as applicable.

e Case Control Data Card THERMAL — Temperature Qutput Request.
Description: Requests form and type of temperature vector output.

Format and Example(s):

PRI
THERMAL [ PUNI:;IF{
NQ)NE

THERMAL =
THER(PRINT,PUNCH) = ALL
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Option Meaning
PRINT The printer will be the output media.
PUNCH The card punch will be the output media.

ALL Temperatures for all points will be output.

NONE Temperatures fbr.no points will be output.

n Set identification of previously appearing SET card. Only temperatures of points
whose identification numbers appear on this SET card will be output (Integer
>0). '

Remarks:

1. The printed output will have temperature headings and the punched output will be
double field TEMP* bulk data cards. The SID on a bulk data card will be the subcase
number (= 1 if no defined subcases).

2.  Both PRINT and PUNCH may be requested.

e Case Control Data Card TFL — Transfer Function Set Selection.

Description: Selects the transfer function set to be added to the direct input matrices.

Format and Example(s):

TFL = n

TFL = 77

Option Meaning
n Set identification of a TF card (Integer > 0).
Remarks:

1. Transfer functions will not be used unless selected in the Case Control Deck.
2. Transfer functions are allowed in transient thermal problems only.

3. Transfer functions are simply another form of direct matrix input.

e Case Control Data Card TEMPERATURE — Thermal Properties Set Sele_ction.

Description: Selects the temperature set to be used in material property calculation and/or
as the estimated final temperature vector.
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Format and Example(s):

TEMPERATURE(MATERIAL) = n

TEMPERATURE(MATERIAL) = 7

Option. Meaning

MATE- The selected temperature table will be used to determine temperature-dependent

RIAL material properties indicated on the MATTi type cards, and/or the temperature
table provides an estimated final temperature vector for the solution algorithm.

n Set identification of TEMP and/or TEMPD cards (Integer > 0).

Remarks:

1. Only one temperature-dependent material request may be made in any problem.
2. Temperat_ure—depéndent materials may not be used in transient thermal problems.

3. For nonlinear steady-state problems, an estimated final temperature set must be
selected.

4.  For nonlinear transient problems, an estimated final temperature vector may be selected.

e Case Control Data Card TITLE — Output Title.

Description: Defines a BCD title which will appear on the first heading line of each page of
NTA.

Format and Example(s):

TITLE = {Any BCD data}
TITLE = **$// ABCDEFGHI .... $
Remarks:

1. TITLE appearing at the subcase level will title output for that subcase only.

2. TITLE appearing before all subcases will title any outputs which are not subcase
dependent.

3. Ifno TITLE card is supplied, the title line will contain data and page numbers only.

4. TITLE information is also placed on NASTRAN plotter output as applicable.

e Case Control Data Card TSTEP — Transient Time Step Set Selection.

Description: Selects integration and output time steps for Transient problems.
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Format and Example(s):

TSTEP = n

TSTEP = 731 .

n Set identification of a selected TSTEP bulk data card (Integer > 0).
Remarks:

1. A TSTEP card must be selected to execute a Transient problem.
2. Only one TSTEP card may have this value of n.

3. The output time steps designated by the TSTEP card may be overridden by the QTIME
|Case Control card. :

e Case Control Data Card VELQCITY — Time Rate Change of Temperature Qutput Request.
Description: Requests time rate change of temperature output.

Format and Example(s):

' ALL
RT1 PRINT
VELQCITY [(:QRT;’ PUNCH)] - .
? NONE

VELQCITY = 5
VELQCITY(SQRT?2, PHASE, PUNCH) = ALL
Option Meaning

S@RTI1 Output will be presented as a tabular listing of grid points with their associated
temperature change rates. SQRT]1 is not available on Transient problems (where
the default is SQRT?2).

S@RT?2 Output will be presented as a tabular listing of time for each grid point. SQRT?2
is available only in Transient problems, where SORT1 is unavailable without a
DMAP alter.

~ PRINT The printer will be the output media.
- PUNCH The card punch will be the output media.
ALL Velocity for all solution points will be output.
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Option. Meaning

NONE Veloci;cy for no solution points will be output.

n Set identification of a previously appearing SET card. Only velocities of points
whose identification numbers appear on this SET card will be output (Integer
>0).

Remarks:

1.  Both PRINT and PUNCH may be requested.
2. VELQCITY = NQNE allows overriding an overall output request.
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3.5 Bulk Data Deck

- The Bulk Data cards are used to define the thermal model and various pools of data which
may be selected by Case Control at execution time.

The Bulk Data Deck may contain several thousand cards. In order to minimize the handling
of large numbers of cards, provision has been made in the NTA to store the bulk data on the
Problem Tape, from which it may be modified on subsequent runs. A User’s Master File
(section 2.5 of the NASTRAN User’s Manual) is also provided for the storage of Bulk Data
Decks. '

For any cold start, the entire Bulk Data Deck must be submitted. Thereafter, if the original
run was checkpointed, the Bulk Data Deck exists on the Problem Tape in sorted form where
it may be modified and reused on restart. On restart the Bulk Data cards contained in.the
Bulk Data Deck are added to the bulk data contained on the Old Problem Tape. Cards are
removed from the Old Problem Tape (or the User’s Master File) by the use of a delete card.
Cards to be deleted are indicated|by inserting a Bulk Data card with a / in column one and
the sorted bulk data sequence numbers in fields two and three. All Bulk Data cards in the
range of the sequence numbers in fields two and three will be deleted. In the case where only
a single card is deleted, field three may be left blank.

The Bulk Data Deck may be submitted with the cards in any order as a sort is performed
prior to the execution of the Input File Processor. However, the machine time to perform
this sorting is minimized for a deck that is already sorted. The sort time for a badly sorted
deck will become significant for large decks. The user may obtain a printed copy of either
the unsorted or sorted bulk data by selection in the Case Control Deck. A sorted echo is
necessary in order to make modifications on a secondary execution using the Problem Tape.
_This echo is automatically provided unless specifically suppressed by the user.

3.5.1 Functional Description of Bulk Data Cards
1. GRID POINTS

a. Grid Point Definition — Geometric grid points are defined on GRID Bulk Data
cards by specifying their coordinates in either the basic or a local coordinate
system. The implicitly defined basic coordinate system is rectangular, except
when using axisymmetric elements. Local coordinate systems may be rectang-
ular, cylindrical, or spherical. Each local system must be related directly or
indirectly to the basic coordinate system. The CQRD1C, COQRD1R and CQRD1S
cards are used to define cylindrical, rectangular and spherical local coordinate
systems, respectively, in terms of three geometric grid points which have been
previously defined. The CORD2C, CORD2R and CQRD2S cards are used to
define cylindrical, rectangular and spherical local coordinate systems, respec-

' tively, in terms of the coordinates of three points in a previously defined co-
ordinate system.

138



Six rectangular displacement components (3 translations and 3 rotations) were
originally defined at each grid point for the purpose of structural analysis but
only the first component is used to represent the temperature variable in the
NASTRAN Thermal Analyzer. The collection of all coordinate systems in a
problem is known as the global coordinate system. All matrices are formed and
all thermal quantities are output in the global coordinate system.

Provision is also made on the GRID card to apply a single-point constraint,
though the use -of this feature is not recommended.

The GRDSET card is provided to avoid the necessity of repeating the specifi-
cation of location coordinate systems and single-point constraints, when all,
or many, of the GRID cards have the same entries for these items. When any
of these items are specified on the GRDSET card, the entries are used to re—-
place blank fields on the GRID card for these items.

Scalar points are defined either on an SPQINT card or by reference on a con~
nection card for a scalar element. SPQINT cards are used primarily to define
scalar points appearing in constraint equations, but to which no heat conduc-
tion elements are connected. A scalar point is implicitly defined if it is used as
a connection point for any scalar element. Special scalar points, called “extra
points,” may be introduced for transient thermal analyses. Extra points are

. used in connection with transfer functions and other forms of direct matrix
input used in transient thermal analyses and are defined on EPQINT cards.

Grid Point Sequencing — The best solution times are obtained if the grid points
can be sequenced in such a manner as to create thermal conductance matrices
having relatively narrow bands. In some cases the bandwidth can be substan-
tially reduced by purposely sequencing a few of the grid points well outside
the band. The resulting nonzero terms outside the band are treated individu-
ally by the triangular decomposition routines. Columns of a matrix containing
nonzero terms outside the band are referred to as ‘““active columns.” The
details of the partially banded decomposition routines are given in section 2.2
of the NASTRAN Theoretical Manual. If the bandwidth is large enough to

" cause excessive use of secondary storage devices (spill) during the triangular
decomposition of the thermal conductance (stiffness) matrix in steady-state
thermal (static) analysis, it may be more efficient to use the partitioning pro-
cedure described in section 1.4.4 of the NASTRAN User’s Manual.

Excluding grid points that are purposely sequenced outside the band, the
bandwidths of conductance matrices are proportional to the maximum dif-
ference between any two connected grid point sequence numbers. The dis-
cussion and examples that follow will discuss bandwidths and active columns
in terms of geometric grid points. The semiband is defined as the maximum
number of columns included from the diagonal term in any row to the most
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remote term inside the band. If the diagonal terms are excluded, the semi-
band is proportional to the maximum difference between any two connected -~
grid point numbers in the band.

Examples of prop?er grid point sequencing for minimum bandwidth for one-
dimensional systems are shown in figure 3.3." For open loops, a consecutive
numbering system should be used as shown in figure 3.3a. Generally there is
improvement in the accumulated roundoff error if the grid points are sequenced
from the free end to the fixed end (where the temperature is prescribed).

For closed loops the grid points should be sequenced as shown in figure 3.3b.
This model will have twice the semiband of the model shown in figure 3.3a.

If the sequencing is as shown in figure 3.3c, the semiband will be half of that
for the sequencing shown in figure 3.3b. However, the connection between-
grid points 1 and 8 will create a number of active columns equal to the semi-
band, and the net result is that the semiband of the first case is equal to the
sum of the semiband and number of active columns for the second case. Since
it takes about twice as long to process active columns as terms inside the band,

. the sequence shown in figure 3.3b is to be preferred.

Examples of grid point sequencing for two—dunensmnal surfaces are shown in .
figure 3.4. For planar or curved surfaces where the paitern of gnd points tends
to be rectangular, the sequencing shown in figure 3.4a will result in the shortest
solution times. The semiband wili be proportional to the number of grid points
along the short direction of the pattern. If the pattern of grid points shown in
figure 3.4a is made into a closed surface by connecting grid points 1 and 17, 2
and 18, etc., a number of active columns equal to the semiband will be created.
An alternate sequencing for a closed loop is shown in figure 3.4b, where the
semiband is proportional to twice the number of grid points in a row. For
cylindrical or similar closed surfaces, the sequencing indicated in figure 3.4b is
more efficient if the number of grid points in the circumferential direction is
more than twice the number in the axial direction. If the number of grid points
in the circumferential direction is less than twice the number in the axial di-
rection, the sequencing indicated in figure 3.4a, with the consecutive number-
ing in the circumferential direction, is more efficient.

In general, sequences of grid points that generate active columns cannot be ex-
pected to shorten computing times substantially unless the semiband can be
reduced by about two for each active column introduced. This is not likely to
be the case for most surfaces. An exception is the case of radial patterns,
where the sequencing indicated in figure 3.4c is the most efficient if there are
more grid points on a circumferential line than on a radial line. In this case,
the semiband is proportional to the number of grid points on a radial line, and
the number of active columns is equal to the number of degrees of freedom at
the center grid point. If there are more grid points on a radial line than a
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circumferential line, the consecutive numbering should extend in the circum-
ferential direction, beginning with the outermost circumferential ring. In this -
case, the semiband is proportional to the number of grid points on a circum-
ferential line and there are no active columns.

If the grid points form a full circular pattern, the closure will create a number
of active columns proportional to the number of grid points on a radial line if
the grid points are numbered as shown in figure 3.4c. - A more efficient scheme
is to number the radial lines alternately, similar to the sequence shown for a
rectangular array in figure 3.4b. This sequence will result in shorter solution
times if the number of grid points on a circumferential line is greater than
twice the number on a radial line. The central point must be sequenced at the
end in order to limit the active columns to the number of degrees of freedom
at the central point. If the central point is sequenced first, the number of ac-
tive columns will be proportional to the number of radial lines. If the number
of grid points on a circumferential line is less than twice the number of grid
points on a radial line, the consecutive numbering should extend in the circum-
ferential direction. This sequencing procedure will result in a semiband propor-
tional to the number of grid points on a circumferential line and no active '
columns. If the central point does not exist, the sequencing problem is simi-
lar to that discussed for rectangular arrays in connection with figures 3.4a and
3.4b.

Sequencing problems for three-dimensional structures may be treated in two
broad general classes. The first class consists of structural models that are com—
pact, without appendages or connecting substructures. The second class consists
of models that are composed of several substructures interconnected at a rel-
atively small number of locations. Examples of the first type of model are
solid structures, such as rectangular bars or cellular structures where an external
shell is filled with bulkheads such as a submarine. For these types of structures
the general procedure is to sequence the grid points in imaginary surfaces per-
pendicular to the largest axis of the structure. The grid point numbers are se-
quenced within each surface in the most effective way, beginning at one end

of the structure and proceeding to the other end. Assuming that only adjacent -
surfaces are connected, the semiband will be proportional to the largest number
of grid points in a surface.

Examples of the second type of model are airframes and radio telescopes. For
these types of structures, the general procedure is to sequence the individual
substructures in the most effective way and allow the degree of freedom asso-
ciated with the connecting grid points to be treated as active columns. The com-
puting time for terms outside the band is proportional to the total length of
active columns, where the length of an active column is equal to the difference
between the row number of the first nonzero term in the column and the row
number of the extremity of the band. In sequencing the connecting grid points



for two substructures, the number of active columns is minimized by sequenc~
ing the connecting grid points after both substructures. However, in many

_ cases, the connecting grid points can be advantageously sequenced between the
‘two parts or among the points of the second part. This procedure tends to in-
crease the number of active columns, but reduces the length of each one. Se-
quencing the connecting grid points first or among the points of the first part
tends to maximize both the number of active columns and the lengths of each
one.

Although scalar points are defined only in vector space, the pattern of their
connections is used in a manner similar to that of geometric grid points for
sequencing scalar points among themselves or with geometric grid points.

Since scalar points introduced for dynamic analysis (extra points) are defined
in connection with direct input matrices, the sequencing of these points is de-
termined by direct reference to the positions of the added terms in the dynamic
matrices.

The external identification numbers used for grid points may be selected in
any manner the user desires. However, in order to preserve the bandwidth of
the thermal conductance matrix, and hence to substantially reduce computing
times when using the matrix inversion method, the internal sequencing of the
grid points must not be arbitrary. In order to allow arbitrary external grid
point numbers and still preserve sparsity in the triangular decomposition fac-
tors to the greatest extent possible, provision is made for the user to rese-
quence the grid point numbers for internal operations. This feature also
makes it possible to easily change the sequence if a poor initial choice is

made. All output associated with grid points is identified with the external
grid point numbers. The SEQGP card is used to resequence geometric grid
points and scalar points. The SEQEP card is used to sequence the extra points
in with the previously sequenced geometric grid points and scalar points.

Grid Point Properties — Some of the characteristics of the thermal model are
introduced as properties of grid points, rather than as properties of heat con-
duction elements. Any of the various forms of direct matrix input are con-

sidered as describing the thermal model in terms of properties of grid points.

In transient thermal analysis, thermal capacitance and conductance properties
may be provided, in part or entirely, as properties of grid points through the
use of direct input matrices. The DMIG card is used to define direct input
matrices for use in transient analysis. These matrices may be associated with
geometric grid points, scalar points, or extra points introduced for transient
analysis. The TF card is used to define transfer functions that are internally
converted to direct matrix input. '
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HEAT CONDUCTION ELEMENTS

The heat conduction elements are a subset of the NASTRAN structural elements.
These elements are summarized in the following table:

Heat Conduction Elements

Dimension Type ‘ Elements
1-D Linear BAR, R@D, CONR®D, TUBE
Planar TRMEM, TRIA1, TRIA2,
2D QDMEM, QUAD1, QUAD2
Solid of Revolution TRIARG, TRAPRG
3-D Solid TETRA, WEDGE, HEXA1, HEXA?2
- ¢ Scalar ' ELASI, ELAS2, ELAS3, ELAS4

Heat conduction elements are defined on connection cards that identify the grid
points to which the element is connected. The mnemonics for all such cards have

a prefix of the letter “C,” followed by an indication of the type of element, such
as CBAR and CRQD. The order of the grid point identification defines the positive
direction of the axis of a one-dimensional element and'the positive surface of a
plate element. The connection cards include additional orientation information
when required. With a few exceptions, each connection card references a property .
definition card which can be referenced by many elements having the same prop-
erties. Thus, a large number of duplicate entries are eliminated.

A different class of elements that may also be used to model thermal conductance
and thermal capacitance are the scalar elements which are connected between pairs
of temperature unknowns (at either scalar or geometric grid points) or between a
temperature unknown and a fixed zero (ground). Scalar spring elements are avail-
able to be used as thermal conductors, and scalar dampers are available to be used
as thermal capacitors. These elements are useful for representing lumped properties
of thermal conductance that cannot be conveniently modeled with the usual heat
conduction elements. The elements CDAMPi (i=1,2,3,4) and CVISC are useful for
representing lumped thermal capacitance between two selected unknown temper-
ature variables or between one unknown temperature variable and a fixed zero
(ground). It is possible, therefore, to construct a thermal model similar to a finite-
difference based thermal network heat transfer computer model using only scalar
elements and other appropriate cards for thermal boundary condition descriptions
\(see Sample Problem 19).'S Sections 5.5 and 5.6 of the NASTRAN Theoretical

_Mamiai- may b_e consulted for a detailec! discussion of the use of scalar elements.




The property definition cards define geometric properties such as thicknesses and
cross-sectional areas. The mnemonics for all such cards have a prefix of the letter
“P,” followed by some, or all of the characters used on the associated connection
card, such as PBAR and PRQD. Except for the simplest elements, each property
definition card will reference a material property card. -

In some cases, the same finite element can be defined by using different bulk data
cards. These alternate cards have been provided for convenience. For example, in
the case of a rod element, the normal definition is accomplished with a connection
card (CR®D) which references a property card (PR@D). However, an alternate def-
inition uses a COQNR@D card which combines connection and property information
on a single card. This is more convenient if a large number of rod elements all have
different properties. ‘

~ In the case of plate elements, a property card is provided for each type of element.
In order to maintain uniformity in the relationship between connection cards and
property cards, a number of connection card types contain the same information,
such as the connection cards for the various types of triangular elements. Also, the
property cards for triangular and quadrilateral elements of the same type contain
the same information.

The trapezoidal solid of revolution element, TRAPRG,: may be defined by a gen-
eral quadrilateral ring (i.e., the top and bottom need not be perpendicular to the
z-axis) for thermal applications. These thermal conduction elements are composed
of constant gradient lines, triangles, and tetrahedra. The quadrilaterals are com-
posed of overlapping triangles, and the wedges and hexahedra from subtetrahedra.

For the scalar elements, the most general definition of a thermal conductance
(scalar spring) is given with a CELASI1 card. The associated properties are given

on the PELAS card. The properties include the magnitude of the thermal conduc-
tance and a thermal capacitance. The CELAS2 defines a thermal conductance with-
out reference to a property card. The CELAS3 card defines a thermal conductance
that is connected only to scalar points and the properties are given on a PELAS
card. The CELAS4 card defines a thermal conductance that is connected only to
scalar points and without reference to a property card.

Scalar elements may be connected to ground without the use of constraint cards.
Grounded connections are indicated on the connection card by leaving the appro-
priate scalar identification number blank. Since the values for scalar elements are
not functions of material properties, no references to such cards are needed.

Regarding thermophyéiEal ‘properties, thermal conductivities, convective film co~
efficients and heat capacitances are given on the material property definition cards.

- The MAT4 card is used to define the properties for isotropic materials and the
MATS card for anisotropic materials. Temperature-dependent conductivities and
convective film coefficients are given on MATT4 and MATTS Bulk Data cards, which
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are limited to nonlinear steady-state analyses. The heat capacitance is the product

-of the density and the specific heat (0C,), and can be entered in the fourth and

ninth fields of the MAT4 and \MATS Bulk Data cards, respectlvely

'HEAT BOUNDARY ELEMENTS*

A heat boundary element (CHBDY) in conjunction with a PHBDY property card de-
fines a surface area capable of accepting boundary heat fluxes and participating in
radiative mterchange There are five basic types, called POINT, LINE, REV,AREA3,

" 'and AREA4. The extra special type, ELCYL, is for use only with QVECT direc~
‘tional radiant input. The HBDY element can contribute terms to the heat conduc-

tance and heat capacitance matrices. When a convective boundary jconditien coup-

" ling the boundary of a solid structure with a fluid of known temperature must be

modeled, the thermal resistance across the boundary film and the associated thermal

capacitance per unit area of the wetted contacting surface are specified on MAT4
Bulk Data cards The known temperature of the fluid is specified with additional

points, either GRID or SPQINT, which are referenced on the CHBDY continuation
card. : -~

The CHBDY Bulk Data cards are also used to define surfaces which participate in’
radiative heat exchanges. A list of CHBDY boundary elements must be specified

by their element identification number on a RADLST Bulk Data card. Radiation
exchange coefficients are specified on RADMTX Bulk Data cards.” The radiation
exchange coefficient is a product of the emitting surface area multiplied by the view
factor between the emitting surface and the receiving surface in the diffuse-grey
case. These coefficients dre used in an internal SCRIPT-F routine which calculates
the radiative interchange including all reflections.

The surface properties of emlss1v1ty and absorptivity are speafred on the PHBDY

" Bulk Data cards.
- CON_STRAINTS AND PARTITIONING

!
|

Constraints can be applied to describe desired boundary conditions, and provide

" other desired characteristics for the finite-element thermal model. There are two
- basic kinds of constraints:

Single-point constraints are used to specify the prescribed temperature at a point.
The grid or scalar points are listed on SPC or SPC1 Bulk Data cards. The component.
on the data card can be “0” (scalar) or “1” (grid). This declares the specified tem-
peratures to be in the u_ (constrained points) set. The method of specifying temper-
ature varies in accordance with the problem type.

*The term “Boundary Surface Element” desciibing functions in the subsection 2.5.2 is, henceforth,
 replaced by the term “Heat BounDarY Element” (HBDY).




Algorithm Value of ug Used

Linear Steady-State Values defined on selected SPC
cards.
Nonlinear Steady-State Values of the selected TEMP

(MATERIAL) set. Use in con- -
junction with SPC1 cards.

Transient ug = 0.0 (special modeling

- -techniques, such as a good
conductor with a large power
specified, can be used to en-
force u(t)).

Multipoint constramts are hnear relatlonshlps between temperatures at several gnd
points, and are spe01f1ed on MPC cards. The first entry on the MPC card will be in
the u , set. The type of constraint is limited if nonlinear elements are present. If a
member of set u,, touches a nonlinear element of the conductive or radiative type,
the constraint relat1onshlp is restricted to be an “equivalence, > which ‘means that the
value of the member of the u_, set must be set equal to one of the members of the

“u, set (a point not multipoint constrained). Those points not touching nonlinear
elements are not so limited. The user is responsible for satisfying this equivalence
requirement by having only two entries on the MPC data card, with equal, but op-
posite in sign, coefficients.

The definitions of the u_, u, and u sets are given in section 3.3 of the NASTRAN
Theoretical Manual. Fmally, MPCADD and SPCADD cards may be used to combine
different MPC and SPC sets, respectively.

THERMAL LOADS -

Thermal loads may be internally generated heat or boundary heat fluxes. The latter
includes prescribed heat fluxes, convective heat input, and radiative heat exchanges.
The method of specifying thermal loads is different for steady-state and transient
thermal analyses. With a few exceptions, the HBDY element must be used to define
boundary surfaces in order to apply thermal loads to the conducting regions. The
internally generated Heat adding thermal energy into a heat conduction element is
specified on a QVQL Bulk Data card which is one of the exceptions w1thout reference :
to an HBDY element. The prescnbed surface heat flux }n-pl;t— can be specxfled for
HBDY elements with the QBDY1 and QBDY2 Bulk Data cards. These two cards
define a uniform heat flux and a spatially va_riabie heat flux, respectively. A di-
rectional flux, such as solar radiation, impinges effective heat flux on the surface

depending upon the angle between the flux vector and the §u_r_face normal of the
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HBDY element. The directional flux is spe01f1ed for HBDY elements with'the
QVECT Bulk Data card and the orientation of the HBDY element must be given
(either implicitly or explicitly depending on the HBDY element type). Flux can
also be specified directiy without reference to an HBDY element with the QHBDY
Bulk Data card.

Static thermal loads applied to steady-state thermal analyses are requested in Case
Control with a LQAD card. All of the above load types plus SLQOAD cards can be
irequested. Transient thermal loads are requested in Case Control with a DLQAD
card, which selects time-dependent functions of TLQADi. Transient thermal

loads may use DAREA,* QBDY1,; QBDY2, QHBDY, QVECT, QVQL, and SLQAD
Bulk Data cards. Although any number of load sets can be defined in the Bulk Data
Deck, only those sets selected in the Case Control Deck, as described in section
3.4.2, will be used in the problem solution. '

6. PARAMETER CARDS

The PARAMeter card is provided to specify the values of parameters used in DMAP
‘sequences. A number of parameters in conjunction with the nonlinear steady-state
and transient analyses may be entered via’ PARAM Bulk Data cards. For nonlinear

steady-state analysis including radiative exchanges, the user can supply values on the
PARAM Bulk Data cards for:

a. MAXIT - optional — the integer value of this parameter limits the maximum
number of iterations (default = 4).

b. EPSHT — optional — the real value of this parameter is used to test the con-
vergence of the solution (default = 0.001).

c. TABS — optional — the real value of this parameter is the absolute reference
temperature (default = 0.0).

d. SIGMA — optional — the real value of this parameter is the Stefan-Boltzmann
constant (default = 0.0).

e. HIRES — optional — a positive value of this parameter will cause the printing
of the residual vectors following the execution of SSGHT for each iteration
(default = -1).

For transient thermal analyses, the user can supply values on the PARAM Bulk Data
- cards for:

a. TABS — optional — the real value of this parameter is the absolute reference
temperature (default = 0.0).

*This is the only load card which may not be used in all rigid formats—it is restricted to APP HEAT, SOL 9.
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b. SIGMA - optional — the real value of this parameter is the Stefan-Boltzmann
"~ constant (default = 0.0).

c. BETA — optional — the real value of this parameter is used as a factor in the
integration algorithm (default = 0.55).

d. RADLIN — optional — a positive integer value of this parameter causes some
of the radiation effects to be linearized (default = -1).

It is to be noted that the parameter BETA, $, is used in both linear and nonlinear
transient thermal analysis to affect the solution algorithms of the integration .
process. The detailed discussion concerning § is given in section 2.6.3. The other
three parameters are used only in the nonlinear transient thermal analysis including
radiative exchanges.

3.5.2 Format of Bulk Data Cards

The Bulk Data card format is variable to the extent that any quantity except the mnemonic
can be punched anywhere within a specified 8- or 16column field. The normal card uses an
8-column field as indicated in the following diagram:

Small Field Bulk Data Card
1a 2 3 4 5 6 7 8 9 10a

¢—8—>/¢—8—»e—8—>e¢+—8——dle—B8—ple—8-—»|¢e—8 —>le—8—ple—8 —>le— 88—

The mnemonic is punched in field 1 beginning in column 1. Fields 2-9 are for data items.
-The only limitations in data items are that they must lie completely within the designated
field, have no imbedded blanks, and must be of the proper type, i.e., blank, integer, real,
double precision, or BCD.* Real numbers may be encoded in various ways. Except in the
case of zero or blank, a real number must contain a decimal point. For example, the real
number 7.0 may be encoded as 7.0, .7E1, 0.7+1, 70.-1,0.70+1, etc. A double precision
number must contain both a decimal point and an exponent with the character D such as
7.0D0. Double precision data values are only allowed in a few situatioris, such as on the
PARAM card. BCD data values consist of one to eight alphanumeric characters, the first
of which must be alphabetic.

Normally field 10 is reserved for optional user identification. However, in the case of con-
tinuation cards field 10 (except column 73 which is not referenced) is used inconjunction
with field 1 of the continuation card as an identifier and hence must contain a unique entry.
The continuation card contains the symbol + in column 1 followed by the same seven char-
acters that appeared in columns 74-80 of field 10 of the card that is being continued. This
allows the data to be submitted as an unsorted deck.

*See SEQGP and SEQEP for exceptions.
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The small field data card should be more than adequate for the klnds of data normally associ-
ated w1th thermal engineering problems. Since abbreviated forms of floating pomt num-

bers are allowed up to seven significant decimal digits may be used in an elght-character field. -
Occaswnally, however, the input is generated by another computer program or is available in

a form where a wider field would be desirable. For this case, the larger field format with a 16—
character data field is provided. Each logical card consists of two physical cards as indicated

in the following diagram:

Large Field Bulk Data Card

1a 2 ’ 3 4 ' 5 . 10a
8¢ 16 e 16— e 16— sle— 16 ————>le—8 —>|

1b 6 7 8 9 10b
e—8—>le—— 16—+ 16— sfe— 16— >le— 16— »le—B—»

The large field card is denoted by placing the symbol * after the mnemonic in field 1a and
some unique character configuration in the last 7 columns of field 10a. The second physical
card contains the symbol * in column 1 followed by the same seven characters that appeared
after column 73 in field 10a of the first card. The second card may in turn be used to point
to a large or small field continuation card, depending on whether the continuation card con-
tains the symbol * or the synibol +in column 1. The use of multiple and large field cards are
ﬂlustrated in the following examples:

Small Field Card with Small Field Continuation Card

TYPE : QED123
+ED123

Large Field Card
TYPE* QED124
*ED124

Large Field Card with Large Field Continuation Card

TYPE* S . QED301
*ED301 QED302
*ED302 ' QED305
*ED305
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Large Field Card Followed by a Small Field Continuation Card and a Large Field
Continuation Card

TYPE* _ QED462
*ED462 : ) | QED421
+ED421 _ QED361
*ED361 QED291
*ED201

Small Field Card with Large Field Continuation Card

TYPE | o . . QED632
*ED632 | L ) QED204
*ED204 '

In the above examples column 73 arbitrarily contains the symbol Q in all cases where field 10
is used as a pointer. However, column 73 could have been left blank or the same symbol used
in column 1 of the following card could have been used (i.e., the symbols * or +).

A samplé NASTRAN data input sheet is shown in figure 3.5.

3.5.3 Bulk Data Card Descriptions

Detailed descriptions of selected Bulk Data cards that are frequently used in thermal analysis
are presented in this section. Changes have been made to the names, descnptlons and remarks
on certain cards whose original terms-and explanations were thermally meaningless, but the
mnemonics of those cards have remained intact. Small field examples are given for each card
along with a description of the contents of each field. In the Format and Example section of
each card description, both a symbolic card format description and an example of an actual
card are shown. Literal constants are shown in the card format section enclosed in quotes
(e.g., “0”). Fields that are required to be blank are indicated in the card format section by
==<] whenever they are followed by nonblank ﬁelds or whenever such notatlon will clarify
the card description.

The Input File Processor will produce error messages for any cards that do not have the proper
format or which contain illegal data.

A list of Bulk Data cards commonly used in thermal modeling summarized and arranged in :
accordance with individual functlonal characteristics is as follows
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BULK DATA CARDS FREQUENTLY USED IN THERMAL ANALYSIS .

Geometrical Definition:

CORDii
GRID, GRDSET, SEQGP
EPQINT
SPQINT

Element Connection:
Heat conduction:

CBAR, CRQD

CELAS2®

CDAMP2

CQUAD2, CTRIA2

CHEXAI, CTETRA, CWEDGE: (i=1, 2, 3,4)

Heat boundary:
CHBDY (POINT, LINE, REV, AREA3, AREA4, ELCYL)
Element Property D‘eﬁniﬂtiqn; '
'PBAR,PR@D , - ..
PQUAD?2

PTRIA2
PHBDY

Thermophysical Property Definition:

MAT4, MATS
MATT4, MATTS
TABLEMi(i=1,2,3,4)

Constraint Definition:

SPC, SPC1
MPC
ASET, ASET1, OMIT, QMITI

Thermal Loading:

DAREA
DELAY
DLQAD
SLQAD
QBDY1, QBDY2
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QHBDY

QVECT

QvL
TABLEDi(i=1,2,3,4)
TLQADi (i = 1,2)

Radiative Exchange Descripﬁon:

RADLST
RADMTX

Misc:

DMI _ . T .
NOQLINi(i=1,2,3,4) ' o

PARAM

TEMP, TEMPD

'TF

TIC

TSTEP

/
$

* Detailed descriptions of these selected Bulk Déta cards that will follow are a;ranéed m alpﬁa'-
~ betical order except the Comment (§) and Delete (/) cards which will be given first:: -
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Input Data Card § — Comment
Description: For user convenience in inserting commentary material into the unsorted echo
of his input Bulk Data Deck. The §$ card is otherwise ignored by the program. These cards

will not appear in a sorted echo nor will they exist on the New Problem Tape.

Format and Example:

1 2 3 4 5 6 7 8 9 10
T T T T
$ followed by any legitimate characters in card columns 2-80
L] T
$ THIS IS A REMARK (*, '$$)—/
1 bl 1
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Input Data Card / — Delete

Déscription: Delete cards-are used to’ remove cards from e1ther the oud Problem Tape on re-
' startortheUser sMasterFlle I - B -

Format and Example:

1 2 3 4 5 6 7 8 9 10
/ K1 K2
/ . ,4,.
Field Contents
K1 Sorted sequence number of first card in sequence to be removed
K2 Sorted sequence number of last card in sequence to be removed

Remarks: 1. The delete card causes Bulk Data cards having sort sequence numbers K1
through K2 to be removed from the Bulk Data Deck.

2. I K2 is blank, only card K1 is removed fro_m the Bulk Data Deck.

3. If neither an Old Problem Tape nor a User’s Master File are used in the cur-
rent execution, the delete cards are ignored.
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Input Data Card ASET — Selected Points

Description: ‘Defines the grid and/or scalar points that the user desires to place in the analysis
set. co

Format and Example:

g N N N I
1 2 3 4 5 6 7 8 9 10
ASET m | ¢ | 1w | ¢ 1D c | ‘m | ¢
" | ASET 1% | 1 23 1° N 0
- Field - . . - Contents
ID Grid or scalar point identification number (Integer > 0)
C Component number, zero or blank for scalar points, 1 for grid points

"Remarks: . 1. Pojnts specified on ASET cards may not be. specified on QMIT, QMIT1,
o - ASET1, SUPQRT, SPC or SPC1 cards nor may they appear as dependent
points in multipoint consfraint relations (MPC).or as permanent single- -
point constraints on a GRID card.

2. When ASET and/or ASET1 cards are present, all degrees of freedom not
otherwise constrained will be placed in the @-set. -

157




Input Data Card ASET! — Selected Points

Description: Defines grid and/or scalar points that the user desires to place in the analysis

set.

Format and Example:

1 2 3 4 5 6 7 8 9 10
ASET1 c G G G 6 6 G G abe
ASET1 1 2 1 3 0. 9 6 5 ABC
+he G 6 G -etc.-
+BC 7 8

-etc.-

Alternate Form

ASETT c 01 | “THRU” | 102
ASET1 0 7 | THRU 109
Field Contents
C 1 when point identification numbers are grid points; must be null or zero if point
identification numbers are scalar points. _

G,ID1, Grid or scalar point identification numbers (Integer > 0, ID1 <ID2)

ID2 :

Remarks: 1. A coordinate referenced on this card may not appear as a dependent coordi-
nate in a multi-point constraint relation (MPC card), nor may it be referenced
on an SPC, SPCl, OMIT,@MIT 1, ASET, or SUPQRT card or ona GRID card
as permanent single-point constraints.

2. When ASET and/or ASET1 cards are present, all degrees of freedom not
otherwise constrained will be placed in the Q-set.
3.
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Input Data Card CBAR — Simple Beam Element Connection

Descn'ption‘: Defines a 1-D heat conduction element (BAR) of the thermal model.

Format and Example:

/

_Flag to specify the nature of fields 6-8 as follows:

6 1 8
F = blank* |
F=1 X1 | x2 X3
F=2 GO | blank/0 | blank/0

1 2 3 4 5 6 7 8 9 10
CBAR EID PID GA GB X1, GO X2 X3 F abe
CBAR 2 39 7 3 13 ' 2 |23
+he PA B 21A | 224 Z3A 218 | . 228 z38
+23 513

Field Contents

EID Unique element identification number (Integer > 0)

PID  Identification number of a PBAR property card (Integer > 0 or blank*)

GA,GB  Grid point identification numbers of connection points (Integer > 0; GA # GB)

- X1, X2, Vector components measured in displacement coordinate system at GA to de-

X3 termine (with the vector from end A to end B) the orientation of the element co-
ordinate system for the bar element (Real, X12 + X2% + X32 > 0 or blank*) (see
below) :

GO Grid point identification number to optionally supply X1, X2, X3 (Integér >0or
blank*) (see below)

F

{PA,PB]** Pin Flags for bar ends A and B (Up to 5 of the unique digits 1-6 anywhere in the
field with no imbedded blanks; Integer > 0) (These degree of freedom codes refer
to the element forces not to the global degrees of freedom). (See the Theoretical
Manual section 5.2.) '

*See the BARQR card for default options for fields 3, 6, 7, 8 and 9.

**Symbols in brackets denote those to be used only in the structural version of NASTRAN.
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Field ' Contents

[ZIA,ZZA,Z‘I;A] * Offset veete'rs' measnred in dlsplacementcoordmatesystemat poJmts GA
Z1B,Z2B,Z3B and GB (Real) :

Remarks: 1. Element identification numbers must be unique with res;;ect to all other
: element identification numbers '

2. ' Foran explanatlon of bar element geometry, see section l 3.2 of the
NASTRAN User’s Manual :

R Zero (0) must be used in f1elds 7 and 8 in order to overr1de entrres in these .
B f1elds assocrated w1th F=1 m f1eld 9ona BARQ)R card.

4. It is recommended that thermal analysts use the. CR(Z)D element if no struc—
tural compatibility is required.

*Symbols in Brackets denote those to be used only in-the structural vérsion of NASI"-RANL R

AR P
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Inp_ut Data Card CDAMP2 — Thermal Capacitance (Scalar Damper)' Property ‘and Connection

Description: Definesa thermal capacitance for a lumped thermal element without reference
to a property value.

Format and Example:

1 2 3 4 5 6 7 8 9 10

-| CDAMP2 EID B G1 C1 62 Cc2

CDAMP2 16 -2.98 2 1 .
Field Contents
EID Unique element identification number (Integer > 0)
B The value of the thermal capacitance or scalar damper (Real)
G1,G2 Geometric grid point identification number (Integer = 0)
Cl1,C2 Component number (1 or 0)

Remarks: 1. Scalar points may be used for G1 and/or G2 in which case the correspond-
ing C1 and/or C2 must be zero or blank. Zero or blank may be used to in-
dicate a grounded* terminal G1 or G2 with a corresponding blank or zero
Cl or C2.

2. Element 1dent1ﬁcat10n numbers must be unique w1th respect to all other
element identification numbers.

3. This single card completely defines the element since no material or geo-
- metric properties are requlred '

4. The two connection points, (G1, C1) and (G2, C2), must be distinct.

"5, For a discussion of the scalar elements, see section 5.6 of the NASTRAN
Theoretical Manual.

*A grounded terminal is a scalar point or coordinate of a geometric grid point whose temperature is con-
strained to zero.
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Input Data Card CEI_.AS2 — Thermal Conductance (Scalar Spring) Propérty and ConneAction

Description: Defines a thermal conductance for a lumped thermal element without reference
to a property value.

Format and Example:

: 1 2z 3 & 5 6 7 8 9 . 10
lceasz | e -} « G | o G2 ¢z | e s > 
-|.ceLAs2-. | - 28 623 | - :2 1 19 x
Field _ Contents
EID ' Unique element identif_ication number (Iﬁtéger‘ > 0)‘
K : The value of the thermal conductance (Real)
G1,G2 Geometric grid point identification number (Integer = 0)
C1,C2 Components number (1 or 0) '
GE Damping coefficient (Real)
' [Sj *  Stress coefficient (Real)

Remarks: 1. Scalar points may be used for G1 and/or G2 in which case the correspond~
ing C1 and/or C2 must be zero or blank. Zeroior blank may be used_ to
indicate a grounded** terminal G1 or G2 with a corresponding blank or zero
C1 or C2.

2. Element identification numbers must be unique with respect to all other
element identification numbers.

3. Thissingle card completely defines the element since no material or geo-
metric properties are required. -

4. The two connection points, (G1, C1) and (G2, C2), must be distinct.

5. For a discussion of the scalar elements, see section 5.6 of the NASTRAN
Theoretical Manual.

6. In thém;gl runs (APP HEAT), the units for field 3 are Power/Degree (i.e.,
watts/°C). _

*Symbols in brackets denote those to'be used only in the structural version of NASTRAN. .

**A grounded terminal is a scalar pbint or coordinate of a geometric grid point whose temperature is con-
~strained to zero.
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Input Data Card CHBDY — Heat Boundary Element

Description: Defines a boundary element for heat transfer analysis which is used for heat
flux, thermal vector flux, convection and/or radiation.

Format and Example:

2 3 . 5 6 7 8 9 10
CHBDY EID PID TYPE G1 G2 G3 G4
CHBDY 721 - 100 LINE 101 98 - ] - ) ) +BD721
+abe GA1 GA2 ‘GA3 GA4 Vi V2 V3
+BD721- |- 102 | 102 | - |00 00. .| 00
Field - ; f,, . _ S »Contents
EID Element identification number (Integer >0
PID .. Property identification number (Integef'> 0) |
"TYPE - Type of area involved. (Must be‘one of “PQ)INT” “LINE” “REV”, “AREA3”,
o ' “AREA4” Or “ELCYL”) o ‘
G1,G2, - . Grid point 1dent1flcat10n numbers of primary connected points (Integer >0or
G3,G4 blank) : ,

GA1,GA2,  -Grid or scalar point identification numbers of associated ambient points (Integer
GA3,GA4 > 0 or blank)

V1,V2,V3 - Vector (in the basic.coordinate system) used for element orientation (real or
blank) :
Remarks: 1.  The continuation card is not required.

2. The six types have the following characteristics:

a. The “PQINT” type has one primary grid point, requires a property
card, and the surface normal vector {Vl , V2, V3} must be given if
vectorial thermal flux is to be used.

b. The “LINE” type has two primary grid points, requires a property
card, and the surface normal vector is required if vectorial thermal
flux is to be used. 4
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4.

-

c. The “REV” type has two primary grid points which must lie in the
x-z plane of the basic coordinate system with x > 0. The defined

- area is a conical section with z as the axis of symmetry. -A property

card is required for convection, radiation, or vectorial thermial flux.

d. The “AREA3” and “AREA4” types have three and four primary
grid points, respectively. These points define a-friangular or.quad-
rilateral surface and must be ordered to go around the boundary.
A property card is requlred for convectlon radiation, or vectorlal
thermal flux.

- e. The “ELCYL’_’ type (elliptic cylinder) has two connected primary

grid points, it requires a property card, and if vectorial thermal flux:
is used, the vector must be nonzero.

A property. card, PHBDY, is used to define the associated area factors, -
the emissivity, the absorptivity, and the principal radii of the elliptic
cylinder. The material coefficients used for convection and thermal cap-
acity are referenced by’ the PHBDY card. See this card description for
details.

The associated points, GA1, GA2, etc., may be either grid or scalar points,
and are used to define the ambient temperature for a convection field.
These points correspond to the pnmary points G1, G2, etc.,and. the num-
" ber of them' depends on the TYPE optlon but. they need not be unique.
Their values may be set in statics with an SPC card, or they may be con-

. nected to other elements. If any field is blank, the ambient temperature
associated with that grid point is assumed to be zero. :

- -Heat flux 'may be applied to this elément with QBDYI or QBDY?2 cards.

Vectorial thermal flux from a directional source may be apphed to th1s

.. element with a QVECT card. See figure-3:6 for the definition of the nor-

mal vector for each element type.



Type = PQINT

The unit normal vector is given by n= V/ |V], where Vis given in the basic coordmate system

(see CHBDY data card, fields 16- 18)

Type = LINE
- 5 End 2

En&1_

The unit normal hes in the plane of v and T 1s perpendlcular to T and 1s glven bv

n (Tx(VxT))/ITx(VxT)I B

Type = ELCYL

P

R

The same logic is used to determineﬁ-;as 'fbr‘t.ype‘ —LINE The © radlus R.' is in the n direction,

and R, is pérpendicular- to n and To(sée fields7 and 8:of PHBDY card)

Type = REV

The unit normal lies in the x-z plane, and 1s glven by n : ,(e X T)/Ie x T|. e,

vector in the y direction.
Type = AREA3 or AREA4

. - “ . I . -
Ve - LS ' SEENTS IR E

The unit normal vector is glven by n= (T 12 X T )/ ITl 2 X T l where X = 3 for trlangles

2 ."7:'.

and x = 4 for quadrilaterals. ]

Figure 3.6. HBDY element orientation (for QVECT flux).

Gy

is the unit

e ey
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- Input Data Card CHEXAi — Hexahedron Element Connection

- Description: Defines two types of hexahedron elements, (3-d'imensi<_‘)nalr solid with 8 vertices
" and 6 quadrilateral faces, HEXAi) of the thermal model.

Foimat and Example:

1. 2 3 4 5 6 7 8 g - 10

CHEXAi EID ] MID G1 | G2 63 G4 G5 G6 labe
cHEXA2 | 15 2 o1 | 8 |9 10 15 16 | AsC
+he 67 G8
+BC 17 18
Field ' ~ Contents
CHEXAi CHEXA1 or CHEXA?2 (see Remark 4)
. EID . Element identification number (Integer > 0)
* MID - o Material identification number (Integer > 0)
' Gi - .,G8 » Grid poinf identification numbers of -connection points (Integers > 0, -

G}#G2#...#G8)

Remarks: 1. Element identification numbers must be unique with respect to all other
element identification numbers.

2. The order at the grid points is: G1, G2, G3, G4 in order around one quad-
rilateral face. G5, G6, G7, G8 are in order in the same direction around the
~ opposite quadrilateral, with G1 and G5 along the same edge. A

3. The quadrilateral faces must be nearly planar.’
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CHEXA1 represents the element as 5 tetrahedra, CHEXA 2 represents the ele-
ment as 10 overlapping tetrahedra.

Thermophysical properties may be defined with either a MAT4 or MATS
card.
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Input Data Caid C(Z)RDIC - Cylindrical 'Cobrdiha.lt‘e"Sy_st:‘gﬁiv _'Dé%i__riﬁion " '.' o -

Description: - Defines a cylindrical coordinate system by reference to three grid points.
These points must be defined in coordinate systems whose definition does not.involve
the coordinate system being defined. The first point is the origin, the second lies on the
z-axis, and the third lies in the plane of the azimuthal origin.

ug
Uy
Y
Format and Example:
'J\ W
Ve Y r— ™
1 2 3 4 5 6 7 8 9 10
CORD1C CIiD G1 G2 G3 CID G1 G2 G3
CORD1C 3 16 32 19
Field Contents
CID Coordinate system identification number (Integer > 0)
G1,G2,G3 Grid point identification numbers (Integer > 0; G1 # G2+ G3)
Remarks: Coordinate system identification numbers on all COQRDIR, CQ)RDIC,

168

CORDI1S, CORD2R, CORD2C, and CQRD2S cards must all be unique.
The three points G1, G2, G3 must be noncolinear.

The location of a grid point (P in the sketch) in this' coordinate sys-
tem is given by (R, ©, Z) where ® is measured in degrees.



The displacement coordinate-directions at P.are dependent on the location
of P as shown above by (u,,u,,u,). - -

Pomts on the z-axis may not’ have thelr dlsplacement d1rect10ns deﬁned
“in th1s coordlnate system since an amb1gu1ty results

One or two coordlnate systems may be deﬁned ona smgle card

~7
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Input Data Card CORDIR — Rectangular Coordinate System Definition

Description: Defines a rectangular coordinate system by reference to three grid points.

These points must be defined in coordinate systems whose definition does.not involve

the-coordinate system being defined. The first pomt is the origin, the second 11es on the
z-axis, and the third lies in the x-z plane :

Y
. . /
Format and Example:
. ' \ 4 A\
1 2 3 4 5 6 7 ) 8 9 10
CORD1R CiD G1 G2 G3 CiD G1 G2 G3
corpiR| 3 | 16 | 32 19 - -
Field Contents
CID Coordinate system identification nuimber (Iriteger >0)
'G1,G2,G3"  Grid point identification numbers (Integer > 0; G1 # G2 # G3)
‘Remarks: 1. Coordinate system identification numbers on all CORD1R, CORDIC,

CORDI1S; C(I)RD2R CORD2C, and CQRD2S cards must all be unique.
2.. The three points G1,G2, G3 must be noncolinear.

3. Thelocation of a grid point (P in the sketch) in this coordmate system
is given by (X Y, 7).
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4. The displacement coordinate directions at P are shown above by
(u,,u,,u,).

5. One or two coordinate 'sySfems may be defined on a single card.
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Input Data Card CQRD1S -— Spherical Coordinate System Definition- - -

Description: Defines a spherical coordinate system by reference to three grid points.
These points must be defined in coordinate systems whose definition does not involve
the coordinate system being defined. The first point is the origin, the second lies on
the z-axis, and the third lies in the plane of the azimuthal origin.

Format and Example:

e N e W
4 N\ r N\
1 2 3 4q 5 6 7 8 9 10
CORD1S CiD G1 G2 G3 ~CID G1 G2 G3
CORD1S 3 16 32 19
Field B Contents ®
CID Coordinate system identiﬁcation number (Integer > 0)
G1,G2,G3 Grid point identification numbers (Integer > 0; G1 #G2 # G3)
Remarks: 1. Coordinate system identification numbers on all CQRDIR, CORDI1C,
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CORDIS, CORD2R, CORD2C, and CQRD?2S cards must all be
unique.

The three points G1, G2, G3 must be noncolinear.



:h

Thé 1dcation of a grid point (P in the sketch) in this-coordinate system

_ 1s glven by (R ® <I>) where @ and @ are measured in degrees

The dlsplacement coordmate dlrectlons at P are dependent on the B

__,lo,catlon of P.as-shown above-by (u, u,, u,).

Points on the polar axis may not have their disﬁlacemenf directions
defined in this coordinate system since an ambiguity results.

One or two coordinate systems may be defined on a single card.
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Input Data Card CQRD2C — Cylindrical Coordinate System Definition

Descﬁption: Defines a cylindrical coordinate system by reference to the coordinates

of three points. The first point defines the origin; the second point defines the direction
of the z-axis; the third lies in the plane of the azimuthal origin. The reference coordinate
must be independently defined. ' '

z Uy
B¢
L P ug
//
v~
Cc
| A 2 Uy
|
I
]
R \
Format and Example:

R 2 3 4 5 6 7 8 9 10
CORD2C{ cCID RID | A1 A2 A3 B1 B2 B3 ABC
corD2c| 3 7 | -29 1.0 0.0 3.6 0.0 10 [|123
+BC c1 C2 C3
+23 5.2 1.0 -29
Field : : Contents
CID Coordinate system identification number (Iriteger >0)

RID Reference to a coordinate system which is defined independently
of new coordinate system (Integer = O or blank)

Al, A2, A3 .

B1, B2, B3 Coordinates of three points in coordinate system defined in field 3

C1,C2,C3 (Real)
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Remarks:

Continuation card must be present.

The three points (Al, A2, A3), (B1, B2, B3), (C1,.C2, C3) must be
unique and noncolinear. Noncolinearity is checked by the geometry
processor. - '

Coordinate system identification numbers on all CQRD1R, CGRDI1C,
CORD1S, CORD2R, CORD2C, and CORD2S cards must all be unique.

An RID of zero references the basic coordinate system.

The location of a grid point (P in the sketch) in this coordinate system
is given by (R, ©, Z) where © is measured in degrees.

The displacement coordinate directions at P are dependent on the
location of P as shown above by (ur, Uy, u,).

Points on the z-axis may not have their displacement direction defined
in this coordinate system since an ambiguity results.

175



Input Data Card CORD2R — Rectangular Coordinate System Deﬁ(r‘lvitiq‘n

Description® Defines a féctangular coordinate systein by reference to the.coordinates of
three points.~The first.point‘defines the-origin; the second point.defines the direction of the
z-axis; the third point defines a vector which, with the z-axis, defines the x-z plane. The

reference coordinate must be independently defined.

& i SR N POERA P

.
/ Y
Format and Example:

1 2 3 4 5 6 7 8 9 10
CORD2R CID RID Al A2 A3 B1 B2 B3 ABC
CORD2R 3 17 29 1.0 0.0 36 0.0 1.0 123
+BC C1 Cc2 C3
+23 5.2 1.0 2.9
Field Contents
CiD Coordinate system identification number (Integer > 0)

RID Reference to a coordinate system which is defined independently
of new coordinate system (Integer = O or blank)

Al, A2, A3

B1,B2, B3 Coordinates of three points in coordinate system defined in field.3

Cl1,C2,C3 (Real)
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Remarks:

. Contifniatioh card must be present. - - -

.. ... The three points (A1, A2, A3), (Bl B2, B3), (Cl C2,C3) mustbe
© . unique and noncolinear. Noncolmeanty is checked by the geometry -
* Processor..

Coordinate system identification numbers on all COQRD1R, C@ORDIC,
CORD1S, CORD2R, CORD2C, and CORD2S cards must all be unique.

An RID of zero references the basic coordinate system.

. - The location of a grid point (P in the sketch) in this coordinate system

is given by (X, Y, Z).

The displacement coordinate directions at P are shown by (u,;u ,u,).
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Input Data Card%CQ)RD2S — Spherical Coordinate System Definition

Description: Defines a spherical coordinate system by reference to the coordinates of
three points. The first point defines the origin; the second point defines the direction of the -
z-axis; the third lies in the plane of the azimuthal origin. The reférence coordinate must be
independently defined. ' ' '

T

Format and Example:

1 2 3 4. 5 - 6 - 7 8 9 10
corD2s| cip RID A1 A2 A3 | B1 B2 B3 |ABC
C@®RD2S 3 17 29 1.0 0.0 36 0.0 1.0 123
+BC Y o} C2 C3
+23 5.2 1.0 2.9
Field Contents
CID Coordinate system identification number (Integer > 0)

RID Reference to a coordinate system which is defined independently of
new coordinate system (Integer = O or blank)

Al, A2, A3 -

B1, B2, B3 ~Coordinate of three points in coordinate system defined in field 3

C1,C2,C3 (Real)
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Remarks:

Continuation card must be present.

The three points (Al, A2, A3), (B1, B2, B3) (C1, C2, C3) must be
unique and noncolinear. Noncolinearity is checked by the geometry
processor. :

Coordinate system identification numbers on all CQ)RDI R, C(Z)RDIC,
CORDIS, CORD2R, CORD2C, and CORD2S must all be unique.

An RID of zero references the basic coordinate system.

The location of a grid point (P in the sketch) in this coordinate systém
is given by (R, ©, ®) where ©® and ¢ are measured in degrees.

The displacement coordinate directions.at P are shown above by
(u,uy,u " ).

Points on the polar axis may not have their displacement directions de-

_fined in this coordinate system since an ambiguity results. .’
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Input Data Card CQUAD?2 — Quadrilateral Element Connection

Description: Def1nes a homogeneous quadnlateral heat conductlon element (QUAD 2) of- the;
thermal model o A . P sl

Format and Example: e

1 T A B D T A . 10
cavap2 | Ew | .p0 | 61 | 62 |. 63 . G4 [ TH.
CQuAD2 | 72 | 13 | 13 | 14 | 15 | 16 | 292
Field s e <: .. Contenfs.. - : 1
~ EID L Element 1dent1ﬁcat1on number (Integer > O) . _ ,
PID Identlﬁcatron number of a PQUAD2 property card (Default is EID)
(Integer > 0)
G1,G2, Grid point identification numbers of connection points (Integer > 0;
G3,G4 Gl #G2#G3#G4)
TH Material property orientation angle in degrees (Real). The sketch below gives

the sign convention for TH.

G3

G4

TH

G1 G2 e

Remarks: 1. Element identification numbers must be unique with respect to all other
element 1dent1flcatron numbers

2. Grid points Gl through G4 must be ordered consecutively around the perim-'
eter of the element.

3. Allinterior angles must be less than 180°.
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Input Data Card CR@D — Rod Element Connection

Description:” Defines a1-D heat conduction element (ROD) of the thermal model.

Format and Example:

element identification. numbers

See CONRQD for alternatlve method of rod definition.

One or two R(DD elements may be defined on a single card.

1 2 3 4 5 6 7 8 9 10
-| CRaD ED .| mD. | .61 . | 62. .| ED | “PID 61 .| 62 .| .
CRED 12 |1 | n. 23 BB R I BT 5
Field Contents
EID Element 1dent1ficat1on number (Integer >0)
PID Identification number of a PR(DD property card (Default 1s EID)
(Integer > 0) ) R RS o
G1,G2 - Gtid point 1dent1f1cat10n numbers of - connectlon pomts (Integar >0;
Gl #G2) - S
Remarks: 1. Element identification numbers must be unique with respect to all other
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. Input Data Card CTETRA — Tetrahedron Element Connection

Description:' Defines a tetrahedron element;(3-dimensional solid with 4 vertices and 4 -
triangular faces, TETRA) of the thermal model.

Format and Example:

1 2 I 4 5 6 71 8 g 10
‘| CTETRA EID MID Gt G2 | G3 G4
CTETRA 15 2 ’ 4 7 9 1"
Field Contents
EID Element identification number (Integer > 0)
MID Material identification number (Integer > 0)
G1,G2, Grid point identification numbers of connection ‘points (Integers > 0,

G3,G4 G1#G2#G3%#G4)

-1

7

oy

Element idehtiﬁcation numbers must be unique with respect to all other
element identification numbers.

Remarks:

2. Thermophysical properties may be defined with either a MAT4 or MATS
card. '
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Input Data Card CTRIA2 — Triangular Element Connection

Description: Defines a 2-D triangular heat conduction element (TRIA 2) of the thermal
model.

Format and Example:

1 o2 3 4 5 6 7 8 9 10

CTRIA2 EID - PID G1 G2 G3 TH
CTRIA2 '16 ’ 2 12 1 3 16.2
Field Contents
EID Element identification number (Integer > Q) _
PID Identification number of a PTRIA2 property card (Integer > 0)
G1,G2,G3 Grid point identification numbers of connection points (Integer >0;
Gl #G2#G3)
TH Material property orientation angle in degrees (Real) — The sketch below gives

the sign convention for TH.

Remarks: 1. Element identification numbers must be unique with respect to all other
element identification numbers.

2. Interior angles must be less than 1 80°.
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Input Data Card CWEDGE — Wedge Elemept Connee’_cion .

Description: Defines a wedge element (3-dimensional solid, w1th three quadnlateral faces and _
two opposing tnangular faces, WEDGE) of the thermal model. ~ '

Format and Example:

1 2 3 4 5 6 7 8 9 10
cweoge | e | wo |61 | 62| -63 | e -| 6 | 66 |
eweoge | 15 |- 2- -3 | 6-| 9 12 - 15 | 18 -
Field Contents
EID Element identiﬁcation number (Ihteger > 0)

MID Material 1dent1ﬁcat10n number (Integer > 0)

Gl,...,G6 Grid pomt 1dent1ﬁcat10n numbers of connectlon pomts (Integers > 0

D12

Remarks: 1. Element 1dent1ﬁcat10n numbers must be umque w1th respect to all other
element identification numbers.

2, The order of the grid points is: Gl1, G2, G3 on one tnangular face, G4 G5,
G6 at the other tnangular face Gl G4 on a common edge G2,G5ona
common edge.

3. The quadrilateral faces must Be':ﬁexar'l'y ;:)‘.Iéna'r:"' R

4. Thermophysical properties may be defined with either a MAT4 or MATS
card.
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Input Data Card DAREA — Dynamlc Load Scale Factor

Descnptlon Th1$ card is used in conjunctlon with the TLQ)ADI and TL(Z)ADZ data cards and

defines the point where the dynamic load is to be applied with the scale factor A.

Format and Example:

. r o —— o

1 2 3 4 6. 7. 8 10
[DAREA TsiD o} P C. A P c A
loagea | 3 | 6 | 1 82 | 15 1 104
Field v Ccntents
SID Identlfrcatlon number of DAREA set (Integer > 0) ‘

Grid or scalar pomt 1dent1ficat10n number (Integer > 0) o

C Component number (l for grld pomt blank or0Q for scalar pomt)

A Scale factor A for the desrgnated coordmate (Real)

Remarks: 1.

One or two dynamlc load time delays may be defmed ona smgle card

2. Several versions of the NTA require that a DAREA card be supplied for

each TLQADi card which is input which has a unique value in field 3.

185



Input Data Card DELAY — Dynamic Load Time Delay

Description: This card is used in conjunction with the TLQAD1 and TLQYAD?2 data cards
and defines the time delay term 7 in the equations of the loading function.

Format and Example:

186

1 2 "3 4 5 Y 6 7. 8 9 10
DELAY SID P e T P c T :
DELAY | 5 2 1 | 425 7 0 8.1
Fiel.d Contents -
SID Identification number of DELAY set (Integer > 0)
Grid or scalar point identification number (Integer > 0)
C Component number a for grld point, blank or 0 for scalar A.pOiI\lt)
T Time delay 7 for designated coordinate (Real) o
Remarks: One or two dynamic load time delays may be defined ona single card.




Input Data Card DLQ)AD — Dynamic Load Combination (Superposition)

Description: Defines a dynam1c loading condition for transient problems as a linear combma—
tion of load sets defined via TLQAD1 or TLQAD?2 cards.

Format and Example:

1 2 3 q 5 6 7 8 9 10
DLOAD SID s s1 L1 §2 L2 s3 L3 | +abe
DLOAD 17 1.0 20 6 -2.0 7 20 8 +A
+abc 54 L4 —etc.-
+A -2.0 9

—etc.-
Field Contents
SID Load set identification number (Integer > 0) )
S N Scale Factor (Real) . '
Si Scale Factors (Real)
Li Loéd set identification ﬁumbers defined via card types enumerated above.
(Integer > 0)
Remarks: 1. The load vector being deﬁned by this card is given by

(p)= STS (R}

The Li must be unique.
SID must be unique from all Li.

Nonlinear transient loads may not be included; they are selected separately
in the Case Control Deck.

Linear load sets must be selected in the Case Control Deck (DLPAD=SID)
to be used by NASTRAN.

A DLQAD card may not reference a set 1dent1f1cat10n number defined by
another DLQAD card.

TLQADI and TLQAD?2 loads may be combined only through the use of the
DLQAD card.

SID must be unique for all TL@QADI1 and TLYPAD? cards.
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Input Data Card DMI ¥:l)ireet M;trix Iriput A

Deé'cfip‘tidﬁ . Used to define matrix data blo,eké_ 'direet_'ly.' _G:enerates- a m~a‘tfix of tlle form "

[ -

Apy Apg e A,

(A] = | Az Agp e Ay,
e — wAmn

- where the» elements Aij may be real or complex single-precision numbers.

Formats all(l -ExamiJle: (The first logical car(l isa header card.) -

1 2 3 4 5 6 7 8 9 10
omI NAME | “0" FORM | TIN | TOUT M N
oM ) 0 I D T N T e B R
oMmI NAME J " Al [am+tn | . | ete. |01z |+abe
DMI aae 1 1 10 2.0 30 a0 .| 3 |+
+tabe ] A(2Y) | . | ete
o 5.0 6.0
oMl aaa 2 2 6.0 70 4 8.0 9.0

(etc. for each nonm_lll column)

Field Contents

NAME - - Any NASTRAN:BCD value (1-8 alphanumeric characters, the first of which
must be alphabetic) which will be used in'the DMAP sequence to reference
e the data block 4
F@QRM 1 Square matrix (not symmetnc)

. 2 General rectangular matnx
6 Symmetric matrix

TIN .. Type of matrix being input as follows:
o ' 1 Real; single-precision (One field is used per element)
3 Complex, single-precision (Two fields are used per element)
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Field

TQUT

M
N
J

11 12 etc.

A(Ix,J)

Remarks:

Contents

Type of matrix which will be created

- 1 -Real, single-precision - . 3 -Complex, single-precision

2 Real, double-precision 4 Complex, double-precision
Number of rows in A (Integer > 0) . |
Number of columns in A (Integer > O)

Column number of A (Integer > O)

Row number of A (Integer > 0)

Element of A (See TIN) (Real)

The user must write a DMAP (or make alterations to a rigid format) in

order to use the DMI feature since he is defining a data block. All of the

rules governing the use of data blocks in DMAP sequences apply In the

example shown above the data block QQQi is defined to be the complex
- single—precision rectangular 4x2 matrix - o -

[1.0,2.0) (0.0,0.0)
130,40 (6.0,7.0

1RQQI =1 (5.0,6.0) (0.0,0.) |
(0.0,0.0) (8.0,9.0).

The DMAP data block. NAME (QQQ in the example) w1ll appear in the

initial FIAT and the data block will initially appear on the Data Pool File
(P(D(DL)

A hm1t to the number of DMI’s Whlch may be defmed is set by the size of
the Data Pool D1ct10nary The total number of DMI s may not exceed this

©o-sizel

There are a number of reserved words which may not be used for DMI
names. Among these are PQQL, NPTP, QPTP, UMF, NUMF, PLT1, PLT2,
INPT, GEQM 1, GEQM2, GEQM3, GEQM4, GEQMS, EDT, MPT, EPT, DIT,
DYNAMICS, IFPFILE, AXIC, FQRCE, MATPQQL, PCDB, XYCDB,
CASECC, any DTI names, and SCRATCH1 through SCRATCH9.

Field 3 of the header card must contain an integer 0.
For symmetric matrices, the entire matrix must be input.

Only nonzero terms need be entered.
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Input Data Card EPQINT — Extra Point
Description: Defines extra points of the thermal model for use in transient problems.

Format and Example:

1 2 3 a 5 8 1 8 s 10
EPQINT D 1D 1D D 1D - ID D 10
EPQINT 3 18 1 4 16 2

Alternate Form

EP@INT | D1 | “THRU” | D2
EPOINT 17 | THRU | 43
Field . ~ Contents

ID,ID1,ID2  Extra point identification number (Integer > 0; ID1<ID?2)

Remarks: 1. Identiﬁcatioﬁ numbers of points defined by GRID, SPQINT and EPQINT
4 cards and scalar points defined on scalar element connection cards must
all be unique. '

2. This card is used to define coordinates used in transfer function definitions
(see TF card).

3. If the alternate form is used, extra points ID1 through ID2 are defined.

190



Input Data Card GRDSET — Grid Point Default

Description: Defines default options for fields 3, 7 and 8 of all GRID cards.

Format and Example:

1 2 -3 4 5 . 6 7 8 9 10.
GRDSET ce cD PS
GRDSET 16 32 3456
Field Contents
CP Identification number of coordinate system in which the location of the grid

point is defined (Integer = 0)

[CD]* Identification number of coordinate system in which displacements are
- measured at grid point (Integer = 0)

PS Permanent single-point constraint associated with grid point (a 1 indicates
a permanent single~point constraint)-(Integer = 0)

Remarks: 1. The contents of fields 3, 7 or 8 of this card are assumed for the correspond-
' ing fields of any GRID card whose field 3, 7 and 8 are blank. If any of
these fields on the GRID card are blank, the default option defined by this
_ card occurs for that field. If no permanent single-point constraints are
desired or one of the coordinate systems is basic, the default-may be over--
~ ridden on the GRID card by making one of fields 3, 7 or 8 zero (rather than
blank). Only one GRDSET card may appear in the user’s Bulk Data Deck.

2. The primary purpose of this card is to minimize the burden of preparing
data for problems with a large amount of repetition.

3. At least one of the entries CP, CD or PS must be nonzero.

*Symbols in brackets denote those to be used only in the structural version of NASTRAN.
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Input Data Card GRID — Grid Point

Description: Defines the location of a geometric grid point of the thermal model, and 1ts
permanent single-point constraint.

Format and Example:

1 2 3 4 5 6 7 8 9 10
o | w |ee | x1 |-x2 | x3 | e | s
GRID T2 3 : 1.0 20 - 30 316 -
Field Conterits
ID © 7 Grid pornt 1dent1ﬁcat10n number (Integer > 0) _ v
CP o Identrﬁcatron number of coordinate system in Wthh the location of the grid

point is defined (Integer =0 or blank*)

N Locatlon of the grid point in coordmate system CP (Real)

~ X1,X2,X3 .
[CD] ** Identification number of-coordinate system in which drsplacements, degrees
: of freedom, constraints, and solution vectors are deﬁned at the grid pomt
B (Integer Z0or blank*) S S
PS ‘ . o Permanent srngle—pomt constralnt assoc1ated w1th grld pornt (a 1 indicates a

permanent smgle—pomt constramt) (Integer >0.o0r blank*)
Remarks: L All gnd po1nt 1dent1ﬁcatron numbers must be unlque W1th respect to all
- .other structural scalar .and fluid points.

2.-  The meaning of X1, X2 and X3 depend on the type of coordinate system,
CP as follows (see CORD card descnptlons)

. Type XL - X2 - X3
Rectangular X Y- - Z
Cylindrical R 0(degrees) Z
Spherical R 6(degrees) $(degrees)

The collection of all CD coordinate systems defined on all GRID cards
is called the Global Coordinate System. All degrees-of-freedom, constraints,
and solution vectors are expressed in the Global Coordinate System.

*See the GRDSET card for default options for fields 3,7 and 8.

**Symbols in brackets denote those to be used only in the structural version of NASTRAN. -
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Input Data Card MAT4 — Thermophysical Property Definition

Description: Defines the thermophysical properties for temperature~independent, isotropic
materials. -

Format and Example:

A 1 "2 3 4 5 6 7 8 9 ‘10_
MAT4 -| MID K cP

MATa <[ 103 < 06 0.2

Field Contents

MID Material identification number (Integer >0)

K Thermal conductivity (Real > 0.0), or convective film cbéfﬁcieﬁf

CP Thermal capacity per unit volume (Real > 0.0 or blank), or thermal capacity

of a film layer per unit area

Remarks: 1. The material identification number may be the same as a MAT1, MAT?2; or
MATS3 card, but must be unique with respect to other MAT4 or MATS
cards. Do : ‘ '

2. IfaHBDY elemeﬂt references this card, K is the convective film coefficient
and CP is the thermal capacity per unit area.

3. MAT4 materials rr‘i'ay-'l)e made témpératuré d_ependént by use of the MATT4
- card. ‘ o o '
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Input Data Card MATS — Thermophysical Property Definition

Description: Defines the thermophysical properties for temperature-independent, anisotropic
materials. : R st ket i

Format and Example:

1. 2 3 4 5 6 - 7 8 9 10

MATS | MID KXX KXY KXZ- | KYY | Kvz kzz | ¢cp
Amars | -2 | oos2 | : 0.083 |- | o020 | 02
Field : Contents

MID Material identification number (Integer > 0)

 KXX,KXY,KXZ, Thermal conductivity (Real)
KYY,KYZ, KzZ© = - '

- CP " Thermal capacity per unit volume (Real = 0.0 or blank) '

A Remarks: _

-

The thermal conductivity matrix has the form:
| KXX KXY KXZ
K = | KXY KYY KY'Z
- LKXZ KYzZ KzzZ .
2. " The matedal number may bé the Same as a MATL, MATZ, or MAT3 cérd,
but must be unique with respect to the MAT4 or MATS5 cards.

3. MATS materials may be made temperature dependent by use of the MATTS
card. ' '
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Input Data Card MATT4 — Thermophysical Property Tempetafure Dependence

Description: Specifies table reference for temperature-debende’nt thermal conductivity or
convective film coefficient.

Format and Example:

1 o 2 3 4 5 6 - 7 8 9 10
MATT4 | mMiD | T(K
MATT4 103 13
Field : Contents
MID Identification of a MAT4 which is to be temperature dependent (Integer > 0)
T(K) Identification number of a TABLEMi card which gives'temperature de-
pendence of the thermal conductivity or convective film coeff1c1ent
(Integer > 0 or blank)
Remarks: 1. The thermal capacity is not permltted to be temperature dependent; fleld '

- 4 must be blank.

2. TABLEM1, TABLEM2, TABLEM3, or TABLEM4 type tables may be
used. The basic quantity on the MAT4 card is always multlphed by the
~tabular function.

3. Blank or zero entries mean no table dependence of the referenced quantity
on the basic MAT4 card.
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Input Data Card MATTS. - Thermophysical Property Temperature Dependence.
Description; Specifies table references for temperature-dependent conductivity. matrix. .

Format and Example:

1 2 '3 4 5 6 7 8 8 10

MATTS MID T(K)_(X) T(KXY) T(KXZ) | T(KYY) | T(KYZ) T(KZ2)
MatTs | 24 | 73 ‘ ‘ |
Field Contents
MID Identification number of a MATS, which is to be temperature dependent
_ (Integer > 0) A ‘ , A : ;
T(K-) . Identification number of a TABLEMi card which gives temperature dependence-

of the matrix term (Integer > 0 or blank)
Remarks: 1. The thermal capacity is not permitted to be temperatu}e dependent.
Field 9 must be blank.

2. TABLEMI, TABLEM2, TABLEM3, or TABLEM4 fype tables may be used.
... The basic qualities on the MATS card are always multiplied by the tabular
function. - . . : .

3. Blank or zero entries mean no table dependence of the referenced quantity
... - - onthe basic MATS card.
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Input Data Card MPC — Multipoint Constraint

Description: Defines a multipoint constraint equation of the form

ZAj-uj ‘= 0
. o

Format and Example:

r A N A .
¥ 2 o3 4 5 : 6 7 8 10
MPC SID 6 c - a | &6 e | A fabe
| MPC 3 28 1 6.2 2 4.29 B '+B""'~
T
+he G C A -etc.-
+B 1 1 29
\ — —
Field " Contents
SID Set identification number (Integeér > 0)
G Identification number of grid or scalar point’ (Iﬁteger > 0)
C Component number — 1 in the case of geometrlc grrd pomts blank or zero in the
case of scalar points-(Integer) . :
A "¢ Coefficient (Real; the first A must be'n’onzero) :
Remarks: 1. The first pomt in the sequence is assumed to be the dependent point and
must be unique for all equations of the set.
2. - Thermal powers of multlpomt constramt are not recovered :
3. Multrpomt constraint sets must be selected in the Case Control Deck
. *. (MPC=SID) to be used by NASTRAN Thermal Analyzer.
4. Dependent coordinates on MPC cards’ may not’ appear on"QMIT, QMIT1,
- - SUPQRT, SPC or SPC1 cards. - L :
5. If a multipoint constramed grrd pomt is part of a nonlmear element

(radiative or conductive), it may only be equivalenced to another grid

point.
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Input Data Card NQLIN1 — Nonlinear Transient iiéép?)ﬁée Dynamic Load

Description: Defines nonlinear transient forcing.fuhctions of the form
P(t). = S T(w(1)

Format and Example:

1 2 3 a5 6 7 s 9 10

ﬁa LINY SID Gl cl S 6 | o TA '

NGLING 2 3 | 1 | 21 | 3 N 6

Field i' Contents

SID Nonlinear load set identification number (Integer > Oj

GI Grid or scalar or extra point identification number at which nonlinear load is to

A _be applied (Integer > 0)

cr . Component number for GI a grid point (Integer 1); blank or zero if Gl is a

' . scalar or extra point

S Scale factor (Real) »

GJ Grid or scalar or éxtra point identification number.(lntegér >0)

CJ Component number for GJ a grid point.(.Integer 1); blank or zéro if GJ is a
: scalar or extra point

T Identification number of a TABLEDi card (Integer > 0)

Remarks: 1. Nonlinear lo'ads must be selected in the Case Control Deck (NOQNLINEAR=
SID) to be used by NASTRAN Thermal Analyzer.

2. Nonlinear loads may not be referenced on a DLQAD card.

3. All coordinates referenced on NQLIN1 cards must be members of the
solution set. This means the u, set for modal formulation and the uy = .
u, + u, set for direct formulation.
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Input Data Card NQLIN2 — Nonlinear Transient Response Dynamic Load .
Description: Defines nonlinear transient forcing functions of the form

Pi(t) = Suj(t)'uk(t).

Format and Example:

1 2 3 4 5 6 7 8 9 10
NOLIN2 SID Gl c1 S GJ cJ .GK CK
NG.LINZ 14 2 1 29 2 1 ‘ 2 1
Field Contents
SID Nonlinear load set identification number (Integer > 0)
 GI - Grid or scalar or extra point identification number, at which nonlinear load is to
be applied (Integer > 0)-<-
Cl Component number GI a gr@d point (Integer 1); blank or zero if Gl is a scalar or -
extra point
S Scale factor (Real)
GJ Grid or scalar or extra point identification number (Integer >0) .
CJ . Component number for GJ a grid point (Integer 1); blank or zero if GJ is a scalar

or extra point
GK Grid or scalar or extra point identification number (Integer > 0)
CK Component number of GK a grid point (Integer 1); blank or zero if GK is a
" scalar or extra point
Remarks: 1. Nonlinear loads must be selected in the Case Control Deck (N@ONLINEAR=
SID) to be used by NASTRAN Thermal Analyzer.'
2. Nonlinear loads may not be referenced on a DLQAD card.

3. All coordinates referenced on NQLIN2 cards must be members of the
solution set. This means the u, set for modal formulation and the uy =
u, +u, set for direct formulation.
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Input Data Card NQLIN3 — Nonlinear Transient Response Dynamic Load

" Description: Defines nonlinear transient forcing functions of the form '

S(uj(t)')A ; (1) >0 '
0o , uj(t) <0
Format and Example: _

v 2 3 a 5 6 1 - 8 0
NOLIN3 sio | 6l | ¢ .S GJ C A '
NOLIN3 4 102° -6.1 2 1 -35

Field » ~ Contents

SID Nonlinear load set identification humber (Integer >0) .

Gl ©  ~Grid or'scalar or extra point identification number at wh1ch nonhnear load istobe
applied (Integer > 0) '

Cl " Componeént number for GI a grid point (Integer 1); blank or zero 1f GI 1s a scalar
or extra point i

S Scale factor (Real)

GJ Grid or scaldr or éxtra point identification number (Integer > 0)

cy o 'Component number for GJ a grid point (Integer 1); blank or zero 1f GJ is a scalar

or extra point

A Amplification factor (Real) -~ -

Remarks: 1. k Nonhnear loads must be selected in the Case Control Deck (NQNLINEAR—

SID) to be used by NASTRAN Thermal Analyzer

2 Nonhnear loads may not be referenced on a- DL(DAD card

3. Al coordmates referenced on N(Z)LIN3 cards must be members of the
solution set. This'means the u, set for inodal-formulation and the uy =

. ug +u, set for direct f ormulattqri.__, L

PR
Yaoah. +
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Input Data Card NQLIN4 — Nonlinear Transient Response Dynamic Load

Description: Defines nonlinear transient forcing functions of the form

SR ,w®'<0

Pj(t) =
0 , uj(t)' =0
Format and Example:
1 2 3 a 5 6 7 8 9 10
NOLING sio | @6l cl s GJ el A
‘ NGLING 2 q 1 20 101 16.3
Field Contents
SID * Nonlinear load set identification number (Integer >,0) .
GI Grid or scalar or extra pomt 1dent1f1cat10n number at Wthh nonhnear load is to
be apphed (Integer >0) - ' A
CL Component number for GI a. grld pomt (Integer l) blank or.zero if Gl is a scalar
or extra point .
S Scale factor (Real) . .-
GJ Grid or scalar or extra point identification number.(Integer > 0)
a Component number for GJ a grid point. (Integer 1); blank or zero if GJ is a scalar
or extra point
A Amplification factor (Real)
Remarks: 1. Nonlinear loads must be selected in the Case Control Deck (NONLINEAR=

SID) to be used by NASTRAN Thermal Analyzer.
2. ' Nonlinear loads may not be referenced on a DL(I)AD card.

3.  All coordinates referenced on NQLIN4 cards must be members of the
solution set. This means the u, set for modal formulation and the uy =
u, +u, set for direct formulation. -
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Input Data Card QMIT — Omitted Points

Description: = Defines grid and/or scalar points that the user desires to omit from the problem
through matrix partitioning, _

Format and Example:

1 72 3 > a 5 7 6 17 Y s 9 10
oMIT 1D C D c ID C 1D C
ot | 16 1 | 2 0 1 0
Field Contents
ID Grid or scalar point identification number (Integer > 0) _

@

Component number, zero or blank for scalar points, 1 for grid points

Remarks: 1. Points specified on @MIT cards may not be specified on Q)MITI ASET,
' ASET1, SUPQRT, SPC or SPC1 cards nor may they appear as dependent
points in multipoint constraint relations (MPC) or as permanent smgle—
point constraints on GRID card. -

2.  Asmany as 4 points may be om1tted by a single card.
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Input Data Card @MIT1 — Omitted Points

Description: Defines grid and/or scalar points that the user desires to omit from the problem

through matrix partitioning.

Format and Example:

1 2 3 q 5 6 10
emMIT1 c 6 G 6 | G abe
aMIT1 1 2 1 3 10 ABC
+he G 6 6 —tc.-
+BC 7 8

' —etc.-
Fiel ) Contents
C .1 when point identification numbers are grid points; must be null or zero if point

identification numbers are scalar points

G Grid or scalar point identification number (Integer > 0)

Remarks: - A point referenced on this card may not appear as a dependent point in a multi~
point constraint relation (MPC card), nor may it be referenced on a SPC, SPC1, .
OQMIT, or SUPQRT card or on a GRID card as permanent single-point constraints.
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Input Data Card PARAM — Parameter
Description: Specifies values for parameters used in DMAP sequences (including rigid formats).

Format and Example:

1 2 3 4 5 6 7 8 9 10
PARAM - N ) V1 V2
PARAM | HIRES | 1
Field | _ Contents
N Pa‘rameter name (one to eight alphanumeric characters, the first of which is

alphabetic)
Vi1, V2 Parameter value based on parameter type as follows:
Type Vi ] V2

Integer - ;fﬁzeger _ ' " | Blank®

Real, single-precision -] .. IReal S .. Blank

BCD BCD Blank

Real, double-precision. - Double-precision ! Blank

Complex, single-precision iRe;al . : ~ Real -

Complex, double-precision |Double-precision _ Double-precision

Remarks: 1. Only parameters for which assigned values are allowed may be given values
via the PARAM card. Section 5 of the NASTRAN User’s Manuatl describes
parameters as used in DMAP.

2. Alist of parametefs used in the two rigid formats of APP HEAT that may
be altered by the user on PARAM cards is as follows:

a.  For the nonlinear steady-state solution (APP HEAT, SQL 3):
MAXIT (integer)  Maximum number of iterations (default 4).

EPSHT (real) € convergence parameter (default 0.001).
TABS (real) Absolute reference temperature (default 0.0).
SIGMA (real) Stefan-Boltzmann constant (default 0.0).

HIRES (integer) Request residual vector output if positive
(default -1).
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For the transient solution (APP HEAT, SQL 9):

BETA (real) Forward-differencing integration factor
' ~ (default 0.55). ’ o

TABS (real) Absolute reference temperature (defauit 0.0).

SIGMA (real) Stefan-Boltzmann constant (default 0.0).

RADLIN (integer) - Radiation is linearized if possible (default -1).
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Input Data Card PBAR — Simple Beam Property

Description: Defines the propertiés of a 1-D heat conduction element (BAR).

Format and Example:

1 2 3 5 6 - 7 8 9 10
PBAR PID Mo | A i 12 J NSM abe
PBAR 39 6 29 5.97 123
+he el c2 D1 02 | & E2 Fi FZ | def
+23 2.0 4.0
+ef K1 K2 112

Fiel Contents

PID Property identification number (Integer > 0)

MID Material identification number (Integer > 0)

A Area of bar cross-section (Real)

[I1,I2,I12]* Area moments of inertia (Real)

[J1* Torsional constant (Real)

[NSM] * Nonstructural mass per unit length (Real)

[K1,K2]* Area factor for shear (Real)

[Ci,Di,Ei,Fil*  Stress recovery coefficients (Real)

*Symbols in brackets denote those to be used only in the structural version of NASTRAN.
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Inplit Data Card PHBDY — Property of Heat Boundary Element

Description: Defines the properties of the HBDY element.

Format and Example:

1 2 3 4 5 6 7 8 9 10
PHBDY P10 MiD AF E ALPHA R1 R2
PHBDY 100 103 | 30.0 0.79
Field Contents
PID Property identification number (Integer > 0)
MID Material identification number (Integer = 0 or blank), used for convective film
coefficient and thermal capacity.
AF Area factor (Real 2 0.0 or blank). Used only for HBDY types PQINT, LINE, and
+ELCYL.
E Emissivity (0.0 < Real < 1.0 or vblank). Used only for radiation calculations.
ALPHA Absorptivity ‘(0.0 < Real < 1.0 or blank). Used only for thermal vector flux
calculations, default value is E. '
R1,R2  “Radii” of elliptic cylinder. Used for HBDY type “ELCYL.” See the HBDY
element description. (Real)
Remarks: 1. The referenced material ID must be on a MAT4 card. The card defines the

convective film coefficient and thermal capacity per unit area. If no mate- ' _
rial is referenced the element convection and heat capacity are zero.

2. The area factor AF is used to determine the effective area. For a “P(Z)INT,”

AF = area; for “LINE” or “ELCYL, » AF = effective width where area =
AF - length. The effective area is automatically calculated for other
HBDY types.
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Input Data Card PQUAD? — Horiiogerieous Quadfilateral Plafe‘i’rooerty LT

' Descnptlon Defines the properties of a homogeneous 2—D quadrﬂateral conductmg elementr .
(QUAD2).

Format and Example:

r— < - : Yo - — -
1 "2 3 47 7§ ' 6 . 1 8 9 10
PQUAD2 PID MlD T NSM PID MID T NSM
PQUAD2 32 16 298 9.0 45 16 5.29 6.32
Field . Contents. " |
PID Property identification number (Integer >0) '_

MID Matenal 1dent1ﬁcat10n number (Integer > O)
T T }uckness (Real >0.0)
[NSM] * Nonstructual mass per unit area (Real) - - -

Remarks: . 1. ° All PQUAD?2 cards must havé unique idenfifiCation nu:mbe:rs.A .
| 2. The thlckness used to compute the plate propertles 1s T.

3. One or two homogeneous quadrllateral plate propertles may. be defmed on
a single card.

*Symbols in brackets denot"e those to be used only in the structural version of NASTRAN.
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Input Data Card PRD — Rod Property
Description: Defines the properties of a 1-D conduction element (RQD).

Format and Example:

1 2 3 4 5 6 7 8 9 10

PRGD PID ~MID A 3 c NSM

PRGD 17 23 42.6 1792 . 4236 -0.5

Field Contents E
PID Property identification number (Integer > 0)

MID Material identification number (Integer > 0) _'

A Area of rod (Real)

{11 * » Torsional constant (Real)

[C]* Coefficient to determine torsional stress (Real)

[NSM] * Nonstructional mass per unit length (Real)

Remarks: 1. PRQD cafds musf ali havé unique property identification numbers.

2. For heat transfer problems, PRQ)D cards may only reference MAT4 or
MATS ‘cards. ‘

*Symbols in brackets denote those to be used only in the structural version of NASTRAN.

209



Input Data Card PTRIA2 — Homogeneous Triangular Element Property

Description: Defines the propertles of a homogeneous 2—D tnangular conductlon element
(TRIA2).

Format and Example:

1 Zz 3% 4 5. -6 -1 & . 8§ 1w
PTRIA2 | PID Mo [ T | NSM 0 | Mo | T | ‘nsm '
PTRIA2 2 16 392 147 6 16 2.96
Field - Contents
PID Property identification number (Intéger > 0)

MID Material identification number (Integer > 0) .
T Thickness (Real)

[NSM]*  Nonstructural mass per unit area (Real)

Remarks: 1. AN PTRIA2 cards must have umque identification numbers.
2. AThe thlckness used to compute the plate propertles is T

3. One or two homogeneous triangular element propertles may be deﬁned on
a single card.

*Symbols in brackets denote those to be used only in the structural version of NASTRAN.
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Input Data Card QBDY1 — Boundary Heat Flux Load

Description: Defines a uniform heat flux into HBDY elements.

Format and Example:

1 2 3 4 5 6 7 8 9 10
QBDYI S10 Qo EID1 EID2 | EID3 EID4 EID5 A EID6 |].abc
aBDY1 109 1.-5 | »7.21 . ) ’ ABC
+he EID7 -etc.- : - ' - def.
+BC
-ete- |
Field Contents
SID Load set identiﬁcétion number (Integer > 0)
QO Heat flux into element (Real)
EIDi  HBDY elements (Integer > 0 or “THRU”)
Remarks: 1. QBDY1 cards must be selected in Case Control (LOAD = SID) to be used in the
‘steady-state case. The thermal power-into an element is given by the equation:
: P = (Effective area) < QO.
2.  “QBDY:I cards mu,st'l')ie. reférengéd on a:TLQADi dgta card for -use in the transient
case. The thermal power into an element is given by the equation: '
P, (t) = (Effective area) - Q0 « F(t - 7),
where the function of time, F(t-7), is specified on.a TLQADI] or TLQAD?2
card.
3. QO is positive for heat input. » . ‘
4. If a sequential list of elements is desired, fields 4, 5, and 6 may specify the
first element, the BCD string “THRU,” and the last element. No subsequent -
data are allowed with this option.
5. Insome versions'of the NTA, the continuation card is not allowed.
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Input Data Card QBDY2 — Boundary Heat Flux Load

Description: Defines grid point heat flux into an HBDY element.

Format and Example:

212"

o 3 4 5 6 7 8 9 10
11:11) ) S|D _ E_ID Qo1 Qo2 Qo3 aog
QaBDY2 109 Fral 1.-5 1.-6 2.-5 2.-5
Field Contents
SID Load set identification number (Integer_ ‘>t0)
EID Identification number of an HBDY element (Integer > 0): - )
| QOi Heat flux at the it! grid point on the referenced HBDY element (Real or blank)
Remarks: 1. QBDY?2 cardsinust be selected in Case Control (L(Z)AD = ‘SID) to be used in the
.,steady~state case. The total power into each point, i, on an element is glven by .
- B, = AREA,-QO;.
2. QBDY2 cards must be referenced on a TLQAD card for use in the transient case.
_All connected grid points will have the same time function, but may have
' md1v1dua1 delays The total power mto each pomt i, or an element is given
o P, (t) =‘AREAi‘= QO, - F(t - ), |
where F(t-r,) is a function of time specified'on a TLPAD1 or TLQAD2
card. -
3.

QO is positive for heat flux input to the elerherif.



Input Data Card QHBDY — Heat Boundary Flux

Description: Defines a uniform heat flux irito a set of grid pointé.

Format and Example:

QHBDY -

SID

FLAG ao AF G1 G2 G3 G4

QHBDY

120

LINE 1.5+3 0.75 13 15

Field

SID
FLAG

Qo0
AF

G1,G2,G3,G4

Remarks:

1.

Contents

Load set identification number (Integer > 0)

Type of area involved (must be one of the following ‘PQINT,” “LINE,”
“REV’” “AREA3’” “AREA4,’)

Heat flux into an area (Real)
Area factor depends on type (Real > 0.0 or blank)
Grid point identification of connected points (Integer > 0 or blank)
The heat flux applied to the area is transformed to lgads on the points.
These points need not correspond to an HBDY element.
The flux is applied to each grid point,-i, by the equation

P, = AREA;-QO0,

where QO is positive for heat input, and AREA, is the portion of the total
area associated with point i.

In the steady-state case, the thermal load is applied with the Case Control
request: LQPAD = SID. In the transient case, the thermal load is applied by
reference on a TLQADi data card. The load at each point will be multiplied
by the function of time F(t-r;) defined on the TLQADi card. 7; is the de-
lay factor for each point.

" The number of connected points for the five types are one(PQINT),

two(LINE,REV), three(AREA3), four(AREA4). Any unused Gi entries must be on .
the right.

The area factor AF is used to determine the effective area for the PQINT
and LINE types. It equals the area and the effective width, respectively.
It is ignored for the other types, which have their area defined implicitly.

213



!

6. The type ﬁag defines a surface in the same manner as the CHBDY data
card. For physical descriptions of the geometry involved, see the CHBDY
description.
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Input Data Card QVECT — Thermal Vector Flux Load.

Description: Defines thermal vector flux from a distant source into HBDY elements.

Format and Example:

1 2 3 4 5 6 7 8 9 10
QVECT SID ao E1 E2 E3 EID1 EID2 EID3 abc
QVECT 333 1.-2 -1.0 0.0 0.0 21 722 723 ABC
+he EID4 EIDS -etc.- def
+BC 724

-etc.-
Field . Contents
SID Load set identification number (Integer > 0)
Qo0 Magnitude of thermal flux vector (Real)
E1,E2,E3 Vector components (in basic coordinate system) of the thermal vector flux
(Real or Integer > 0). The total flux is given by Q = Q0{E1,E2,E3}
EIDi Element identification numbers of HBDY elements irradiated by the distant
source (Integer > 0)
Remarks: 1. In the steady-state case, the load set is selected in_ the Case Control Deck
(LQAD = SID). The total power into an element is given by
P, =-oaA(e - n)*QO,
where:
o = absorptivity
A = area of HBDY element
€ = vector of real numbers E1,E2,E3
fl = positive normal vector of element, see CHBDY data card
description
(e°n)* = 0 if the vector product is positive (i.e., the flux is coming from
behind the element)
2. In the transient case, the load set (SID) is selected by a TLQADi card

which defines a load function of time. The total power into the element
is given by

P,(t) = - aA(e(t)*n)*QO F(t-7),
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where:

a,A, and 1 are the same as the steady-state case

e(t) = vector of three functions of time, which may be given on L
TABLEDI data cards. If E1,E2, or E3 is an integer, it is the
table identification number. If E1,E2 or E3 is a real number,
its value is used directly; if Ei is blank, its value is zero.

F(t-7) is a function of time specified or referenced by the parent

TL@AD1 or TLQAD?2 card. The value 7 is calculated for each

loaded point.

3. If the referenced HBDY element is of TYPE = ELCYL, the power input is an
. exact 1ntegrat10n over the area exposed to the thermal flux vector..

4. If the referenced HBDY element is of TYPE = REV the vector should be
parallel to the ba51c z ax1s

5. If a sequential list of elements is desn'ed fields 4, S, and 6 may specify the’
first element, the BCD string “THRU,” and the last element. No subsequent
data are allowed with this'option. .
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Input Data Card QVQL — Volumetric Heat Generation

Description: Defines a rate of internal heat generation in an element.

Format and Example:

1 2 3 4 5 6 7 8 9 10

avaeL Si0 av EID1 EID2 EID3 EID4 EID5S EID6 ahe-
avoL - 333 142 301 302 303 317 345 416 ABC
+be EID7 . -etc.- ' def
+8C 127 )
-etc.-
Field - Content
SID Load set identification (Integer > 0)
Qv . Power input per unit volume produced by a heat conduction element (Real)
EIDi " A list of heat conduction elements (Integer > 0 or BCD “THRU™)

Remarks: 1. Inthe steady-state case, the load is applied with the Case Control request,
LQ@AD = SID. The equivalent power into each grid point, i, connected to
each element, is given by

© Py = QV-VQL,,
where VQ)Li is the portion of the volurﬁe -associated with point i and QV is
positive for heat generation. '

- 2. In the transient case, the load is re,questéd by reference on a TLQADi data
card. The equivalent power into each grid -point i is
P, = QV-VQL,;-F(t-r)),

where V(])Li is the portion of the volume associated with point i and F(t-fi)
is the function of time defined by a TL@AD:I card. 7; is the delay for each
point i.

3. If a sequential list of elements is desired, fields 4, 5, and 6 may specify the
first element identification number the BCD string “THRU” and the last
element identification number. No subsequent data are allowed with this
option.

4. In some versions of the I-\J-TA, the continuation card is not allowed.
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Input Data Card RADLST — List of Radiation Areas

Description: A list of HBDY 1dent1ﬁcat10n numbers given in the same order as the columns
of the, RADMTX matrix.

Format and Example:

1 2 3 4 .5 § 7 8 9 10
RADLST EID1 EID2 EID3 ElD4 EIDS EID6 Elo7 EID8 | abe
RADLST 10 ‘ 20 30 50 k]| 41 THRU 61 ABC
+he " ElDS -etc. def
+BC "

~etc.-
Field Contents
EIDi The element identification numbers of the HBDY elements, given in the order

that they appear in the RADMTX matrix (Integer > 0.or BCD “THRU”’)

Remarks: 1.  This card is required if a. RADMTX matrix (Integer > 0 or BCD “THRU”’)
2. Only one RADLST card string is allowed in a data deck.

If a group of the elements is sequential, any field except 2 and 9 may
contain the BCD word “THRU”’. Element ID-numbers will be generated
for every integer between the value of the previous field and the value of
the subsequent field. The values must increase, however.

4.  Any element may be listed more than once. For instance, if both sides of
a panel are radiating, each side may partlc1pate in a different part of the
view factor matrix.
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Input Data Card RADMTX- Radiation Matrix

Description: Matrix of radiation exchange coefficients for nonlinear heat transfer analysis.

Format and Example:

1 2 3 q 5. 6 7 8 9 10
RADMTX | INDEX Fi, i Fi+1,i Fi+2,i Fi+3,i Fi+4,i Fi+5,i Fi+6,i | abe
RADMTX 3 0 9.3 17.2 161 0.1 0. 6.2 ABC
+c Fi+l,i -etc.- def
+8C 6.2

i
-etc.-

Field Contents

INDEX The column number of the matrix (Integer > 0)

Fi+k,i The matrix values (Real), starting on the diagonal, continuing down the column.
A group of zero’s at the bottom of the column may be omitted. A blank field-
will end the column, which disa}lows imbedded blank fields.

Remarks: 1. The INDEX numbers go from 1 through NA, where NA is the number of radi-

ating areas. . ' :

2.  The radiation exchange coefficient ma\trix is symmetric, and only the lower
triangle is input. Column 1 is associated with the HBDY element first listed
on the RADLST card, Column 2 for the next, etc. Null columns need not
be entered.

NA
3. B = Fyq
i=1
p, = total irradiation into element i
q; = radiosity (per unit area) at j
Fij = radiation matrix (units of area, a product of the view factor and the
radiating area)
4. A column may only be specified once.
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Input Data Card SEQGP — Grid and Scalar Point Resequencing

Description: Used to order the grid points and user-snpplied scalar points of the problem.
The purpose of this card is to allow the user to reidentify the formation sequence of the grid
and scalar points of the model in such a way as to optimize bandwidth which is essential for
efficient solutions.

Format and Example:

r— N/ - N — N\ N
1 2 3 q 5 6 7 8 9 10
vSEQGP 1D SEQID 1D SEQID 10 SEQID 10 SEQID
sEqGp | 5392 15.6 2 19.26 3 2
Field Contents
ID Gnd or scalar pomt 1dent1flcat10n number (Integer > 0)
SEQID Sequenced identification number (a special nuimber described below)

Remarks: 1. IDis any grid or scalar point identification number which is to be reidenti-
' fied for sequencing purposes. The grid point sequence number (SEQID) is
a special number which may have any of the following forms where Xisa
,demmal integer digit - XXX.X.X. X XXXX.X. X, XXX.X or_ XXXX

where any of the leading X’s may be omitted. This number must contain
no nnbedded blanks.

2. If the user wishes to insert a grid point between two already existing gnd
points, such as 15 and 16, for example, he would define it as, say 5392,
and then use this card to insert grid point number 5392 between them by
equivalencing it to, say 15.6. All output referencing this point will refer
to 5392.

3. The SEQID numbers must be unique and may not be the same as a point
ID which is not being changed. No grid pomt ID may be referenced more
than once.

4. No continuation cards (small field or large field) are allowed with either
the SEQGP or the SEQEP card. ~

5. From one to four grid or scalar points may be resequenced on a single
card.
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Input Data Card SLQAD — Static Thermal Load
Description: Used to apply static thermal loads to scalar or grid points.

Format and Example:

12 3 4 5 6 7. 8 9 10
SLOAD SID s . F S F s F
SLOAD 16 2 5.9 17 -6.3 14 -293
Field ' Contents
SID Load set identification number (Integer > Q)
S Scalar or grid point identification number (Integer > 0)
F Load value (Real) '

Remarks: 1. Load sets must be selected m the Case Control Deck (LQAD=SID) to be
used by NASTRAN Thermal Analyzer.

Up to three different thermal loads may be defined on a single card.

This card may be used in all three heat transfer rigid formats, subject to
their respective rules. :
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Input Data Card SPC — Single-Point Constraint

Description: Defines sets of single-point constraints and préscribéd temperatures.

Format and Example:

1 2 3 4 5 6 7 8 9 10
SPC SID G c D G C D
sPC 2 2. 1 26 | 5 o | w9
Field Contents
SID Identification number of single-point constraint set (Integer > 0)
G Grid or scalar point identification number (Integer > 0)
C Component number (1 for grid points and O for scalar points)
D Valu__e of prescribed temperature for the designated -point (Real)
Remarks: 1. A point referenced on this card may not appear as a dependent point in a
' multipoint constraint relation (MPC card), nor may it be referenced ona
SPC1, QMIT, @MIT1 or SUPQRT card. D must be 0.0 for transient
problems.
2. Single-point forces of constraint are recovered during heat flux data
recovery. o
vvvvv 3.  Single-point constraint sets must be selected in the Case Control Deck
(SPC=SID) to be used by NASTRAN Thermal Analyzer.
4. From one to two single-point constraints may be defined on a single card.
5. SPC degrees of freedom may be redundantly specified as permanent con-
straints on the GRID card.
6. Use this card for APP HEAT SQL 1 ohiy (some versions of the NTA will
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Input Data Card SPC1 — Single-Point Constraint

Description‘: Defines sets of single-point constraints,

Format and Example:

1 2 3 4 5 6 7 8 9 10
sPc1 SID c G1 G2 63 G4 G5 G6 | abe
SPC1 3 1 1 3 10 9 6 5 ABC
+he G7 G8 G9 -etc.-
+BC 2 8

Alternate Form
SPC1 SID c GID1 “THRU" GID2
SPC1 313 1 6 THRU | 32
Field Contents
SID Identification number of single-point constraint set (Integer > 0)
C Component number (1 for grid points, 0 for scalar points)
Gi,GIDi Grid or scalar point identification numbers (Integer > 0)
Remarks: "1. Note that prescribed temperatures are not available via this card. As many

_continuation cards as desired may appear when “THRU” is not used.

A point referenced on this card may not appear asa dependent point in a
multipoint constraint relation, nor may it be referenced on a SPC, QMIT,
@MIT1, SUPQRT card.

Single-point constraint sets must be selected in the Case Control Deck

(SPC=SID) to be used by NASTRAN Thermal Analyzer.

SPC degrees of freedom may be redundantly specified as permanent con-
straints on the GRID card.

All grid points referenced by GID1 thru GID2 must exist.

Use this card for APP HEAT SQL 3 to identify those grid points where
temperatures are prescribed but the values of temperature are given on
the TEMP or TEMPD cards.
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Input Data Card SPQINT — Scalar Point

Description: Defines scalar points of the thermal model.

Format and Example:

1 2 3 q 5 6 7 8 9 10

SPUINT | 1D iD D 1D 0 1D 10 10

SPOINT 3 18 1 4 16 -2

Alternate Form

SPOINT 1D1 “THRU"” iD2

SPOINT 5 THRU 649
Field “Contents .
ID, ID1, Scalar point identification number (Integer > 0; ID1 < ID2)
D2 :
Remarks: 1. ~Scalar points defined by-their-appearance on a scalar connectlon card need
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not appear on a SPQINT card.

Identification numbers of scalar pomts extra pomts (EP(Z)INT) and geo-
metric grid pomts (GRID) must all be unlque

. This card is used primarily to define scalar points appearing in single or

multipoint constraint equations but to which no scalar elements are

_connected.

If the altemate form is used, scalar pomts IDl through ID2 are defined.

For a discussion of scalar points, see section 5.6 of the NASTRAN
Theoretical Manual. :




Input Data Card TABLED1 — Transient (dynamic) Thermal Load Tabular Function

Description: Defines a tabular function for use in generating time-dependent transient thermal
loads.

Format and Example:

1 2 3 4 5 6 7 8 9 10
TABLED1I] 1D , > +abe
TABLED1 32 ' ABC
+abe *1 Yy % Y2 X3 Y3 *a Yq | def
+BC 30 | 69 ) 20 5.6 30 56 | ENDT

-etc.-
Field. , . ‘Contents
ID Table identification number (Integer > 0)
Xp> ¥j Tabular entries (Real)

Remarks: 1. The Xx; must be in either ascending or descending order but not both.
2. Jumps between two points (x; = x;; ) are allowed, but not at the end
points.
At least two entries must be present.
Any x-y entry may be ignored by placing the BCD string “SKIP” in either .
of the two fields used for that entry.
5. The end of the table is indicated by the existence of the BCD string “ENDT”

in either of the two fields following the last entry. An error is detected if

any continuation cards follow the card containing the end-of-table flag
“ENDT.”

6. Each TABLEDi mnemonic infers the use of a specific algorithm. For
TABLEDI type tables, this algorithm is

Y =y (X)

where X is input to the table and Y is returned. The table look-up Yr x),
x = X, is performed using linear interpolation within the table and linear
extrapolation outside the table using the last two end points at the appro-
priate table end. At jump points the average y..(x) is used. There are no
error returns from this table look-up procedure.
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Input Data Card TABLED2 — Transient (dynamic) Thermal Load Tabular Furlétion

Description: -Defines a tabular function for use in generating time-dependent transient
thermal loads. Also contains parametric data for use with the table.

Format and Example:

1

1226

2 3 4 5 6 7 8 9 10
TABLED2]. ID Xt : ' +abe
TABLED2| 15 -105 : - : ABC
+abe X, Yy Xy Y, X3 V3 Xy Yo | +def
+BC 10 | 45 | 20 4.2 20 | 28 [ 70| 65 |oeF
+def Xg Vg Xg Ye %7 2. | *s Yg | +ghi
+EF SKIP | sKip 9.0 65 | EnOT
-etc.-
Field Contents
ID Table identification number (Integer > 0) .
X1 ‘Table parameter (Real) -
X;s Vi Tabular entries (Real)
Remarks: 1. The X; must be in either ascendmg or: descendmg order but not both.
2. Jumps between two points (%Xj = X, ) are allowed but not at the end
~ points. |
3. . At least two entr1es must be present A
- Any x-y entry may be ignored by placing the BCD strlng “SKIP” in elther
of the two fields used for that entry.

5. The end of the table is indicated by the existence of the BCD string “ENDT”
in either of the two fields following the last entry. An error is detected if
any continuation cards follow the card containing the end-of-table flag
“ENDT.” :

Each TABLEDi mnemonic infers the use of a spec1f1c algorithm. For

TABLED2 type tables, this algorlthm is

Y = yp(X-X1)




where X is input to the table and Y is returned. The table look-up y . (x),

x = X-X1, is performed using linear interpolation within the table and linear
extrapolation outside the table using the last two end points at the appropri-
ate table end. At jump points the average Y (%) is used. There are noérrpr
returns from this table look-up procedure.
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‘ _Inplit Data Card TABLED3 — Transient (dynamic) Th_ermal Load Tabular Function

‘_Descnptlon Defines a tabular function for use in generatmg t1me-dependent tran51ent
thermal loads. Also contains parametrlc data for use w1th the table

Format and Example:

1 2 3 q 5 6 7 8 9 10
TABLED3 D X1 X2 +abe
TABLED3 62 126.9 30.0 ABC
+abe X Yy ) Y2 X3 Y3 Xa Va +def
V+BC 29 29 36 4.7 5.2 5.7 ENDT

-etc.-
Field Contents
ID Table identification number (Integer > 0)
X1, X2 Table parameters (Real; X2 # 0.0)
X{> ¥ Tabular entries (Real)
Remarks: 1. The x; must be in either ascending or descending order but not both.

2. Jumps between two points (x; = X; +1) are allowed, but not at the end
points.

3. At least two entries must be present.

Any x-y entry may be ignored by placing the BCD string “SKIP” in either
of the two fields used for that entry.

5. The end of the table is indicated by the existence of the BCD string “ENDT”
in either of the' two fields following the last entry. An error is detected if any
continuation cards follow the card containing the end—of—table flag “ENDT.”

6. Each TABLED1 mnemonic infers the use of a specific algorlthm For
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TABLED3 type tables, this algorithm is _ J

I
i
i

i
1

X -X1
Y= YT( X2 )

where X is input to the table and Y is returned. The table look-up Y (x),

X-X1
X = ,
X2




is performed using linear interpolation within the table and linear extrapo-
lation outside the table using the last two end points at the appropriate

- table end. At jump points the average y(x) is used. There are no error
‘returns from this table look-up procedure. : :
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Input Data Card TABLED4 — Transient (dynamic) Thermal Load Tabular Function

Description: Defines coefficients of a power series for use in generating time-dependent
transient thermal loads. - Also contains parametric data for use with the table.

Format and Example:

1 2 3 4 5 6 7 8 9 10

TABLED4 ID X1 X2 X3 X4 +abe
TABLED4 28 0.0 1.0 0.0 100. ABC
“abe Ry A, Ay A3 A, Ag Ag Ry | et
+BC 29 -0.0329 6.51-5 0.0 -3.4-7 ENDT

-etc.-
Field Contents
ID Table identification number (Integer > 0)
X1, X2, Table parameters (Real; X2 # 0.0; X3 < X4)
X3, X4
A Coefficient entries (Real)

Remarks: 1. At least one entry must be present.

2. The end of the table is indicated by the existence of the BCD string “ENDT”
in the field following the last entry. An error is detected if any continuation
cards follow the card containing the end-of-table flag “ENDT.”

3. Each TABLEDi mnemonic infers the use of a specific algorithm.. For
TABLED4 type tables, this algorithm is

N

' X - X1\
v 2

i=o

where X is input to the table and Y is returned. Whenever X < X3, use
X3 for X; whenever X > X4, use X4 for X. There are N + 1 entries in the
table. There are no error returns from this table look-up procedure.
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Input Data Card TABLEM1 — Material Property Table

Description: Defines a tabular function-for use in generating temperature-dependent material
properties..

Format and Example:

1 .2 3 4 5 6 7 8 9 10

TABLEM1 1D < ' +abe -
TABLEM1 32 ’ : ABC i
+abe X A X2 Y2 X3 Y3 Xq Vo | +def
+BC -30 6.9 2.0 ‘5.6 »3.0 5.6 ENDT
-etc.-

Field Contents

ID Table identification number (Integer > 0)

Xp» ¥j Tabul_ar entries (Real)

Remarks: 1. The x; must be in either ascending or descending order but not both.

2. Jumps between two points ‘(xl = X;4,) are allowed, but not at the end
points.

At least two entries must be preéent.

N

4. Any x-y entry may be ignored by placing the BCD string “‘SKIP” in either
of the two fields used for that entry.

5. The end of the table is indicated by the existence of the BCD string “ENDT”
in either of the two fields following the last entry. An error is detected if

any continuation cards follow the card containing the end-of-table flag
! “ENDT ’»

6. Each TABLEMi mnemonic infers the use of a specific algorithm. For
TABLEMI1 type tables, this algorithm is

Y =y (X

where X is input to the table and Y is returned. The table look-up yr(X),
x =X, is performed using linear interpolation within the table and linear
extrapolation outside the table using the last two end points at the appro-
priate table end. At jump points the average yp(x) is used. There are no
error returns from this table look~up procedure.
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Input Data Card TABLEM?2 — Material Property Table

Description: Defines a tabular function for use in generating temperature-dependent mater-
ial properties. Also contains parametric data for use with the table.

Format and Example:

1 2 3 4 5 6 7 8 9 10
TABLEM2| 1D Xt _ < ' +abe
[vaBLemz| 15 | -105 | ABC

- ]
+abe x1 ) y1 xz yz X3 X Y3 x4 V4 +def
+BC 10 | -45 2.0 45 20 28 7.0 65 | DEF
+def . Xs A Xe Ye % Y7 Xg Vg +ghi
+EF SKIP SKIP 9.0 6.5 ENDT |
-etc.-
Field Contents
ID Table identification number (Integer >.0)
X1 Table parameter (Real)

XY Tabular entries (Real)

Remarks: 1. . The x; must be in either ascending or descending order but not both.

2. Jumps between two pomts (x Xi+1) are allowed, but not at the end
’ points. - : ' '

3. At least two entrles must be present

4. Any x-y entry may be ignored by placing the BCD string “SKIP” in either
- . of the two fields used for that entry. :

5. The end of the table is indicated by the existence of the BCD string “ENDT”
: in either of the two fields following the last entry. An error is detected if

any continuation cards follow the card containing the end-of-table flag
“ENDT - T

| 6. . Each TABLEM1 mnemonic mfers the use of a specific algonthm For
: TABLEM?2 type tables, this algorithm is ;

Y = = Zyy (X- x1)
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where X is input to the table, Y is returned and Z is supplied from the basic
MATi card. The table look-up y (), x = X-XI, is performed using linear
interpolation within the table and linear extrapolation outside the table
using the last two end points at the appropriate table end. At jump points
the average yp(x) is used. There are no error returns from this table look-up

procedure.
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Input Data Card TABLEM3 — Material Property Table

Description: Defines a tabular function for use in generatingitemperature-dependent material
properties. Also contains parametric data for use with the tabie.

Format and Example:

1 2 3 4 5 - 6 7 8 9 10
TABLEM3 iD X1 - X2 +abe
TABLEM3 62 126.9 30.0 ' ABC B
*ebe. I * Y1 *2 Y2 X3 V3 Xy Vo | +aef
s | 29 | 29 36 a1 5.2 57 ENDT

-efc.- -
Field Contents
ID Table identification number (Integer > 0)
X1, X2 Table parameters (Real; X2 # 0.0)
X;» ¥j Tabular entries (Real)

Remarks: 1. The x; must be in either ascending or descending order but not both.

2. Jumps between two points (x; = X4, ) are allowed, but not at the end
points. :

3. At least two entries must be present.

Any x-y entry may be ignored by placing the BCD string “SKIP” in either
of the two fields used for that entry.

5. The end of the table is indicated by the existence of the BCD string “ENDT”
in either of the two fields following the last entry. An error is detected if
‘any continuation cards follow the card containing the end~of-table flag
'\ “ENDT.”

6. Each TABLEMi mnemonic infers the use of_ a specific algorithm. For
TABLEM3 type tables, this algorithm is
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where X is input to the table, Y is returned and Z is supplied from basic
MATi card. The table look-up y. . (x),

X -X1
X = ,

X2
is performed using linear interpolation within the table and linear extrapo-
lation outside the table using the last two end points at the appropriate
table end. At jump points the average y,.(x) is used. There are no error
returns from this table look-up procedure.
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Input Data Card TABLEM4 — Material Property Table

Description: Defines coefficients of a power series for use in generating temperature-
dependent material properties. Also contains parametric data for use with the table.

Format and Examplé:

‘ £ oy
1 2 3 - & 5 6 7 8 9 10
TABLEM4 D X1 X2 - X3 X4 = : +abvc-
TABLEM4 28 0.0 1.0 00 100. S ABC
+abe A, A, A, | A; A, A | A A, | +def
+BC 291 -0.0329 6.51-5 0.0 -3.4-7 ENDT
-etc.-
Field ‘. | C - Contents
ID ‘Table identification number (Integer > 0) - . .

X1, 5(2'," "i“able_ parameters (Real; X2 # 0.0; X3 < X4)

X3,X4

Ay * Coefficient entries (Real)

Remarks: - 1. ° At least one entry must be present.

2. The end of the table is indicated by the existence of the BCD string “ENDT”
in-the field following the last entry. An error is detected if any continuation
cards follow the card containing the end-of-table flag "‘ENDT.” .

3. Each TABLEMi mnemonic infers the use of a spemflc algorlthm For
TABLEM4 type tables, this algorithm is

ZZ (X Xl).

where X is input to the table, Y is returned and Z is supplied from the
basic MATi card. Whenever X < X3, use X3 for X; whenever X > X4, use
X4 for X. There are N +1 entries in the table. There are no error returns
from this table look-up procedure. »
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Input Data Card TEMP — Point Temperatures

Description: Defines temperature at grid points, scalar points and/or extra points.

Format and Example:

1 2 3 a 5 6 7 8 9 10
TEMP SID G . T G T G T
TEMP 3 9 316.2 49 219.8
Field Contents
SID Temperature set identifipation number (Integer > 0)
G Point identification number (Integer > 0)
T Temperature (Real)
Remarks: 1. Témperature sets must be selected in the Case Control' Deck (TEMP=SID)

to be used by NASTRAN Thermal Analyzer.
2. From one to three point -tempe‘ratmjes may bé defined on a single card.

3. If the element material is temperature dependent, its properties are eval-
uated at the average temperature. '

4.  Average element temperatures are obtained as a simple average of the con-
necting grid point temperatures when no element temperature data are
defined. '

5.*% “For APP HEAT SQL 3 and SQL 9, select TEMP set in Case Control with
TEMP (MATERIAL) = SET ID to define the vector (estimate of final
temperature result).

6. For APP HEAT SQL 9, the TEMP set will define the initial conditions
when selected in Case Control by IC = SET ID.

*For nonlinear runs using SPL3, it is critical that this guess vector be higher than the actual steady-state
" result to ensure solution convergence.
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Input Data Card TEMPD — Point Temperature Default

Description: Defines a temperature default for all points of the thermal model which have
not been given a temperature on a TEMP card.

Format and Example:

Y N7 N N
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1 2 3 4 5 6 7 8 10
'| TEMPD SID T SID T | siD T SID T
TEMPD 1 216.3
Field Contents
SID Temperature set identification number (Integer > 0)
T. Default temperature (Reéal)
Remarks: 1. | Temperature sets must be selected in the Case Control Deck (TEMP=SID)

to be used by NASTRAN Thermal Analyzer.

2. Firom one to four default temperatures may be defiried on a single card. Some versions
of the NTA contain an error which may be avoided by specifying only one default
temperature set per TEMPD card (i.e., use only fields 1, 2, and 3).

'3. If the element material is temperature dependent, its properties are evaluated

at the average temperature.

4.  Average element temperatures are obtained as a simple average of the con-
~ hectirig grid point températures when no element temperature data are
defined.

5. See TEMP card for additional comments.



Input Data Card TF — Dynamic Transfer Functioq
Description: 1. May be used to define a transfer function of the form
(BO + Blp + B2p?)u, + Z (AOG) + Al(i)p + A2(i)p?)y; = 0
i
2. May be used as a means of direct matrix input.

Format and Example:

1 2 3 4 5 6 7 8 9 10
TF - SiD GD cD 80 81 B2 +abe
TF 1 2 3 4.0 5.0 6.0 +ABC
+abe G(1) c(1) | Ao(1) f’:?;'ﬁA‘IJ(J‘L A2(1) . 1 - | +def
+a8c  |. 3 .4 5.0 60 70 | ‘ +DEF

-etc.-

Field. " Contents
SID "Set 1dent1f1catron number (Integer > 0) ‘- -

GD,G(i) Grid, scalar or extra point 1dent1frcat10n numbers (Integer > 0)

CD, C(i) Component numbers (Null or zero for scalar or extra points, 1 for a grid
point)

BO,B1,B2 = Transfer function coefficients (Real)

AO0G),A1(),

A2(D)

Remarks: 1. The matrix elements defined. by this card are added to the dynamic matrices
for the problem.

2. Transfer Function sets must be selected in the Case Control Deck (TFL=
SID) to be used by NASTRAN Thermal Analyzer.

3. The constraint relation given above will hold only if no elements are con-
nected to the dependent coordinate.
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Input Data Card TIC — Transient Initial Condition
Description: Defines values for the initial conditions of transient thermal analysis.

Format and Example:

1 2 3 4 5 6 7 8 9 10
TIC SI1D G c uo Vo
TIC 1 3 1 5.0 -6.0
Field - - » . ' » - Contents
SID - -Set identification number (Integer > 0)

g _Gnd or scalar or- extra point 1dent1ficat1on number (Integer >0)
Cc _ Component number (Null or zero for scalar or extra points, 1 for a gnd pomt)

Uuo Initial temperature value (Real)
[VO]* Initial velocity value (Real)

Remarks: 1. Transient initial condition sets must be selected in the Case Control Deck . .

) (IC-SID) to be used by NASTRAN Thermal Analyzer

2. Ifno TIC set is selected 1n Case Control Deck all 1mt1a1 cond1t1ons are
‘ assumed zero.

3. Initial conditions for temperatures not .specified on TIC cards will be.
assumed zero.

4. TEMP and TEMPD sets are usually used in place of TIC sets in defining
initial temperatures for a transient solution.

*Symbols in brackets denote those to be used only in the structural version of NASTRAN,
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Input Data Card TLQ)ADI Transient Thermal Load
Description: Deﬁnes a time-dependent transient thermal load of the form
{P()} = {AFt-7}

for use in transient response problems..

Format and Example: _ ,
1 2 3 4 5 6 7 8 9 " 10
TLAADY SiD L M TF
TLGAD1 5 7_ 9 13
Field =~ R Contents
SID‘ 7 ) »Set 1dent1f1cat10n number (Integer >0)
L . Identification number of DAREA card set or a thermal load set (QBDYr QI{BDY QVECT,
and QVQL) which deﬁnes A (Integer > 0)
M Identlflcatlon number of DELAY card set which defines 7 (Integer = 0)
"TF Identification number of TABLEDI card which gives F(t - 7) (Integer > 0) -

Remarks: 1. If Mis zero, 7 will be zero.
©© - 20 Field 5 must be blank.

Dynamic load sets must be selected in the Case Control Deck (DLQAD=
“SID) to be used by NASTRAN thermal analyzer. :

4.,  TLQADI loads may be combined with TLQAD? loads only by specification
on a DLQAD card. That is, the SID on a TLQADI] card may not be the
same as that on a TLQ)AD2 card.

SID must be unique for all TL(DADI and TL(DAD2 cards

6. Areferenced QVECT data card may also contain references to functions
of time, and therefore A may be a function of t1me
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Input Data Card TLQAD?2 — Transient Thermal Load

Description:

Defines a time-dependent transient thermal load of the form

({0}, T<0or T> (T2 - TI)
{Pw)} = o~ - o :
{ATB eCt cos (2aFT +P)},0< T <(T2 - T1)

\

for use in transient thermal problems wheret =t-T1 - .

Format and Example:
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1 2 3 q 5 6 - ) 8 9 10
TLOAD2 | SID L | m T T2 F P |abec
TLOAD2 4q 10 7 . 1 2._1 4.7 12.0 30.0 +12
+he c B
H2 - 2.0 30"

Field Contents .

SID Set identification number (Integer > Q)

L Identification number of DAREA card set or a thermal load set (QBDYi, QHBDY
QVECT, and QVQL) which defines A (Integer > 0)

M Identification number of DELAY card set which defines 7 (Integer = 0)

T1- - Time constant:. (Real = 0.0)

T2 " Time constant (Real, T2 > T1)

F Frequency in cycles per unit time (Real 0 0)

P Phase angle in degrees (Real)

C Exponential coefficient (Real) = =

B Growth coefficient (Real)

Remarks 1. If Mis zero, 7 will be zero.

Field 5 must be blank.

Transient thermal load sets must be selected in the Case Control Deck
(DLOAD=SID) to be used by NASTRAN Thermal Analyzer.



TLQAD?2 loads may be combined with TLOAD]1 loads only by specification

on a DLQAD card. That is, the SID on a TL(Z)ADZ card may not be the same
as that on a TLQAD1 card.

SID must be unique for all TLQAD] and TLQAD2 cards.

A referenced QVECT load card may also contain references to functions of
time, and therefore A may be a function of time.
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Input Data Card TSTEP - Transient Time Step

Description: Defines time step intervals at which solutions will be generated -and output in
transient thermal analysis.

Format and Example:

1 2 < 4 5 6 7 8 9 10
TSTEP SID N(1) DT(1) N@(1) : +abc
TSTEP 2 10 0.001 5 +ABC.
Yabe N2 | ot | New , +def
+ABC 9 0.01 1. : +DEF

-ete.- '
Field Contents
SID Set identification number (Integer > 0)
NQ@) Number of time steps of value DT(i) (Integer = 2)
DT(i) Time increment (Real > 0.0)
NQ®) Skip factor for output (Every N(Z)(i)@ step will be saved for output)
(Integer > 0)

Remarks: TSTEP cards must be selected in the Case Control Deck (TSTEP=SID) in order
to be used by NASTRAN Thermal Analyzer.
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