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1. INTRODUCTION
 

The field of remote sensing from space is entering a whole new
 

era which will see a proliferation of satellite sensor systems
 

tailored to different applications, with more spectral bands,
 

greater resolution and better temporal coverage. Multispectral
 

scanners will continue to advance in development and microwave
 

sensors of all types will find increasing use on future earth
 

resources satellites, along with other new and advanced sensors.
 

The objective of this report is to discuss and summarize sensor
 

characteristics and requirements for earth resources applica­

tions in the Space Shuttle era (1978 on). Accordingly, the
 

report is divided into two main parts. The first dicusses the
 

status and anticipated sensor requirements, spectral bands, re­

solution, etc., for each of the major earth resources application
 

areas. Wherever possible, these different fields of study were
 

assigned to investigators either directly involved in or closely
 

associated with them. The second part discusses the applications-.
 

related technical characteristics of sensor systems planned for
 

the Space Shuttle era. These are discussed by sensor type, (e.g.,
 

cameras, multispectral scanners, etc.) and not by satellite sys­
tems, since the latter often have two or more different sensor
 

types. Someone interested in geology, for example, can first
 

read the geology section and then refer to the appropriate sen­

sor sections without having to know all of the specific future
 

satellite systems for which such sensors are planned. Background
 

information is provided whenever it is felt necessary for the
 

understanding of a sensor's current and anticipated states of
 

development. References and/or bibliographies are given at the
 

end of each section or subsection.
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2. APPLICATIONS REQUIREMENTS
 

The major application areasare addressed in this section in
 

alphabetical order (agriculture to soil moisture). Table 2-1
 

gives the satellite systems by sensor type which can be of use
 

in each of the major application areas. This table shows mostly
 

the primary application-sensor relationships. Some of the
 

applications-sensors requirements are not met by any current or
 

planned satellite sensor. Note that this is particularly true
 

for photographic systems.
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TABLE 2-1. - GENERAL EARTH RESOURCES APPLICATIONS AREAS AND SENSORS
 

MEETING THEIR REQUIREMENTS
 

Application Multispectral Scanners Microwave 

Area Visible 
 Reflective IR Thermal IR Radiometers Scatterometers 


Agriculture 	 Landsat-1, Landsat-l, 2, Landsat Seasat-A 
 Seasat-A*
 
2, C&D C&D C&D
 
SEOS SEOS SEOS 

Cartography 


Wetlands or 	 Landsat-l, 
 Landsat 	 Seasat-A* 

Coastal Studies 2, C&D C&D 


SMS/GOES SMS/GOES 

Damage Assess. SEOS SEOS SEOS 
 Sarsat 


Forestry 	 Landsat Lanasat Landsat 
 Seasat-A* 

C&D C&D C&D 


Geology Landsat-1, Landsat Seasat-A 

2, C&D C&D 


SEOS 


Land-Use 	 Landsat-l, Landsat-1, 2, 

2, C&D C&D 


Oceanography 	 Landsat C&D 
 Landsat C&D Seasat-A Seasat-A 

& Hydrology 	 Seasat-A Seasat-A 


SMS/GOES 	 SMS/GOES 


Soil Moisture 
 Landsat Seasat-A*
 
C&D 

*Potential or limited utility.
 

SAR 


Seasat-A 


Shuttle SAR 


Seasat-A
 
Sarsat
 
Shuttle SAR
 
Seasat-A 


Sarsat 

Shuttle SAR
 

Seasat-A 

Sarsat 


Shuttle SAR
 

Seasat-A 

Sarsat 

Shuttle SAR
 

Seasat-A 
Sarsat 
Shuttle BAR 

Photograpic
 
Systems 

S-190B equiv.
 
or better
 

S-190B equiv.
 

or better
 

S-190B equiv.
 
or better
 

S-190B equiv.
 
or better
 

S-190B equiv.
 
or bettdr
 



2.1 AGRICULTURE
 

Knowledge of the distribution and amount of agricultural production
 

has taken on a new significance in the world during the last few
 

years. The rapidly increasing population in the under-developed
 

countries and the evidences of climate dhange have put a new
 

urgency on increasing the world food supply. It is also most
 

important that a more accurate and timely knowledge of the world­

wide crop production be known to all involved in order that the
 

transfer of food crops from the exporting nations to the importing
 

nations can be efficiently and profitably managed.
 

Crop production is determined by two basic factors: crop acreage
 

and crop yield. A crop type and its acreage amount is generally
 

influenced by the local climate, soil, cultural tradition, gov­

ernment policy and economic considerati6ns. The crop yield for
 

a given variety is basically determined by the soil fertility,.
 

the weather sequence, cropping practices, and technology level.
 

These factors determine for each crop and variety a certain yield
 

per acre for optimum conditions. This optimum yield, however,
 

is normally reduced because of unfavorable weather, infestations
 

of insects, or diseases such as rusts or viruses. Unfavorable
 

weather may be the lack of adequate rainfall, too much rainfall,
 

unseasonable cold or warmth, strong dessicating winds and hail.
 

In general, both acreage and yield can be determined, in prin­

ciple, by remote sensing techniques that involve analysis of the
 

emission or reflection of radiation from the vegetation biomass.
 

The character of this radiation depends on crop characteristics
 

such as the amount of canopy cover, leaf angle or projected
 

area, and tle-crop attributes such as color and vigor. These
 

characteristics, in turn, are the result of agricultural prac­

tices, plant physiological processes and environmental inputs.
 

The radiation received at the sensor, however, is modified by
 

its passage through the atmosphere. This modification varies
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spending principally on the aerosol, water vapor and ozone con­

ent of the atmosphere, as well as the solar and viewing angles.
 

hese aspects of remote sensing along with others related to the
 

heory, principles and technology of remote sensing have been
 

eviewed recently in depth by Reeves, et al., in the manual of
 

emote Sensing (ref. 2.1-15). This manual covers the state of
 

he art into 1974. Additional information on the application,
 

echniques and results of using earth resources survey data can
 

" found in recent NASA technical memoranda (ref. 2.1-12, 2.1-13).
 

survey or summary of some of the more recent developments can
 

e Tound in this report. In particular, this section on agri­

ulture discusses primarily the yield aspects of crops.
 

;1.1 DETERMINING FUTURE REQUIREMENTS
 

ne approach to determining requirements for new sensors and
 

bservation systems is the modified Delphi approach based on
 

ser needs. An example of such an approach is summarized in
 

ection 3.2 Another approach is to perform a systematic top­

own analysis. This approach starts with general objectives and
 

etermines needed information and supporting research from which
 

ata and sensor requirements can be formulated. A third approach
 

nvolves a system analysis and simulation. Such an approach has
 

een suggested recently by Landgrebe (ref. 2.1-9) in discussing
 

he requirements for future developments of remote sensing
 

echnology.
 

andgrebe emphasizes that a generalized systems perspective is
 

eeded and discusses needed improvements related to (l) the
 

cene, (2) the sensor system, and (3) the data processing system.
 

n particular, he discusses among other aspects, the following:
 

1) significantly increasing knowledge of the variability of the
 

cene, (2) more sophisticated sensor systems which consider
 

ncorporating improvements balancing spectral, spatial and
 

.emporal aspects of the scene, (3) more complex data processing
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algorithms incorporating spatial and temporal as well as other
 

features, (4) increased use of ancillary data, (5) more knowledge­

able use of man in the analyses process, and (6) a more suitable
 

array-of output products to match the user needs.
 

This systems approach can be implemented in a manner that will
 

allow a specific-or desired requirement to be determined. One
 

technique is to develop a system simulation model similar to
 

that outlined in figure 2.1-1. Inspection of the schematic
 

information-flow diagram in figure 2.1-1 indicates that the
 

overall relationship between the crop and field characteristics
 

and the user'outputs can be represented by a series of mathemati­

cal submodels. Each submodel represents a key function of the
 

subsystem and uses-the output of another submodel along with data
 

on the model parameters to determine characteristic values for
 

the system. The overall objective of the system model is to be
 

able to simulate realistically the sensitivity or accuracy of
 

the output of the subsystems or the overall system (i.e., crop
 

production) to changing input data. As an example, such a simu­

lation system can be used to determine the pacing technology,
 

desired trade-offs and necessary ancillary data.
 

The following subsections discuss aspects of the scene that are
 

pertinent to the overall system performance.
 

2.1.2 CROP IDENTIFICATION AND ACREAGE ESTIMATION
 

The standard method for acreage estimation of a crop type uses
 

multispectral scanner (MSS) data and involves examining the
 

spectral character of each picture element (pixel) and classi­

fying the crop, as to type. The pixels of the different crops
 

are then summed to give the acreage. The accuracy depends
 

on the ability of the algorithm to correctly classify each pixel;
 

the precision depends on the pixel size relative to the average
 

field size.
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In practice, the crop type and acreage determination utilizes
 

spatial, spectral, and temporal features of the imagery, but
 

with varying emphasis, depending on the cropping practice of the
 

region under investigation. Fundamentally, the spectral aspect
 

of the imagery holds the key position in determining the crop
 

type. However, since the spectral characteristics of the scene
 

change with the maturity or stage of the crop, temporal aspects
 

can be important in determining or separating the crop types.
 

The spatial aspects are particularly important in separating
 

agricultural from non-agricultural land use. The stages of the
 

crops are determined from so-called "crop calendars" which give
 

the date when a certain percentage (for example, 50%) of the
 

fields of a specific crop are expected to attain a certain stage.
 

Improved acreage estimates involve two aspects: (1) better dis­

crimination of the crop type, and (2) better resolution to detect
 

the smaller fields and discriminate field boundaries. The former
 

problem could be improved by implementing the systems approach
 

shown in figure 2.1-1. In particular, models need to be developed
 

that consider the reflectance from an incomplete crop cover which
 

involves varying percentages of vegetation cover over varying
 

soil characteristics. The crop may be suffering from stress and
 

the soil from varying degrees of moisture. Developments along
 
these lines have been reported by Richardson, et al., (ref. 2.1-16),
 

Kristof and Baumgardner (ref. 2.1-8), and Kanemasu (ref. 2.1-7).
 

The other problem of better resolution involves improved optics,
 

improved detectors and lower flight altitudes.
 

2.1.3 YIELD ESTIMATION
 

Yield estimates can be determined by three approaches: (1) using
 

meteorological data, (2) using the condition of the vegetation,
 

and (3) a combination of both. These estimates, which are based
 

on models, are then combined with the acreage estimates to get
 

the total production. At present, yield estimates are primarily
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made from surface meteorological data, although some use is
 

made of meteorological satellite data. A desirable goal is to
 

be able to determine the yield primarily from satellite data.
 

The three yield estimation approaches are discussed below.
 

2.1.3.1 Yield Estimates from Environmental Data
 

Yield estimates of crops have traditionally been determined from
 

regression analysis of field data relating yield to environmental
 

parameters. These studies have resulted in a variety of mathe­

matical expressions including linear, curvilinear, factoral, and
 

exponential types. More recently there is a trend to functions
 

that represent the plant growth.
 

The general problem of yield estimation and a summary of many of
 

these studies are presented by McQuig (ref. 2.1-11). A more recent
 

discussion of the yield problem for cereal crops is provided by
 
(ref. 2.1-17) and Grafius and Barnard/
Rickman et al., 


(ref. 2.1-4). The use of meteorological satellite data for
 

estimating spring wheat yields has been discussed in a report by
 

Earth Satellite Corporation (ref. 2.1-3). This latter report has.
 

analyzed the sensitivity of the yield estimates to variations in
 

the accuracy of the meteorological input as well as some of the
 

inadequacy of these data.
 

Current operational meteorological satellites generally determine
 

cloud cover and surface temperatures. However, techniques are.
 

being developed to estimate areal precipitation amounts-and
 

distribution on a daily basis. Evapotranspiration and soil
 

moisture can be estimated from a combination of satellite and
 

surface data such as maximum and minimum air and soil tempera­

tures. Air temperature, particularly the daily maximum and
 

minimum, are best determined at present from standard surface
 

data. Surface soil temperatures can be estimated from thermal
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infrared measurements. Passive microwave measurements have the
 

potential to assist in determining soil moisture changes. The
 

potential of satellite measurements for determining soil moisture
 

has been summarized by Idso, Jackson and Reginato (ref. 2.1-6).
 

The characteristics and potential of the current meteorological
 

satellites in general have been summarized by HiIdreth
 

(ref. 2.1-5).
 

2.1.3.2 Yield Estimation from Vegetation Conditions
 

This approach to yield estimation has been developed in order to
 

use remote sensing from spacecraft to determine the yield. Such
 

an approach is desirable in order to reduce reliance on surface
 

meteorological data which requires extensive processing and
 

calculation or may not be present in enough detail to provide
 

accurate or precise estimates.
 

The need to reduce reliance on surface meteorological data has
 

stimulated models that relate spectral and temporal reflectance
 

values, from a vegetation cover to yield. The details of such an
 
approach have been reported by Coldwell and Suits 
(ref. 2.1-1).
 

A schematic outline of their approach is depicted in figure 2.1-2.
 

The basic scheme is to correlate a grain yield parameter with a
 

parameter representing the bidirectional spectral reflectance
 

from the vegetation canopy. In particular, their studies indi­

cate that a possible'parameter is the green projected leaf area
 

index. The peak value or the temporal character of this value
 

after heading was found to correlate well with yield. To
 

determine the value of this parameter, they found that a ratio
 

of intensities of Landsat channels 6 or 7 to 5 (i.e., near IR
 

to red) to be most useful. The success of their approach depends
 

on the timing and frequency of the images. In addition, much
 

further work needs to be done to make the models more useful.
 

A basic question concerns the relationship of the plant yield
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to the overall plant characteristics and growth patterns. This
 

problem has been discussed by Grafius and Barnard (2.1-4).
 

A similar method using the ratio of the intensities of channels
 

was suggested by Kanemasu (ref. 2.1-7). He showed that the ratio
 

of channels 4 to-5 (i.e., green to red) provides information
 

about the viewed surfaces regardless of the crop. Kanemasu found
 

that the ratio closely followed crop growth and development and
 

that the ratio may be an indicator of soils and soil moisture
 

early in the season and of crop maturity late in the season. He
 

found the ratio to be better than the near infrared reflectance
 

because solar elevation variation causes the latter reflectance
 

values to change. The ratio appears to eliminate this effect.
 

He also suggested that the ratio may follow percentage cover more
 

closely than leaf area index. This conclusion has also been
 

supported by Grafius and Barnard (ref. 2.1-4). Kanemasu
 

(ref. 2.1-7) also found that the ratio may serve as an indicator
 

of physiological stress. Although the biomass production has
 

been shown to be proportional to actual plant transpiration or
 

evapotranspiration of plant-ground system, the yield is more
 

complicated and is primarily related to the plant water stress in
 

the different development stages.
 

Neghassi et. al., (ref. 2.1-14) have proposed a linear function
 

that relates yield to fall dry matter production (tillers/m2),
 

final dry matter weight and the number of days that certain
 

weather values are exceeded. The essential feature is the
 

temporal aspect of the vegetation amount, i.e., leaf area index
 

(L.A.I.) or leaf area duration (L.A.D.). This corresponds to
 

the approach of Cot dwell and Suits (ref. 2.1-1).
 

The above relationships have been supported by Kristof and
 

Baumgardner (ref. 2.1-8), using 13-channel multispectral scanner
 

data taken by aircraft. They found that the ratio of a visible
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band (0.58 Pm to 0.62 Pm) to an infrared band (0.86 pm to 1.00 pm)
 

most useful for the study of the seasonal variation of vegetation
 

cover.
 

2.1.3.3 Modeling and Satellite Data
 

Another approach to determining yields from satellite data is to
 

use a combination of multispectral (e.g., Landsat) and meteoro­

logical satellite data as inputs to physiological yield models.
 

The difference between this approach and the previous approach is
 

the use of the satellite data. In the earlier approach of section
 

2.1.3.2, the satellite multispectral data is correlated directly
 

with yield. In this alternate approach, the satellite data are
 

used as inputs.to a physiological yield model (fig. 2.1-3). At
 

present, such physiological yield models are not available
 

although they are in the process of being developed. The approach
 

to this type of modeling is typified by Splinter (ref. 2.1-18),
 

McKinion et. al., (ref. 2.1-10) and Curry et. al., (ref. 2.1-2).
 

2.1.3.4 Summary
 

In summary, improvements in remote sensing systems for agriculture
 

production involve, in general, three aspects: (1) improvements
 

in understanding and modeling the scene, (2) more sophisticated
 

-sensor systems, and (3) more elaborate data processing and
 

analysis techniques and algorithms.
 

New, sophisticated sensor systems imply better optical systems,
 

better detectors, additional and narrower spectral bands, and
 

more frequent repetition. Improved models include better under­

standing of vegetation physiological processes, better overall
 

models of the scene variability, field experimentation, and
 

extensive simulation and verification. Improvements in the algo­

rithms should take into account the spatial and temporal features
 

of the scene, ratio values from different spectral bands, more'
 

use of ancillary data, and more informal human participation.
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The optimum combination of the desired improvements in the sub­
systems can be evaluated by developing an overall simulation 

systems model and determining the effects on the output of 
various possible changes. 
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2.2 ATMOSPHERIC CORRECTIONS
 

The atmosphere presents a radiation variable in the measurement
 

path of visible and infrared satellite borne instruments utilized
 

in earth resource applications. For limited area sampling and
 

classification of earth resource subjects in the visible and near
 

infrared wavelengths, where ground truth information is available,
 

the atmosphere can be simply "normalized" out to a first approx­

imation. However, for classification of unknown subjects further
 

along satellite track, signature extension becomes difficult if
 

information about the atmosphere is not available. As an example,
 

the effects of atmospheric water vapor were computer simulated
 

during automatic classification of Landsat-l data in a study by
 

D. E. Pitts, et al. (ref. 2.2-1). It was found that water vapor
 

primarily affects band 7 (.8 to l.JIpm) and significantly reduces
 

classification accuracies if medium or high level horizontal gra­

dients exist between training fields and the rest of the scene.
 

J. Potter and M. Shelton (ref. 2.2-2) have studied the effects of
 

sun angle and atmospheric haze on automatic classification of
 

ERTS-l data. It was determined that relatively small changes in
 

sun angle and haze level can substantially reduce classification
 

accuracies.
 

The ability to detect and monitor streams, lakes, and coastal
 

pollution, including thermal pollution and oil spills, is a
 

desirable feature of future visible and infrared earth resource
 

satellites. Instruments aboard present weather satellites mea­

sure ocean surface temperatures and perform atmospheric soundings
 

for prediction of temperature and water vapor profiles. Surface
 

temperature measurements by these weather satellites are generally
 

made on a large synoptic basis and are primarily concerned with
 

ocean and atmospheric physics. Their resolutions would not be
 

compatible with those desirable for studying smaller water bodies
 

adjacent to or surrounded by land. However, the techniques de­

veloped in the data reduction from these satellites are of great
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interest since they are applicable to any satellite borne temper­

ature measuring and/or sounding devices.
 

Atmospheric corrections are a necessity for improving the ability
 

of satellite borne visible and infrared instruments to perform
 

earth resource measurements, e.g., signature extension. In some
 

past experiments, including those on Skylab, these atmospheric
 

measurements have been made by ground-based instruments which
 

have not always been taken at the same time and at the same
 

location as those from the satellite instrument. This has
 

limited the accuracy of the experiments and has severely limited
 

the amount of data which could be atmospherically corrected.
 

All this background information points to the need for simultaneous
 

collection along the same optical path of both atmospheric and
 

earth resource data. Then near real time atmospheric correction
 

would be a possibility. With these desired features in mind, a
 

study of applicable satellite techniques in the visible-near IR
 

and thermal spectral regions will be presented.
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2.2.1 ATMOSPHERIC CORRECTIONS IN THE VISIBLE AND NEAR IR
 

2.2.1.1 introduction
 

This section discusses the correction of visible and near
 

infrared data for atmospheric effects. The main effect to
 

correct for is that produced by haze in the atmosphere. Thin
 

clouds produce a similar effect and most correction methods
 

can correct for either thin clouds or haze. However, haze is
 

usually more uniform and therefore easier to treat. In the
 

following, both cases are referred to as "haze."
 

The methods that can be used to correct for haze are of two gen­

eral types; those that involve the determination of the haze
 

levels present in the scene, and those that do not. These are
 

treated separately below.
 

2.2.1.2 Methods Involving the Determination of Haze Levels
 

The determination of haze levels involves two steps. The first
 

step consists of determining the haze level present; the second
 

consists of correcting the data.
 

1. Determination of Haze Levels:
 

The following paragraph describes four methods for determining
 

haze levels.
 

a. Solar Radiometer - The solar radiometer provides a direct
 

method of measuring haze levels from the ground. The
 
Earth Observations Division of JSC has produced about 30
 

of these instruments and has used them to determine haze
 

levels for,given areas at the time of Landsat passes for
 

the purpose of checking haze correction methods. Also,
 

a commercially available instrument, the-"Eppley Photom­

eter", is used to determine haze levels by various
 

investigators around the country. The problem with
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solar radiometer measurements is that it is very diffi­

cult to get the large amount of data necessary to
 

correct a significant amount of satellite data.
 

kecently, Potter and Mendlowitz (refl 2.2.1-1) have
 

suggested two methods which show jromise of being able
 

to do this. These are the "Minimum Value Method" and
 

the*"Channel Correlation Method."
 

b. 	The Minimum Value Method - This method is based on the
 

observation that for a given Landsat data set, the
 

minimum values in channel 1 (MSS 4) for each line are
 

generally very similar. These minimum values correspond
 

to dark targets which appear to be wooded areas. A haze
 

layer over such a target will increase its brightness,
 

so these minimum values should contain information
 

about the haze level. The study described 'in reference
 

2.2.1-1 found a substantial correlation between the
 

minimum values and the haze level measured with a solar
 

radiometer.
 

c. 	The Channel Correlation Method - This method is based on
 

the well known fact that the data from the first two
 

Landsat channels (MSS 3 and MSS 5) are highly correlated.
 

The method consists of making a scatter plot of the
 

data in the MSS 4-MSS 5 plane and fitting a regression
 

line to it. Since haze affects MSS 4 more than MSS 5,
 

one 	expects the slope and intercept of this line to be
 

an indicator of the haze level present. In the study
 

described in reference 2.2.1-1, it was indeed found that
 

there was a high correlation between the measured haze
 

levels and the y-intercept of the regression line. Thus,
 

in principle-one can determine the haze level (approx­

imately) by making such a scatter plot and determining
 

the intercept.
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d-. 	 Future Method - The LIDAR scanner is probably the best
 

solution to this problem of haze determination. In
 

principle, a LIDAR scanner on a satellite could determine
 

the haze level at every point in a scene. At present,
 

there are several aircraft-mouhted LIDAR scanners, but
 

it will probably be several years before the state of
 

the art is sufficiently advanced to mount these instru­

ments in space satellites.
 

2. 	Corrbcting the Data After the Haze Level Has Been Determined:
 

Once the haze level has been determined,. the data can be cor­

rected. To do this, one uses an atmospheric model which re­

lates the observed radiance to target reflectance and haze
 

level (ref. 2.2.1-2). There are several ways the corrections
 

can be applied. In one way, the data can be transformed so
 

that it represents target reflectance rather than observed
 

radiance, i.e., such that it is independent of haze level.
 

Another method is to transform various data sets so that they
 

each correspond to some '!standard" haze level. When the
 

application involves automatic classification of the data,
 

one often prefers to correct the "signatures" used in classi­

fication rather than the data itself. This is discussed in
 

references 2.2.1-3 and 2.2.1-4.
 

2.2.1.3 Methods Not Involving the Determination of Haze Levels
 

Several methods have been developed and used for classifying agri­

cultural scenes. These utilize three general types of algorithms:
 

(1) 	data transformations, (2) maximum likelihood methods, and
 

(3) 	cluster transformations.
 

1. 	Data Transformations:
 

These methods involve transforming the data by taking linear
 

combinations (or other functions) of the various channels of
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data. For example one can form a new channel R (i j ) which is
 

ratio of the data in channels i and j. i.e.,,
 

R(ij) 
-

R(J) 

where R(i) is the data for channel i and R (j ) is the data for
 

channel j. This transformation is discussed in reference
 

2.2.1-5. The usefulness of these transformations is
 

attributed to the fact that the transformed data is less
 

sensitive to changes in the haze level than the original data.
 

The ideal trahsformation would provide data that was invariant
 

with respect to the haze level. The disadvantage of these
 

transformations is that the transformed data generally con­

tains less information than the original channels. A good
 

discussion of this approach is contained in reference 2'.2.1-5.
 

A new transformation which is based on an accurate atmospheric
 

model and which shows considerable promise is being developed
 

by Dr. J. Potter (ref. 2.2.1-6).
 

2. Maximum Likelihood Methods:
 

These methods have been developed for signature extension.in
 

agricultural scenes. It is assumed that there is a uniform
 

haze difference between the training and test areas, and the
 

training and test areas have the same classes present. The
 

general method is described in reference 2.2.1-7 and a spe­

cific application is described in reference 2.2.1-8.
 

3. Cluster Transformations:
 

These methods involve clustering the data from the training
 

and recognition areas and then finding the transformation
 

which best takes the one set of clusters into the other.
 

This transformation is caused-by the difference in haze level
 

between the two areas. However, in principle this method and
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the maximum likelihood method described above also corrects
 

for changes caused by other factors (such as a change in
 

sun angle). Algorithms of this type include-Multiplicative
 

and Additive Signature Correction (MASC) (ref. 2.2.1-5) and
 

Rank Order Optimal Signature Transformation Estimation
 

Routine (.ROOSTER) (ref. 2.2.1-9).
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2.2.2 INFRARED ATMOSPHERIC CORRECTIONS
 

In the earth resources community, the requirements for infrared
 

atmospheric corrections and soundings have not been as well
 

defined as those in the visible regions. This is primarily
 

because the major portion of satellite-received data has been from
 

Landsat I and Landsat II and has been confined to the visible and
 

near IR. Both S-191 and S-192 on Skylab had infrared bands and
 

spectrums. However, those principal investigators reporting on
 

atmospheric corrections utilized ground based radiosondes and
 

measurements in reduction of Skylab data.
 

The primary contributor to atmospheric correction in the mid and
 

far infrared, for purposes of application, has been reports and
 

research on weather instriments flown by NOAA and the Goddard
 

Space Flight Center (GSFC). This work.has been aimed at ocean
 

surface temperature measurements and atmospheric temperature and
 

water vapor profile measurements. Both of these areas are
 

interesting with regard to future aims of earth resources work.
 

Water vapor profiles could be used in atmospheric corrections
 

from the near IR through the thermal regions, and water tempera­

ture monitoring could be an important capability in the monitor­

ing and study of streams, lakes, and coastal zones.
 

Additional work at JSC has utilized the Very High Resolution
 

Radiometer (VHRR) flown on NOAA-2, 3, 4 to thermally map areas of
 

Texas and Mexico for study of screwworm infestation. In the
 

area of geology, thermal inertia mapping of the Arabian Penin­

sula has been accomplished utilizing the Nimbus satellite. This
 

mapping has demonstrated the feasibility of discriminating a
 

variety of geologic materials. Thermal inertia mapping may also
 

be important for soil moisture determination as discussed in
 

section 2.10.1.3. Researchers at Colorado State University have
 

also reported on the comparison of atmospheric models in pre­

dicting land surface temperatures.
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2.2.2.1 Correction Techniques for Sea Surface Temperature
 

Determination
 

Phe major discussions in the literature about the infrared area
 

have covered the thermal windows at 3.'5 im to 4.0 vim, 8 1m to
 

9 	im, and 10 pm to 12 Um. Constituents of the atmosphere which
 

create these windows and surrounding absorption bands are shown in
 

figure 2.2.2-1 (ref. 2.2.2-1). Additionally, the 6.7 pm centered
 

water absorption band has been utilized for identifying high
 

altitude cirrus clouds and ice crystals. The 3.5 Um to 4.0 pm
 

region was used in several early Nimbus satellite instruments
 

for sea surface temperature measurements, but has generally been
 

abandoned as a primary thermal channel because of susceptibility
 

to reflected sunlight. The primary corrections required in
 

surface temperature measurements are:
 

a 	A correction for eliminating pixels containing visible cloud
 

cover and the relatively "invisible" high altitude cirrus.
 

o 	A final correction for water vapor absorption and emissivity
 

in the 10 Um to 12 pm atmospheric window which sometimes
 

utilizes other more absorptive windows through ratioing
 

techniques.
 

These corrections will be discussed in the following sections.
 

2.2.2.1.1 Cloud Discrimination
 

On 	several of the early Nimbus spacecraft, the instantaneous
 

field-of-view (IFOV) of the scanning infrared instruments was
 

so great* that pixels containing cloud cover were the rule
 

rather than the exception. For this reason, several statistical
 

techniques were developed to pick only those pixels containing
 

no cloud cover. La Violette and Chabot (ref. 2.2.2-2) proposed
 

*The Medium Resolution Infrared Radiometer (MRIR) on Nimbus 2
 
and 3 had an instantaneous spot size at nadir of 55 kilometers.
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Figure 2.2.2-1. Comparison of the near infrared solar spectrum
 
with laboratory spectra of various atmospheric gases,
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a method, called High Daily Average (HDA), for eliminating
 

clouds from the measurements by compositing five days of over­

flights of an ocean area and selecting only the highest values
 

in their measurements (cloud temperatures were generally cooler
 

than water temperatures).
 

Smith, et al., (ref. 2.2.2-3) developed more objective statis­

tical techniques to determine clear areas from cloudy ones. The
 

reliability of this technique depended upon the number of com­

posite cloud-free observations. Radiation data were obtained
 

from the 3.8 Um centered band on the High Resolution Infrared
 

Radiometer (HRIR) flown on Nimbus 2 and 3. Typical temperature
 

histograms of pixels containing cloudy and clear ocean areas
 

within a 2.5* x 2.51 longitude/latitude grid pattern (approxi­

mately 1000 measurements) are shown in figure 2.2.2-2. The
 

standard error, a, for the MRIR is 1.50K and the dispersion is
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"Figure 2.2.2-2. Sample histograms of corrected Nimbus IRIR data
 
showing their relation to sea-surface temperature.
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Gaussian in nature when viewing a constant source. Smith
 

theorized that the low temperature side of the curve was con­

taminated with clouds and that the high temperature'or down
 

side of the curve, because of its sharpness, was part of the
 

Gaussian instrument response curve viewing a constant, clear
 

sea surface target. By selecting the position of maximum slope
 

on the downside, the +1 a position was determined on the instru­

ment Gaussian curve. In subtracting 1.50K frqm the corresponding
 

temperature position, Smith et al., was able to recalculate the
 

sea surface temperature mean. This method, after atmospheric
 

correction, showed rms differences of only 1.70K from ship
 

'observations. A computer procedure was developed by Leese, et
 

al., (ref. 2.2.2-4) which incorporated the objective techniques
 

of Smith to process scanning radiometer (SR) data obtained from
 

the NOAA-2 and 3 satellites.
 

Shenk and Salmonson (ref. 2.2.2-5) developed a multispectral
 

technique utilizing two channels from the Medium Resolution
 

Infrared Radiometer '(MRIR) on Nimbus-2 to discriminate against
 

cloud cover. The approach basically consisted of establishing
 

thresholds for the .2 pm to .4 pm reflectance channel and the
 

6.4 pmto 6.9 pm water vapor channel which indicated whether a
 

concurrent observation in the 11 um to 12 pm region was cloud
 

free.
 

In the .2 vm to .4 pm reflectance band, the reflectance from a
 

cloud-no cloud ocean surface was normalized by the expression:
 

- 1T (1)r -* 

H cos 

where
 
-__ I 

r = normalized reflectance
 

= effective radiance
 

H = effective solar constant
 

= solar zenith angle
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A histogram of the measurements taken from four days in a one­

month period over an area encompassed by latitudes 300N-500N and
 

longitudes 300W-800W are shown in figure 2.2.2-3.'
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Figdre 2.2.2-3.- Normalized reflectance measurements
 
(O.2uim-4.Ovim) for four days over the Atlantic. (30-SON,
 
30-BOW) between 15 June and 15 July 1966.
 

A similar t~chnigue as utilized by Smith et al., (ref. 2.2.2-3)
 

was applied to the data to determine cloud-no cloud thresholds.
 

This was positioned at a distance A P on the high reflectance
 

side of the frequency peak. The magnitude of A r was empirically
 

set equal to the difference between the lowest observed reflect­

ance and the reflectance corresponding to the frequency peak.
 

Since'there are no reliable P values below 3 and the frequency
 

peak is at 7 = 6, then reflectance cutoff was placed at F = 9. 

*F on the low side of the frequency peak is assumed to be 

instrument noise, sea surface glitter, and other minor factors. 
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Emission in the 6.4 vm to 6.9 vim band for an atmosphere con­
taining 2.0 cm of precipitable water vapor is shown in figure
 

2.2.2-4.
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Figure 2.2.2-4.- A plot showing the relative contribution from
 
various heights to the radiance observed in the Nimbus 2 MRIR
 
6.4 to 6.9 Um channel for a U.S. Standard Atmosphere contain­
ing 2.0 cm of precipitable water.
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A weighting function of the form
 

*f 2 4(X)) [X,T(h)h ah dX (2) 

was utilized to determine the level at which radiation was
 

emanating. The terms are defined as follows:.
 

*(X) = spectral response 

$[X,T(h)] = Planck radiance 

3t-c,h)/Bh = derivative of transmittance with height 

X = wavelength
 

T(h) = vertical temperature profile.
 

From figure 2.2.2-4, which shows 2.0 cm of precipitable water
 

vapor, the major portion of water vapor emitted radiation comes
 

from below 11 km, which is slightly below the level of cirrus
 

clouds. In general, the less upper level water vapor, the lower
 

level-the sensed energy, and hence, the warmer temperature
 

measdred at the sensor.
 

A frequency distribution was also developed for the 6.4 um to
 

6.9 pm thermal data and thresholds were established by two
 

separate criteria. One was developed by setting the threshold
 

at la on the warm side of the mean and another consisted of
 

establishing the threshold at the 70 percent point of the
 

cumulative frequency distribution of the temperature observations.
 

*Anding, et al., (ref. 2.2.2-6) noticed that differences existed
 

in certain spectral intervals between the emissivity of opaque
 

water-drop clouds and water surfaces. The maximum difference
 

occurs at 5.0 Pm as shown in figure 2.2.2-5, which suggests
 

that in the absence of an intervening atmosphere, a two-band
 

measurement (5.0 Pm and 11.0 vm) would provide all the
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information necessary to estimate fractional cloud cover.
 

Unfortunately, due to the effects of the atmosphere, a third
 

band is necessary in this analysis. From theoretical considera­

tions, the centers of the bands chosen for discriminating against
 

cloud cover and detecting sea surface temperatures were 4.9 Um,
 

9.1 pm, and 11.0 pr. 
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Figure 2.2.2-5.- Spectral emittance of liquid water and opaque
 
water-drop cloud.
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In attempting to make radiometric measiarements of lan4 or sea
 

surface, the effects of cloud cover including that of the "nearly
 

invisible" cirrus ice clouds should be taken into account. In
 

a theoretical study by Maul and Sidran (ref. 2.2.2-7), the
 

effects of fractional cloud cover in ocean surface temperature
 

measurements are demonstrated and-are shown in figure 2.2.2-6.
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Figure 2.2.2-6.- Temperature error introduced by clouds in the
 
field-of-view as a function of the-percent of the subsatellite
 
resolution element filled with clouds at 1 km. (Results are
 
those obtained by averaging several calculations from an
 
atmospheric model whose inputs were five hypothetical sea
 
surface temperatures equally spaced in 2* K increments from
 
295.20 K to 303.20 K. The bounds of the caZcuZated sea
 
surface temperatures are indicated by the dark tic marks
 
along the abscissa.)
 

This study concerned the NOAA 1 and 2 scanning radiometer (SR)
 

with bands at 0.5 vim to 0.7 urn and 10.5 4m to 12.5 vm. The
 

0.5 pm to 0.7 pm band is adequate for detecting tropospheric
 

clouds, but may not be adequate for detecting high cirrus.
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A band at 6.4 Pm to 6.9 Pm would be the most desirable for this
 

function and should be seriously considered for all future
 

scanners, performing surface temperature measurements where
 

extended area and time compositing is not possible. Failing to
 

detect and correct for high cirrus can cause errors as great as
 

20K to 30K according to G. Maul (ref. 2.2.2-8).
 

D. E. Pitts (ref. 2.2.2-9), in a final report on severe storm
 

environments developed from Skylab data, measured several
 

Oklahoma lake and reservoir surface temperatures for calibration
 

purposes. Differences between S-191 measured temperatures and
 

lake/reservoir bucket temperatures were around 50K to 120K.
 

Only 4.50K of this difference could be accounted for through
 

atmospheric absorption and emission data. However, it appeared
 

from S-190 photography that overhead high cirrus were prevalent
 

throughout the measurement area and were causing the consider­

able discrepancy between spacecraft and ground measurements.
 

All the foregoing surveys of cloud correction techniques have
 

important implications for future spaceborne scanners designed
 

for earth resources. Some of these implications are as follows:
 

o 	Cloud discrimination is a necessity in surface temperature
 

determination in the infrared.
 

e 	Automated techniques are available for cloud discrimination.
 

o 	A visible channel will discriminate against most tropospheric
 

clouds and should be utilized in all surface temperature
 

determinations.
 

o 	Where large area and time compositing is not possible (as
 

with most earth resources subjects), a channel centered at
 

6.7 pm is highly desirable to further discriminate against
 

high altitude cirrus and water vapor.
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2.2.2.1.2 Final Corrections in the Atmospheric Window(s)
 

Even for cloud-free ocean surfaces, deficits exist between
 

satellite measured temperature in the 10.5 pn to 12.5 pm region
 

and the actual sea surface temperatures. According to Cogan and
 

Willand (ref. 2.2.2-10), this is caused by water vapor continuum,
 

carbon dioxide, aerosols, and ozone. Calculations taken from
 

Mcclatchey, et al., (ref. 2.2.2-li) give deficits of < 10K for
 

ozone and 0.1K to 0.2*K for carbon dioxide. Both of these
 

deficits are relatively small when compared to the water vapor
 

continuum. Aerosols may not be as small where hazy conditions
 

exist as those close to industrial sites. McClatchey (ref.
 

2.2.2-11) and Shelby (ref. 2.2.2-12) suggested that aerosol
 

extinction contributes 0.10K to 0.2'K for a very clear atmosphere
 

and about 0.5K for a hazy atmosphere with values as high as
 

1.00K possible under extremely hazy conditions. Generally, over
 

the ocean, aerosol conditions are not bothersome and are ignored
 

along with ozone and carbon dioxide in the 10.5 pm to 12.5 pm
 

band. This is usually valid in view of the inaccuracies in
 

developing ground truth such as that from ship measurements,
 

radiosonde data, and atmospheric profile data.
 

There are two general methods by which the water vapor continuum
 

in the 10.5 Um to 12.5 um region are corrected for in sea surface
 

temperature determinations­

1. 	Linear or non-linear regression techniques where sea surface
 

temperature predictions are based (1) upon best statistical
 

fits to actual surface temperature measurements or (2) on
 

inputs from tables developed from atmospheric models.
 

2. 	Direct atmospheric model correction calculations whose inputs
 

are one of the following: (1) best guess atmosphere,
 

(2) ground released radiosonde data or (3) atmospheric
 

sounder measurements.
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Calculations of atmospheric corrections based on models solve
 

the radiative transfer equation. This general equation describ­

ing radiance at the top of the atmosphere can be written for
 

a non-scattering atmosphere as follows:
 

Iv = e B (To)t (O,Po
 
IV =eVRV (T0 )TV (00
 

10
 B (T )d-cr(O,P)
 

- (p dp dp
 

0 dT (Po,P)
 

+ (1-e )soB (Tp)T (O,Po) dp dp (3)
 

where
 

IV = measured radiance at wave-number v
 

e. = emissivity of surface of earth at v
 

B (T) = Planck blackbody radiance at v
 

T = temperature of air at level where pressure is P
P
 

T = temperature of surface of earth
 

T (a,b) = transmission of atmosphere between pressure levels 
a and b. 

There are several numerical integration methods by which this
 

equation can be handled in atmospheric correction. These are
 

discussed by La Rocca (ref. 2.2.2-14) in an excellent summary
 

article written in 1975. The methods discussed involve either
 

exact line structure or use band models from artificially
 

created line structure. Techniques discussed include (1) line­

by-line method, (2) band model calculations, (3) empirical
 

methods using band model considerations, and (4) multiparameter
 

analytical methods. In addition, a discussion is made on the
 

effects of scattering in a real atmosphere.
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Earlier studies by Smith, et al., (ref. 2.2.2-3) developed a
 

linear regression technique on Nimbus High Resolution Infrared
 

Radiometer (HRIR) data where the thermal band was centered at
 

3.8 Pm. The departure of measured versus actual sea surface
 

temperature was plotted for different model atmospheres which
 

are shown in figure 2.2.2-7.
 

It was found that the best fit for zenith angles less than
 

+60 could be expressed as follows:
 

AT a + a 1 /nE3\a2J l j1 - T0) (4) 

(2100K .TB3 0 00K and Oe60 e)
 

where = 1.13, a1 = 0.82, a2 = 2.48, TB is the observed 

brightness temperature in degrees absolute, and e is the local
 
zenith angle of measurement.
 

3 

° 

3 - - . 0 U. 

4 - .60° 

H 2 0 

00 

0 

X 0 0 

290 300210220 240 250 260 270 280 


BRIGHTNESS TEMPERATURE (OK)
 

Figure 2.2.2-7.- Departure of Nimbus HRIR brightness temperature
 
from ground and cloud radiating temperature as a function of
 
"observed" brightness temperature. (The crosses, dots, and
 
open circles pertain to the polar, midlatitude, and tropical
 
model atmospheres, respectively.)
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In comparing a large number of MRIR measurements to shipboard
 

sea surface measurements, it was estimated that relative
 

accuracies of this technique were better than 10 K.
 

Shenk and Salmonson (ref. 2.2.2-5) utilized three bands of the
 

MRIR on Nimbus 2 in developing a linear regression technique to
 

determine sea surface temperatures. The bands utilized were
 

0.2 pm to .4 pm, 6.4 pm to 6.9 pm, and 10 pm to 11 pm. A
 

statistical summary was made of many satellite observations and
 

the corresponding shipboard surface temperature measurements.
 

A step-wise multiple regression technique was empirically
 

applied to correct the observed window equivalent blackbody
 

temperatures for the effects of the atmosphere. The best fits
 

'fordifferent latitudes were determined by the following
 

equations:
 

Tss= -75.48538 + 1.23200T 2 + 0.04416yT1
 

+0.48997yr[31-43N] 	 (5)
 

=ss 44.00232 + 0.83610T 2 
+ 0.03208yT 1
 

+ 0.35678r[31-37N] 	 (6)
 

Tss =55.79179 + 1.17053T 2 + 0.0326lyT 1
 

+ 0.58844yi[37-43N] 	 (7)
 

where
 

Tss= actual sea surface temperature
 

T= 	 apparent blackbody temperature of sea surface as measured
 

from the 6.4 pm to 6.9 pm channel
 

T = 	 same as T1 except for 10 Um to 11 pm channel 

y = sec 0, where 0 is the zenith angle 
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-r = 	 normalized reflectance in the 0.2 pm to 0.4 pm channel as 
defined in equation (1). 

Accuracies are claimed by this technique to be in the order of
 

IK 	to 1.50 K.
 

A multispectral approach utilizing band ratioing was developed
 

by Anding and Kauth (ref. 2.2.2-15). This method has been
 

further developed by McMillin (ref. 2.2.2-16) and Prabhakara,
 

et al., (ref. 2.2.2-17)*. The Anding and Kauth technique as
 

developed requires no direct information about the atmosphere
 

(except that the field-of-view of the sampling instrument is
 
cloud free). This technique involves ratioing two or more
 

water vapor bands of differing absorptive characteristics within
 

infrared window(s). A linear regression technique is then
 

applied to determine the relationship of measurements of the
 

two or more wavelengths and sea surface temperatures. An example
 
of these relationships from several model atmospheres are shown
 

in figure 2.2.2-8.
 

*A similar band ratioing technique is possible in determining
 
precipitable water vapor in the optical path of a scanning
 
instrument, if the temperature of the water target is known.
 
D. E. Pitts of JSC has investigated a method which consists of
 
determining the total precipitable water vapor along the S-192
 
optical path. This technique involves ratioing of either band
 
7 (.78 pm-.88 pm) or band 8 (.98 pm-l.08 pm), which are atmos­
pheric windows, to band 9 (1.09 pm-l.19 pm), a water vapor
 
absorption band. According to D'. E..Pitts, preliminary results
 
of this technique have not been encouraging.
 

A similar technique was also recommended by C. L. Korb (ref.
 
2.2.2-18) in 1969 on the JSC 24-band multispectral aircraft
 
scanner.. The bands picked for ratioing were band 24 (1.06 pm­
1.10 	pm) and band 23 (1.12 pm-l.16 pm). Unfortunately, no
 
further work on this recommendation has been reported. In
 
retrospect, if this technique had been attempted, there may
 
have been some instrument sensitivity difficulty in band 24.
 
This band utilizes a silicon detector and is located at the
 
edge of the silicon response curve. S-191 used a silicon
 
detector and a large amount of scatter was noted in its output
 
data in the 1.05 vm-l.10 pm band as compared to 'other wave­
lengths (ref. 2.2.2-19).
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The encircled squares are the result
 
of viewing a 285 0K water surface
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Figure 2.2.2-8.- Spectral radiance in band 1 versus that in
 
band 2 as a function of atmospheric state.
 

A similar technique was developed by Saunders (ref. 2.2.2-20)
 

utilizing two look angles with airborne scanner data. Two
 

things are important to the accuracy of the two spectral band
 

method: (1) the proper choice of bands for ratioing within
 

the infrared window(s) and (2) an accurate model of the atmos­

phere. The accuracy of Anding and Kauth's earlier work
 

(ref. 2.2.2-15) suffered from the use of simulated atmospheric
 

measurements to select wavelengths. They found wavelengths
 

10.96 pm and 9.19 pm as the best ratio combination. Maul and
 

Sidran (ref. 2.2.2-21) repeated Anding and Kauth's calculations
 

utilizing a different model and found 10.96 pm and 8.60 pm to
 

be the best wavelengths. In addition, the original Anding and
 

Kauth model did not account for the added absorption of water
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vapor in tropical atmospheres. A component proportional to the
 

partial pressure of water vapor (ref. 2.2I.2-22 and ref. 2.2.2-23)
 

is necessary to develop a proper correction. Anding and Kauth
 

(ref. 2.2.2-24) developed a revised absorption model which
 

contained this component. However, because of the added water
 

vapor, their standard error increased from 0.150 K to 1.590 K.
 

Prabhakara, et al., (ref. 2.2.2-25) further investigated the
 

two or more band technique utilizing the Infrared Interferometer
 

Spectrometer (IRIS) on Nimbus 3 and 4 in the 11 pm to 13 um
 

region. The iRIS is a nonzimaging device capable of high spec­

tral resolution and longer dwell times (for improved signal-to­-i
 
noise ratios) than scanners. Three windows from 775 to 960 cm
 

(12.9 pm to 10.5 pm) were utilized in the analysis.
 

*By several assumptions made on the radiation transfer equation,
 

Prabhakara, et al., developed the following approximation:
 

T v) - Ts - aK(v) (8) 

where
 

T(v) = the apparent temperature at frequency v 

Ts = sea surface temperature
 

K(v) = absorption coefficient at frequency v
 

S = constant for a given atmosphere 

A sample of eight clear sky spectra were selected where ship­

board sea surface temperatures (SST's) and the IRIS on Nimbus 4
 

data were available. By comparing these data as in table 2.2.2-1
 

(where TI , T2, T3 are the apparent temperatures at frequencies
 
, I ,
775 to. 831 cm- 831 to 887 cm- , and 887 to 960 cm- respec­

tively) to shipboard data, a set of absorptive coefficients,
 

KM), were developed. These are shown in table 2.2.2-2.
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TABLE 2.2.2-1. - NIMBUS 4 IRIS WINDOW BRIGHTNESS TEMPERATURE
 

AND THE SST FROM IRIS AND SHIPS
 

Spectrum Lat. 

1 41.0 0 N 

2 36.60N 

3 11.0 0N 

4 3-5.6YN 

5 44.6 0N 

6 19.70 N. 

7 15.1 0N 

8 39.4 0 N 

Long. 


62.5 0W 


60.9 0W 


53.5 0W 


33.8 0W 


37.1 0W 


82.6 0W 


144.70W 


69.10W 


T1 


2-72.9 


284.5 


287.8 


281.2 


280.9 


291.2 


292.7 


286.9 


T 

1 


275.2 


286.,9 


291.7 


283.8 


283.1 


294.2 


294.9 


290.6 


T33IRIS 
T T 

ship 

276.8 281.2 281.0 

287.9 292.0 290.5 

293.4 300.1 300.5 

285.0 289.6 291.0 

284.0 287.7 287.0 

295.6 300.7 301.5 

296.1 300.1 301.2 

2Y1.8 298.0 296.2 

TABLE 2.2.2-2. - RELATIVE ABSORPTION COEFFICIENT K(y) IN
 

-1 2
(g cm ) 'FORTHE THREE WINDOW CHANNELS 

Channel 1 Channel 2 Channel 3 

Av (in) 775 to 831 831 to 887 887 to 960 

KM) 0.191 0.131 0.104 

These absorptive coefficients were tested for linearity as well
 

as against other data sets. One data set was from Nimbus 4 and
 

was an IRIS sequence over the Arabian Sea from 80N to 140N
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latitude. This showed deviations of only 10C, whereas the best
 

fit atmospheric models would have predicted a 30C deviation.
 

Another data set was available from the IRIS aboard Nimbus 3
 

where corresponding shipboard sea surface data were available.
 

By utilizing the previously calculated absorption coefficients,
 

K(N), from the Nimbus 4 IRIS, comparison was made between the
 

Nimbus 3 IRIS sea surface temperature predictions and those
 

measuted from ships. An rms difference of only 1.30 was noted.
 

It appeared that the derived K(v) tended to slightly under­

estimate the SST's over cold water in high altitudes and over­

estimate the SST's in the tropics. A further refinement of K(v)
 

improved accuracies to 10C.
 

In anticipation of the NOAA-2 launch, McMillin (ref. 2.2.2-26)
 

developed several variations to a technique for atmospheric
 

correction in sea surface temperature determination. Both the
 

scanning radiometer (SR) and the Vertical Temperature Profile
 

Radiometer (VTPR), an atmospheric sounder, have a common band­

pass at 835 cm- . This theoretical treatment utilized 106
 

atmospheres developed in appendix A of Wark, et al., (ref.
 

2.2.2-27). McMillin ratioed the calculated radiances for the
 

look angles J0 1, 60) received in space for 32 of the 106 Wark
 

atmospheres. The derived'formula used to calculate sea surface
 

tdmperature was as follows:
 

B(v r,T ) = I (vr ) + Y1[( r ) - I2(vr)] (9) 

where
 

B(vr TS) = Planck radiance of the sea surface at reference 
-frequency yr (835 cm ) and surface temperature Ts
 

Ii(v r ) = radiance at top of atmosphere for look direction 1 (00)
 

and reference frequency r*
 

12(Vr) = radiance at top of atmosphere for look direction 2 (60')
 

and reference for reference frequency r
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y is derived by the 'formula:
 

Y= [1- (, 0 'e)]/[t(vl, %, 0) - T(V2, PO" E)] (10) 

where
 

'(V 1 P0, 0i) = atmospheric transmission a frequency v,, surface
 
pressure Po,' and look angle D
 

T(N 2 , P0 ' E1 = same as previous definition except at 

frequency v2" 

The value of B (835 cm- , Ts) was obtained by three techniques 

(1) by taking an average value of v, (2) the weighted average
 

value of'v, and (3) the value of v given by several iterations 

on the function, [IiCV) - 12 (V)], resulting in: 

y = Y0 + Y1 [I1(Cr) - 12 ( r)] (11) 

A comparison of errors from the three methods were 0.85 0K,
 

0.550K, and 0.35 0 K, respectively. The third technique of non­

linear regression gave improved accuracies relative to the first
 

two methods which used linear extrapolation.
 

A forecast approach to improvement of, the error in B (835 cm-1 , Ts)
 

was studied. It was concluded that improvement over the non­

linear technique would only be possible in very moist atmospheres.
 

Cogan and Willand (ref. 2.2.2-10) have derived a very interesting
 

parametric formula which can greatly simplify data reduction as
 

compared to the use of the radiation transfer equation. By
 

making several assumptions in the derivation of the radiation
 

transfer equation, the following approximation of the sea surface
 

temperature deficit, D, centered at 11.5 pm was obtained:
 

D = c(X,n,.P,T)klM + S(A,n,Z,T)k 2M2 (12)
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where
 

c(,n,Z,T) = 	 a function a of wavelength X, number of assumed
 

layers n, k = .7 for radiation near 11.5 pm, and
 

T the temperature
 

(Anxi,T) = a function of similarly defined as c(,n,Z,T) 

k1 = first part of the mass absorption coefficient
 

k2 = second pat-t of the mass absorption coefficient
 
2
 

M = the integrated water vapor content in g-cm

When T = T0 is the surface temperature and commonly observed
 

values of a and are substituted into the equation as well as
 
-l 2 a -lm2
values=ofk 0.10g cm andk2 =5 gain, then a further
 

.approximation can be made:
 

D ;z 0.66M + 0.86M2 	 (13)
 

Fourteen cases were compared by this approximation to the
 

deficits obtained by integration of the radiative transfer
 

equation. The deficit, D, from the parametric formula (13) was
 

within +0.30K of the radiation equation in 11 of the 14 cases
 

and < 0.61K in the remaining 3 cases. A plot of the deficit, D,
 

versus M (integrated water vapor content) is shown in figure
 

2.2.2-9.
 

It is estimated that this technique can give accuracies of +0.50 K
 

in the 10.5 pm to 12.5 wim channel of the scanning radiometer (SR)
 

on NOAA-2.
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Figure 2.2.2-9.- The deficit as a function of integrated water 

vapor content. TS - TB = D = 0.066 M + 0.086 M2 , for 

kil, k2 = 0.10, 5.0 g-1 cm2. 
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2.2.2.2 Correction Techniques for Land Surface Data
 

2.2.2.2.1 Introduction
 

Land surface data have been given considerably less attention
 

than sea surface data because the emissivities of land surfaces
 

are not as well known., Most data reported on have concerned the
 

thermal bands.
 

A field technique has been developed at JSC for measuring
 

emissivities of land surfaces and their vegetative cover. This
 

technique has been utilized along with infrared data from the
 

Very High Resolution Radiometer (VHRR) on board NOAA-2, 3, and
 

and 4 to predict areas subject to screwworm infestation.
 

The Temperature Humidity Infrared Radiometer (THIR) on board
 

Nimbus-6 has been utilized to develop a thermal inertia map of
 

the Arabian Peninsula. A study has also been performed by
 

Colorado State University during the Skylab program in which
 

several atmospheric models were compared in predicting tempera­

tures of land surfaces within the southern United States.
 

:2.2.2.2.2 Thermal Data
 

An earth resources use of land surface thermal data has been
 

reported on.by D. Phinney (ref. 2.2.2-28). The infrared data
 

from the VHRR on board the NOAA satellites has been utilized
 

to estimate the daily mean air temperature (DMAT) throughout
 

parts of Mexico and Texas. This DMAT has been used to identify
 

areas susceptible to screwworm infestation.
 

A field technique for measuring the emissivity of soils and
 

vegetative cover was developed for the DMAT program input by
 

D. Phinney and G. Arp (ref. 2.2.2-29). This field technique
 

utilized an emissivity box as discussed by Buettner and Kern
 

(ref. 2.2.2-30). Atmospheric correction was performed by linear
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regression techniques similar to those of Smith, et al.,
 

(ref. 2.2.2-3). The DMAT standard error under closely controlldd
 

conditions was estimated to be 2.50C.
 

A very excellent summary article is available by K. Watson
 

(ref. 2.2.2-31) on geologic applications of thermal infrared
 

images. Obviously, not all of these applications require
 

atmospheric correction. One area which does require correction
 

is thermal inertia mapping. A relationship between thermal
 

inertia mapping and the density of certain qeologic materials
 

is shown in figure 2.2.2-10).
 

Thermal inertia is the ratio of thermal conductivity to the
 

square root of the thermal diffusivity, and for dry materials
 

it correlates almost linearily with density as shown in figure
 

2.2.2-10. Thermal inertia mapping is presently only.applicable
 

to rock discrimination in areas where the geology is well
 

exposed. Oxidation, stain, lichen covering, soil cQvering,
 

vegetation covering, etc., all give false signatures in the
 

thermal inertia mapping technique.
 

The Nimbus Temperature Humidity Infrared Radiometer was utilized
 

(ref. 2.2.2-31) for thermal inertia mapping of Oman on the Arabian
 
Peninsula. 
The resulting map showed gross agreement with major
 

units on a reconnaissance map. Some anomalies which did not
 

correspond to the reconnaissance map were found to match fea­

tures on a more detailed geologic map or in more detailed ERTS
 

images (ref. 2.2.2-32). Further increases in the capability of
 

thermal inertia mapping will come from increased resolutions of
 

future instruments.
 

It may also be possible to detect soil moisture by thermal
 

inertia mapping as discussed in section 2.10.1.3. The measure­

ment of geothermal flux is also possible by infrared mapping,
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Figure 2.2.2-10.- Thermal inertia (cal/cm2s / 2) versus density
 
(g/cm.33) for a variety of rock-forming minerals, rocks, and
 
soils. (The linear correlation line, bracketed by lines show­
ing the standard deviation, shows the increase of thermal
 
inertia with increasing density. Rocks and rock-forming

minerals which are high in silica tendto fall above the
 
line (see quartz)., Those which are low in silica and high

in iron okide tend to fall below the line (see olivine).)­
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but techniques utilizing atmospheric Corrections are not too
 

well defined at this time.
 

A recent research effort, Skylab Concentrated Atmospheric
 

Radiation Project (SCARP), was conducted during the Skylab
 

missionin 1973-1974. As part of these experiments conducted
 

over the southern United States, Renne, et al., of Colorado
 

State University (ref. 2.2.2-33) compared predictions of several
 

infrared radiative transfer models to observed apparent surface
 

temperatures as measured by airborne radiometers and by the S-191
 

spectrometers. The models compared .were called (i) the Boudreau
 

model, (2) RADIAN C, (3), RADIAN V, and (4) EXTCOEF Aerosol
 

Thermal Transmis'sivity model. The models differed in the manner
 

in which transmissivities were calculated. In addition, RADIAN V
 

contained the additional option of calculating~ozone and aerosol
 

transmissivities. All models calculated water vapor and carbon
 

dioxide transmissivities. It was found that the models were
 

capable of computing atmospheric absorption and emission effects
 

for prediction of thermal radiance emitted from the earth's
 

surface to within a-5 percent accuracy..
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2.3 CARTOGRAPHY
 

2.3.1 INTRODUCTION
 

As the population of the world continues to increase and the
 

need for inventorying, managing, and monitoring the environment
 

becomes increasingly important, the need and demand for accurate,
 

up-to-date maps and other cartographic products continues to
 

grow. Despite the importance of maps and the obvious need for
 

more and better maps, the overall status of mapping is deplorable.
 

This was emphasized in a recent United Nations study (ref. 2.3-1)
 

which estimated the worldwide availability of topographic map
 

data as follows:
 

Map Percent of the Percent of the 
Scale World U.S. 

1:1,250 - 1:31,680 6.0 40.5 

1:40,000 - 1:75,000 24.-5 44.7 

1:100,000 - 1:126,720 30.2 20.8 

1:140,000 - 1:253,440 92.0 100.0 

The rate of obsolescence of maps is of even more concern, partic­

ularly in urban and other rapidly developing areas. Using pres­

ent day methods, the production cycle for a topographic map is
 

typically 3 to 4 years. Consequently, a map may be as much as
 

4 years out of date on the day it is published. The rate of
 

obsolescence is increasing and may soon equal the production rate.
 

Therefore, with current techniques and capacities, the world
 

mapping task will never be completed.
 

Before the advent of practical aerial photography, maps were
 

made in the field by teams of cartographers who painstakingly
 

measured their way over the landscape. During the 1920's and
 

1930's, advances in the development of aircraft, photography,
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and photogrammetric plotting instruments enabled photogrammetry
 

(the art and science of deriving reliable measurements from
 

photography) to assume an increasingly important role in the
 

production of maps. Through the use of specialized cameras,
 

customized photographic flights and complex stereoscopic plotting
 

equipment, a major portion of the mapmaking process was shifted
 

from the field to the offices. The rate of map production was
 

,accelerated and the geometric accuracy and content of these
 

cartographic products were greatly improved. During recent
 

years, cartographers and photogrammetrists have turned to large­

scale, high-speed electronic computers and improved mathematical
 

techniques in an effort to enhance the speed and accuracy bf'map
 

production. Today, photogrammetrists and cartographers consider
 

photography from orbiting spacecraft as the next logical major
 

step that will enable the preparation and revision of many types
 

of maps and map products more rapidly and more inexpensively
 

than the present methods.
 

The feasibility of mapping from space was demonstrated by several
 

cartographic principal investigations using S-190A and S-190B
 

photographic data acquired during the recent Skylab mission.
 

Prior to Skylab, limited mapping efforts were attempted using
 

photographic imagery acquired during Gemini and Apollo. Although
 

these investigations and studies were generally impressive, they
 

were handicapped by the fact that none of the various cameras
 

used on Gemini, Apollo, or Skylab were designed for photogram­

metric use and none of them met conventional standards for metric
 

quality.
 

The forthcoming Space Shuttle provides a potential for rectifying
 

this inadequacy and enabling an evaluation of the true carto­

graphic potential of photography from earth-orbital altitudes.
 

The first logical step in preparing for a Shuttle cartographic
 

mission or experiment is to define the camera system or systems
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that would best 'servethe mapping community. In this section,
 

various influencing factors will be discussed, and ultimately,
 

a cartographic camera system for Shuttle will be proposed.
 

2.3.2 BACKGROUND
 

Besides charts, which are special-purpose maps used for air or
 

water navigation, the most commonly-used cartographic products
 

are planimetric maps, topographic maps, and controlled photo­

mosaics. Planimetric maps reveal only the horizontal locations
 

of features, whereas topographic maps show both horizontal and
 

vertical locations of various features. A controlled photo­

mosaic is a mounted assemblage of a number of individual photo­

graphs that have been rendered "tilt free" by a process termed
 

rectification, and the edges of which have been cut or torn
 

and matched in order to form a continuous photographic represen­

tation of a portion of the Earth's surface.
 

Planimetric and topographic maps and photomosaics are produced
 

at almost all conceivable scales; however, a number of somewhat
 

standard scales have evolved. In the United States, the standard
 

national map series are produced at scales of 1:24,000, 1:62,500,
 

and 1:250,000. In those parts of the world using the metric
 

system, the more commonly-used scales are 1:25,000, 1:50,000,
 

1:100,000, 1:250,000 and 1:500,000. Most uses or applications
 

generally seek the smallest scale map capable of depicting
 

the minimum degree of detail required to support the particular
 

use or application.
 

In most photogrammetric mapping, the position and the spatial
 

,orientation of the camera must be determined to a high degree of
 

accuracy at the instant in which each photograph is exposed.
 

This is- generally accomplished- through a network of photoidenti­

fiable points (control points), the horizontal and/or vertical
 

locations of which have been established by ground surveying or
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other means, Because of the nature of the propagation of var­

ious dimensional imperfections in the photographs, errors in
 

photograimetric instruments and shortcomings in mathematical
 

procedures, a minimum of one or two preestablished ground
 

control points must appear about every seventh photograph to
 

achieve and maintain required accuracy standards. After a basic
 

network of ground control has been created, photogrammetric
 

triangulation methods are usually used to densify or extend this
 

basic control network. This typically involves establishing six
 

to nine points, well-distributed over the format, for each
 

photograph being used in photogrammetric mapping or in the
 

preparation of controlled photomosaics. The establishment of
 

a basic ground control network and the densification of this
 

network is generally the costliest and most time consuming
 

portion of the overall photogrammetric mapping process,
 

especially in remote regions.
 

From the foregoing, it logically follows that a space carto­

graphic system must be analyzed from its ability to support five
 

distinct mapping activities, namely:
 

1. 	Construction of planimetric maps
 

2. 	Construction of topographic maps
 

3. 	Construction of photomosaics
 

4. 	Map revision and updating
 

5. 	Photogrammetric establishment and densification
 

of-ground control
 

The most critical characteristic of a system, regarding the
 

above mapping activities, are the area of coverage, resolution,
 

geometric fidelity, and base-height ratio. Since the success
 

of the system depends on these factors, each characteristic
 

will be considered in the following sections.
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2.3'.3 AREAL COVERAGE
 

If camera parameters of focal length and film format remain
 

constant, the higher the altitude from which a photograph is
 

taken, the greater the area which appears on the photograph.
 

An increase in altitude reduces the number of photographs
 

required to cover a given ground area, which in turn reduces
 

the number of photographs that must be handled in-the mapping
 

process, and, most importantly, increases the distance between
 

required surveyed ground control points. This reduces the
 

number of both mandatory and supplemental control points. The
 

major attribute of space photography, for considerations of
 

photogrammetric mapping, is the increased area of coverage over
 

conventional aircraft photography.
 

Most mapping cameras possess a 9 in. x 9 in. usable format and
 

a focal length of 3 in., 6 in., 9 in., or 12 in., with 6 in.
 

being by far the most widely-useg. The S-190A cameras aboard
 

Skylab had 2 1/4 in. x 2 1/4 in. formats and a 6-in. focal
 

length; the S-190B camera had a 4 1/2 in. x 4 1/2 in. format
 

and an 18-in. focal length. Despite the smaller formats, the
 

increase in ground coverage by these systems is impressive when
 

compared to that of conventional (6-in. focal length, 30,000 ft
 

altitude) aircraft photography. As illustrated in figure 2.3-1,
 

an S-190A frame covers 10,201 sq. mi. and an S-190B frame covers
 

4,624 sq. mi. whereas the conventional aerial frame contains an
 

-areaof only 81 sq. mi. If the traditional 60 percent forward
 

overlap between photos and 20 percent sidelap between strips
 

of .photos are assumed, it requires about 153 conventional air­

craft photos to cover an area equivalent to that of the S-190B
 

and 338 such photos to cover the area of a single S-190A frame.
 

With aircraft photography from 60,000 ft, 28 photos equate to
 

an S-190B frame and 72 photos are required to cover the area
 

photographed on an S-190A frame. As a result of this increased
 

area of coverage with Skylab S-190A and S-190B photographs,
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.-,-S190A 

51906., 

163 km 

Figure 2.3-1.-Area of coverage of Skylab S-1SOA
 
and S-190B imagery relative to that oftconven­
tional aircraft photography (6-in, focal length;

9 in. x 9 in. format; 30,000 ft flying height). 
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several Latin American Skylab principal investigators (Staples,
 

et al., ref. 2.3-2) found that various original mapping and map
 

revision activities could be accomplished in about one-sixth the
 

time and manpower required using aircraft photography from
 

60,000 ft.
 

The area of coverage of a frame photograph is a function of
 

three parameters, namely, format, focal length, and altitude
 

above the terrain (flying height). These parameters in turn
 

interrelate with resolution and base-height ratio, two of the
 

previously mentioned factors of concern. Table 2.3-1 lists the
 

area of coverage in nautical miles (assuming a spherical earth)
 

of two formats, 9 in. x 9 in. and 9 in. x 18 in., for six focal
 

lengths between 3 in. and 24 in. for four orbital altitudes. A
 

discussion of the trade-offs between area of coverage, resolu­

tion and base-height ratio will be deferred until these factors
 

are discussed.
 

2.3.4 RESOLUTION
 

Excluding geometric fidelity, the most critical property of
 

cartographic photographic imagery is resolution. The degree
 

of detail on a map is obtained from photographic resolution or,
 

more directly, from ground resolution. For a variety of
 

reasons, it is difficult, if not impossible, to establish a
 

direct relation between map scale and required ground resolu­

tion, because some major cultural features like roads and rail­

roads must generally be shown on a map regardless of its scale.
 

Further complication exists because lineal features whose
 

lateral dimensiohs are well below the resolution limit can be
 

detected and interpreted on imagery. In order to establish
 

resolution requirements, therefore, it is useful to consider
 

certain'fundamentals that apply to the mapmaking process and to
 

maps of all types.
 

2.3-7
 



TABLE 2.3-1. - AREA OF COVERAGE AND FIELD-OF-VIEW (FOV) FOR 9 IN. x 9 IN. FORMAT FRAME
 

CAMERA FOR FOUR ORBITAL ALTITUDES AND SIX FOCAL LENGTHS
 

Spacecraft Altitude (autical Miles) 

Camera 100 150 200 250 

Focal 
Lngth Area

(nautical 
miles) 2 

FOV
(nautical 

miles) 
(nautical 

miles)2 

FOV 
(nautical 

miles) 

Area 
(nautical 

miles) 2 

FOV 
(nautical 

miles) 

Area 
(nautical 

miles) 2 

FOV 
(nautical

miles) 

8 in. 139,942 374.1 344,410 586.9 681,014 825.2 1,215,162 1,102.3 

6 in. 31,260 176.8 71,515 267.4 129,583 360.0 206,289 454.2 

9 in. 13,634 116.8 30,870 175.7 55,313 235.2 "87,161 295.2 

12 in. 7,620 87.3 17,200 131.2 30,724 175.3 48,204 219.6 

18 in. 3,360 58.0 7,596 87.2 13,537 116.3 21,182 145.5 

24 in. 1,887 43.4 4,264 65.3 7,572 87.0 11,854 108.9 



2.3.4.1 Cartographic Accuracy
 

In the United States, accuracy of cartographic presentation is
 

specified by National Map Accuracy Standards (NMAS). These
 

standards require:
 

1. 	Horizontal accuracy - For maps at publication scales larger
 

than 1:20,000., not more than 10 percent of the points tested
 

shall be in error by more than 0.85 mm (1/30 inch); for maps
 

on publication scales of 1:20,000 or smaller 0.5 mm (1/50
 

inch).
 

2. 	Elevation accuracy - For contour maps at all publication
 

scales, not more than 10 percent of elevations tested shall
 

be in error mere than one-half the contour interval. The
 

apparent vertical error may be decreased by assuming a
 

horizontal displacement within the permissible horizontal
 

error for a map of that scale.
 

Extensive testing by the U.S. Geological Survey shows that map
 

errors are not normally distributed and do not have zero mean.
 

To account for these facts, the Survey has adopted the following
 

standards:.
 

1. 	Horizontal accuracy
 

RMSp = 5.7 x 10- 4 Sm for scales 1:20,000 and larger 

= 3.4 x 10- 4 S for scales smaller'than 1:20,000
 

where
 

RMS is the root mean square planimetric error at test
 
p
 

points (meters)
 

S is the map publication scale number.
 
m 

2.3-9
 



2. Vertical accuracy
 

RMSh = 0.34 contour interval
 

where
 

RMSh is the root mean square elevation error at test
 

points in the same units as contour interval.
 

For military mapping Class A standards are the same as NMAS, and
 

Class B standards permit the allowable errors to be doubled.
 

NMAS were originally established for conventional line-drawn
 

maps. They are compatible with standard cartographic techniques,
 

with the dimensional limitations of photographic and lithographic
 

technology, and with the dimensional stability of paper. Although
 

established for line maps, the standards are a useful :criterion
 

to apply to image base maps produced from remote sensor data.
 

It will frequently be found, however, that spatial resolution of
 

image data has more to do with the scale of its cartographic
 

presentation than does planimetric accuracy. Indeed the preferre
 

approach is to present the data at a scale compatible with its
 

spatial resolution, and then determine the extent to which the
 

resultant product meets NMAS.
 

2.3.4.2 Spatial-Resolution and Map Scale
 

Map content is obtained from photographic resolution and scale.
 

Under normal conditions, the unaided human eye can resolve about
 

five to six line pairs per millimeter. In order to retain this
 

resolution in the final map product and to allow for some
 

inevitable losses in processing, imagery should contain a
 

minimum of about ten line pairs per millimeter. The ground
 

resolution which can be presented on any photographic image
 

product is then 0.1 mm times the map scale number. Thus a
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l50,000 scale map should have about 5 m ground resolution,
 

while a 1:250,000 scale product would require about 25 m.
 

The same visual criteria leads to a useful relationship that can
 
be employed to determine the enlargement limit of high resolution
 
space photos. This relation is simply the resolution of the
 
photo divided by ten. Further enlargement merely takes up more
 

paper or film without presenting any more useful information to
 

the observer.
 

Table 2.3-2 summarizes the ground resolution and accuracy require­

ments for various planimetric and topographic map publication
 
scales, which should be considered as basic minimal requirements
 

for any space sensor to be used in mapping applications.
 

-TABLE 2.3-2. -MAP ACCURACY AND GROUND RESOLUTION
 

REQUIREMENTS FOR COMMONLY-USED MAP SCALES
 

Nominal'Map Standard Error Ground Contour 
 Standard Error
 
Scale of Position Resolution Interval of Elevation
 

(m) (m) (m) (m)
 

1:1,000,000 300 100 500 150
 

1:250,000 75 25 100 30
 

1:100,000 30 10 50 15
 

1:50,000 15 5 25 8
 
1:25,000 7.5 2.5 10 3
 

2.3.5 GEOMETRIC FIDELITY
 

The imagery produced by a space camera system represents the
 
mapping, in the topological sense, of three-dimensional object
 

space to the two-dimensional space of the camera film plane.
 

Producing a map from such a film record basically requires
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reversing the mapping (the-inverse transformation). If a
 

relatively distortion-free and error-free map product is to
 

result, the imaging camera must either be sufficiently free of
 

geometric distortions or the distortions introduced must be
 

known, stable, and determinable. A detailed analysis of the
 

mettic distortions of a camera system is beyond the current
 

scope of this section. However, the combined geometric distor­

tions in an earth-orbital mapping camera should not exceed 2 Um
 

over the useful format. Based on experience gained with a
 

variety of non-metric cameras carried by Gemini, Apollo, and
 

Skylab, the following geometric factors should be considered in
 

a satellite-borne mapping camera to obtain the necessary
 

geometric fidelity:
 

1. Calibrated focal length and principal point
 

2. Radial and decentering lens distortion
 

3. Film flatness
 

4. Internal reseau system
 

The focal length and location of the intersection of the
 

optical axis-with the film plane (principal point) must be both
 

stable and determinable. The focal length and principal point
 

must be calibrated prior to flight, and a reliable means of
 

determining the principal point on each frame of photography
 

must be-provided. This is generally accomplished by a system of
 

"fiducial marks" contained within the film plane of the camera
 

body as projected from within the rigid body of the camera.
 

Radial distortion is a true optical aberration, whereas decenter­

ing distortion is the result of tilt and alignment imperfections
 

introduced during the fabrication of a lens assembly. With
 

proper care during assembly, decentering errors can be held down
 

to the point where tangential distortion does not amount to more
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than 2 pm at any point on the format. Techniques for measuring
 

radial'and decentering distortions, although difficult and time­

consuming, have been perfected to a degree where these distor­

tions can be modeled to a fraction of a micrometer.
 

The lens assembly of any space mapping camera should be designed
 

for stability, assembled to exacting standards, and thoroughly
 

calibrated by the most accurate and precise means available.
 

In order to minimize errors introduced by tendencies of the film
 

to buckle, warp, or otherwise fail to lie flat in the film plane
 

of the camera, an effective film flattening mechanism must be
 

incorporated into the camera design. Fl ttening systems employing
 

vacuum backs on the camera and glass pressure plates in front of
 

the film have both been successfully employed to minimize lack
 

of flatness problems. Since lack of film flatness is probably
 

one of the major overall contributors to uncompensatable metric
 

errors in mapping cameras, an effort should be made to obtain
 

the best system that the state-of-the-art is capable of providing.
 

Although external to the camera systemiitself, various metric
 

errors of serious magnitude are often introduced by stretch,
 

warping and other dimensional changes in the film base during
 

photoprocessing of the exposed film. If an adequate internal.
 

reseau system is incorporated into the camera, these errors can
 

be removed or minimized to acceptably low levels during sub­

sequent processing of the data. Reseau systems superimposed on
 

glass pressure plates, projected from behind the film plane, or
 

projected from the lens cone have all proven successful. The
 

particular system chosen and the density of the reseau marks
 

should be consistent with the dimensional properties of the
 

film base and the photoprocessing techniques employed. Again,
 

the goal should be to suppress these errors to below the 2 pm
 

level.
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In addition to the four items just discussed, a space mapping
 

camera should ideally possess a between-the lens shutter (as
 

opposed to a focal plane shutter) and should contain a high­

performance image motion compensation (IMC) system. Although
 

the IMC system primarily influences resolution rather than the
 

metric properties of a system, a near flawless system is
 

essential to a quality space mapping camera if mapping from
 

orbit is to be fully exploited. Ideally, such a system would
 

contain a real-time VH sensor and a continuously-variable range
 

of VH compensation.
 

2.3.6 BASE-HEIGHT RATIO
 

If elevation data is to be derived from photography for the
 

purpose of producing vertical ground control or topographic
 

maps, sufficient image parallax must be present in the basic
 

imagery. Image parallax depends upon the camera configuration
 

(focal length and format), the image scale (as influenced by
 

focal length and flying height), and the measuring accuracy.
 

A statistical interpretation of U.S. Map Accuracy Standards
 

requires that
 

ah = 0.3 c.i. 

where
 

h = standard error of elevation 

c.i..= contour interval
 

In terms of camera configuration, scale and measuring accuracy,
 

ah = Sp 
H 
B ap 
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where
 

Sp = photograph scale number 

H
 
=,the reciprocal of the base/height ratio
iH 


u = residual measuring error 

The 	critical requirements (an ) for maps at various scales have
 

been previously listed in table 2.3-1. These values are based
 

on the requirement that op, the error in point positions, does
 

not exceed 0.3 mm at map scale. ideally, a B/H ratio of 1.0 or
 

greater is desirable, however, a value of 0.6 is more realisti­

cally achievable with vertical aircraft photography.
 

2.3.7 SENSOR CONFIGURATION AND MISSION PROFILE.
 

Based on the foregoing, the "best compromise", space mapping
 

system to support original planimetric and topographic mapping,
 

the revision of existing maps, and the construction of controlled
 

photomosaics at scales of between 1:24,000 and 1:1,000,000-,
 

would-consist of:
 

1. 	A 12-in: or 18-in. focal length and 9 in. x 18 in. format
 

metric frame camera
 

2. 	A 24-in. focal length panoramic camera with a 4.5 in. x
 

45.25 in. format.
 

From a 110-n. mi. orbital altitude, the 12-in. focal length
 

frame camera would provide a favorable B/H ratio of 0.6 with
 

60 percent foreward overlap in the in-flight direction. This
 

system would not provide contiguous coverage between orbital'
 

tracks. However, through orbital decoy or maneuvering, such
 

coverage could be achieved over a period of time.
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The panoramic camera should be operated.in a 250 convergent
 

mode to achieve stereoscopic coverage and with a 70 scan angle
 

to achieve contiguous coverage (from 240N latitude). Both
 

systems should possess a timing system capable of recording
 

exposure time to an accuracy of 0.001 second. This together
 

with orbital parameters from ground-based tracking will enable
 

the position of each exposure station to be located to within
 

a few meters.
 

2.3.8 SIDE-LOOKING RADAR (SLAR)
 

Recently, considerable attention has been devoted to the develop­

ment of mapping techniques using side-looking radar (SLAR). The
 

primary attraction of SLAR is the all-weather capability which
 

allows imagery to be acquired through clouds, rain, haze and
 

at night. Since radar ground resolution depends-primarily upon
 

pulse length rather than upon distance from the antenna to the
 

ground, imaging radar appears as a logical candidate for an
 

earth-orbital mapping sensor. Consideration of this is outside
 

the scope of the present effort, however, serious consideration
 

and study of SLAR as an orbital mapping tool should be made in
 

the near future.
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2.4 COASTAL STUDIES
 

2.4.1 SPECIFIC GOALS AND TECHNIQUES
 

Contemporary thought in ecology considers three levels in an in­

tegrated hierarchal structure. At the base is the physiology of
 

individual plant and animal organisms. These combine to form the
 

second leyel, populations, which in turn comprise the fundamental
 

constituents of the third level, communities or natural environ­

ments. Typically, satellite remote sensing views ecology at the
 

third level, (i.e., natural environments) and without the aid of
 

low altitude aircraft or ground observations, investigation must
 

infer the two lower ecological levels. Inference is achieved
 

through direct observation occasionally and through modelling in
 

several rare.bases. Recent work in satellite remote sensing fo­

cuses almost exclusively on environment detection and identifica­

tion utilizing automatic digital pattern recognition techniques.
 

2.4.1.1 Environment Detection and Identification
 

As a physiographic unit on earth, the coastal zone is the most
 

varied, spanning virtually all biotic and abiotic conditions.
 

Natural assemblages of the physical, chemical, and biological
 

components cover the widest ranges-encountered in nature. To
 

optimize environment discrimination using automatic pattern
 

recognition techniques, in general, a remote sensing device
 

limited essentially to reflected and emitted energy must incre­

mentally cover the broadest possible spectral bands. Landsat I
 

and II coastal zone studies covering visible and near infrared
 

bands have demonstrated acceptable environment detection and
 

marginally acceptable identification capabilities. Satellite
 

instruments designed to sense emitted infrared energy have yielded
 

only gross thermometric information, but satellite data has not
 

been extensively studied in integrated systems with visible and
 

near infrared sensors. in low altitude aircraft studies, thermo­

metric information has proven useful in environment detection and
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identification. Because of the large "footprint" size, passive
 

microwave radiometry must still be considered experimental in
 

coastal area applications. However, aircraft studies utilizing
 

active microwave (radars) sensors in X and L bands have proven
 

potential in environment discrimination..
 

In rare cases, specific ecological populations, if densely distri­

buted and spectrally distinct from ambient environments, may be
 

observed directly. However, the ptimary spectral constituents
 

within satellite detected natural environments corresponds to
 

specific zones along transitions from one environment to another.
 

For example, grasses at one end of an imaginary spectrum blend
 

.graduallywith shrubs and trees until trees become ecologically
 

dominant in the scene. Automatic classification techniques,
 

typically discriminate various levels of mixtures along the gra­

dient between pure grass-and pure trees. Although explored in
 

only a cursory way on single data sets, recent studies suggest
 

the potential of correlating environmental gradients with reflec­

tance spectra, then employing these correlations as prediction
 

devices to quantitatively estimate reflectance-controlling fac­

tors such as tree density. Assuming that the sun angle and at­

mospheric effects can be systematically accounted for, it is
 

reasonable to assume that regression techniques could be used on
 

an operational basis with multiple data sets as predictive
 

devices. Some automatic classification results would then depict
 

types of isarithmic maps.
 

Regression techniques can be enhanced by including ground observed
 

or low altitude aircraft data in the prediction equations. For
 

example, satellite reflectance data represents a single predic­

tion parameter.. Assuming that soil moisture and the height of
 

trees could be measured and included in the .regression, a more
 

accurate measure of tree density in the previous example would
 

,be feasible.. In this case, regression techniques become
 

multidimensional.
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Periodic observation is essential to'coastal zone studies because
 

of the broad dynamic range of'many environments. Short term
 

changes, such as turbidity levels within a plume at the mouth of
 

a river, or temperature fluctuation in an open bay are sensed
 

from orbital altitudes only from a geosynchronous platform. Cur­

rent platforms can not be used for short term me&surements.
 

Long term changes such as shoreline regressions or transgressions,
 

and annual reflectance variations in hatural vegetation are cur­

rently measureable. Because dynamic factors such as tide level
 

so strongly influence environment discrimination, it is desirable
 

to include this information to maximize classification accuracies.
 

2.4.2 SENSOR AND MISSION REQUIREMENTS
 

Based on previous studies of Landsat I and II primarily, and Sky­

lab (EREP) and Nimbus satellites secondarily, a satellite remote
 
sensing system-dedicated to coastal zone studies requires visible,
 

near infrared, and thermal infrared bands. A minimum of three
 

visible bands are desirable; (1) .525-.600pm to discriminate
 

water turbidity, (2) .450-.525pm for benthic conditions and
 

beach vegetation densities, and. (3) .600-.650vm for chlorophyll
 

absorption.
 

At least four near infrared bands are recommended. Wetland map­

ping in the .770-.800pm, .800-1.l1m* bands and 1.l-l.5pm have
 

proven useful. Skylab S-192 studies indicate that several bands
 

in the .800-2.25pm region are useful for coastal zone discrimi­

nations and soil moisture measurements, and a band in the .900­

i.10m region permits accurate oil-spill discrimination. Thus,
 

at a minimum, the near infrared band should be segmented into
 

.70-.80m, .80-i.10pm, 1.10-1.60pm and 1.60-2.25pm.
 

'This band could be further segmented into .800-.875pm and
 
.875-1.1pm.
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Virtually all significant thermal infrared work in the coastal
 

zone has focused on 8.00-14.Owm band. This band, although not
 

.significantly tested from satellite altitudes, is most familiar
 

to the user committee and is therefore recommended.
 

In general, most coastal zone applications require resolution on
 

the order of three to ten meters with an absolute maximum of
 

approximately 25 meters. Beyond the 25 meter resolution level,
 

the instantaneous field-of-view most likely contains a broad
 

range of environmental conditions and dilutes identification
 

capabilities. This is particularly true in wetland and beach
 

conditions when ecological gradients are extremely steep, i.e.,
 

highly variable over short distances.
 

Two types of orbits may prove useful. These include off polar
 

orbits (e.g., Skylab) which tend to pass most coastlines of the
 

Western hemisphere, Europe and Africa at oblique or normal
 

angles andigeosynchronous orbits to be utilized in'sensing short
 

term hydrologic changes. Primary sensingshould occur under day­

light conditions and variable sun zenith angles.
 

Ideally, some ground to satellite communication from an in situ
 

data collection station indicating water levels and temperature
 

and wind conditions would be desirable. In addition, simulta­

neous aerial photography over ground sampled controlled areas
 

should ultimately be integrated with satellite data for detailed
 

modeling of natural environments.
 

2.4.3 PROBLEMS
 

Outside of problems associated with atmospheric interference and
 

sun angle adjustments, problems associated with registration,
 

pixel size, ground data integration, and short term change mea­

surements need consideration.
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Registration of multiple data sets acquired from low flying air­

craft and the ground need control points to insure accurate
 

results. Ideally, this should be achieved through a network of
 

telemetered information to the orbiting platform and the low
 

flying aircraft from in situ data collection stations. Informa­

tion concerning ecological conditions could simultaneously be'
 

transferred and integrated with spectral information.
 

The higher the resolution of the system, the higher the potential
 

registration accuracy. In a scanning system this implies that
 

the resolution element (i.e., picture element) would be smaller,
 

which in turn provides considerably more ecological information
 

at the population level. In addition, better correlations be­

tween ground observed data and satellite data can be expected
 

with high resolution (small instantaneous field-of-view) systems.
 

Of course the primary trade-off between low and high resolution
 

digital scanning systems lies in quantities of data. Doubling
 

resolution of a tandsat type system would increase~data levels
 

by a factor of four and increasing the number of channels to
 

eight would double that. Special computer systems capable of
 

handling data loads on the order of 6 x 107 per image would be
 

required to handle an image. Decisions are therefore required
 

to determine the point at which the need for increased resolu­

tion from satellite scanners is traded for high resolution aerial
 

photography.
 

In conclusion, some compromise between resolution and data bands
 

is wanting. In coastal zone environments, the potential for mo­

deling-low resolution systems in order to infer information at
 

the lower ecological levels seems resolvable but demands consi­

derable future research and development.
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2.5 FORESTRY
 

2.5.1 INTRODUCTION
 

This section will briefly present the background and information
 

required for forest management decisions, the capabilities and
 

requirements for satellite forest/range remote sensing systems,
 

and how remote sensing can be part of a system of data analysis
 

and information management.
 

2.5.2 BACKGROUND
 

The Forest Service (ref. 2.5-1) in assessing the nation's renew­

able resources indicates that 69 percent of the nation's area,
 

3.95 billion hectares (1.6 billion acres) is in forest and
 
rangeland. However, only 31 percent of the area (1.24 billion
 

hectares = .5 billion acres) is in commercial timberland, i.e.,.
 

land capable of'producing in excess of .268 cubic meters (20
 

cubic feet) of industrial wood per year per hectare.
 

The productivity of these forests and ranglends is generally low
 

even though they have the capacity to produce larger volumes of
 

forest an range products through the use of management programs
 

and physical facilities. As the demand for timber and range
 

forage products increases, the use of more intensive management
 

of forest-and range resources will be a necessity in the future.
 

However, in addition there will be ,an equally high demand on
 

these lands for outdoor recreational activities, wilderness
 

areas., wildlife management, and improved water supplies. All
 

these activities must be considered and a plan developed for the
 

best use of these timber and range resources.
 

More intensive management, which makes use of the best combina­

tion of multiple uses of the resources, can increase productivity
 

to meet the projected demands. The intensive management and
 

planning functions, however, will require the analysis of large
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amounts of information from many sources. Satellite remote
 

sensing systems could provide some of the .information needs for
 

inputs to computer information systems.
 

Table 2.5-1 (ref. 2.5-2) lists the types of information required
 

to make management decisions in forest and rangelands and the
 

physical parameters which must be measured in order to derive
 

the desired information.
 

The parameters of interest are traditionally measured on the
 

ground using some statistical sampling strategy and expanded
 

to represent the entire management area. Black and white aerial
 

photography. (ref..2.5-3), and more recently, color infrared
 

(CIR) photography (ref. 2.5-4) have been used to decrease the
 

time necessary to stratify and classify an area while reducing
 

the amount of field work necessary for determination of physical
 

parameters.
 

2.5.3 RESOURCE PARAMETERS FROM SATELLITE SENSORS
 

This section will discuss the types of forest information cur­

rently available from satellite sensors in the visible and near
 

infrared, the thermal, and microwave portions of the spectrum,
 

and the expected sensor requirements needed for optimal per­

formance in future systems.
 

Most of the past work with satellite systems has involved mainly
 

an analysis of the significance of the spectral signatures in
 

terms of species, vigor, etc. and how they can best be analyzed,
 

i.e., manually or automatically (ref. 2.5-5, 2.5-6, 2.5-7, 2.5-8,
 

2.5-9). Satellite remote sensing systems to be most useful, how­

ever, should be part of a system which analyzes satellite data in
 

relation to other information sources, i.e., geology, soil,
 

weather, and provides information which has a more direct value.
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TABLE 2.5-1. - INFORMATION REQUIRED AND PARAMETERS TO MEASURE FOR FOREST MANAGEMENT (ref. 2) 

Information Required Parameters Inforraatzon Required Parameters 

Forest inventory Acreage of individual trees species 
(or species groups) 

Location 
Number of trees 

Forest fire 
assessment 

Dynamics 
- Fire size 
- Fire temperature 
- Wind speed and direction 

Tree size - Rain 
Phenological data - Topography 

Timber yield Tree sizes 
Past fire assessment 
- Location of burn 

Tree denity 
Growth rate 

- Acreage of burn 
- Acree of burn 

Acreage of crop trees 
Tree mortality rate Flammatory conditions 

- Degree of damage 
Fuel moisture 

Forest stress Disease 
Infestation 
Wildlife 
Drought index 
Air pollution 
Competitive specFoodla id esFlood, landslides
Icing 

Wind direction & intensity 
Air temperature 
Humidity 
Precipitation 
Abundance of dead fuels 
Density of brush/slash
Moisture content of organic debrisTpgahTopographycastv fcor 
Prevailing causative factors 

Undestory inventory Species Grasslands inventory species 
Distribution 
Plant density 
Plant vigor 

Acreage
Location 
Plant vigor 

Soil capability Mineral content 
Organic material content 
Moisture content 

Grasslands stress 
Phenological data 
Plant diseases 
Infestation 

Soil depth and horizon 
Mechanical properties 

Soil moisture 
Dtought index 

Natural drainage Humidity 

Precipitation' Form 
Amount 
Rate 
Extent 
Depth of snow fields 
Water equivalency of snow Grasslands fire 

Insolation 
Wind 
Air pollution 
Animal grazing 
Fire 

Condition of live vegetation 

Surface relief and 
drainage patterns 

Topography 
Vegetative coverLocation of intermittent streams 

potential Abundance of dead grass 
Humidity
Preiita 
Precipitation 
Topography 
Prevailing causative factors 



For example, instead of providing area of pine forest, a suit­

ability rating for handling deer is calculated using scanner
 

data. This aspect of remote sensing systems will be discussed
 

in section 2.5.4.
 

2.5.3.1 The Living Leaf
 

Spectral reflectance from living vegetation can be explained as
 

follows for three spectral regions. The reflected energy-from
 

leaves in the visible (.50 um to .76 pm) is mainly a function
 

of the pigments (primarily chlorophyllis). In the .75 pm to 1.35:
 

pm region, high reflectance is governed by the internal leaf
 

structure, i.e., reflectance increases with an increase in the
 

number of leaf air spaces because the light passes from regions of
 

high to low refractive index. The 1.35 pm to 2.50 pm region is
 

influenced some by leaf structure, but mainly by water concen­

tration in the tissues (ref. 2.5-10). The spectral reflectances
 

*	of leaves can differ between species (fig. 2.5-i(a)) due to a
 

stress-condition (fig. 2.5-1(b)) and as they age (fig. 2.5-2).
 

However, any one or a combination of these factors can lead to
 

a change in cell structure and a reflectance change.. The charac­

teristic reflectance properties of different vegetation has been
 

used as the basis for identifying and classifying forest and soil
 

properties on color and CIR photography (refs. 2.5-3, 2.5-4,
 

2.5-12) and for automatic classification of multispectral
 

scanner data (refs. 2.5-5 to 2.5-9, 2.5-13 to 2.5-15).
 

2.5.3.2 Camera Systems
 

Cameras have been used for a long time as part of forest inven­

tory systems. They provide high resolution data in an easily
 

interpretable form at relatively low cost. These factors are
 

at present unattainable with scanner systems. On the other hand,
 

scanner systems are more compatible with computer systems, which
 

can provide rapid, consistent feature classification for large
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areas. In addition, the data is easily evaluated or corrected,
 

i.e., for atmospheric corrections or compared with a previous
 

date for detection changes, etc. Future forest managers will no
 

doubt be making increasingly more use of computerized forest
 

inventory data bases, forest models of growth and fire potential,
 

etc., in making their decisions.
 

At present, the most efficient forest inventories which use
 

satellite scanner data also use high resolution photography as
 

part of a multistage sampling strategy (refs. 2.5-9, 2.5-16).
 

This will probably continue to be the case for sometime in the
 

future. Therefore, for selected areas of interest, high resolu­

tion (Sm) CIR imagery in a 5 x 5 inch or 9 x 9 inch format will
 

be required as part of statistical sampling plan for correlation
 

of ground data with scanner derived data.
 

Those forest and grassland parameters of interest which are
 

usually provided by photointerpretation are presented in table
 

2.5-2. Photointerpretation is able to identify these parameters
 

by an analysis of size, shape, shadow, tone or color texture and
 

pattern. Sometimes site, association, and resolution may-also
 

be included. The scanner system currently makes use of only
 

two of these features; color in terms of spectral response and
 

texture or pattern features (refs. 2.5-17, 2.5-18). Scanners
 

can provide the same type of parameters, e.g., density, vigor,
 

but usually not to the same level of detail available from
 

photography or ground surveys.
 

2.5.3.3 Scanner Systems - Visible and.Near Infrared Bands
 

Several studies into optimal spectral bands (refs. 2.5-13 to
 

2.5-15, 2.5-19 to 2.5-23) for forest and rangeland features
 

classification have identified a variety of bands as being useful
 

(table 2.5-3). As indicated, the variability in spectral bands
 

2.5-7
 



TABLE 2.5-2 - FOREST AND GRASSLAND PARAMETERS DERIVED FROM PHOTO-
INTERPRETATION COMPARED WITH INFORMATION FROM AUTOMATIC ANALYSIS 
OF MULTISPECTRAL SCANNER DATA
 

Forest Information from 

Photointerpretation 


Acreage of Tree Species (or 


Species Group)
 

Location 


Number of Trees 


'Tree Size 


Tree Density 


'Plant Vigor 


Natural Drainage Patterns 


Vegetation Cover 


Post Fire Assessment
 

Location of Burn 


Acreage of Burn 


Degree of Damage 


Density of Brush 


Grassland
 
Species 


Acreage 


Location 


Plant Vigor 


Animal Grazing
 

SCANNER INFORMATION
 

(a)
 
visible
 

Thermal Microwave
Near Infrared 


+ o o
 

+ 0 0 

o /?
 

o /?
 

o /?
 

o + ?
 

+ + +
 

+ + +
 

+ + 0
 

+ + 0 
o 0 0 

o o a 

0 / a
 

+ + a
 

+ + 0
 

+ + 0
 

ascanner data is usually not to the same level of. detail.
 

EVALUATION BASED ON PAST STUDIES
 

'4+ Highly correlated with photointerpretation results
 
o Correlated to some extent
 
/ Not very correlated
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TABLE 2.5-3. - OPTIMUM CHANNELS SELECTED FOR AUTOMATIC CLASSIFICATION
 
OF FOREST FEATURES FROM SEVERAL REFERENCES
 

REFERENCE FOREST PARAMETER OPTIMUM CHANNELS 
CLASSIFIED 

iI I I I ,.I i I I i I 1I.1 

22 RANGE BIOMASS 

14 SPECIES iH ---I ­

21 RANGE - H
 

19 FOREST/RANGE

LAND USE
 

RANGE 1-­

20 FOREST LAND USE I-I I--


SPECIES - --- f-­

13 FOREST LAND USE --IF--I - I--4
 

TIEE VIGOR
 
w/SNAG I- r i
 

w/o/SNAG H t I-i
 

33 
FOREST LAND USE N 4 --

TREE SPECIES --

RANGE f- M­

_ _ __ _ _ _ _ _ I__ II I i __ _ _ _ _ I I I t I 

.4 .5 .6 .7 1.0 2.0 3.0 10.0 15.0
 
Wavelength (micrometers pm)
 



depends on the individual study, i.e., the classes of interest
 

-and the geographic area of investigation.
 

However, from table 2.5-3 and the spectral curves of living vege­

tation (figs. 2.5-1 and 2.5-2), at least five spectral regions
 

which are consistently selected for forest and range classifica­

tion can be identified and related to physiological features of
 

leaves:
 

1. 	 .55 pm to .60 pm. This band covers the chlorophyll
 

transmittance area and may reflect the
 

species, maturity and/or health of the
 

leaves.
 

2. 	 .66 pm to .70 pm This band covers the region of maximum
 

chlorophyll absorption'and variation
 

within the band is related to plant
 

maturity and health. A band centered
 

on the trough at about .68 um ratioed
 

with a narrow band at .8 pm has
 

been found to be highly correlated
 

with grassland biomass (refs. 2.5-22,
 

2.5-23).
 

3. 	 .75 vm to 1.00 vm This band when ratioed with the .66 pm
 

to .70 pm band is highly correlated
 

with grassland biomass. This area also
 

exhibits changes in reflectance due to
 

species, maturity, and/or plant vigor.
 

4. 	 1.5 pm to 1.8 vm This band is in the region where
 

reflectance is most influenced by cell
 

moisture and therefore can be used as
 

an indicator of plant health. This
 

band may also help in separating.
 

species.'
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5. 	 2.1 Jm to 2.5 Jrm This band is also influenced by leaf
 

moisture ahd may help separate forest
 

types.
 

2.5.3;4 Thermal Region - 8.0 pm to 14.0 pm
 

The thermal infrared region 8.0 pm to 14.0 pm is used to measure
 

the scene radiance from a traget, with respect to a blackbody
 

reference; temperature is'calculated using the Stefan-Boltzman
 

equation. It is generally assumed that plant leaves have emis­

sivity in the range .95 to .98.
 

Theoretical and experimental studies of individual leaf tempera­

tures (refs. 2.5-24, 2.5-25) have shown them to be dependent on
 

a complex interaction of absorption of solar radiation, trans­

piration rate, convection forces, background reflectance, leaf
 

size and shape. These all interact to cause differences in
 

single leaf temperatures to range from 20 to 40C-at any one time
 

during the diurnal cycle. Therefore, meaningful thermal scanner
 

data must be measured to within at least 10C. In general, the
 

thermal band provides temperature data on vegetation which may
 

be indicativp of stress, species, moisture levels, or forest
 

types.
 

In spectral band studies (table 2.5-3) the thermal band (9.3 pm
 

to 11.0 Jm) was consistently selected (when available) as one
 

of the most useful in separating forest features, especially in
 

differentiating non-forest cover types. Howevdr, Coggeshall in
 

his study (ref. 2.5-13) concluded that overall classification
 

accuracies and accuracies of classifying deciduous and conif­

erous stands were not significantly affected when the thermal
 

band was not used in classification.
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2.5.3.5 Resolution in Visible and Infrared
 

The resolution of satellite multispectral scanner systems
 

determines the amount of data to be transmitted from the satellite
 

and later analyzed. If the resolution is too small, more infor­

mation than is necessary is being supplied, which in turn
 

increases the costs and equipment for data transmission and pro­

cessing. If the resolution is too large, the full information
 

potential of the satellite system can not'be realized.,
 

Three recent studies (refs. 2.5-14, 2.5-19, 2.5-26) have con­

sidered this question of optimal'scanner resolution versus
 

classification accuracy for selected forest features. Results
 

of these studies indicate that the classification accuracies do
 

not increase significantly for resolutions of greater than about
 

32 meters2 (m ) (fig. 2.5-3). 

This value, 32 m2 , should not be accepted now as the absolute
 

limit, as it is based on only three studies and is considered'
 

a limited number of classes and study sites. The data presented
 

in figure 2.5-3 was based on classifying the general forest
 

classes of hardwood, softwood, and others. The study by Sadowski
 

(ref. 2.5-26), which was the most comprehensive, showed increased
 
2


accuracies with resolutions less than 32 m when five channels
 

were used instead of all eleven possible channels.
 

2.5.3.6 Microwave
 

The microwave region of the spectrum covers wavelengths of..i cm
 

to 100 cm and can be divided into active systems such as radar
 

which use an electromagnetic source for illumination and passive
 

systems which record natural radiation from objects. The return
 

from natural materials is a function of the surface roughness,
 

incident angle, polarization, frequency and complex dielectric
 

constant of the material (refs. 2.5-10, 2.5-11).
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Most of the studies in the uses of the microwave region have
 

centered on manual interpretation of radar imagery for identi­

fication of agricultural features and soil moisture. Surveys
 

on the uses of radar data for forest applications are few (refs.
 

2.5-27, 2.5-28), but they do indicate that imaging radar may be
 

used for general forest mapping, broad classification of vegeta­

tion and site types, and damage assessment. Again, these have
 

been concerned mainly with visual interpretation of radar imagery.
 

To accurately evaluate the usefulness of the microwave region
 

for forest application, extensive laboratory and field measure­

ments of forest species need to be made for later correlation
 

with airborne data. These measurements would investigate a wide
 

range of frequencies, polarization, view angles, etc., in order
 

to define those parameters which are most useful i-n identifying
 

forest features. This would be similar to the field data col­

lected and signal modeling performed for agricultural crops and
 

grassland areas (refs. 2.5-29, 2.5-30). Techniques for auto­

matic classification of digital microwave data must be
 

investigated.
 

In the meantime, satellite microwave systems are planned or are
 

in existence which were designed to meet other discipline
 

requirements. These may be studied to determine their usefulness,
 

if any, in providing additional and unique forest information.
 

2.5.4 FOREST MANAGEMENT SYSTEMS
 

Future remote sensing systems developed for forestry will have
 

major significant meaning only if they are compatible and relate
 

to a total forest management model. These management models
 

should be designed to-utilize inputs from all sources, including
 

remote sensors, to develop forest management alternatives for
 

evaluation by forest administrators. The parameter model outputs
 

would input to the decision model, which would develop sets of
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management alternatives, which would then be analyzed by the
 

administrator.
 

Figure 2.5-4 presents a block diagram of this management model.
 

The following is an example of how the forest manager might use
 

it to evaluate fire danger within a large forested area such as
 

the state of California. Spectral signatures in the visible,
 

infrared and microwave region collected by satellite sensors
 

over California are used to map the distribution and location of
 

vegetation species, vegetation vigor, vegetation or soil mois­

ture, and amount of dead vegetation. These parameters are input
 

to the user model which uses other data, for example, weather,
 

topography, location of logging operations, etc., in order to
 

develop a rating of fire potential throughout the area. This
 

fire potential would then be evaluated in light of other manage­

ment decisions (such as costs to fight a fire if it developed in
 

a given area, danger to cities, etc.); in order to develop
 

criteria and contingency plans for reducing activity in forest
 

areas or prepositioning fire fighting forces. It would then
 

be the administrator's function to analyze and select the options
 

presented, or develop his own in order to best handle the fire
 

danger.
 

The remote sensing aspects of this system have been studied for
 

some time, but the user models and decision models using remote
 

sensing are only now beginning to be developed, tested, and
 

implemented (ref. 2.5-31, 2.5-32).
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2.5.5 SUMMARY
 

Studies into the use of multispectral scanner systems for forest
 

applications have demonstrated their usefulness in rapidly pro­

viding certain general levels of vegetation classification for
 

large areas, but with the expense of large computer systems and
 

time in data acquisition and preparation.
 

Future forestry remote sensing systems should include some or
 

all of the following components:
 

Camera: 	 Film - CIR 

Format - 9 x 9 

Resolution - 5 m 

Multispectral.Scanner: Bands - ..55 pm to .60 pm
 

.66 Um to .70, im
 

.75 pm to 1.00 pm
 

1.50 pm to 1.80 Pm
 

2.10 Um to 2.50 Um
 

9.30 Um to 11.0 wm 

Resolution - 30 meters 

Microwave: 	 Bands - unknown 

Polarization - unknown 

Resolution - unknown 

Data collection would include total coverage every year, i.e.,
 

for the entire U. S., and more frequent coverage over selected
 

study sites or areas of high activity. The remote sensing sys­

tems should be compatible with and provide useful forest infor­

mation for inputs to larger forest data bases and management
 

systems. These data bases would include information from not
 

only remote sensing sources, but past inventories, soil survey,
 

topographic information, and weather information, etc.
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2.5.5.1 Recommendations
 

1. 	Determine how the data from all sensors can be used together
 

to derive the most useful forest information data. Decide
 

from where the user and decision models will come.
 

2. 	Develop models for prediction of biomass, forest composition,
 

fire potential, etc. which make use of visible, near infrared,
 

and microwave data.
 

3. 	Conclude what the microwave region can do for forestry, and
 

what are the optimal frequencies, resolution, and
 

polarization.
 

4. 	Evaluate the information content of the thermal region by
 

study of the smaller bandwidths, importance of thermal
 

region for classification accuracy, and resolution versus
 

accuracy.
 

5. 	Determine what resolutions are required for automatic classi­

fication of forest features in the visible, thermal, and
 

microwave regions.
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2.6 GEOLOGY
 

The following discussions are based upon a consensus of Skylab
 

investigator reports and the writer's experience formed over
 

years of interpreting aerial photography and viewing and inter­

preting Skylab and Landsat data.
 

The application of remote sensing in geologic mapping began-in
 

the early 20'9. Aerial photography h&s been used for iany years
 

and the use advanced rapidly after World War II. It was used
 

extensively in certain domestic areas, especially the Rocky
 

Mountain region and in foreign countries for regional geologic
 

mapping and for petroleum and mineral exploration. The use of
 

photogeology reached a peak in the United States by the mid
 

fifties. The most recent flurry of activity in remote sensing
 

for geological applications began with the distribution of Land­

sat (ERTS) and Skylab data although some studies were conducted
 

using Gemini and Apollo handheld photography.
 

The most practical and useful space sensor for geological studies
 

is the high resolution camera. The photography from this in­

strument will probably continue to be the data most in demand
 

by geologists. The main characteristics or advantages of a
 

camera system such as the Skylab S-190A or S-190B are synoptic
 

view, steroscopic viewing capability and resolution. These two
 

camera systems provide the geologist with the synoptic view
 

which is so important in understanding and interpreting the re­

gional geology of an area. This view obtained with high resolu­

tion color or color infrared film gives the geologist an opportunity
 

to look at his area of interest from a new altitude and at a dif­

ferent scale. Field geologists have always climbed the highest
 

peak in their area to get that "best look." Space data provides
 

this "best look" and enables the geologist to map and extend
 

trends for hundreds of miles and to perceive anomalies which may
 

be indicators of subsurface structures which can trap oil or gas
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and can also indicate areas prospective for mineral deposits.
 

Faulting and alteration zones are probably the two most useful
 

indicators of mineralization. These often appear as tonal line­

aments and color anomalies on the photography. Space photogra­

phy does not provide direct indicators of oil, gas, or mineral
 

deposits but can give clues on where to conduct other explora­

tion surveys such as aerial photography, surface mapping, geo­

physical surveys and exploration drilling. Space photography
 

can be useful in geothermal exploration for mapping major fault
 

trends which can be conduits for magma and hot water to move up­

ward to the near surface where the heat can be economically
 

tapped.
 

The major benefit of using space data is'the development of new
 

geologic concepts provided by the synoptic view,.high resolu­

tion, high quality color and steroscopic capability. These new
 

developments will probably result from the observation of obscure
 

-and subtle -features that have n6t been mapped by conventional
 

methods. The most obvious and exposed geologic features have
 

been mapped.
 

- The multispectral scanner of the Landsat system is useful for
 

geologic mapping since it provides a synoptic view and continuous
 

coverage. Temporal data is an asset for mapping geology in some
 

areas. An example of such an area is the Great Plains where the
 

best time of the year for acquiring data is in the early spring
 

before the vegetation conceals the soil and surficial deposits.
 

A light snow cover can be useful for enhancing linear features
 

in some areas. Certain types of vegetation can be indicators
 

of geologic lithology or formations. Data over these areas
 

-should be taken at the height of the growing season. Recent
 

Skylab studies suggest that bands 8, 10 and 11 of the S-192
 

multispectral scanner provide the highest contrast for mapping
 

rocks. This may prove to be the most important feature of the
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multispectral scanner for geologic mapping. These spectral bands
 

of the infrared region are not available on the film of the
 

camera systems. The automatic discrimination and identification
 

of rock types by computer analysis of multispectral scanner data
 

does not look promising at the present time. A large number of
 

variables including vegetation cover, weathering, soil cover,
 

changing composition of the rock, topography, moisture, dip and
 

strike, atmospheric conditions, sun angle, sun azimuth-and temp­

erature affect the spectral signature of exposed rocks and tend
 

to inhibit the identification of unique signatures for rock
 

types. The best discriminator of rocks which are well exposed
 

in space data is the geologist trained in photogeology inter­

preting high resolution color film. Further research is required
 

for using the near and middle infrared scanner bands in geologic
 

mapping and for determining if these bands are practical for
 

automatic discrimination by computer. These studies should be
 

conducted with the S-192 data.
 

The thermal band of the scanner has not proven to be very useful
 

for mapping regional geology or for locating geothermal areas.
 

There were very few pre-dawn passes during Skylab and daytime
 

thermal infrared data is degraded by solar heating. Higher
 

resolution detectors and nighttime data takes are required for
 

the thermal infrared scanner to be of use for geologic mapping.
 

The resolution of the microwave radiometer, scatterometer and
 

the K-band sensors which were on-board Skylab was too large to
 

be of use in geologic mapping.
 

A radar type image of high resolution would be a useful tool oVer 

jungle and cloud covered areas of high topographic relief. The
 

instrument will not be of particular benefit over low relief,
 

plains type terrain and areas where the rocks are well exposed,
 

suct as arid regions. High resolution color is obviously the best
 

data collector for these areas if lower cloud cover would permit
 

its acquisition.
 

2.6-3
 



A recommended sensor package for future space missions for geolo­

gic mapping should consist of the following instruments, based
 

upon a 250-mile polar drifting orbit:
 

* 	A multispectral camera system consisting of at least four
 

cameras with S-190B resolution, (12 meters), 9 inch format,
 

and loaded with color, color infrared, black and white pan­

chromatic, and black and white infrared film. This system
 

should be operated to obtain worldwide cloud-free stereosco­

pic coverage at least once and also on a demand basis.
 

* 	A high resolution multispectral scanner to obtain data in the
 

near, middle, and thermal infrared region and to be operated
 

only'over specific areas of interest.
 

* 	 An imaging radar system to be operated only over areas co­

vered with dense vegetation or clouds. The areas which are
 

constantly covered by clouds and have a vegetative cover
 

should be imaged by a radar system at least once.
 

Astronaut Carr reported in one of the Skylab geology debriefing
 

sessions that even the high quality S-190B imagery is a poor sub­

stitute for the view that can be seen with the human eye from
 

space. The best method for regional geologic mapping from space
 

may be an astronaut geologist conducting interpretations aboard
 

a spacecraft and aided by remote sensing systems with developing
 

and processing capability of the data onboard the spacecraft.
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2.7 HYDROLOGY
 

2.7.1 BACKGROUND
 

There are basically six types of hydrologic environments of
 

interest which lend themselves directly or indirectly to being
 

mapped or detected by remote sensors flown on aircraft or satel­

lites. These six are: (1) surface water within the interior
 

of land masses, i.e., lakes and streams; (2) ground water which
 

cannot be directly detected but rather inferred from surface
 

features and/or conditions; (3) coastal waters which include
 

bays, estuaries, and marshes; (4) ocean water masses; (5) ice
 

and snow masses; and (6) atmospheric water vapor.
 

Only three of these hydrologic environments will be covered in
 

this section. They include surface water, subsurface water, and
 

ice and snow. The other three types, i.e., coastal waters,
 

ocean waters and atmospheric water, are covered under sections
 

entitled coastal studies, oceanography, and atmospherics,
 

respectively.
 

It goes without saying that many papers have been written reqard­

ing the applicability of remotely sensed data, acquired from both
 

aircraft and satellites, to hydrologic problems. Most of these
 

studies include the use of one or more of the following types
 

of sensor data: photographic imagery, microwave imagery, infra­

red imagery, and multispectral spectrometry imagery.
 

Historically, surface hydrology and hydrologic features such as
 

drainage patterns, flood basins, etc., were mapped from surface
 

observations and from low to medium altitude aircraft imagery.
 

However, in recent years it has become increasingly clear that
 

high altitude aircraft and satellite imagery can provide much
 

of the data required to map surface water bodies, surface fea­

tures and conditions related to surface and subsurface hydrology
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and for the detection and mapping of essentially all significant
 

surface snow and ice masses. The synoptic view acqqired from
 

high altitudes provides the means for mapping very large areas,
 

and has proven to be an asset in mapping features and trends
 

valuable to ground water hydrology.
 

2.7.2 SATELLITE MAPPING
 

Nimbus I was the first satellite with a sufficiently high incli­

nation orbit to provide daily photographic type imagery for
 

most of the earth. This imagery has proven to be directly appli­

cable to hydrologic type mapping. The acquisition of data from
 

Nimbus I began in 1964 and has been followed by six additional
 

Nimbus satellites. In 1971, Landsat-1 was launched with a multi­

spectral imaging capability which provided a great deal of ima­

gery directly applicable to many disciplinary mapping problems
 

including that of hydrology. Landsat-2 has subsequently been
 

launched and is equally applicable to this type mapping even
 

though it is primarily dedicated to agricultural mapping.
 

Landsat imagery has been used not only to map surface water bodies
 

and drainage patterns as related to hydrologic problems, but also
 

to map such geologic features as faults, fractures and linea­

tions which in many cases are indicative of areas where ground
 

water accumulates. Fault and lineation mapping for possible
 

sources of ground water using Landsat imagery has been demon­

strated by numerous hydrologists and Landsat principal
 

investigators.
 

Skylab photography and multispectral spectometry data have also
 

been used in mapping hydrologic features. Much of the Skylab
 

data are of higher resolution than are either the Nimbus or Land­

sat data. However, because of the relatively low inclination
 

orbit, it does not provide the extensive global coverage as does
 

the higher inclination satellites. In addition, photography
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acquired from satellites is somewhat limited when compared to
 

scanner imagery in that there have been restrictions on the
 

amount of film which could be transported to and from orbit in
 

the manned spacecraft program.
 

2.7.3 RECOMMENDATION FOR CONTINUATION OF STUDY
 

Any continuation of this study should include the examination of
 

advantages and disadvantages of the different types of imagery,
 

resolution requirements, spectral bands, data accuracy require­

ments, etc., as required for hydrologic mapping. This should
 

include an assessment of remotely sensed data acquired from both
 

aircraft and satellite systems. Also a more extensive bibliog­

raphy should be compiled on past work regarding the application
 

andapplicability of remotely sensed data to hydrological prob­

lems. This would facilitate a more complete assessment and
 

understanding of the overall application and potential applica­

tion of remote sensors to hydrology.
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2.8 LAND USE
 

2.8.1 INTRODUCTION
 

During the past decade, there has been a dramatic increase in
 

land use studies. Along with this increased activity, attempts
 

to exploit remote sensing systems to serve as a "tool" have also
 

increased. These studies extend from a simple investigation of
 

mapping the extent of a city by the analysis of a single frame of
 

photography to the more complicated and sophisticated statewide
 

inventories of all natural resources. The former study might
 

find a planner using a direct method of overlaying a photograph
 

with mylar to record and convey whatever information is deemed
 

important. The latter situation is much more complex in terms of
 

the interaction of the number of personnel, data sources, equip­

ment requirements, storage and retrieval capabilities, etc. In
 

terms of specific land use discipline applications, it has been
 

reasonably demonstrated that Skylab S190B-type photography can
 

provide valuable information for recreational planning (Sat­

tinger, ref. 2.8-1); mapping and inventorying of coastal wetland
 

features (Klemas, ref. 2.8-2); (Welby, ref. 2.8-3 and Anderson,
 

ref. 2.8-4); wildlife habitat identification and mapping (Gilmer,
 

ref. 2.8-5); surface mining and reclamation activities (Brooks,
 

ref. 2.8-6); Baldridge, ref. 2.8-7; and Weir, ref. 2.8-8); and a
 

wide variety of urban, country, regional, and statewide planning
 

projects (Hardy, ref. 2.8-9; Baldridge, ref. 2.8-7; Simonett,
 

ref. 2.8-10; Alexander, ref. 2.8-I1; and Hanna, ref. 2.8-12).
 

Although the findings of the recently concluded Skylab land use
 

investigations are not quantitative, sufficient evidence exists
 

to make at least qualitative statements about recommended spatial
 

and spectral requirements for future space sensor systems.
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2.8.2 CAMERA SYSTEMS
 

To maximize the potential and practical applications of remote
 

sensing data, as applied to general land use problems, the prime
 

sensor shoild be a camera or preferably, a cluster of cameras.
 

Specifically, an optimum camera system would include several
 

(two to four) Skylab Sl90B-type cameras With (1) improved spatial
 

resolution of 3 to 5 meters for low contrast scenes and (2) an
 

enlarged film format (either 9 x 9 in. or 9 x 18 in.). Based
 

on previous studies, namely Skylab 5190B results, increased
 

spatial resolution for the bulk of land use related activities
 

is a prime requirement. The spatial resolution afforded by the
 

S190B camera (and the three different film types used) was a
 

positive step, but even that camera system did not provide
 

adequate resolution to enable a comprehensive assessment for a
 

wide range of discipline objectives. Non-Skylab surveys of
 

actual user requirements which were conducted by the USGS and
 

Cornell University verified that spatial resolution of 3 to 5
 

meters would dramatically increase the value of photography.
 

6ollected from a space platform. Figure 2.8-1 is a fairly typical,
 

representative graphic that communicates the different spatial
 

resolution requirements that,are essential for the identification
 

of a broad range of environmental features (Simonett, ref.
 

2.8-10).
 

In addition to the spatial aspect, the spectral qualities of
 

spaceborne camera systems (film/filter combinations) must be
 

considered. Again, sufficient evidence is now available to
 

recommend that the first choice of film type for future systems
 

would be a high resolution color infrared (CIR) film, e.g.,
 

SO-131; A high resolution natural color film would be a close
 

second choice. Although panchromatic black and white film and
 

black and white infrared films are also considered important for
 

selected applications, their consideration for inclusion into a
 

future photo-system module (PSM) is not as critical as the first
 

two choices.
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Flexibility in engineering design of a PSM should ensure a high
 

degree of flexibility for ease of interchanging film magazines
 

and also have the capability for rapid filter changes.
 

Another important factor to be considered for future land use
 

remote sensing endeavors is the frequency of data collection.
 

Naturally, the interval between data collection passes will be
 

a function of the specific application or objective of the disci­

pline area being studied. Despite the unique qualities for some
 

studies, several general statements can be made regarding overall
 

land use/planning data collection intervals. For most land use
 

regional scale and relatively static inventorying efforts, three
 

to five year intervals would be adequate. For smaller or more
 

dynamic areas and most urban planning activities, dAta collection
 

T4ould only be -required every one to two years.
 

For very unique and dynamic studies, i.e., monitoring strip­

mines, dam sites and highway construction, and fluctuating water
 

impoundment studies, etc., data would be required as frequently
 

as every six months.
 

In some geographical areas and for certain types of natural
 

resource inventories, it would be desirable to collect data, at
 

least initially, two times during the year to observe and assess
 

the implications and impact of temporal data, e.g., leaf-on
 

versus leaf-off scenes. In conjunction with the frequency
 

interval, the appropriate type of'film/filter combination(s)­

would be a vital consideration during the pre-mission phase of
 

the planning cycle.
 

Perhaps the key ingredient for a successful mission is the
 

development of a comprehensive and detailed pre-mission plan.
 

In the past, sensors and mission parameters have been established
 

prior to the selection of principal investigators or the
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determination of how the collected data would be used. This
 

constitutes a very harsh constraint in that (1) there is no input
 

into designing the complete experiment, and .(2) the eventual
 

investigation is locked into a mode of performing with the data
 

provided. Obviously, this type of "cart before the horse"
 

philosophy is inefficient and does not provide the vast majority
 

of remote sensing and earth science practitioners with an oppor­

tunity to make valuable inputs into that part of the investiga­

tion that would appreciably enhance their study and applications.
 

2.8.3 MULTISPECTRAL SCANNERS
 

Although a few applications systems'have been developed, a
 

sampling of aircraft, Skylab, and Landsat multispectral investi­

gations and experiments indicates multispectral sensing systems
 

have been utilized primarily in an experimental mode. In spite
 

of the frequently heralded fact that Landsat 1L and2 provides the
 

advantage of repetitive coverage, this type of data has limited
 

application to assist in the solution of land use problems. This
 

is primarily because of the large resolution of 79 meters. Even
 

though narrow spectral bands of Landsat 1 and 2'and even narrower
 

spectral bands of Skylab coupled with the machine processing cap­

ability offer some potential benefits, most land use investiga­

tions are not afforded adequate spatial resolution to perform
 

inventory and planning functions for making either policy-making
 

or management decisions. Photographic systems, such as the S190B,
 

offer much greater land use application utilization, and the
 

Landsat D thematic mapper with a resolution of 30 meters will
 

offer much greater detail for land use than the Landsat 1 and 2
 

multispectral scanners.
 

Surveys have been conducted where actual scanner products
 

(imagery, printouts, etc.) have been furnished to assorted levels
 

of planning agencies (from federal agencies down to small town
 

planning agencies). The results of these surveys are almost
 

unanimous: scanner products are of little practical value,
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except for public relations efforts and graphic presentations.
 

.This response can partially be attributed to a viable means
 

to transfer the existing technology to actual users, but
 

it is also attributable to the fact that insufficient detail is
 

available.
 

On a more positive note, a group of Skylab investigators:
 

Sattinger, Klemas, Gilmer, Simonett, Alexander and Hannah, op cit.;
 

Hoffer (ref. 2.8-13); Silvan (ref. 2.8-14); and Higer (ref.
 

2.8-15) provided a great deal of insight into the use of computer
 

processing techniques for analyzing spacecraft multispectral
 

sbanner data for land use applications. Reasonably accurate
 

(75-90%) overall classification accuracies were achieved for
 
Level .11 land use maps using computer-aided analysis techniques
 

(Anderson, ref. 2.8-16). Acreage estimates, based upon domputer­

aided analysis of Skylab S192 data, were highly correlated with
 

acreage estimates obtained through standard photointerpretation
 

techniques using aircraft photography.
 

The increased spectral range offered by the S192 scanner system
 

was of particular significance since this was the first time
 

that multispectral scanner data had been obtained from the
 

visible through thermal infrared wavelengths of the electro­

magnetic spectrum from satellite altitudes. Several investi­

gators found that at least one wavelength band from each of the
 

four major portions of the electromagnetic spectrum (visible,
 

near infrared, middle infrared, and thermal infrared) was
 

necessary to achieve optimal computer classification of land
 

use categories. The near infrared portion of the spectrum was
 

found to be particularly important for accurate discrimination
 

among various vegetative cover types. In other studies, a
 

combination of six wavelength bands were cited as being optimal
 

for land use mapping using computer-aided analysis techniques.
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Considering all of the Skylab S192 users, it appears that two
 

wavelength bands in the visible wave-lengths, two bands in the­

near infrared, one in the middle infrared, and one in the thermal
 

infrared band would provide the optimum number of bands for
 

overall classification of land use categories.
 

Several of the Skylab S192 land use investigators (ref. 2.8-5,
 

2.8-10, 2.8-13, and 2.8-14) concluded that the improved spectral
 

resolution and the increased spectral range available in scaner
 

systems such as the Skylab S192 (as compared to the Landsat-i
 

MSS system) enabled significant improvement in classification
 

performance for land use mapping. A few investigators (ref. 2.8-1,
 

2:8-13, and 2.8-14) even indicated that the improved spectral
 

resolution obtained in the Skylab S192 scanner data was more
 

important for mapping many cover-type features than was the
 

spatial resolution obtained through use of the S190 photographic
 

sensor systems.
 

In nearly every study in which S192 data was utilized in conjunc­

tion with computer-aided analysis techniques, the investigators
 

concluded that traditional definitions of land use categories
 

often will not produce spectrally separable informational classes
 

of data output. To obtain maximum benefit from multispectral
 

scanner data, it will be necessary in many cases to establish
 

land use category definitions that are based upon spectrally
 

discriminable classes of cover type.
 

The Skylab experiments enabled both photographic and multispectral
 

scanner data to be applied to many land use mapping activities in
 

a manner never before possible. Both the photographic and
 

scanner data were shown to be of value for land use mapping
 

purposes. Evaluation of Skylab data, as well as map and tabular
 

products obtained from the Skylab data, by representatives of
 

many user agencies brought positive responses concerning the
 

2.8-7
 



value of such data. The Skylab EREP experiment successfully
 

demonstrated, beyond any doubt, the significant value of such
 

photographic and multispectral scanner data obtained from
 

satellite altitudes for a multitude of land use purposes.
 

2.8.4 MICROWAVE SENSORS
 

Few attempts have been made to investigate the use of microwave
 

sensors (including imaging radar systems) for land use purposes.
 

Although attempts have been made by avid proponents of imaging
 

radar capabilities to promote these sensors as an effective land
 

use tool, more effective means are available, e.g., photography
 

to accomplish the same objectives. Radar has only a limited
 

capability, primarily in areas that are almost constantly cloud
 

covered or in areas where the mapping is poor or nonexistent.
 

2.8.5 THERMAL INFRARED (IR) SCANNERS
 

From a space platform, the same spatial resolution limitations
 

exist for the thermal infrared scanners as for the multispectral
 

scanners. Future space platforms with thermal IR scanners would
 

offer some advantages if sufficient spatial resolution and spec­

tral sensitivity were attained to permit monitoring of water
 

pollution, forest fires, various oceanographic investigations,
 

urban/rural temperature differentiations, etc. This is certainly
 

an area where future experimentation should occur..
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2.9 OCEANOGRAPHY
 

The three'major categories comprising oceanography ire: (1)
 

physical, (2) biological, and (3) geological. These categories
 

may be subdivided into more detailed categories. However, for
 

the purpose of investigating oceanographic conditions with the
 

use~of remote sensors from aircraft and spacecraft this discus­

sion is restricted to the three major categories, discussed
 

briefly below with some examples of remote sensor applications
 

to specific problems.
 

2.9.1 PHYSICAL OCEANOGRAPHY
 

Physical oceanography deals with the physical aspects of the
 

ocean properties such as waves, currents, thermal properties
 

and patterns, salinity concentration and distributions, and
 

water depths and pressures. Of the many types of oceanographic
 

paramaters, the physical parameters lend themselves more readily
 

to detection by remote sensors. For example, wave heights and
 

patterns and surface temperatures can be measured and/or mapped
 

by both imaging and point source remote sensors.. Water salinity
 

at the surface can be measured in relative concentrations by
 

point source sensors, namely, by microwave radiometers. In
 

addition, salinity can be inferred from'mathematical models
 

where several parameters are known, and with the use of such
 

models salinity with depth can be estimated.
 

2.9.2 BIOLOGICAL OCEANOGRAPHY
 

Biological oceanography deals with the animal and plant life of
 

the oceans and coastal zones as determined by their environ­

mental conditions. Detection and mapping of biological parameters
 

are primarily restricted to phenomena which can be used to infer
 

conditions and properties of the local biology, e.g., oil slicks
 

produced by schools of fish. Also, the water temperature,
 

salinity, turbidity and depths can be used to isolate areas of
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fish and plant life concentrations. Some plant life phenomena
 

.such as algae blooms (commonly termed red tides) can be detected
 

and mapped directly by the use of certain spectral bands of
 

photography and/or multispectral line scan imagery.
 

2.9.3 GEOLOGICAL OCEANOGRAPHY
 

Geological oceanography encompasses those aspects of the ocean
 

that relate directly to their formation and modification, inclu­
ding marine sedimentation, deposition and formation of marine
 

miieral deposits, coastline formation and destruction, and the
 

recording of ocean dynamics and life forms in its sediments.
 

Since geological aspects of oceanography are basically inferred,
 

in most cases they cannot be mapped directly by remote sensors
 

with the exception of coastal and shoreline features. However,
 

in some cases where the water is clear and the turbidity is low,
 

bottom features and relative depths can be seen in some parts of
 

the visible spectrum. This data can be used to infer information
 

about the local and regional geological conditions.
 

2.9.4 REMOTE MEASUREMENT OF OCEANOGRAPHIC PARAMETERS
 

The measurement of ocean properties by remote sensors has been
 

an objective of both private and government groups for many years.
 

However, a concerted effort to measure these ocean properties
 

from remote sensors was only begun during the mid-1960's. This
 

effort was initiated as a joint NASA-Naval Research Laboratory
 

program. Oceanographic test sites were selected by the U. S.
 

Navy to be flown over by NASA aircraft equipped with a variety of
 

remote sensors in order to determine the possible applicability
 

of sensors to oceanographic problems.
 

Since the mid-1960's much work has been done-and many papers have
 

been written regarding the applicability of a variety of data
 

remotely acquired from both aircraft and satellites. The most
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recent plan in measuring the ocean parameters by remote sensing
 

is that of the earth orbiting Seasat-A system, the primary
 

objective of which is the measurement of physichl parameters,
 

with very little emphasis on biological and geological parameters.
 

As such, Seasat-A will measure and monitor the following data:
 

1) ocean wave statistics, heights, lengths, and energy spectra
 

2)- ocean currents., tides, surges, and tsunamis
 

'3) surface winds
 

4) ocean temperature, including the effects of polar ice
 

5) surface topography and surface roughness
 

6) general ocean geoid
 

7) ice extent, age, etc.
 

Understanding these oceanographic properties will improve the
 

understanding of not only the physics of the ocean, but also
 

of meteorology as related to ocean dynamics. An overall system
 

concept of how the data will be acquired and processed for Seasat
 

operations is illustrated in fiqure 2.9-1.
 

Figure 2.9-2 demonstrates the interrelationships of the data
 

acquired from the sensors proposed for measurement of the
 

physical parameters. Similar relationships.could be diagrammed
 

for biological and geological parameters., and then a composite
 

made of the three basic categories of oceanographic disciplines.
 

As shown in figure 2.9-3, the planned orbital coverage of Seasat-A
 

gives excellent coverage of the oceans and seas. Should addi­

tional satellites with a better cross section of sensors be
 

launched in the future with a similar orbit, much information
 

could be obtained on all types of oceanographic parameters.
 

2.9-3
 



SESOS SNORSATE, TLLITE1.IA OO ,H.!} 

IAA 

',o OCEANDISSEMI- ANSI GEOPHYSICA F E 

PIENOMENI .. I L I 

a DATACOASTAL 
A ... .,-- PR iN G.I LS'TRTUCTURES\ 

Figure 2.9-1. --Seasat ocean information system.
 

http:TLLITE1.IA


,W ATMOSPHERIC 
WATER CONTENT 

RADAR' . 

BACKSCATTER _ . 

A O SURFACE WINDS 
-SPEED & DIRECTIONIle " 

-. " ..x 
MICROWAVE ;LEMISSION 

WRAIOME - / .. -WAVE HEIGHTS, 
_-: ...- -P- LENGTH. DIRECTION 

ATU-
ALTLTUNE ANFE 

ROUGHNESS {.-\ .. •
 

(RADARALTMETER) FLOW P 

V-::RADA 
I .." ,IMAGES
 

M A G IN G (IMAGING

.. " \ "HEIGHTS 

:-•-...,SURFACE CURREINTIS 
SPEED &DIRECTION 

STOM SRGE
 

SATELLITE -SOMSREPOSITION
 

(EXTERNAL DATA) -"
 
deivd e JonDAL
gephsialvaiale ,-t.b \ ,,,(Af EA SURFACE"-, ) 

OER
 
OBEVATIONS%
 

a(EXTER NAL DATAI CAIE
 

ATMOSPHERE, 
LAND FEATU'RES 

MEASUREMENTS DA'T:A PHYSICAL 
AND SENSORS F LOW PARAMETERS 

Figure 2.9.2. - Interrelationships between Seasat-A sensors and
 
geophysical variables to be derived. (AfEter John R. Apel)
 

2.9-5
 



6X0
 

20 

-20
 

-40
 

n~...A " tV~ 
................DEC NDN ±4X.A~~ 
. G ..
Figure........ y ~ rcko. -o. .a........... 


60 129 180 240 .. 300 

Figure 2.9.3. --Ground track of Seasat-A for 24-hour period. 



2.9.5 SENSOR TECHNIQUES INVESTIGATED FOR SEASAT-A
 

Sensor techniques which were investigated by NASA and the Jet
 

Propulsion Laboratory for possible use aboard Seasat are shown in
 

table 2.9-1.
 

2.9.6 GENERAL OCEANOGRAPHIC SENSOR REQUIREMENTS
 

Table 2.9-2 gives the sensor type requirements for measuring
 

various physical, biological, and geological parameters.
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TABLE 2.9-1. - SEASAT SENSOR TECHNIQUES
 

(After J. R. Rose & S. Walter McCandless)
 

Frequency RangeF uPassive Active or DifferentiatingTechnique 

Visible and Infrared Active Range Processing 

Passive Spatial Variation 

Multifrequency 

Spectrometry 

tc 
I 

Microwave Active Range Processing 

Doppler Processing 

Range and Doppler 

Passive Spatial Variation 

Multifrequency 

Measurement Types 


Altimetry 

Ocean Bottom 

Sounding
 

Images 

Thermal Maps 


Atmospheric Profiles 

(Water, Thermal)
 

Atmospheric and 

Surface Constituents
 

Altimetry 

Surface Roughness-

Wave Height
 

Backscatter (Winds, 

Surface Roughness) 


Images 

Wave Spectra 

Ice Maps
 

Images 

Thermal Maps
 

Atmosphere Path 

Corrections
 

Seasat-A
Payload
 

Radar
 
Antenna
 

Scanning
 
Radiometer
 

None
 

None
 

Radar
 
Altimeter
 

Far Beam
 
Scatterometer
 

Synthetic
 
Aperture Radar
 

SMMR
 

SMMR
 



TABLE 2.9-2. - GENERAL OCEANOGRAPHIC SENSOR REQUIREMENTS 

Sensor Type Infrared Laser ave wave multi-spectral PhotographicPoorpi Radar aa 

Physical Parameters: 

Sea state X X X 

Currents 

Surface temperature 

Sea ice 

Salinity 

Tides 

Sea-air interface 

X 

X 

X 

X 

X_ 

X 

X 

X 

X 

X 

X 

X 

X 

X 

w 

w 

Biological Parameters: 

Coastal vegetation 

Sea life areas 

X 

X x 

X 

x 

X 

x 

X 

Geological Parameters: 

Coastal changes 

Coastal sedimentatior 

Bottom mapping 

Geoid 

X 

x 

X 

X 

X 

X 

X. 

X 

X 



2.10 SOIL MOISTURE
 

The measurement of soil moisture over sizable areas is a high
 

priority need for several earth resources applications. Areas as
 

diverse as agriculture, civil engineering, and meteorology have
 

stated a requirement for information on the water content of the
 

soil. Literature reviews by Idso, et. al., (ref. 2.10-1) and by
 

Blanchard, et. al., (ref. 2.10-2) discuss the variety of measure­

ment techniques and a number of direct and indirect applications
 

of soil 	moisture.
 

2.10.1 	USE OF VISIBLE, NEAR INFRARED, AND THERMAL INFRARED REMOTE
 

SENSING TO STUDY SOIL MOISTURE
 

Measuring soil moisture remotely has been an objective of many
 

experiments. Three general methods have evolved for estimating
 

soil moisture, using radiometric data from the .0.4 micrometer
 

(vm) to 14.0 pm spectral region. These methods are: (1) measure­

ment of 	spectral reflectance or albedo, (2) measurement of visible
 

polarization, and (3) measurement of surface radiometric tempera­

ture. The reflectance method is based on observation of a decrease
 

in reflectance as soil moisture increases for a given soil. The
 

polarization method is a result of the sensitivity of polarization
 

of reflected light to soil moisture. The soil temperature method
 

is dependent upofi the observed decrease in temperature difference
 

between 	day and night soil temperature with increasing soil
 

moisture.
 

There are a number of factors which must be kept in mind when
 

using remotely sensed data for the determination of soil moisture
 

conditions. For instance, the moisture content of soils can vary
 

greatly 	over a given area so that soil moisture determinations,
 

even when made by ground methods, are valid only for limited
 

areas and for limited periods of time. Soils which dry quickly
 

even after extensive wetting are especially difficult to measure
 

accurately. Vegetative cover severely restricts the utility of
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most of these methods. However, to the extent that the vegeta­

tion responds to underlying soil conditions some information may
 

be derived even in-areas of total ground cover.
 

2.i0.1.1 Reflectance Metho.
 

Qualitatively, it has long been known that the reflectance of
 

bare soil is dependent upon the moisture content of the surface
 

layer of the soil. A decrease in reflectance of bare soil with
 

incrdasing soil moisture is well documented.- Planet (ref.
 

2.10-3) noted that this decrease is the result of internal
 

reflections within a thin film of surface water. However, the
 

predictive value of this relationship was not evaluated until
 

Bowers and Hanks (ref. 2.10-4) conducted a laboratory study of
 

the spectral reflectance of several soils with different water
 

contents. In all cases, the dry samples had the highest reflec­

tivity with a maximum occurring in the near infrared. Their
 

results indicated that there was a good potential for estimating
 

surface soil moisture from reflectance measurements.
 

Condit (ref. 2.10-5) presented spectral reflectance data for
 

30 typical soils. Measurements were made of both wet and dry
 

samples, which varied widely in color and reflectance. Based
 

on an examination of 160 data sets, it was concluded that all
 

of the data could be classified into three general types of
 

curves. Linear regression equations were developed which allow
 

the redonstruction of the spectral reflectance curve from five
 

measurements made at specified wavelengths.
 

Sewell, et al., (ref. 10:2-6) conducted a laboratory study of
 

the relation between moisture content and fallow soil reflect­

ance of nine wavelengths in the visible. Quadratic equations
 

were developed to describe the functional relationship. A
 

corresponding field study favored color infrared film to enhance
 

photointerpretation of'soil moisture content. Favorable results
 

were obtained for soil moisture contents up to 25 percent.
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Weiner, et al., (ref. 10.2-7) obtained the best correlations
 

between soil moisture and reflectance using imagery in the red
 

portion of the visible spectrum. Their study included fallow
 

fields and fields partially covered by grain sorghum.'
 

Idso, et al., (ref. 10.2-8) found that simple albedo measure­

ments when normalized to remove variations due to solar zenith
 

angle were linear functions of soil moisture for the top layers
 

of the soil. Figure 2.10-1 shows that as the depth of the sur­

face layer increases, the relationship becomes more difficult to
 

use at low moisture contents. The function must be rederived
 

for each new soil type, but for at least the surface layer the
 

relationship seems to be independent of season.
 

Data from the literature shows that reflectance can be related
 

to soil moisture. Such a relationship is dependent on the soil
 

type, but it is not strongly dependent on past or present
 

environmental conditions. Therefore, with adequate ancilla'rv
 

soils information, there appears to be hope of calibrating a,
 

soil moisture model, and hence, quantifying surface soil mois­

ture of bare soil.
 

2.10.1.2 Visible Polarization
 

It has long been known that the polarization of light reflected
 

from soils is very sensitive to surface moisture. Reflebtance
 

from natural soils is primarily diffuse, whereas refleitance
 

from water is strongly specular. The specular component is
 

strpngest as the Brewster angle (530 ) is approached. Hence,
 

the geometry between the detector and the light source strongly
 

affects the intensity of the reflected component of the radiation.
 

When the detector and the light source are in the principal
 

reflecting plane-, the combined r4,4lectance from both the diffuse
 

component from the soil and the specular component from the
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Figure 2.10-1.- Normalized albedo versus average volumetric water
 
content of nine different soil layers having the surface as their
 
upper boundary. (IDSO, et al., ref. 2.10-8).
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water are measured. As a result, increased reflectances at
 

high soil moistures are observed for all angles between the
 

detector and light source. The maximum reflectance is observed
 

when the detector is at 530 from the zenith.
 

When the detector is not in the principal reflecting plane only
 

the diffuse component from the surface is observed. In this
 

case, the reflectance decreases with increasing soil moisture as
 

discussed in section 2.10.1.1.
 

A principal advantage of the polarization signature is its
 

reasonable degree of invariance to the illuminating and viewing
 

angles. Frost and Steg (ref. 2.10-9) showed that the degree of
 

polarization of reflected light is very nearly independent of
 

illuminating angle, even for rough soils with the source at a
 

690 zenith angle such that a large fraction of the surface
 

viewed is shadowed. This result is not unexpected since the
 

illuminated-areas contribute their characteristic polarization
 

to the measured signal and the dark areas contribute in only a
 

minor way because of reflected sky light. This circumstance is
 

quite advantageous in that, to a very good approximation, it
 

frees the measurements from the influence of unknown ground
 

roughness parameters such as furrows in plowed fields and from
 

a requirement for a priori knowledge of the average ground
 

slope.
 

A typical comparison of the reflectance and polarization for red
 

clay soil such as is found throughout the southeastern United
 

States is given in figure 2.10-2. As will be noted in figure
 

2.10-2(b), the polarization of wet red clay soil is quite large
 

compared to that of the dry clay. At observation points looking
 

towardthesource when it is either 450 or 800 from nadir, the
 

percent polarization rises to between 60 and 70 percent of its
 

dry value. These measurements were made at 0.53 micrometers.
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Figure"2.10-2. -Red clay soil directional reflectance and
 
polarization for two angles of incidence when wet and dry.
(Source incidences 450 and 800 at a wavelength of 0.52 pm.)
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It will be noted in figure 2.10-2(b) that a remote sensor
 

directly overhead and having the usual 10 to 20 field-of­

view would not sense a large polarization effect unless the sun
 

were quite low in the sky. Figure 2.10-3 gives a comparison
 

of the present polarization for various soils containing various
 

amounts of soil moisture. It will be noted that large and
 

increasing polarization results from increasing the soil mois­

ture content.
 

2.10.1.3 Temperature Method
 

Early attempts to develop a relationship between soil moisture
 

and temperature were qualitative. Myers and Heilman (ref.
 

2.10-10) demonstrated the occurrence of temperature differences
 

between wet and dry areas of the same soil. In,general, wet
 

soils were cooler than dry soils in the daytime. The reverse
 

situation was observed during the night. Temperature differences
 

of up to 9* were observed during the day. Myers and Heilman
 

'(ref. 2.10-10) found that the range of the diurnal oscillation
 

was related to soil moisture conditions.
 

The difference between the daily maximum and minimum surface
 

soil temperature decreases with increasing soil moisture. The
 

relationship occurs because the heat transfer properties of the
 

soil change with soil moisture content. The amount of water in
 

the soil governs both the amount of energy absorbed as well as
 

the rate of evaporative cooling, and hence, the soil temperature.
 

Blanchard (ref. 2.10-2) found that in sandy soils surface tem­

perature differences reflected subsurface soil moisture differ­

ences. His data demonstrated that soil moisture differences
 

occurring at depths greater than 10 cm could produce surface
 

temperature differences of 20 to 30 C.
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Idso, et al., (ref. 2.10-11) carried out experiments which
 

verified the utility of the temperature approach. The soil
 

moisture of the surface layer to 4 cm was found to be a linear
 

function of the range of soil surface temperatures. Figure
 

2.10-4 illustrates these results. The maximum difference
 

between soil surface temperature and air temperature produced
 

similar results as can be seen in figure 2.10-5. Tests on other
 

soil types indicated that the derived functions were not uni­

versal and required knowledge of each soil for application.
 

.However, it was determined that the soil water pressure potential
 

could be determined without prior knowledge of the soil type.
 

2.10.1.4 Discussion
 

The reflectance and polarization methods share,major drawbacks
 

which restrict their general application. First, the wide
 

variation of soil albedos increases the difficulty of developing
 

a universal relation that does not require ground truth data on
 
-soil 
 type. Secondly, reliable inferences about subsurface water
 

will probably require water budget modeling using reflectances
 

as input data.
 

The temperature method also requires ground truth soil informa­

tion for estimation of soil moisture. However, the correlation
 

with subsurface water is stronger over a wider range of soil
 

moisture levels for this method, and this may justify developing
 

the required ancillary data. In addition, soil water pressure
 

potential may be estimated independently of soil type.
 

Further, experimental work is required to determine the worth of
 

these approaches in the real world. To this end, NASA's Heat
 

Capacity Mapping Mission, scheduled for a 1978 launch, will carry
 

a high resolution two-channel radiometer (0.5 pm - 1.1 pm and
 

10.5 Pm - 12.5 pm) for measuring both reflectance and surface
 

radiometric temperature.
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2.10.2 REMOTE SENSING OF SOIL MOISTURE AT MICROWAVE FREQUENCIES
 

2.10.2.1 Introduction
 

The importance of soil moisture remote sensing to the application
 

areas of hydrology, meteorology, and agriculture has been
 

stressed in the previous sections. In the microwave region,
 

considerable interest and studies in the remote sensing of
 

moisture content in soil were generated only in recent years
 

(ref. 2.10.2-1 through ref. 2.10.2-7). The results obtained
 

from these studies strongly suggest that microwave sensors in
 

aircraft and satellites could provide large-scale mapping and
 

estimates of soil moisture content to a reasonable degree of
 

accuracy. Undoubtedly, there still exist many problems to be
 

explored and solved before the full utilization of an operational
 

soil moisture remote sensor can be realized. This promises a
 

lot of research efforts and activities in this area for many
 

years to come.
 

A microwave sensor detects the electromagnetic properties of a
 

terrain surface by measuring either the backscattered portion of
 

its transmitted radiation or the radiation emitted by the terrain
 

surface. The electromagnetic properties of a terrain surface
 

are strongly affected by: (1) the water content of soil, (2) the
 

type of soil, (3) the vertical profile of water content, (4) the
 

surface roughness and row direction (for furrowed fields), (5) the
 

temperature at the surface and its variation with depth, (6) the
 

state of vegetal cover, and (7) the frequency, polarization and
 

the look angle of the electromagnetic radiation. Only the first
 

and the last items will be emphasized in the following discus­

sions. The remaining items will be briefly described when
 

necessary.
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2.10.2.2 Dielectric Properties of Soil at Microwave Frequencies
 

At microwave frequencies, a typical dry -soil has a dielectric
 

constant of 45 and a dielectric loss factor of <,1. The dielec­

tric parameters of water, on the other hand, are quite large; It
 

can be seen from figure 2.10.2-1 (fig. 1 of ref. 2.10.2-8) that
 

the dielectric constant and loss factor for water can vary in
 

the ranges of 20-80 and 2-40, respectively. This marked
 

difference in the dielectric property between dry soil and water
 

makes it possible to electromagnetically detect the moisture
 

content in a soil-water mixture.
 

Laboratory measurements of dielectric constants and loss factors
 

for soils at microwave frequencies have been performed by several
 

groups (ref. 2.10.2-1, ref. 2.10.2-8, and ref. 2.10.2-9). Figure
 

2.10.2-2 (figure 11 of ref. 2.10.2-8) shows a-typical result.
 

It is clear from this figure that, at all frequencies shown here,
 

both the dielectric constant and loss factor Increase markedly
 

with water content. The data also indicate that both of these
 

dielectric parameters are relatively independent of soil type.
 

Results from other measurements (ref. 2.10.2-14 and ref. 2.10.2-9)
 

support the same conclusions. Additional measurements on the
 

dielectric properties-of soil are expected to be made at X and L
 

bands in support of the 1976 Joint Soil Moisture experiment
 

(ref. 2.10.2-17).
 

The relationship established between the dielectric constant as
 

well as loss factor and the water content of soil is of funda­

mental importance in our understanding and interpretation of the
 

data collected by a microwave sensor. As an example,
 

figure 2.10.2-3 (fig. 7 of ref. 2.10.2-2) shows the calculated
 

emissivity variation with soil moisture content for the silty
 

clay loam at the wavelength of 1.55 cm. According to the figure,
 

a radiometer operated at this wavelength is expected to observe
 

decreasing brightness temperature with increasing soil moisture
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content. Both the dielectric constant and loss factor enter
 

explicitly into the mathematical model calculations on the emis­

sion and scattering of electromagnetic radiation from a terrain
 

surface (e.g., ref. 2.10.2-10 through ref. 2.10.2-13). These
 

model calculations are ultimately needed in order to explain and
 

understand the observations made at aircraft and satellite
 

altitudes.
 

2.10.2.3 Soil Moisture Measurements by the Active Microwave
 

Sensors
 

An active microwave sensor transmits-electromagnetic radiation
 

and receives a portion of it backscattered from a terrain sur­

face. Knowing the powers transmitted and received, the angle of
 

incidence, the two-way antenna pattern, and other sensor system
 

parameters (i.e., noise, gain, etc.), the dielectric property of
 

the terrain surface can be derived. The main advantages of an
 

active microwave sensor over its passive counterpart are that
 

it can provide good spatial resolution even at satellite alti­

tudes and that the backscattered power it receives does not
 

depend too strongly on the thermal temperature of the terrain
 

surface. However, an active microwave sensor system is generally
 

more expensive to build and the associated data processing system
 

(both hardware and software) is more complicated.
 

The application of the active microwave sensors to the detection
 

of soil moisture content is only at the investigative stage. The
 

most extensive work in the area was performed by a scatterometer
 

mounted on a moving track (ref. 2.10.2-1 and references therein).
 

The scatterometer was operated in the frequency range of 2 to 8
 

GHZ, both for HH and VV polarizations. The measurements were
 

made on a 150' x 150' plot divided into three fields of smooth,
 

medium rough and rough surfaces. The scattering coefficients
 

were measured for eight frequency intervals (between 2 and 8 GHZ)
 

and five angles of incidence in increments of 100 from 0 to 40'.
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The results from these measurements ihdicated that, at an oper­

ating frequency of -4.75 GHz and an incident angle-of -10, the
 

scattering coefficients are almost independent of roughness and
 

dependent only on soil moisture. Figure 2.10.2-4 (fig. 15 of
 

ref. 2.10.2-1) shows the plot of the scattering coefficient
 

against the soil moisture content for data taken at the frequency
 

of 4.75 GHz, angle of incidence of 10, and for VV polarization.
 

Measurements from smooth, medium rough, ar rough fields were all
 

included. A correlation coefficient of 0.75 and a soil moisture
 

sensitivity of 0.25 dB per 0.01 g/cm 3 water content were obtained.
 

The soil moisture measurements by a scatterometer at aircraft or
 

satellite altitudes are scarce. Three scatterometers at the
 

frequencies of 400 MHz, 1.6 GHz, and 13.3 GHz mounted on a
 

NASA/JSC aircraft were flown over the Finney County and Lawrence-


Topeka, Kansas, test sites in April to May of 1976. Both the
 

ground truth and the scatterometer data have not been completely
 

analyzed as of October 1976. At satellite altitudes, measurements
 

were made over a Texas test site in 1973 with the S193 13.9-GHz
 

radiometer/scatterometer system aboard the Skylab (ref. 2.10.2-6).
 

The correlation coefficient at a pitch angle of 29.4" and the
 
soil moisture content in the top 2.5 cm layer was -0.67. For those
 

areas in the test site where the ground truth measurements were
 

not made, the scattering coefficient was correlated with the com­

posite rainfall in inches. The correlation coefficient in this
 

case was found to be 0.62. Considering the footprint of the
 

scatterometer of -12 km x 16 km (based on two-way antenna pattern)
 

and only a few soil samples taken in each footprint, these correla­

tion results are indeed encouraging.
 

An attempt was also made to measure the soil moisture content by
 

an imaging radar system. In April of 1974, a synthetic aperture
 
radar operating at both X and L bands and for both like and
 

cross polarization was-flown over about 80 agricultural fields
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near Phoenix, Arizona (ref. 2.10.2-7). The backscattered
 

electromagnetic radiation was processed and recorded on film
 

so that the images of the measured agricultural fields would
 

appear with different gray density levels according tq their
 

representatIve intensity returns. The relative intensities of
 

those fields were derived from the films and correlated with the
 

corresponding soil moisture contents. Figure 2.10.2-5
 

(fig. 12 of ref. 2.10.2-7 shows the results of these measure­

ments. Clearly there is no apparent correlation between the
 

relative intensity return and the soil moisture content. When
 

the fields were separated in zones according to the angles of
 

incidence, a good correlation was found between the intensity
 

return and the moisture content for those fields falling in the
 

430 to 51* zone. Figure 2.10.2-6 (fig. 14 of ref. 2.10.2-7) shows 

such a correlation. Although a correlation coefficient of -0.95
 

was obtained, only five data points were used in the study, the
 

results of which•do not appear convincing. Further measurements
 

and studies are clearly needed before an imaging radar system can
 

be used as an effective tool in the remote sensing of soil moisture.
 

2.10.2.4 Radiometric Measurements of'Soil Moisture
 

A radiometer measures the electromagnetic radiation emitted from
 

a terrain surface (or an object). At microwave frequencies, the,
 

intensity of the radiation is proportional to the thermal tempera­

ture of the terrain surface, with emissivity as a constant of
 

proportionality. (Hence the intensity of radiation and the
 

brightness temperature are used interchangeably.) There are
 

relatively more measurements on soil moisture made with radiom­

eters than with either scatterometers or imaging radar systems.
 

At aircraft and satellite altitudes, positive evidence has been
 

accumulated for using radiometers to remotely detect soil
 

moisture content- (ref. 2.10.2-5). For example, the results from
 

Skylab S194 radiometer measurements showed an excellent correla­

tion between the brightness temperature and the soil moisture
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content in the top 2.5 cm surface layer (ref. 2.10.2-5). The
 

radiometer, operating at the wavelength of 21 cm ana at the Sky­

lab altitude, measured the brightness temperature over a circular
 

surface area of ~110 km in diameter. The brightness temperature
 

measurements were made at intervals corresponding to 6.5 km in
 

surface distance of Skylab travel. The soil moisture samples
 

were taken at intervals of -6 km along two somewhat parallel
 

routes through the test sites selected in both Texas and Kansas.
 

Each of the soil moisture content measurements used in the cor­

relation was derived from the average of the samples encircled
 

in the 110 km diameter of the antenna footprint. The correla­

tion coefficients between the brightness temperature and the
 

soil moisture content for all cases in the Texas site were -0.90
 

or better, whereas those for the Kansas site were >0.80. This
 

strongly shows the capability of a high-altitude radiometer for
 

the remote sensing of. soil moisture over a large area.
 

Another example of soil moisture measurement with a radiometer
 

at.satellite altitudes was provided by the Nimbus 5 Electronic­

ally Scanning Microwave Radiometer (ESMR). This radiometer
 

operated at the frequency of 19.3 GHz and scanned perpendicularly
 

to the spacecraft suborbital track from 500 left to 50' right in
 

78 steps. It measured only.the horizontally polarized radiation
 

and had a spatial surface resolution of 25 km at nadir. There
 

was no direct ground truth measurement on soil moisture like
 

that in the case of Skylab S194 radiometer. However, a study.
 

over the central Illinois-Indiana region, Mississippi Valley,
 

and the Great Salt Lake Desert showed that substantial drops in
 

ESMR brightness temperature were generally observed after
 

rainfall in these areas (ref. 2.10.2-3).
 

A pioneer experiment was performed at aircraft altitudes over
 

some 200 selected agricultural fields near Phoenix, Arizona, in
 

1971 (ref. 2.10.2-2). The measurement was conducted with three
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radiometers atthe frequencies of 1.42 GHZ; 19.35 GHz, and 37 GHz.
 

The soil moisture data were obtained from field samples with
 

soil types ranging from sandy soil to heavy clay. 'The results
 

showed that at the frequency of 19.35 GHz, there was little
 

variation in the radiometer brightness temperature for soil
 

moisture values below -10 to 15 percent moisture content by
 

weight. Above -15 percent moisture content, there was a steady
 

decrease in the brightness temperature with moisture content.
 

The slope of a linear regression was -30K for each percentage
 

point increase in soil moisture. Furthermore, there was an
 

observable difference in the brightness temperature values at
 

a given moisture content for heavy clay and sandy soil. On the
 

other hand, the brightness temperature at 1.42 GHz was observed
 

to depend linearly on the soil moisture over the moisture range
 

0 to 35 percent. Figure 2.10.2-7 (fig. 5 of ref. 2.101.2-2)'
 

showbd such'a linear dependence with a slope of -2.20K/percent
 

soil moisture. There was no apparent difference in the variation
 

of the brightness temperature with moisture content between-sandy
 

loam and clay loam. Finally, it was concluded from the same
 

report that the 37 GHz radiometer had poor sensitivity to the
 

soil moisture.
 

After this pioneer experiment, it was recognized that a coopera­

tive effort would be necessary to utilize manpower and resources
 

more effectively. Consequently, a series of Joint Soil Moisture
 

Experiments (JSME) were conducted by NASA and research institu­

tions in 1974, 1975, and 1976. Both the 1975 and 1976 missions
 

had four nonscanning radiometers at the wavelengths of 21, 1.67,
 

1.36, and 0.8 cm, and a scanning radiometer at 2.8 cm. The data
 

obtained from the 1975 mission are not fully analyzed yet and
 

the analysis effort for the 1976 mission has begun as of
 

September 1976. The 1974 mission had only two radiometers. The
 

three nonscanning radiometers at 1.67, 1.36, and 0.8 cm were not
 

.included.
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Several new techniques were derived from the 1974 mission
 

(ref. 2.10.2-4). First, by simultaneously observing the verti­

cally and horizontally polarized brightness temperatures, TV and 

THt the parameters P = l/2 (TV + TH) and Q = TV - TH could be 

formed. It was shown that the soil moisture content and the 

surface.roughness effect might be separated by a comparison
 

of these parameters. Figure 2.10.2-8 (fig. .5 of.ref. 2.10.2-4)
 

displays such a comparison. The Q versus soil moisture plot
 

clearly shows the separation of the flat fields from the furrowed
 

fields. Secondly, it was found that When soil moisture was
 

expressed as a percent of field capacity (F), the correlation
 

between-P and F was improved. This implies the capability of
 

quantifying the effects of soil type. Finally, by comparing
 

the values of Q as observed during the afternoon and dawn flights,
 

it was found that the microwave signature of the surface rewet­

ting effect is an increase in the polarization.
 

2.10.2.5 Summary
 

From the results presented in theabove subsections, it can be
 

stated that both passive and active microwave sensors possess
 

the potential of mapping and estimating the moisture content in
 

soils effectively. Furthermore, because of their longer opera­

ting wavelengths, these sensors have certain advantages over
 

their counterparts operatedin the visible or infrared region.
 

These advantages are: (1-) that the electromagnetic radiation
 

in the microwave region can penetrate through the non-raining
 

clouds and, therefore,, the sensors can be operated in nearly all
 

weather conditions, (2) that the microwave sensors are time-of­

day independent, (3) that microwaves can penetrate the lightly
 

vegetated cover and provide information on the dielectric
 

property of soils, and (4) that moisture content in deeper soil
 

layers may be measured by sensors operated at longer wavelengths.
 

In view of these advantageous properties, the microwave sensors
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are expected to play an important role in the future remote
 

sensing of moisture content.
 

It is also clear from these results that many problems about soil
 

moisture remote sensing remain to be attacked and resolved.
 

These problems can be conveniently grouped into two categories:
 

(1) microwave senlor-systems, and (2) microwave terrain surface
 

interactions and mathematical modeling. To briefly discuss the
 

questions yet to be answered in the first category, a summary on
 

the performance of the microwave sensors described in the
 

previous subsections is prepared in table 2.10.2-1. It is felt
 

that further measurements and studies with both radiometers and
 

active microwave sensors are needed in the following areas:
 

1. 	Simultaneous radiometric measurements with dual polarizations
 

at wavelengths other than 2.8 cm. An optimal wavelength may
 

be found so that the effects of surface roughness, vegetal
 

cover and moisture content in the soil can be clearly
 

separated.
 

2. 	Further study on the correlation between ground truth and
 

spacecraft radiometric measurements at 19.3- GHz and 1.42 GHz
 

as well as other frequencies.
 

3. 	Establishment of relation between sensor response at a given
 

wavelength with the moisture and temperature profiles.,
 

4. 	Measurements at-both aircraft and satellite altitudes with
 

scatterometers. Most of the scatterometer experiments were
 

done on the ground with a truck-mounted system. Measurements
 

at high altitudes are clearly necessary.
 

5. 	Measurements at both aircraft and satellite altitudes with
 

imaging radar systems. So far, the measurements performed
 

with an aircraft synthetic aperture radar system at both X
 

and L bands have not given any positive and convincing
 

results. Extensive work is needed in this area.
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TABLE 2.10.2-1 - A BRIEF SUMMARY OF SOIL MOISTURE MEASUREMENTS WITH MICROWAVE SENSORS
 

Sensor System 3-dB Pointing Polariza- Results Measurement References 
Frequency feamwidth Rol. Nadir tion Date & Vehicle 

Radiometers: 

1,42 GHr 15o, 00 N/A For 1.42 GHz, linear response over 0-35% mois-
ture range, with sensitivity of -2.2-K/% mois-

Feb-March, 1971 
Aircraft 

2.10.3-2 

ture. 

19.35 GHz 2.8' Scans !50- Horizontal For 19.35 GHz, little variation below -10-20% 
crass track with sensitivity of -3-K/% moisture. 

37 GHz 50 45- , Astern Horizontal Poor sensitivity to soil moisure at 37 GHz. 
& Vertical 

1.42 GHz 
(MFMR) 

15o 0- and 40' Horizontal 
a Vertical 

Improved correlation when soil moisture field 
capacity was used instead of soil moisture 

April, 1974; 
Aircraft 

2.10.3-4 

10.7 GHSz 
(PMIS) 

2.6- - 1.6- 49- Horizontal 
& Vertical 

content. Moisture and surface roughness 
effects are separable by a simultaneous 
observation with both vertically and hori­
zontally polarized components. Soil types 
can be quantified. Increase in polarization 
was observed for surface rewettimg effect. 

19.35 gHz 
(ESMR) 

1.40 at 
Nadir 

Scans ±500 
from Nadir 

Horizontal ~60-X difference in brightness temperature 
was observed between dry region and wet 
region after fair amount of rainfall 

Jan. 1973; 
Nimbus 5 

2.10.3-3 

(-7.5 c= for example). Presence of vegetal 

ro 
cover appears to raise the brightness 
temperature of a wet surface. 

1.42 GHz Footprint O. N/A ~556 brightness t=perature variation over June-Sept. 1973 
o 

Li 

(S194) at earth's 
surface 
-110 km in 

the range of 0-35% soil moisture in top 
2.5 cm layer. Correlation coefficient wan 
-0.97. 

Skylab 

Hdiameter 

Radiometer 
Scatterometer 

Radiometer 
footprint 

A pitch 
angle 

Vertical For radiometer, the correlation coefficients 
of 0.88 and 0.81 were obtained for correla-

June 5, 1973; 
Skylab 

2.10.3-6 

13.9 GHz 
(S193 RAD/
SCAT) 

-14 . 12 km 
and scat-
terometer12 x 16 km 

of 29.40 tions between emussivity and moisture content 
(top 2.S ca) and between emissivity and 
composite rainfall in inches respectively.
For scatterometer, the correlation coeffi­

at earth's cients of 0.67 and 0.62 were obtained for 
surface correlation between the scattering coeffi­

cient and the moisture content and between 
the scattering coefficient and composite 
rainfall in inches, respectively. 

Active 
Spectrometer: 

2-8 GHz 

5.4- at 2.75 
GHz and 2.20 
at 7.25 GHz 
(two-way) 

00 - 40- VV and Hfl Recommended an operationalradar system at 
frequency of ~4 Gz, angle of incidence of 
-7°-15* , and polarization of either w or HU, 
The surface roughness effect is expected to 
be small with this system and the estimaie -

Truck 2.10.3-1 

soil moisture sensitivity is -0.25d/0.01 
g/cm' moisture content. 

Synthetic 
Aperture 
Radar (SAR): 
1.2 and'
10 Gaz 

In the order 
of 10m 

VV, 
HS 

VH, 
W 

Pair correlation between relative intensity 
return and moisture content for fields 
falling in the strip bounded by look angle
of 47--52'. Overall results are not 
conclusive. 

April, 1974 
Aircraft 

2.10.3-7 
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The second category of problems includes the first six items
 

mentioned in subsection 2.10.2.1. Within these items, the
 

effects of both water content and temperature variations with
 

depth on the response of a microwave tensor have not been
 

explored in great detail. A small discrepancy also appears to
 

exist-in the measured microwave response on the soil type. The
 

laboratory measurements suggest a very slight dependence of both
 

dielecttic constant and loss factor on soil type. (ref. 2.10.2-1,
 

ref. 2.10.2-8, and ref. 2.10.2-9), whereas aircraft measurements
 

indicate .a substantial improvement in the correlation of radio­

metric brightness temperature with soil moisture field capacity
 

(soil types are quantified in the process). The other two items
 

which are not quantitatively understood are the effects of
 

vegetal cover and surface roughness.. The microwave response of
 

vegetal cover has been observed and studied (ref.-2.10.2-4 and
 

ref. 2.10.2-15).. However, the problems of handling the
 

vegetation-soil moisture mixture as well as the sensor frequency
 

dependence on the mixture still remain to be explored. The
 

effect of surface roughness has also been observed and studied
 

with both passive and active microwave sensors (ref. 2.10.2-1 and
 

ref. 2.10.2-4). However, the dependence of microwave response
 

on the row directions of the furrowed fields has not been investi­

gated. The row direction and surface roughness could'very well
 

be two of the dominant factots in determining the relative inten­

sity of the fields in the SAR imagery described in subsection
 

2.10.2.3.
 

Finally, the mathematical models developed in the past (refs.
 

2.10.2-10 through 2.10.2-1-2) form the fundamental physical basis
 

towards the understanding of the interaction between the electro­
magnetic radiation and the terrain surface. 
To help quantita­

tively interpret the observational data obtained with either
 

passive or active microwave sensors, more sophisticated
 

approaches are probably needed. For example, the functional
 

2.10-32
 



description to account for surface roughness developed in the
 
past (e.g., ref. 2.10.2-16) may have to be iicorporated in those
 
mathematical models. Computer codes will then-,have to be devel­
oped aid implemented to solve those models numerically.
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3. SHUTTLE ERA SENSORS
 

This section discusses future earth resources sensors by sensor
 

type, not by satellite system, since the latter often have two
 

or more sensor types. Specific satellites and sensor systems
 

are described in each sensor type subsection, along with the
 

general characteristics and trade-offs involved. The latter are
 

tied whenever possible to applications requirements. Table 3-1
 

gives specific satellite sensor systems by satellite and sensor
 

type.
 

3.1- CAMERA SYSTEMS
 

3.1.1 INTRODUCTION
 

The camera systems to be considered in this section are primarily
 

of two types: multiband and high resolution. Metric accuracy
 

was also taken into consideration in both cases. The tightest
 

restriction on the selection of camera systems for earth obser­

vations in the Shuttle era appears to be a minimum ground resolved
 

distance (GRD) of 5 meters requested by several users. This
 

GRD may prove impossible to obtain in both a multiband and high
 

resolution camera system given restraints of cost, weight, size
 

and power. Methods to arrive at a compromise need to be evaluated.'
 

3.1.2 MULTISPECTRAL CAMERA SYSTEMS
 

Because of problems in the retrieval of exposed film, the use
 

of multispectral camera systems has been limited to manned
 

satellit6s and aircraft programs. NASA is the only civilian
 

government agency with past and future space programs incorpor­

ating multispectral photographic camera systems. These are the
 

Skylab and Shuttle programs. The sensors to be flown on the
 

Shuttle have not yet been determined; however, much can be
 

learned. from-the evaluation of the Skylab sensors.
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TABLE 3-1.- FUTURE EARTH RESOURCES SATELLITES AND SENSOR SYSTEMS
 

Satellite Agency-Year lJltispectnI p~tr- Vlicm Microwave Radloactors Microwave Synthetic Aperture lis Sllns0osd 

Scanners Graphic Active Passive Scatterovoters Radar Advanced Sensors 

Landsat-C NASA-1977 S bend 0455 
(2 visible 
2 near IR 
I Chermal IR) 

RV 
(2 
vdicons 

eaer fitrs only, each Rev 
proved resolution 

Landsat-D 

Synchronous
Obsertory 

ISep 

Earth 
Satellite 

IJASA-Igs0 

mQSIA-1s91 

7 band 0455(f4-TenKtic 

SM 

LEST 
Large Earth 
Survey
Telescope 

Mapper) 

AdvancedA 
ReV 
Frasing
Camara 

icrovave' 
Sounder 

ASIR 
Adv4aced Ataoa­
pheric Sounder 
and Ilging 

Altitude 702.4 ka 
2 atellites; 9 days/coverage 

L 
E 
ST will ae 1.5 a dig.art... an Cover 

Continentala d Coastal U.S. 

* 
SARSAT 
Synthetic Aperture 

adar 
SATellite 

SAR (X-band) 

Saeasat-A 

Sx/conS 
Synchronous

Meteorological
Tellite 

-

HASA-early 
1978 

SUSA 

e-May '74 
V4S-2Feb '75 

Scanning Radiometer 
(2bands I visible. 
1 IR) 

VIInternational 
Vosible-Lnfrared 
Spin Scan 
Radiometer 

S"4R 
Scanning Multi-

frequency
Olicrowave Radio­
eetar (S bands) 

Fan lea 
Scatteroacter 

CIR 
Coherent Imaginfg
Radar (L-ban 

Precision 
Atlister 
(Ku-band) 

system with
Rusaian, Japatese. and
Euroean stellites Joining
i near future 

WASS chaaeleon 5MSS (France 
(Select 3 of 9 visible 
bands plus 2 thermal 
IR band)} 

(USSR)0.45-
O.9 

(USSR)InS-
1.2.. 

(Canada)-band 

aPotential sensors. 



3.1.2.1 Skylab S-190A
 

While approximately 5 years have elapsed since the initial plan­

ning and development stage, the Skylab multispectral photographic
 

facility, S-190A, represents the most advanced operational multi­

band photographic system to date. Table 3.1-1 presents a summary
 

of the performance characteristics of the S-190A system.
 

Eighteen filters were provided with the S-190A camera system.
 

Of these, only four (N,O,P,Q) were used in addition to the basic
 

six filters (A,B,C,D,E,F). The following is a list of filters
 

and corresponding bandwidths and peak transmission wavelengths.
 

Filter Bandwidth 

NM 

A 450-650 

B 550-800 

C 690-880 

D 750-1000 

E 450-600 

F 400-700 

G 350-550 

H 350-550 

I 490-630 

J 600-750 

K 700-850 

L 740-950 

M 330-700 

N 440-560 

0 540-660 

P 650-760 

Q 720-870 

R 800-1000 

Peak
 

NM
 

540
 

(650 cut-on)
 

740
 

(860 cut-on)
 

(560 cut-on)
 

(480 cut-on)
 

470
 

450
 

540
 

640
 

770
 

850
 

500
 

490
 

620
 

710
 

820
 

(930 cut-on)
 

3.1-3
 



TABLE 3.1-1. - CHARACTERISTICS OF S-190A MULTISPECTRAL
 

PHOTOGRAPHIC CAMERA SYSTEM
 

Focal Length, inches 6
 

Aperture f/2.8
 
Manually adjustable from
 
f/2.8 to f/16 in 1/2 stop
 
inqrements.
 

Photographic Field, degrees 21.24 x 21.24
 

Format, inches 2 1/4 x 2 1/4,
 

Exposure Time, milliseconds 2.5, 5, and 10
 

V/h Range, milliradians per second 10 to 35
 

Framing Rate, seconds per frame 2 to 32
 

Spectral Range, nanometers 500-600
 
600-700
 
700-800
 
800-900
 
500-880
 
400-700
 

Image Registration, micrometers 
Radially (100 nm bands) 5 

(combined bands) 10 
Tangentially (100 nm bands) 20 tan B (B = field angle) 

(combined bands) 20 tan B-

Film Capacity, feet 100
 

Image Distortion, micrometers <10
 

Weight, kilograms
 
Camera 109
 
Control electronics 34
 

Power, watts
 
Average operating 120
 
Continuous thermal control 50
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These filters could be used in combinations of up to two at a
 

time; however, this capability was never utilized. The effective
 

bandwidths of each S-190A camera station with the primary set of
 

filters are listed as follows:
 

Station Film Filter Bandwidth
 

1 2424 C 690-840
 

2 2424 D 780-900*
 

3 2443 E 510-800
 

4 S0-242 F 410-710*
 

5 S0-022 B 590-710*
 

6 S0-022 A 480-620
 

*film cut off
 

The radiometric calibration accuracy of the S-190A camera system
 

is limited by the-sensitometric stability of.the film. In most
 

cases, the sensitometry change of the film resulted in an expo­

sure inaccuracy of about a quarter to a half stop. The change of
 

the 2424 IR film may be attributed to a degradation of spectral
 

sensitivity with time; while the S0-022 change was caused by an
 

increase in sensitivity with time.
 

S-190A photography was intended for use as registered imagery in
 

multiband photographic viewers. It appears that few researchers­

took advantage of the registrational capability of the sensor.
 

The most common method of data analysis was conventional macro­

and microdensitometry with mannal locating of target features.
 

Although procedures were outlined by the NASA Johnson Space
 

Center Photographic Technology Division (PTD) (ref. 3.1-1) for
 

generating density'values in terms of original Skylab densities,
 

most researchers did not avail themselves of this capability.
 

In general, the technology for handling, processing and analyz­

ing multispectral photographic data has lagged behind sensor
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technology. Skylab proved the technical feasibility of using a
 

satellite-borne multispectral system to gather remote sensing
 

data.
 

With some exceptions, Skylab photographic data users were not
 

taking full advantage of the registrational capability of the
 

S-190A miltispectral camera system. It has been noticed by
 

Pilonero (ref. 3.1-2) and Yost (ref. 3.1-3) that by combining
 

black and white imagery in a false color representation, better
 

resolution and more information is obtained than with three­

layet color film. Thematic extraction of data has been accom­

plished on a scale of 1:250,000 which'is cartographically signif­

icant (Colvocoresses, ref. 3.1-4).
 

The transfer sensitometry was provied with each user's photo
 

copies. With this sensitometry it is possible to generate
 

density values in terms of the original Skylab imagery. By
 

referring density values to the original,/a check on the expo­

sure of the original can be performed and it can be determined
 

whether a particular frame was suitably exposed and processed
 

for a given application. For example, it appears that data used
 

for detecting patterns of suspended sediment are underexposed,
 

Hargis (ref. 3.1-5), Yost (ref. 3.1-3), and'Yarger (ref. 3.1-6).
 

This cannot be substantiated or corrected unless the data is
 

transferrable to the original Skylab image densities.
 

In one case, Yost (ref. 3i-3), it was reported that there was
 

too great a variability in the steps of the transfer sensitome­

try for it-to be of any use. Variations do occur within the
 

steps of the sensitometry. These have been measured on a first
 

generation copy to be between .01 and .03 within the linear
 

range. The problem seems to be in the reproduction process-and
 

should be investigated to avoid such problems in the future.
 

The limiting factor in the cartographic applications of S-190A
 

was resolution. Because features such as railroads, secondary
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roads, or urban boundaries cannot be identified, map revision is
 
not possible with the S-190A imagery (Colvocoresses, ref. 3.1-4).
 

Planimetric maps were compiled from a single image at 1:250,000
 
scale and a stereo pair at 1:50,000 scale with an accuracy ful­

filiing Class B NATO standards.
 

3.1.2.2 Single-Lens Multiband Camera
 

A single-lens multiband camera was deVeloped by the Boller and
 

Chivens Division of Perkin Elmer for the U.S. Army Engineering
 

Topographic Laboratories, Brooke (ref. 3.1-7). This consists of
 
a 6 in. or 4 in. focal length lens, an inverted telephoto system
 

designed by Optical Research Associates, with prisms to split the.
 

beam into four channels. A 70 mm format is used to record images
 
in the blue, green, red and infrared spectral regions. While
 

the resolution is less than the S190A camera system, the relative
 

distortion of the four images (figure 3.1-1) is within 10 microns,
 
making it a promising design for future research.
 

3.1.2.3 Other Multispectral Cameras
 

Table 3.1-2 is a list of available multiband cameras for aerial
 
and satellite applications. With the exception of the Itek
 

Multispectral Photographic Facility (MPF), multispectral cameras
 

were not specifically designed for photogrammetric or radiometric
 

purposes, because they incorporate focal plane shutters.
 

3.1.2.4 Films for Multispectral Applications
 

The most important criterion of film selection for multispectral
 

applications is-that the spectral sensitivity of the film should
 

be reasonably flat within the particular bandwidth of the camera
 

channel. The resolving power and granularity of the film should
 
be such that these factors do not limit the ultimate resolution
 

of the photographic system. A tabulation of commonly used aerial
 

photographic films is found in table 3.1-3.
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TABLE 3.1-2. - MULTISPECTRAL CAMERA SYSTEMS
 

Carera Nine Tens 

Manufacturer Itek 

Bands 9 

Format (cm) 5.7 x 5.7 

Film Length (m) 76 

Base Thickness (jM) 100 

Fra es/oll 325 

Magazine - ASB 040Z) 

Cycle time (sec) 1.25-1.75 

FC Type ncving film 

ML Rate (ramsec) 2.5-125 

flC Error N/A 

Lens Xenotar 

Manufacturer (s) Schneider 
- I heity 

Focal Length (im) 152 

fA Range 2.4-16 

AWAR, 1,000, 1 N/A 

Film N/A 

Filters Wratten 

Shutter Speed (sec) 1/30 - 1/120 

Shutter Type focal plane 

Weight (kg) 23 
Without film 

Data iiotatin band no. & 

flight detector 

Intervalcmeter N/A 

Exposure Control N/A 
Remarks fiducials 

model II 

Spectral Data 

4 

8.9 x 8.9 


76 


100 


188 


A-SA or A-9 

2.0 


moving film 

2.5-700 

N/A 


Xenotar 

Schneider 

150, 100 

2.8-16 
451/ m 


2424 


40 available 

1/25 - 1/33 or 
1/150 - 1/350 

focal plane 

43 


N/A 

yes 

N/A 

Mark I Aero I S ai lit 

12S Dot Products Itek 

4 4 6 

8.9 X 8.9 5.7 x 5.1 5.7 x 5.7
 

76 120 
 30
 

100 100 100 

300 470 115 

A-SA A-9 cassette 

2.0 2.0 2.0+
 

N/A N/A rocking fnnt 

N/A N/A 15.8rad/sec 
(variable). 

N/k N/A <10%
 

Xenotar xenotar NPF 
Schneider Schneader Itek 

150, 100 150, 100 150 

2.8-16 2.8-16 2.8-16
 

N/A N/A
 

N/A N/A
 

Wratten N/A special 

1/150 - 1/350(A) 1/150 - 1/350(A) 1/100, 1/200, 
1/350 - 1/0D(B) 1/350 - 1/800(B) 1/400
 
focal plane focal plane rotary, intralens 

26 N/A 57 

N/A N/A card, digital 

external external yes 

N/A N/A N/A 
modified K-22 Trodfied K-22 grid reseau 
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TAhBU 3.1-3. - FILM FOR AERIAL AD SATELLTE APPLICAIONS 

Resolving Power Diffuse 

Film Fih Number Base Thickness (um8) 
Aerial Film
Speed (AFS) 

Aerial Exposure
Index (ASI) 

Developer or
Processes 

L-nes/-
Target/Object

Contrast 

Df 
Granularity* 

___________________________________________1000:1 I.6:1 

Plus X Aerographic 2402 100 200 80 D-19 100 50 19 
ThX-X Aerographic 2403 100 650 250 D-19 80 20, 33 

Double-X Aerographic 2405 100 320 125 DK-50 80 40 26 

Panatomc X Aerial 3400 -60 64 20 D-19 160 .63 16 
Plus-x Aerial 3401 60 200 64 D-19 100 40 30 
Hi-Definition Aerial 3414 60 8 2.5 D-19 630 250 9 

1414 .40 8 2.5 D-19 630 250 9 
IR Aerographw 2424 100 200 100 D-19 80 -32 33 
Multispectral IR Aerial SO-289 100 100 - 200 80 12 

C.))' Aerochrcne IR 2443 100 40 10 R2-5 63 32 17 

H . 3443 60 40 110 EA-5 63 32 17 

Hi-DefimntIon SO-127 '100 6 - EiA-5 160 50 9 
0 Aerocbrne IR SO-131 60 6 - -5 160 50 9 

SD-130 40 6 - A-5 160 50 9 
Aerocolor Meg 2445 100 100 32 Alo-Nag 0 40 13 

Ektachrane k5S 2448 100 32 6 EA-4 80 40 12 

Aerial Color SO-242 60 6 2 ME-4 200 100 11 

SO-255 40 6 2 (Ztdifzed) 200 100 11 
Ektachrome EP SD-397 100 64 '12 EA-4 63 32 13 

S0-154 60 64 12 EA-4 63 . 32 13 

Water Penetration SO-224 100 40 - FA-5 125 50 24 
AnscodinM D/200 100 90 30 AR-IC 100 50 25 

D/500 100 230 75 AR-IC 80 40 45 



Since the Skylab Mission there have been improvemehts in resolu­

tion for black and white infrared and color films. Multispectral.
 

infrared aerial film SO-289 has recently become available to
 

replace the older 2424. S0-289 has about 2.5 times the resolving
 

power of 2424 and a relatively flat spectral response from -0.4 vm
 

to 0.9 Jim. The weak response of 2424 in the green region is
 

eliminated in this new film as seen in figure 3.1-2.
 

3.1.3 HIGH RESOLUTION CAMERAS
 

The cameras considered in this section are those designed to
 

operate with high resolving power-and low f-number. Since map­

ping camera requirements are considered elsewhere, highly
 

corrected distortion is not a requirement. The high resolution
 

cameras may be divided into three categories; frame, panoramic
 

and strip;
 

3.1.3.1 Frame Cameras
 

The criteria used in selecting frame cameras-for consideration
 

in Shuttle sensor evaluation are high resolution, capability of
 

producing a photograph which can be enlarged to at least a
 

1:250,000 scale with a resolution of 5 lines per mm or better,
 

the availability of forward motion compensation (FMC) to correct
 

aiforward image motion on the order of 10 mr/sec, and automatic
 

exposure control. There are not many cameras which satisfy all
 

these conditions. As a result, only four are listed in table 3.1-4.
 

3.A.3.2 Panoramic Cameras
 

One advAntage of the panoramic camera is that is has a high reso­

lution over a larger angular field-of-view. This type of camera
 

records the ground from horizon-to-horizon in the cross track
 

direction across the width of the picture format with a slit
 

equal in length to the width of the picture format. The width
 

of the slit is variable to control exposure time. The instan­

taneous field-of-view is small because the image falls onto a
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TABLE 3.1-4. - FRAME CAMERAS FOR SHUTTLE EVALUATION
 

Camera 	 KPE/824C KS-871 HLT-548 KA-61 

Manufacturer Carl Zeiss Chicago Aerial Hycon Itek 

(Q lenses) 

Format (c) 7.2 x 7.2 11.5 x 11.5 11.4 x 11.4 5.7 x 5.7 

Film Length Cm) 15 150 60 15 

Base Thickness (vm) 160 60, 100, 130 64 100 

Frames/Rll 185 1,200 456 	 225
 

Magazine 	 cassette cassette N/A integral 

Cycle Time (sea) .17 .17 .8 .3 

fMC Type angle correct roving film rocking moving film 

FMC Rate unsec (max) 1.4 2.5-305 1.7-175rad/sec 0.0-38.1 

FMC Error N/A 2% 	 N/A < 10%
 

a
AiR (1:1000) 60 	 40-60 150 54 

Fil 	 Pan-X Pan-X 3414 Pan-X 

Focal Length(s) (m) 80 	 150, 305, 460 460 52 
' ' 
Field-of view 48' x 143' 20-, 10-, 70 1408 x 1408 58036'x58-36' 

Exposure time (sec) 1/100 - 1/2000 1/60 - 1/3000 1/50, 1/200, 1/60 - 1/500 
1/1000
 

Type 	 focal plane focal plane focal plane Graflex 

'Weight (kg) 10.3 33-40 30 	 2.7
 

'Exposure Control auto 	 auto, internal manual auto 

aAR (Area Weighted Average Resolution) is determined by dividing the pictre format into 

concentric annular zones and using the ratio of the area of a zone to the total format
 
area as a weighting factor for the resolution of that area. AMnR is calculated by the
 
fornula
 

i 

where 

A 	 = total area of the picture format over which the snmation is made 

A. 	 = area of a particular zone 

= average radial resolving power in zone A (or the radial resolving power at the mid­zone)
point of a 


T, = average tangential resolving power in zone A [(or tangential resolving power in
 
zone A (or tangential resolving power at the midpoint of the zone)] (ref. 3.1-8)
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narrow slit immediately in front of the film. This small field­

of-view allows the panoramic camera to obtain resolutions on the
 

order of 100 lines per mm over the entire picture format. -The
 

film surface is cylindrical with the width of the film parallel
 

to the axis of the cylinder. Table 3..15 is a list of.panoramic­

cameras for consideration.
 

The horizon-to-horizon scan of the panoramic camera is achieved
 

by the relative motions of the lens, siit; and film. There are
 

three types of panoramic cameras divided according to scan type:
 

1. 	Direct Scan - The lens and slit rotate while the film remains
 

constant.
 

2. 	Rotating prism - A prism between a stationary lens and sta­

tionary slit can rotate at half the rate of the moving film.
 

3. 	Split Scan and Optical Bar - The relative motion is divided
 

between the film and the lens/slit combination.
 

Panoramic photography contains distortions not present in frame
 

photography:
 

l.. 	Panoramic Distortion - Because of the cylindrical film plane
 

and method of scanning., the projection between the ground and
 

the film plane is not orthogonal but shows a characteristic
 

trapezoidal grid pattern.
 

2. 	Scan Positional Distortion - Images are displaced in the
 

cross track direction because of the forward motion of the
 

aircraft. In addition; forward motion compensation and tilt
 

complicate distortion.
 

3.1.3.3 Strip Cameras
 

Although the first strip camera was operational in 1932 (the
 

KA-18A) outside of text book references (3.1-9, 3.1-10, 3.1-11)
 

there is no mention made in the literature of current applica­

tion. The strip camera relies on the forward motion of the
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TABLE 3.1-5. - PANORAMIC CAMERAS FOR EVALUATION
 

Camera KA-91A KS-116 CA-144 KA-59 KA-79A KA-81A KA-82C KA-92 1A-55 NA-80A 1A-83A 

Manufacturer Chicago cago 1icago Fairchild FairChild Fairchild Fairchild Fairchild Fycon Itek Itek 
Aerial Aerial Aerial 

Format (a) l1. 4x48 ii.4x25 11.4x102 11.4x96 11.4x64 11. 4x21.3 11. 404 11. 4x72 11.4x48 11.4x128 1.. 4x128 

Film lexigth 305, 610 150, 305 150, 305 1, 070 610 610 610 150 150, 305 1067 610 

Thickness (Wm) 64, 100, 64, 100, 64 64 64 64 64 64 130, 64 . .1 
130 130 

Frames/Roll 265, 530 290, 580 280-1150 1,100 890 2,400-685 740 2,000 315, 630 N/A N/A 
Magazine cassette cassette cassette integral cassette cassette cassette cassette cassette integral integral 

Cycle Time .75 .5 .5 1.0-60.0 1.7-20 .9-5.9 1.7-20 .53-1,5 2.0 3.5 + 1.74 + 
FZ Type moving 

lens 
moving 
lens 

ncving 
lens 

moving 
lens 

moving 
lens 

Roving 
lens 

nig 
lens 

nvnng 
lens &moving 

moving 
lens 

rocking 
mount 

rocking 
mount 

mirror 

R4C Rate (mm/sec) 3,3-67 3,3-101 2.54- 2.3-46 5.1-58 159(max) 5.1-58 8-400 5.1-51 5-25 20-103 
100.6 na&'sec =Wac3= 

FlmError 5% 5% N/A N/A N/A N/A N/A N/A 20% N/A N/A 

AWAR(1:1000) l1m 70 70 60 60 85 N/A 85 95 74 N/A 70 

Filn PAN-X PAN-X PAN-X Plus-X PAN-X N/A PAN-X 3400 Plus-X N/A PAN-X 

Focal length 460 305 610 305 305 1,220 305 230, 610 305 610 610 

Fl No Ranqe 4.0 4.0 5.6 3.8 3.8-22 4 3.8-22 4 5.6-16 3.5 3.5 

Wavelength .4-.9 .4-.9 .55-.66 .4-.7 .4-.7 .4-.7 .4-.7 .4-.7 .5-.7 .55-.7 .55-.7 

Angular Coverage 1405'x600 21012'x 10-x20-- 210x1800 210x1200 5-22'x 210x1400 NIA 21014'x 120x1200 12-x1200 

40--140- 950 100-40o 900 

Shutter Speed 1/100-
1/1500 

1/100-
1/1500 

1/100-
1/1500 

1/100-
1/1500 

1/30-
1/12,000 

1/50-
1/16,800 

1/30-
1/12,000 

1/1600-
1/11,000 

1/100-
1/300 

1/35-
1/300-4 

1/90-1/550 

Shutter Type Scanning Scanning Scanning focal focal focal focal focal focal scanning scanning 
slit & 
capp-g 
shutter 

slit & 
capping 
shutter 

slit & 
capping 
shutter 

plane plane plane plane plane plane, 
scanning 
slit 

slit slit 

Weight (kg) 73 55 N/A 137 85 95 90 N/A 50 110 104 

Data Annotation CRTfixed CR1, fixed CR1, fixed counter, counter, counter, counter, MIU-STD- binary, clock clock, 
data data data clock clock clock clock 782C A DAS card card 
counter counter counter card card card card counter counter 

Intervaloaeter external external internal N/A NIA N/A N/A N/A external yes yes 

Thpcsure Control auto, auto, auto, auto. auto auto auto auto auto auto auto 
internal internal internal 



vehicle to provide scanning in the track direction as the film
 

is moved past the stationary focal plane slit at'a rate equal
 

to the image motion. Because there are fewer moving parts, the
 

camera is more reliable than others (ref. 3.1-i1). The strip
 

camera has a potential application in multiband photography
 

since an array of them can be synchronized by driving them from a
 

single shaft. According to ref. 3.1-11, the strip camera has the
 

advantage over an equivalent frame camera in higher resolution,
 

lower distortion, and more-uniform film plane irradiance.
 

3.1.4 RECOMMENDATIONS
 

Of all the requirements placed on the system by users, the most
 

critical is resolution. 'or most disciplines, 5 m resolution is
 
desirable. At projected altitudes of 100-300 n.mi., the dynamic
 

resolution performance of the S-190A multispectral camera is
 

given in figure 3.1-3. It can be seen that it is not possible to
 
satisfy resolutions requirements with a 6-inch focal length lens
 

.and current films. By doubling the focal length of the lens, the
 
ground resolved distance would be decreased and 5-m resolution
 

attainable. This presents problems in that a 12-inch focal
 

length multispectral camera is not an off-the-shelf item. In
 

addition to increased size, there are problems with the increased
 
weight and power .requirements. The solution to the problem of
 

resolution might be to have a high resolution large format camera
 

bore-sighted to the multispectral camera system.
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3.2 MULTISPECTRAL SCANNERS
 

3.2.1 MSS INTRODUCTION AND BACKGROUND
 

This section is concerned with past and current multispectral
 

scanner (MSS) sensors for remote sensing from space. This
 

introduction gives an overview of MSS sensors discussing their
 

evolution and development from aircraft MSS's to Landsat-2.
 

Subsection 3.2.2 discusses current plans for future MSS systems.
 

Subsection 3.2.3 covers MSS design characteristics such as
 

spectral band selection, pixel size, dynamic range, sensitivity
 

and scan geometry.
 

3.2.1.1 Aircraft Multispectral Scanners
 

The University of Michigan 12-band and the Bendix 24-band air­

craft MSS's were the first such sensors built to obtain digital
 

multispectral earth resources data in large quantities for
 

research purposes. Each MSS was of the object plane scanning
 

type and utilized a rotating, tilted mirror to scan the ground
 

in one direction and at right angles to the aircraft's line of
 

flight. The Michigan 12-band MSS covered the spectrum from the
 

UV to the near IR (.32 pm-1.00 Pm). The Bendix 24-band spectral
 

coverage was much greater, with additional bands in the 0.34-1.3
 

1.5-1.7, 2.1-2.36, 3.5-4.75 and 6.13 pm regions. These bands
 

were chosen in order to cover with apprbpriate spectral band­

widths the visible, near (reflective) infrared, and thermal
 

infrared 'windows' of the atmosphere, i.e., the bands were
 

chosen in order to avoid the strong water, ozone, and carbon
 

dioxide absorption regions. However, two of the Bendix MSS
 

bands (1.05-1.09, 1.12-1.16 pm) were positioned at a water
 

absorption band with the expectation that their ratio would be
 

useful in calculating the amount of precipitable water vapor,
 

and therefore enabling some atmospheric corrections to be made
 

(see section 2.2.2 for more details).
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Since the much more complex 24-band MSS was not available until
 

1971 and experienced many operational problems, the older, more
 

reliable 12-band MSS was used to provide the multispectral agri­

cultural data used by the Purdue University's Laboratory for the
 

Application of Remote Sensing (LARS) in its rapidly expanding in­

ves.tigation .(in the late 1960's) of the use of digital multispec­

tral data for crop classification. This is indicated in figure 3.2-1
 

which diagrammatically shows the-development of and ;elationships
 

between earth resources MSS's over the 1965-1980 time frame.
 

3.2.1.2 SO-65 Experiment
 

About the same time that the Michigan 12-band MSS data were being
 

used by LARS'to develop agricultural computer classification
 

techniques, the Apollo 9 multiband camera experiment, SO-65, was
 

carried out in early 1969. The SO-65 experiment uled four 70 mm
 

Hasselblad cameras mounted together. Three cameras had film­

filter combinations which produced green, red, and near infrared
 

(0.68-0.89 pm) bands. The fourth camera used color infrared
 

film. As the Apollo astronauts took photographs over an agricul­

tural test area in the Imperial Valley of California, grbund
 

truth data obtained by workers in the test area and aircraft
 

underflights were made using the Michigan 12-band MSS. Although
 

the SO-65 data were limited-in spectral coverage by the nature
 

of the film and in the number of bands by the physical size and
 

complexity -of mounting cameras together, they were nonetheless
 

unique in being the first such multispectral data taken from
 

orbital altitude (over 100 n.mi. in this case) and in an experi­

mental setup with emphasis on agricultural classification. One
 

of the SQ-65 objectives was to compare the classification perfor­

mance of the color infrared film with that obtained using the
 

three corresponding black and white film bands. The results
 

obtained by LARS indicated that the digital data from the three
 

separate black and white bands.outperformed the data obtained
 

from the color infrared film (ref. 3.2-1). This had been
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anticipated because of the spectral overlap in the multi-emulsion
 
zolor film and the consequent difficulty'in trying to adequately
 
separate the individual spe6tral band data. It should be noted,
 
however, that this experiment failed to take advantage of the
 

inherent band-to-band spitial registtation of the color film
 
since it was scanned with a microdensitometer three separate
 
times in order to obtain the spectral d~ta. This, compiled with
 

the fact that the classification results.by individual crops
 
were mixed, prevented any final conclusibns in the comparison
 

Df multi-emulsion film versus multiple camera approaches.
 

The SO-65 underflight data taken with the Michigan 12rband MSS
 
wee .also used in a simulation of the Earth Resources Technology
 
Satellite (ERTS) 4-band MSS data (ref. 3.2-2). At the time this
 
study was made, the ERTS-1 launching was close at hand and
 

therefore, the primary objective was to obtain 'ERTS like' data
 
with which to develop appropriate data processing techniques and
 
to evaluate the usefulness of the proposed ERTS bands and spa­
tial resolution. In additioni microdensitometer data from the
 

S0-65 frames were also available for ERTS simulation-studies. A
 

secondary objective was to evaluate alternative procedures and
 

techniques for correlating the S0-65 photographic data with the
 
underflight MSS and field team ground truth data. The simulated
 
ERTS data were used primarily in checking out the software that
 
was being developed in the limited amount of time prior to the
 

ERTS-1 launch. This software enabled the anticipated flood
 

of ERTS-l data to be screened and edited on JSC's Data Analysis
 
Stations (DAS'"s). In addition, the simulated ERTS data were
 

used to, aid the establishment of Purdue University's LARS Sys­
tem (LARSYS) multispectral data processing software routines
 
on JSC's computer systems. However, nd real attempt was made
 
to evaluate the potential usefiulness,of-the upcoming ERTS data,
 

mostly because of the limited time frame.
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3.2.1.3 ERTS-1 to Landsat-2
 

The ERTS-l with its 4-band MSS was launched July 23, 1972 and
 

became the first earth resources satellite system designed to
 

enable nearly worldwide coverage on a regular basis. The ERTS-l
 

(now referred to as Landsat-1) .wasplaced in a sun-synchronous
 

orbit at 907 km altitude, designed so that it passed southward/
 

repeating its coverage over any given location every 18 days.
 

The ERTS-1 MSS's first three spectral bands approximated the
 

green (0.5-0.6 pm), red (0.6-0.7 pm), and near infrared
 

(0.7-0.8 Pm) bands which had been used for over 20 years with
 

color infrared photography. The latter had been used extensively
 

for camouflage detection as early as World WarII. It later was
 

used in aircraft remote sensing work for spotting diseased trees
 

or crops, since such changes in vegetation vigor were dis­

covered to appear first in the near infrared region. The fourth
 

ERTS-l band (0.8-1 pm) went well beyond the long wavelength limit
 

of color infrared film. No attempt was made to shape any of the
 

ERTS-1 bands, especially the fourth one, with respect to avoiding
 

or at least minimizing absorption band effects. In addition,
 

no special consideration was given in the band selectibn to the
 

spectral reflectance characteristics which were most important
 

to the primary objective, i.e., crop classification. This was
 

probably due both to a lack of a consensus as to which bands,
 

if any, were superior or optimum, and to a lack of sufficient
 

time to implement any changes in the ERTS-l design.
 

The ERTS-I MSS was an objective plane scanner, just as'were the
 

previously discussed aircraft MSS's. The main differences are
 

that an oscillating mirror is used instead of a rotating one and
 

six detectors are used for each band-such that six scan lines
 

are generated with each mirror scan cycle. Both of these
 

features helped to give the ERTS-lI MSS a scan efficiency of
 

44 percent, a challenging design task for the 907 km altitude
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and relatively small 11.50 scan angle. See table 3.2-1 for a
 

comparison of various sensor system parameters for the MSS's
 

covered in this and the following subsection.
 

The ERTS-2 or Landsat-2 was originally planned to have five
 

bands; the same ERTS-1 bands plus a thermal infrared band
 

(10.4-12.6 im) to obtain relative temperature data. However,
 

the Landsat-2, put into orbit on Jan. 22, 1975, was in effect
 

a copy of ERTS-l and the fifth or thermal IR band was left off,
 

to be added to the MSS sjstem on Landsat-C, the next satellite
 

in the series. In addition to replacing the 'aging' ERTS-l,
 

the Landsat-2 system alsp gave investigators increased temporal
 

coverage in combination with the still functioning ERTS-l, i.e.,
 

twice as many passes and data for a given time frame. Further
 

details on the Landsat-l and Landsat-2 scanners are in reference
 

3.2-4.
 

3.2.1.4 Skylab S-192
 

The 13 bands of the Skylab S-192 MSS were chosen in much the
 

same manner that the Bendix aircraft MSS bands were chosen, i.e.,
 

they covered the visible, near infrared, and thermal infrared
 

atmospheric windows (see figure 3.2-2) with the exception of the
 

3-5 pm window. The latter window would have required another
 

type of detector. The number of. bands and their spectral cov­

erage were,limited by data rates, sensor size and complexity,
 

and detector spectral responsivities. The S-192 pixel size was
 

almost exactly the same as Landsat-l and -2. The S-192 was, in
 

effect, designed to take orbital multispectral data which could
 

be used to select optimum bands from a wider spectral range and
 

with better spectral resolution and also to allow comparison with
 

the data and performance results from Landsat-l and -2. However,
 

there was one major difference; the S-192 was a conical or cir­

cular scanner. A circular scanner was chosen since the fixed
 

look angle (from nadir) gave it an essentially constant
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TABLE 3.2-1. - AIRCRAFT AND SPACEBORNE MSS DATA COMPARISON
 

Spaceborne
Parameter Aircraft 
Michigan Bendix Landsat-1,2 (ERTS) Skylab Landsat-C Landsat-D** 
12-band 24-band 4-band 13-band S-192 5-band 7-band 

Scanner type 	 Objective plane, Objective plane, Objective plane Image plane, Objective Not yet
 
rotating mirror rotating mirror circular scan plane decided
 

Altitude 	 (V/h = .02-.18 N907 km 435 km %907 km 702.4 km
 

Coverage cycle 	 - every 18 days - every 18 days every 9 days 

Swath Width 1.41 h (900) 1.29 h (80) 185 km (11.50) 68.5 kln 185 km 185 km
 
(Scan Angle)
 

IFOV 2-3.3 prad 2 prad 86 prad 182 prad 86 jrad 33-44 vrad
 
(Th.IR-260 lrad) (Th.IR-X3
 

Pixel Size .002-.0033 h .002 h 79 m %79 m 79 m 30-40 m
 
(Th.IR-240 m) (Th.IR-X3)
 

Scan Efficiency 25% 22% 44% %30% 45% 80%
 
to
 

Dynamic Range/ 9 bits NEAp = .001-.0022 NEAp .001- NEAp .005
 
0


Sensitivity 	 NEAT = .25-2.0 k .002
 

Calibration each mirror scan Each scan line Th.IR views
 
(6 scan lines) mirror for
 

cold referencel
 

No. bands/
 
Detector
 
Type:
 

UV (i)* I (PMT) 0 	 0 0 0
 
Visible 10 (Si) 5 (Si) 2 (PMT) 5 (HgCdTe) 2 (PMT) 3 (PMT) 
Near IR 2 (SI InAs) 11 (SI Ge/InSb) 2 (PMT Si) 7 ( ) 2 (PMT Si) 3 (P14T) 
Thernal IR 0 (Ge:Hg) 7 (InSb HgGe) 0 1 ( ) 1 (HgCdTe) 1 (HgCdTe) 

*0.32 - 0.38 pm band was used on early version.
 
**June, 1975, Final Report, Landsat-D TMTWG.
 
tUsxng two satellites.
 

ttHoneywell conical design.
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atmospheric path length throughout each scan, unlike the recti­

linear object plane scanners of Landsat-1 and -2 and the aircraft
 

MSS's (see section 3.2.5). This constant path length was sought
 

in order to eliminate atmospheric differences due to scanner
 

geometry, and therefore, simplify any athospheric corrections
 

that might still need to be made. This was an efficient scanning
 

design; however, the circular scan has two major drawbacks:
 

1. 	The data displays and computer classification routines were
 

all designed for rectilinear data; therefore, the digital
 

data had to be converted to rectilinear format using very
 

complex geometrical correction routines. (See section 3.2.5
 

for discussion o other scan geometry'effects.)
 

2. 	The 1100 active portion of the S-192 circular scan created
 

a large variation in look versus sun angle relations, much
 

greater than that experienced with an orbital scanner with
 

a nadir centered scan of +5.750 such as the Landsat-l and -2.
 

It is felt that these two major drawbacks with Conical scanners
 

are sufficient to preclude their further use unless continued
 

studies should warrant it.
 

The 	S-192 thermal IR band data, though somewhat limited by poor
 

sensitivity (NEAT=1), were nonetheless useful in evaluating
 

the 	potential for the thermal infrared band to be included on
 

the 	Landsat-C, to be orbited in 1977. Also, as indicated in
 

figure 3.2-1, the results obtained by S-192 Principal Investi­

gators (PI's) will be very instrumental in determining the
 

optimum spectral bands for the second generation (Landsat-D) in
 

1980. This could be considered the real payoff from the S-192,
 

i.e., the choice of optimal bands for earth resources satel­

lites of the 1980's. The choice of seven optimal bands for
 

Landsat-D is discussed in section 3.2.2 and the choice of pixel
 

size is covered in section 3.2.3. More general aspects of the
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Landsat-D are given in the following'sVbsection gnd a new two­

satellite, two-spectral band set concept is proposed in sub­

section 3.2.1.6.
 

3.2.2 FUTURE MULTISPECTRAL SCANNERS
 

3.2.2'1- Landsat-C
 

The general objective of Landsat C, which is to be launched
 

September, 1977, will be to extend the period of space-data
 

acquisition for earth resources applications initiated by
 

Landsat-l and continued by Landsat-2 and to improve the spectral
 

observing capability with the addition of a thermal infrared
 

channel providing interdomparisons of thermal data with simul­

taneous measurements at visible and near infrared wavelengths.
 

In addition to the spectral imagery, an improved Return Beam
 

Vidicon (RBV) system (see section 3.6.1) will provide high­

resolution (40 meter) panchromatic imagery. The RBV data may be.
 

used independently or in conjunction with the lower resolution
 

spectral data from the MSS to provide increased information
 

content. The capability to relay data from remote land-based
 

sensors will be continued by the Data Collection System (DCS)
 

on Landsat-C.
 

One of the primary objectives of the Landsat-C mission is the
 

continued acquisition and complete coverage of the United States
 

with (1) multispectral 80-meter resolution images in reflected
 

solar radiation; (2) 240-meter resolution images in emitted
 

terrestrial infrared radiation; and (3) 40-meter resolution
 

panchromatic images.
 

The sensors selected for this mission are the five-band MSS, the
 

two-camera RBV, and the DCS receiver and transmitter. The MSS
 

images the surface of the earth in several spectral bands
 

simultaneously through the same optical system. The MSS for
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Landsat-C has four bands operating in the reflected solar
 

spectral region from 0.5 pm to 1.1 pm wavelength, and a fifth
 

band from 10.4 gm to 12.6 pm in the emitted infrared range.
 

It,scans cross-track swaths of 185 kilometers (100 n. mi.) width
 

simultaneously imaging six scan lines across in each of the first
 

four spectral bands and two lines in the fifth band.
 

The MSS is used on all three missions; for the first two (Land­

sat-i and 2), the four spectral bands have been designated bands
 

4- 5, 6 and 7 (the multispectral RBV bands were designated bands
 

1, 2 and 3). For the Landsat-C mission, a fifth band (band 8)
 

10.4 pm to 12.6 pm, is added in the thermal (emissive) spectral
 

region. This band uses mercury-cadmium-telluride, long-wave
 

infrared detectors that are cooled to approximately 1000 Kelvin
 

by a passive radiation cooler. The dimensions that can be
 

resolved in this band are about three times larger (240 m) than
 

for bands 4 through 7. Energy is accepted through a slit near
 

the fiber optics matrix and conducted by relay optics onto the
 

detectors which form the field stops. The 5-band MSS has 26
 

video channels. Table 3.2-2 lists the performance character­

istics for the Landsat-d MSS.
 

3.2.2.2 Lanidsat-D
 

Landsat-D, which is planned to be orbited in 1980, represents
 

the first significant "evolutionary" step in the Landsat satel­

lite series. The specifications for its multispectral scanner,
 

referred to as the Thematic Mapper (TM), have not yet been
 

finalized. However, the Thematic Mapper Technical Working
 

Group (TMTWG), composed of a cross section of scientists and
 

engineers from the government, industry and universities, has
 

made the following recommendations for the Landsat-D 7-band TM
 

in its Final Report (June 1975) (ref. 3.2-5).
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TABLE 3.2-2. - LANDSAT-C MSS PERFORMANCE CHARACTERISTICS
 

BANDS 4,.5, 6, apd 7.
 

Spectral Band 4 


SpectraloBand 5 


Spectral Band 6 


Spectral Band 7 


Instantaneous Field-of-View. 


Number and type of detectors
 

Band 4, 5, and 6 

.Band 7 


Information Bandwidth 


Sampling Rate (each detector) 


Quantization' 


Samples Per Ltne 


Nominal Aperture Diameter 


f/no 


Ground Resolution Element 


Swath Width 


Modulation Transfer Function 

(MTF), minimum 


Inflight Calibration 


Gain Steps 


.5 pm - 6 um 

.6 pm - .7 urm 

.7 pm - .8 Um 

.8 pm 1.1 urm 

86 x 86 u radians
 

6 photomultiplier tubes
 
6 silicon photodiodes
 

42.3 kHz per detector
 

100,418 samples per second
 

6 bits
 

3317
 

22.8 cm (9 inches)
 

3.6
 

78 meters (260 feet)
 

185'km (100 n. mi)
 

0.29 fbr 0.075 mrad sinusoidal
 
bars
 

() internal lamp sources
 
(b) Sun
 

(a) commanded to step between xl
 
and x3 (in bands 4 and 5
 
only)
 

(b) linear mode or compressed

mode (bands 4, 5, and 6 only)
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tABLE 3.2-2. - LANDSAT-C MSS PERFORMANCE CHARACTERISTICS (concluded)
 

(Band 8)
 

Spectral Band 10.4 pm to 12.6 pm
 

Dynamic Range (Scene Apparent 260 0K to 3400K
 
Temperature)
 

Instantaneous Field-of-View 0.26 x 0.26 p radians
 

Number of Detectors 2
 

Information Bandwidth 14.1 kHz 

Effective Aperture 308 cm2 

f/no 1.9 

Ground Resolution Element 238 meters (780 feet) 

Lines/Scan 2 

Swath Width 185 km (100 n. mi.) 

Detector Material Mercury Cadmium Telluride 
(Hg Cd Te) 

Noise Equivalent Power (NEP) 2.5 x 10­ 10 watts 

Responsivity 3100 Volt/Watt (nom) 

Cooler Field-of-View 720 x 100' 

Cooler Passive Radiator 

Detector Operation Tem. 100 + 100K 

NEAT (Noise Equivalent 1.52'K for 300'K scene 
Temperature Difference)
 

Modulation Transfer Function 0.29 for 238 meter sinusoidal
 
(MTF), minimum bars
 

In-flight Calibration (a) Ambient blackbody
 
(b) Reflected detector
 

Gain Steps Commandable in eight (8) gain
 
levels in increments of 1.22
 
(i.e., 1.0, 1.22, 1.222... 1.227)
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Spectral Bands (see section 3.2.2 for more details):
 

7 bands - 3 in the visible (see fig. 32.2-2)
 

3 in the near infrared
 

1 in the thermal infrared.
 

.	 Sensitivity:
 

Noise Equivalent Reflectance, NEAp = 0.005 at 13 percent
 

reflectance for all visible and near-IR bands.
 

Noise Equivalent Temperature, NEAT = 0.50K at 300 0 K.
 

3. 	Spatial Resolution (see section 3.2.3):
 

Visible and near infrared 30-40 meters (compared to 78 m
 

for Landsat-1, 2 and C)
 

Thermal IR = 3 times above resolution, i.e., -90-120 meters
 

4. 	Dynamic Range:
 

Practically unchanged from Landsat-I and -2. However, the
 

sensitivity'recommendation will require an equivalent
 

10-bit range overall (8 bits per 'scene) and two possible
 

*ways for achieving this were given:
 

" Use 10 bits
 

* 	Use 8 bits with different gain levels at the high and
 

low ends of the radiance level.
 

5. 	Geometric Accuracy:
 

Registration-of pixels from two-separate passes to within
 

0.5 	pixel (rms).
 

6. 	Temporal Resolution:
 

A nine-day repeat cycle obtained with two identical
 

satellites having 18-day repeat coverages.
 

7. 	Scanning Method:
 

Rectilinear scanning was chosen over circular scanning
 

because of the reasons discussed in subsection 3.2.1.4,
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complekity in data format and scan-look angles, and larger
 

geometric error resulting from greater relief displacement
 

effects (see section 3.2.5).
 

The TMTWG relied heavily upon their own khowledge and experience
 

and the findings in the NASA funded Multispectral Scanner Data
 

Applications Evaluation study. This report, released in December
 

1974, was in two volumes. The first volume (ref. 3.2-6), "User
 

Applications Study," was generated by the Environmental Research
 

Institute of Michigan (ERIM). It covered most of the sensor
 

characteristics listed above. The second volume (ref. 3.2-3),
 
"Sensor Systems Study," was generated by Honeywell Radiation
 

Center (HRC) and was primarily concerned with engineering
 

aspects, such as data transmission rate limitations, various
 

systems tradeoffs, and the prospects for system improvements
 

due to advances in electronics and sensor technology. While
 

the bulk of these studies and the conclusions drawn from them
 

remain quite valid, it is felt that the spectral band selection
 

should be reconsidered.. This is because the S-192 principal
 

investigator (PI) final reports were not available until very
 

late 1975 and early 1976; over a half a year after the TMTWG met
 

in May 1975 and a full year after the ERIM study. Section 3.2.2
 

presents the results and adds support to a recent spudy (ref.
 

3.2-7) of S-192 PI results Which recommends replacing at least
 

one visible band with an additional near-infrared band.
 

3.2.2.2.1 A Two-Satellite, Two-Band Set Landsat-D
 

In concluding this section, a "two-band set" concept (ref. 3.2-12)
 

is proposed for Landset-D. Agricultural classification perfor­

mance has been found to show little, if any, gain when more than
 

four or five bands are used (ref. 3.2-6). Agricultural classifi­

cation is not only the primary objective for Landsat-D, it also
 

has the clearest need for closer temporal coverage (i.e., nine
 

days between passes with Landsat-D as opposed to 18 days with
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Landsat-l and -2). Other application areas such as geology,
 

land-use mapping, and forestry do not in general need the same
 

close temporal coverage. However, as it is shown-in section 3.2.2,
 

the major application areas could be better served with addi­

tional spectral bands in the near-infrared and ultraviolet ends
 

of the optical region. Therefore, it is interesting to consider
 

two Landsat-D satellites giving nine-day temporal resolutions
 

as recommended, but having only four or five bands in common
 

that are optimal for agriculture or any combination of primary
 

applications (ref. 3.2-6). The remaining two or three bands
 

(still seven bands on each TM) would be different, chosen to
 

optimize results in the secondary applications areas. The two­

satellite Landsat-D system would thus have an overall nine or
 

ten spectral bands. The only difference would be in the
 

temporal coverage among the bands. 'Of'course, some of the "18­

day bands" could be chosen to be less "temporally sensitive"
 

bands which would also be useful for crop classification.
 

The data presented in section 3.2.2 have been used to generate
 

the following example illustrating the two-band set approach:
 

Band No. LandsatrD(l) Landsat-D(2)
 

1 .52 pm-.60 pm .52 pm-.60 pm
 

2 .63 vm-.69 pm .63 pm-.69 lm Agriculture
 

3 .98 pm-l.03 pm .98 pm-1.03P m Bands
 

4 1.55 pm-1.75 pm 1.55 pm-1.75 pm ) 
5 .46 pm-.51 pm) 1.2 pm-l.3 pm


6.68m-.76 pm Oceano- 2.1 pm-.2.35 pm Geology
6m1 graphy Bands
 

7 
 .78 pm-.88 pm Bands 10.4 pm-12.6 pm
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3.2.2.3 Synchronous Earth Observatory Satellite (SEOS)
 

The SEOS (refs. 3.2-8, 3.2-9) due to be-launched in 1981 will
 

be the first earth resources satellite to be placed into a
 

geosynchronous orbit. It will serve applications in the areas
 

of earth resources, weather phenomena and warnings. Its sensors
 

will be pointable, allowing it an unprecedented ability to gather
 

earth resources related data of transient events, primarily
 

within the continental U.S. and its coastal regions, on a target
 

of opportunity basis. These events include disasters, such as
 

floods, earthquakes, forest fires, hurricanes, etc., for which
 

a means of monitoring their development (where possible)
 

issuing warnings, and assessing the extent of damage are needed.
 

In addition, SEOS will also provide valuable agricultural data
 

of relatively transient growth phenomena. These data can be
 

obtained from agricultural areas under intensive study and can
 

also be used to supplement studies using Landsat data where
 

greater temporal coverage is required or cloud cover has coin­

cided with a Landsat pass, preventing a data take.
 

The prime sensor on the SEOS will be the Large Earth Survey
 

Telescope (LEST), a multispectral sensor with a 1.5 meter
 

diameter aperture. It will have 18 or more bands in the visible,
 

near infrared, and thermal infrared regions of the spectrum.
 

Some of these bands will be non-imaging and used primarily for
 

atmospheric sounding data. The imaging bands of the LEST will
 

utilize a pushbroom scanner design whereby large linear detector
 

arrays are used to "sweep out" continuous scan lines across an
 

entire swath width. This not only simplifies the scan geometry,
 

but also enables a much slower scan rate. The latter is
 

desirable in maximizing the signal-to-noise ratio and resolution
 

so critical at geosynchronous altitude. The visible and near
 

infrared imaging bands will have a resolution of 100 meters,
 

while the thermal infrared imaging bands will have a resolution
 

of 800 meters. This compares with the corresponding Landsat-C
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bands which will have resolutions of 80 meters and 240 meters,
 
respectively. The LEST will have a ground swath width of
 

about 200 km which is very close to the Landsat swath width of
 

185 km.
 

Other sensors under consideration for the SEOS are: (1) the
 

Advanced Atmospheric Sounder and Imaging Radiometer (AASIR),
 

(2) the Microwave Sounder and (3) the Framing Camera. More data
 

on the LEST and other potential SEO sensors are given in the
 

SEOS table in appendix A at the end of this report. The AASIR
 

will have two imaging bands, one covering the visible-near
 

infrared (0.55 pm-1.l pm) and the other in the thermal infrared
 

(11.11 m). The other non-imaging atmospheric sounding bands
 

(about 15) will be in the mid-thermal infrared spectral region.
 

The Microwave Sounder under consideration will cover the 50 GHz
 

to 220 GHz region in five bands with the ground resolution
 

ranging from 200 km to 50 km, respectively. The Framing Camera
 

presently under study would be a television-type sensor pro­

viding a color imaging capability over the visible and near
 

infrared regions of the spectrum.
 

In 1973-74 ERIM conducted two detailed studies (refs. 3.2-10,
 

3.2-11) for Goddard Space Flight Center of the applications and
 

sensor requirements for a geosynchronous earth resources satel­

lite such as the SEOS. The first of these studies (ref. 3.2-10)
 

defined earth resources applications that require the unique
 

temporal coverage provided by a geosynchronous sensor. This
 

study ranked 31 such applications according to their importance,
 

uniqueness, and the corresponding utility of the SEOS sensors.
 

The second study used the top twenty of these applications (see
 

table 3.2-3) for examining in more detail the sensor and data
 

requirements, e.g., spectral bands, resolution, etc., for such
 

a system. As indicated in the table, these applications can
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TABLE 3.2-3. - TOP 20 SEOS APPLICATIONS (from ref. 3.2.2-4)
 

Rank Application General Group
 

1 Water Pollution Detection and Monitoring W 

2 Estuarine Dynamics W 

3 Snow Cover Monitoring M 

4 Volcanic Region Monitoring G 

5 Plankton Monitoring W 

6 Fish Location and Movement W 

7 Ocean Dynamics W 

8 Forest Disease and Insect Damage V 

9 Forest Inventory and Management V 

.10 Rangeland Evaluation V 

11 Irrigation Management V 

12 Oil Pollution Detection and Monitoring W 

13 Lithologic Survey G 

14 Lake Dynamics W 

15 Wildfire Monitoring M 

16 Flood Survey and Damage Assessment V 

17 Water Erosion V 

18 Thematic Mapping G,V 

19 Aeolian Soil Erosion V 

20 Agricultural Disease and Insect Damage Monitoring V 

Legend:
 

W = Water-oriented
 
V = Vegetation-oriented
 
G = Geology-oriented
 
M = Miscellaneous
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be divided into four general categories: water, vegetation,
 

geology,, and miscellaneous. The optimum spectral bands were then
 

determined for each of these categories using prior investigation
 

results, spectral reflectance data, itmospheric transmission
 

data, etc. The total number of such optimal bands would be
 

prohibitive if those for each category were simply added
 

together. Therefore, through various compromises, the number of
 

bands was reduced while maintaining good'overall performance in
 

each applications category. A total of 18 bands were chosen
 

in the .4 pm to 13 1.m region and 3 microwave bands in the 1 cm
 

to 30 cm region. These are listed in table 3.2-4 along with the
 

corresponding applications categories best served by each. Note
 

from this table that there are seven'visible, five near infrared,
 

two mid-infrared and four thermal infrared bands. Those bands
 

which correspond cIosely to the Skylab S-192 bands (s'ee sec.
 

3.2.1.4) are designated with an (S). The thermal infrared region
 

-from 10 pm-13 tim is divided into three bands where there had been
 

only one on the S-192. This was necessary in order to enable
 

corrections for atmospheric effects; allowing greater accuracy
 

in temperature measurements. Figure 3.2-3 shows in bar chart
 

form the applications for which each band'was given the top
 

priority by earth resources investigators. The numbers within
 

each bar refer to the specific application areas listed in
 

table 3.2-3. For example, this figure indicates that there are
 

seven water-oriented, six vegetation-oriented and two geology­

oriented applications for which the 0.65 pm to 0.69 pm band is
 

considered absolutely necessary. Note that the ERIM study
 

(ref. 3.2.2-11) from which these data were taken also listed
 

application-band combinations having second "very necessary",
 

third "helpful" and fourth "backup" priorities. Thus, although
 

the 0.85 tim to 0.89 pm and the 0.95 pm to 1.10 um bands are not
 

first priority for any applications, there are applications
 

(#13 & 18) which require them on a second priority level.
 

Several other observations cah be made from this figure. The
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TABLE 3.2L4. - SEOS BANDS AND GENERAL APPLICATIONS AREAS 

(from table 3, ref. 3.2.2-4)
 

Band (pm) Water Geology Vegetation Wildfire
 

0.42-0.46 (S) X x 

0.45-0.50 (S) X x 

0.47-0.52 X X 

0.53-0.57 (S) X X X 

0.56-0.60 (S) X 

0.60-0.65 (S) X X 

0.65-0.69 X X X X 

0.70-0.73 (S) X X 

0.78-0.82 X X 
0.85-0.89 (S) X 

0.89-0.95 (S) X 
0.95-1.10 (S) X 

2.05-2.35 (S) X X 

3.6-4.1 X X X
 

8.3-9.4 X 

10.13-11.3 (S) X X X x 

11. 3-12.0 (S) x X X X 
12.0-12.9 (S) X X X X 

I cm X
 

30 cm X 

10 cm (radar), X X 

(S) = Indicated bands closely approximated by the Skylab S-192
 
bands.
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water-oriented applications appear to rely heavily on the visible
 

and thermal infrared bands. The vegetation-oriented applications
 

have the broadest first priority spectral band requirements, from
 

the visible through the near, mid- and thermal'infrared. The
 

geology-oriented applications have spectral band priorities
 

almost as broad, but with a noticeable emphasis on the thermal
 

infrared bands. The latter bands were rated high in each of the
 

general categories.
 

The data handling and processing for SEOS will present unique
 

problems due to the quantity of the data and the near real-time
 

use which will be required when monitoring disasters and issuing
 

timely warnings. This will require the development of a new and
 

much more efficient approach to the data processing and dissemi­

nation processes.
 

3.2.3 MULTISPECTRAL SCANNER DESIGN CHARACTERISTICS
 

3.2.3.1 Spectral Bands
 

The choice of the spectral bands to be used on any future earth
 

resources satellite is perhaps the most difficult task of all.
 

First, the primary application areas have to be determined and
 

scoped. Then, for a given application, the number of spectral
 

bands, by necessity, has to be narrowed down to those that are
 

most useful. The findings of a number of separate investigations
 

must be examined in the process. Each investigation varies in
 

scope and objectives, experimental quality, and data preproces­

sing and classification techniques.
 

The TMTWG members made their choice of seven spectral bands (see
 

second line, fig. 3.2-4) for the Landsat-D TM using a combination
 

of their direct and indirect experiences. They also relied
 

heavily on the results of the JSC/University of Michigan MSS
 

study (ref. 3.2-6). This study, published in December, 1974,
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half a year before the TMTWG Final Report (ref. 3.2-5), used air­

craft and spacecraft MSS data including early S-192 results to
 

determine the required characteristics of future MSS systems.
 

Spectral band rankings were determined in each of the following
 

five applications areas:
 

(1) agriculture, range and forestry.
 

(2) urban land use
 

(3) water resources
 

(4) marine - ocean
 

(5) geology.
 

.The top seven bands chosen for each of these areas are indicated
 

in the bottom five lines in figure 3.2-4. The top four bands
 

for each area are shown with dark bars to place emphasis on the
 

better bands. The figure also shows the final University of
 

Michigan selection of seven bands for the TM. The choice was a
 

compromise. The "top" four bands (note the numbers indicating
 

the rankings) corresponded to the best bands for the agriculture
 

and urban land use categories, in keeping with the primary goal
 

of scene classification or thematic mapping. The remaining three
 

bands were chosen such that the seven bands satisfied the widest
 

range of applications.
 

The TMTWG band selection differed from the Michigan selection by
 

one band as can be seen in figure 3.2-4. The 0.42 pm to 0.4B pm
 

visible band was dropped in favor of a 0.74 pm to 0.80 pm near
 

infrared band. Also, the 0.80 pm to 0.95 pm Michigan band was
 

shortened to 0.80 pm to 0.91 pm to avoid the water absorption
 

band near 0.92 Pm.
 

The TMTWG spectral band selections were made before final S-192
 

PT results were available. In December, 1975, a study (ref. 3.2-7)
 

was conducted at JSC of just received S-192 PI final reports in
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a wide range of applications areas. The PI spectral band prefer­

ences or rankings within each area were'combined using a weighted
 

ranking system. An overall spectral band ranking was then
 

determined and the TMTWG band selection was assessed. The TMTWG
 

0.45 pm to 0.52 pm band was rejected and a 0.93 pm to 1.19. pm
 

near infrared band was recommended to replace it (see top line
 

of figure 3.2-4. Note in this figure that the original Univer­

sity of Michigan recommendation was for four visible, two near
 

infrared, and one thermal infrared band. The TMTWG Final Report
 

later modified this to three visible, three near infrared, and
 

one thermal infrared band, and most recently, in the light of
 

final S-192 PI reports, even further emphasis is placed on the
 

near infrared bands with a choice.(ref. 3.2-7) of two visible,
 
four near infrared, and one thermal infrared band.
 

Yet another spectral band selection was made for this report,
 

primarily using the S-192 PI spectral band rankings and prefer­

ences given in the JSC study (ref. 3.2-7). Two additional
 

studies were used in ranking the bands for agriculture and an
 

additional study was used for geology, The spectral band
 

preferences expressed in the applications writeups in section
 

2 of this report were not included here simply because they were
 

not available. The S-192 spectral rankings within each appli­

cation area were obtained using an objective, but nonquantative
 

evaluation whereby only the top seven bands were noted in any
 

one study.
 

The band rankings by application area and study are given in
 

table 3.2-5 and summarized in table 3.2-6. The top four bands
 

within each area are indicated with a P for "primary", the
 

remaining by an S for "secondary" and ties are indicated with
 

parentheses. The Landsat-l, and -2 bands, the TMTWG Landsat-D
 

band selection, and the latest JSC band selection (ref..3.2-7)
 

are indicated at the bottom of the table. Note that the S-192
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TABLE 3.2-5. - APPLICATIONS PERFORMANCE RANKINGS OF S-192,BANDS 

AGRICULTURE (NOTE; Only top 7 ranked bands shown)
 

PI Spectral Bands
 

1 2 3 4 5 6 7 8 9 10 11 12 i3"
 

Nalepka* 3 ' 4 2 7 5 1
 

Chang (Ref. 3.2-9) 4 7 3 6 1 2 5
 

Morgenstern (Ref. 3.2-10) 3 4 5 1 7 6. 2
 

Lee* (veg. cover) x X X X X 

Thompson* (veg. mapping) X x 

OVERALL 3 6 5 2 4 (7) 1 (7). 

WETLANDS* 

PI Spectral Bands 

1 2 3- 4 5 6 7 8 9 10 11 12 13 

Thompson 6 4 3 1 5 2 

Higer 7 6 3 215 1 4 

OVERALL 9 7 4 1 6 [8 1 2 5 3 

LAND USE* 

PI Spectral Bands 

2 3 4 5 6 7 8- 9 10 .11 12 13 

Silva 6 5 3 4 2 1 7 

x x x x x x x 

Simonett x x x x x x x 

Sattinger 5 7 4 1 3 2 6 

OVERALL 7 9 6 2 4 5 3 1 8 

*From W. R. Johnson (Ref. 3.2-7)
 

NOTE; X designates optimum but unranked bands.
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TABLE 3.2-5. -APPLICATIONS PERFORMANCE RANKINGS OF
 

S-192 BANDS (continued) 

FORESTRY 

P-


Hoffer* 


Higer* (pines) 


Simonett*
 
(conifer/deciduous) 


OVERALL 


GEOLOGY
 

Pt 

G. Petzel* 

(geol. map./petroleum)
 

F. Thompson* 

(geol. mapping)
 

K.' Lee* 

(lithology)
 

R. Morrison* 

(geomor. map.)
 

R- Houston* 

(geol. map.)
 

R. vincent (Ref. 3.2-11) 

(geol. map.)
 

OVERALL 


Spectral Bands 

1 3 4 5 6 7 8 

Xx 

1 

2 

Spectral Bands 

1 2 3 4 5 6 7 8 

x X x 

1 2 

x x 

2 

3 4 

9 

1 

10 I1 '12 13 

1 

1 

9 10Ii 
2 1 

X X 

x x x 

(3) (3) 

x X 

2 5 1(1) 

12 

x 

X 

1 

(1) 

13 

*From W. R. Johnson (Ref. 3.2-7)
 
NOTE: X designates optimum but unranked bands.
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TABLE 3.2-5. - APPLICATIONS PERFORMANCE RANKINGS OF
 

S-192 BANDS (Concluded)
 

OCEANOGRAPHY & HYDROLOGY*
 

__ 

P 
1 2 3 

Spectral Bands 
4__ 5 6 17 8 9'110 1111213 

I Landsat-L, 2 

1 2 3 4 

Polcyn1 
(water quality) 

Trumbull 
(turbidity) 

Trumbull 
(oil spills) 

Watarabe 
(Chlor., Phytopl.) 

X 

1 

X 

X 

X 

2 X 3 

x X 

. 

OVERALL 21 5 3 61 t4,i 

*From W. R. Johnson (Ref. 3.2-7) 
NOTE: X designates optimum but unranked bands. 
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TABLE 3.2-6. - EARTH RESOURCES APPLICATIONS AND VISIBLE 

GENERAL SUMMARY 

- IR MSS REQUIREMENTS -

Application 

__.44 

AGRICULTURE 

1 

P-Primary s-Secondary
(Stron§ Preference-Top 4 bands) (Useful-Rank 5-7) 

S-192 Bands; No. & Center Wavelength (pm) 

2 3 4 5 6 7 8 9 10 11 12 13 

1.48 .54 .59 .64 :72 .83 1.0 1.14 1.25 1.65 2.2 11.4 

p s s P P (s) P (s) 

LANDSAT-1,2 

1 2 3 
55 .65 .75 

4 
.95 

Pixel 

Size 
(mters) 

30-78 m 

FORESTRY P P P (P) (P) -30 m 

GEOLOGY P P P s P P 

LAND-USE S. s P P s P P 

WETLANDS P p s P s P 

N) 
OCEANOGRAPHY P P s P s P x x 10-30 m 

o Center Wavelengths, 
S-192 Bands (jjm) 

.44 .48 .54 .59 .64 .72 .83 1.0 1.14 1.25 1.65 2.2 11.4 

Landsat-D Bands 
(TMWG Selection) 

1 
- 2 

3 
4 

5 
6 

7­
7 30-39 m 

Landsat-D Bands 
(W. R. Johnson, Ref. 3.2-7) 2 

3 
- 4 

5 
1 

6 7 

Landsat-1,2 Bands 12 63 4 



applications band rankings support the replacement of the 0.45 pm
 

to 0.50 inm band with a 0.93 pm to 1.19 pm band on Landsat-D.
 

The spectral band rankings and selections presented in this sub­

section represent fairly recent evaluations. The Landsat-D
 

TMTWG's final report represents an especially thorough study
 

utilizing the talents of several dozen of the top people in the
 

earth resources field. However, the TMTWG report nonetheless
 

represents a joint effort conducted with a very limited amount
 

of time prior to the availability of all S-192 PI final reports..
 

Therefore, a strong need exists for a re-evaluation of the
 

present Landsat-D spectral band selection. Such an effort will
 

also be-very useful to other future earth resources satellite
 

systems as well, e.g., SEOS.
 

3.2.3.2 Pixel Size and Sampling
 

The determination of pixel size represents a tradeoff or compro­

mise between the data that users need for fine enough spectral
 

resolution and the engineering limitations, i.e., detector
 

sensitivity and size, and the data transmission rates.' While
 

data users seemingly always want ever smaller pixels, they also
 

desire to keep the computer processing time within reasonable ­

.bounds when-working with digital data. For the resolution
 

requirements in the various earth resources applications areas
 

see section 2.
 

The TMTWG on Landsat-D recommended a pixel size of 30 meters to
 

40 meters based on the assumption that in the primary applica­

tion area of agriculture, fields of 20 acres or larger would
 

include most of the crop acreage of -interest. For fields as
 

small as 20 acres and assuming that at least 30 non-boundary or
 
"center" pixels are needed for good classification (ref. 3.2-5),
 

it can be shown that a pixel size of around 40 meters or smaller
 

is required. Consider a square field of nc pixels where n is
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the number of acres/field and c is the number of pixels/acre..
 

If the case where all border pixels are 50 percent mixture pixels
 

(see fig. 3.2-5) and is taken as average, then pixel size can be
 

calculated as a function of field size in acres for a required
 

number, N, of center pixels using the equations given in the
 

figure. Figure 3.2-6 shows such plots for N = 10, 20 and 30.
 

Note the design point for Landsat-D of N = 30 center pixels and
 

n = 20 acres, which indicates a pixel size requirement of < 44
 

meters. The percentages given in parentheses with each curve
 

indicate the fraction of borderless or center pixels in each case,
 

e.g., for N = 30, approximately 54 percent of a square field's
 

pixels are, on the average, mixture pixels. Obviously, for
 

rectangular fields the situation worsens. However, for aspect
 

ratios of 2:1 or less, there is no significant difference.
 

The engineering considerations and tradeoffs in determining the
 

pixel size for Landsat-D were reported in reference 3.2-3. This
 

study concluded that the smallest pixel size which could be
 

utilized with the 120 megabit multiplexer planned for the TM
 

would be 30 meters, using 10-bit words.
 

3.2.3.3 Dynamic Range and Sensitivity'
 

The Landsat-D TMTWG recommended a noise'equivalent reflectance
 

difference, NEAb of 0.005, for all visible and near infrared
 

bands, in keeping with the University of Michigan study's
 

empirical results (ref. 3.2-6). A noise equivalent temperature
 

difference of 0.50K was recommended for the thermal IR band.
 

Classification performance was examined as a function of the
 

number of bits and also for various simulated small percentage
 

changes. in gain. Both simulation studies indicated the need
 

for approximately 0.5 percent NEAp to avoid degrading performance
 

by more than 5 percent in agriculture and land use classification
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FIELD = NC PIXELS 

N = ACRES/FIELD 

C = PIXELS/ACRE 

BORDER PIXEL 
50% MIXTURE 

PIXEL 

N = NO. OF BORDERLESS OR 'PURE' PIXELS 
N =(N - 1').= NC - 2JN-+ I 

NC - 2j,1C+ 1 - N = 0 

Figure 3.2-5. - Pixel size determination;
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Figure 3.2-6. - Pixel size as a function of field,aize and number
 
Of non-boundary pixels.
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The TMTWG suggested that a study be conducted to evaluate the
 

potential feasibility and usefulness of breaking the radiance
 

sighal versus reflectance plot into 2 or 3 regions of differing
 

gain to effectively stretch the 8 bits dynamic range.
 

3.2.3.4 Relief Displacement and Scan Geometry
 

Relief displacement errors occur when elevation differences
 

exist between the subsatellite or nadir point and other points
 

along a sensor's scan. Figure 3.2-7 shows the geometry involved.
 

At scan angle 0, the height h of point a makes it appear to
 

be at point a'. The horizontal distance (a' - a) is the error
 

resulting from relief displacement and it is easily calculated to
 

be ah/(H - h) where H is the altitude of the sensor. This was
 

incorrectly given as ah/H in ref. 3.2-5. Note that the relief
 

displacement error can also be negative if h is negative, e.g.,
 

point a'' in figure 3.2-7. Also note that for rectilinear scan­

ners such as Landsat the relief displacement is a function of
 

both elevation difference (h) and the distance (a) from the nadir
 

point. On the other hand, conical scanners such as the S-192
 

have a fixed scan angle e and relief displacement is only a
 
function of elevation difference. However, this also means that
 

relief displacement error for conical scanners is always greater
 

than that for rectilinear scanners, especially near the nadir
 

point. Figure 3.2-8 shows plots of relief displacement error in
 

meters versus distance from the nadir point in kilometers for
 

rectilinear and conical scanners with the same altitude and swath
 

width. Note that this can significantly affect the problems of
 

geometric accuracy within a single frame and the spatial regis­

tration problem with temporally separated frames.
 

Another scan geometry problem that occurs with rectlinear
 

scanners is the so called "bow tie" effect. As a fixed IFOV
 

scanner scans outward from the nadir point, the pixel size on
 

the ground increases simply because of the increasing distance
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Figure 3.2-7. - Relief displacement geometry. 
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Figure 3.2-8. - Relief displacement plots. 



to the ground. This is illustrated jn figure 3.2-9(a). The
 

effects of the motion of the earth andIthp sensor platform are
 

shown in figure 3.2-9(b) for the southward moving Landsat MSS
 

which sweeps out six scan lines with each mirror scan.
 

The scan geometry problems are much mord complexC with a conical
 

scanner. There is no "bow tie" effect since the scan angle is
 

fixed. However, the circular scan has many more complex scan
 

geometry problems. The most serious one, as has been discussed,
 

is the very difficult problem of "line-str.aightening" the data,
 

i.e., reformatting the data to approximate a rectilihear ground
 

sampling geometry. The study reported in reference 3.2-13 con­

cluded that the initial scan line straightened data had much
 

greater band-to-band pixel misregistration (up to 2 pixels!) and
 

accordingly gave much poorer classification results. It was not
 

determined whether this was due to a poor line straightening
 

procedure or a problem inherent in the conical scan data. Besides
 

the obvious geometric difficulty of reformatting sampled data
 

from circular to rectilinear, the more subtle scan geometry
 

effects illustrated in figure 3.2-10 must also be considered.
 

Note that the along-the-track scan line spacing, (t) is identical
 

to the radial scan spacing r, i.e., t = r0-. As the scan moves
 

from the center point, t remains the same but r decreases to
 

about t cos 8 (see point E). The pixel sizes remain the same
 

along the scan. Therefore, there is increasing pixel overlap
 

between adjacent scans toward either scan end. Another effect
 

is caused by the fact that at the beginning of a scan, the scan
 

direction is mostly with the satellite track direction and at
 

the end of a scan it is mostly against the satellite track
 

direction.. The general result is roughly as indicated in the
 

lower portion of figure 3.2-10.
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Figure 3.2-9. - Scan geometry effects for rectilinear scanner.
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Figure 3.2-10. - Conical scanner scan geometry effects.
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3.3 MICROWAVE SCATTEROMETERS
 

3.3.1 USES OF FUTURE SCATTEROMETERS
 

The need for and future use of active microwave sensors (scatter­

ofeters) for remote sensing has been established. Past and
 

present scatterometers are given in t&ble 3.3-1 (ref. 3.3-1).
 

These uses include studies in the-following areas: ocean studies
 

and wind measurements, ice studies, soil moisture studies,
 

agriculture and vegetation studies, geoscience, and weather.
 

Primarily, the first four areas have received the most attention.
 

Scatterometers are used to measure the reflection or scattering
 

coefficient of various objects. The scattering coefficient of
 

a particular object is dependent upon the frequency, polarization,
 

and incident angle of the impinging electromagnetic energy upon
 

the object. The scattering coefficient of an object is expressed
 

as the backscattering radar cross section (a0 ) which is the
 

backscattered power-per-unit area normalized for antenna gain,
 

range loss, and transmitted power.
 

The Joint Soil Moisture Experiment (JSME) being conducted by JSC,
 

University-of Kansas (KU), Texas A&MUniversity (TAMU), and
 

others is an effort to determine the relationship between soil
 

moisture and radar cross section (o) or backscatter. One end
 

objective of this study is to-evaluate the usefullness of scatter­

ometer data to measure soil moisture as an aid in predicting crop
 

yields. Agricultural and vegetation studies are being performed
 

by the University of Kansas to relate a° to vegetation types and
 

vegetation condition with crop classification, maturity assign:
 

ment, and health assignment as the end goal. The relationship
 

between aO and sea state is being studied to aid forecasting wave­

heights and wind direction in order to assist shipping, locate
 

storms, locate oil slicks, etc. Ice and snow studies can be used
 

to differentiate between polar ice and new snow in helping to
 

ascertain estimated water runoff. Geoscience applications include
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TABLE 3.3-1. - PAST AND PRESENT SCATTEROMDETERS 

Type of 
'measurement 
and 
organization 

Frequency 
(G6Hz) Type 

Polarization 
combinations. Applications 

Instrument 
-dynamic 
range 
(a) 

Instrument 
angle of incidence 
capability, degrees Resolution 

•Spacebore Experiments: 

NASA/JSC 13.9 Pulse CW All 1,2,3,4,5,6 52 00 to ±530 6 n. mi. 

Airborne Experiments: 

NASA/JSC 

NASA/JSC 

NASA/JSC 
NRL 

NRL 

NRL 
NRL 

NRL 

13.3 

1.6 
.4 
.428 

1.228 

1.25 
4.425' 

8.95 

CW 

CW . 
Pulse/CW 
CW. 

CW 

CW 
CW 

CW 

VV 

All 

(VV, VH, 

HV, 1H)1 

1,2,3,4,5,4 
1 
1,3 

3,4,6 

3,4,6 

3,4,6 
3,4,6 

3,4,6 

rq 
55 

'55 

-50 
-50 
-50 
-50 

-50 

0 to 600 
±50 to ±600 
00 to ±600 

0 to 890 

00 to 890 

00 to 890 
00 to 890 

00 to 890 

150'** 
200 "** 

Ground Experiments: 

KU •Z-8* 

KU 

NRL 

NRL 
NRL 

8-18* 

34.88 

24 
9.375 

.FM/C 

FM/CW 

CW 

CW 
CW 

W, Vii, 
. All 

VV 

VV 
v-

HH 1,2 

1,2 

3,4,6 
3,4,6 
3,4,6 

-80 

-82 
-50 
-50 
-50 

00 
00 

to 800* 

to 800* 

*Not continuous 
*@ 1000 ft altitude, cross tracc 

1) Joint Soil Moisture Experiment 
2) Agriculture and Vegetation Studies 
3) Ocean Studies 
4) Ice and Snow Studies 
5) Geoscience 
6) Weather 



geophysical exploration. Scatterometer data can be used to assist
 

in weather forecasting. Table 3.3-1 lists scatterometers that
 

have been used in the past and includes many that are being used
 

presently in various investigations and applications.
 

Analysis of the data obtained from using the scatterometers
 

given in table 3.3-1 has started to establish a set of guide­

lines for future scatterometers, both in terms of their applica­

tion and actual design.
 

3.3.1.1 Sea State Studies
 

In terms of measuringsea state, thd rdmbte sensor selected for
 

this surface wind m~asurement is the microwave scatterometer,
 

(refs. 3.3-1 and 3.3-2). Aircraft and-satellite scatterometer
 

data show that for windspeeds less than 20 m/sec and incidence
 

- angles beyond 250, the ocean radar' scattering coefficient (a*)
 

changes about one-half dB per 10 log m/sec change in wind speed.
 

The sensitivity of ao to wind speed is still sufficient (even
 

to gale-force winds) to make the scatterometer a viable remote
 

sensor of wind speed and direction if proper attention is given
 

to instrument accuracy.
 

Figure 3.3-1 shows representative backscattet (WQ) return versus
 

wind speed (ref. 3.3-3).
 

The capillary waves develop with increasing wind speed above
 

approximately 3 m/sec. Below 3 m/sec, the capillary waves die
 

away very rapidly. Thus, for wind speeds lower than 3 m/sec, it
 

is believed that scatterometer measurements will be invalid.
 

This is so because small gusts of wind will create patches of
 

c&pillary waves which will dominate the radar return (ref. 3.3-2).
 

3.3-3
 



0(e) SPECULAR 

POLARIZATION - VV 

4-5\ -EXTRAPOLATIONS 

+201 

+15 . 

1 0' INCIDENCE ANGLE 
+10 

I. 	 .BACKECATTERCRSSETO­

0
 
-5 

uJ I 	 450 INCIDENCE 
ANGLE
 

0 	 -10
 

-15
 

-20
 
BACKSCATTER CROSS SECTION 

-251 

-30 / 

.35 I 
-40 I 9 I 1B 	 I 

2 4 8 20 40 80 
10 100 mIs 

WINDSPEED AT 19 METERS/SECOND ABOVE THE MEAN SEA LEVEL 
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.Good a'-data has been reported up to between 20 m/sec-and
 

25 m/sec wind speeds [refs. 3.3-1, 3.3-2, and 3.3-31.
 

Of interest are the curves shown in figure 3.3-2, (ref. 3.3-2).
 

Shown are the a* curves for upwind, downwind, and crosswind
 

conditions for various wind speeds. It should be noted that aO
 

for upwind conditions is greater than for downwind conditions.
 

This implies that a 'multilook' scatterometer is required for
 

wind direction determination.
 

In summary, for incident angles of 01 to 20, scatterometer data
 

provides sea state information through the detection of the slope
 

statistics of ocean waves. For higher incident angles (20Q to
 

600), local wind fields can be determined.
 

No effort has been made here'to discuss the mechanism of scat­

tering from the ocean and considering the ocean waves as a com­

posite surface. Adequate reference as to this can be found
 

elsewhere (refs. 3.3-2, 3.3-4, and 3.3-5).
 

3.3.1.2 Ice Studies
 

Polar ice includes three distinct forms of ice which have-widely
 

divergent properties:
 

1. 	Sea ice, which is several meters thick, has an age of several
 

hours to many years, and is brackish.
 

2. 	Ice caps and glaciers, up to several kilometers in thickness;
 

thousands of ye&rs old, and fresh water in content.
 

3. 	Lake ice, fresh or brackish water, and a few hours old to
 

months old.
 

The important aspect of radar (imaging or scatterometers) for
 

polar studies is that for many months the polar regions are in
 

the 	dark and when sunlit, they are cloud covered. Thus, micro­

wave instruments are required in terms of remote sensing of
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polar ice fields. Figure 3.3-3, (ref. 3.3-6) shows average
 

backscatter data versus ice thickness .for varying incident
 

angles. These data were taken with a 13.3 GHz scatterometer. It
 

was shown that the 13.3 GHz scatterometer data exhibited an
 

ambiguity where, with the use of a 0.4 GHz scatterometer, this
 

ambiguity could be resolved (ref. 3.3-6). The ambiguity was
 
between ice <5 cm thick and ice approximately 1 m thick. The
 

13.3 GHz scatterometer could distinguish thin (new) ice and
 
thicker (old) ice. The 0.4 -GHz could not distinguish between
 

0.5 m thick ice and thicker multi-year ice. These studies were
 

for sea ice. It was reported that not enough is known to date
 

with respect to frequency or polarization to ascertain the opti­

mum for monitoring sea ice or lake ice (ref. 3.3-6). In con­

cluding this section, it has been established that multi-angle
 

scatterometer observations can be clorrelated with J,ce type
 

(refs. 3,.3-6 and 3.3-7).
 

3.3.1.3 Soil Moisture Studies
 

Soil moisture content is an important parameter in crop yield
 

prediction, runoff prediction, and other applications in hydrol­
ogy, agriculture, and meteorology. Remote sensing offers a
 

potential means for the determination of the spatial distribu­
tion of moisture content over large areas, within a short time
 

and at a reasonable cost.- Among the various electromagnetic
 

sensors, radar is the least affected by atmospheric conditions.
 

It is also time-of-day independent and has the capability of
 

mapping terrain surfaces from satellite altitudes with a spatial
 

resolution compatible v4ith the requirements of the above
 

applications.-


Moisture content of soils influences the dielectric properties
 

of the soils and this in turn affects theimagnitude of the back­

scattered energy from the soil, particularly at angles of
 
incidence close to nadir. Both the real and imaginary parts of
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different incident angles (frequency of 13.3 GHz, vertical
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the dielectric constant of the soil are affected by Variation
 

in soil moisture. Bare fields have shown more sensitivity to
 

variations in soil moisture than have vegetated fields. Not only
 

does vegetation affect the absolute value of a' and sensitivity
 

of aO to soil moisture variations, but so does the soil surface
 

roughness.
 

Data taken from .400 Giz and 13.3 GHz scatterometers (NASA/JSC)
 

aboard a P3A aircraft in 1970 was analyzed (ref. 3.3-8). Using
 

the 13.3 GHz scatterometer, it was found that a definite increase
 

in backscatter (a') occurred for fields under irrigation." This
 

increase was on the order of 5 to 7 dB and occurred where the
 

angle of incidence of the incident energy was less than 40 de­

grees. On June 26, 1970 (Mission 130), the data obtained by the
 

NASA flight was for eleventtotally irrigated fields and eight
 

partially irrigated fields. These fields were vegetated. -The
 

terrain was flat. Also, data was taken from two bare fields.
 

One field was plowed and the other drilled. The plowed field
 

was very rough with rows and had clods and thus fit the descrip­

tion of a composite rough surface. The drilled field had no
 

rows and very fine clods and fit the classification of a small
 

perturbation surface (ref. 3.3-8). Both fields were partially
 

irrigated. The backscatter from the wet areas was about 5 dB
 

above backscatter from the dry areas for both fields. The
 

conclusion to be drawn from this data (ref. 3.3-8) is that for
 

vegetated fields. (corn, alfalfa, sorghum, wheat stubble, wheat,
 

weeds) and bare fields (rough and smooth), the wet fields were
 

from 5 to 7 dB greater inbackscatter value than for dry fields.
 

Data taken from the .4 GHz scatterometer exhibited a difference
 

in backscatter between wet and dry fields but the magnitude of
 

the difference and range of incidence angles over which the
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differences were significant varies much more from field to field
 

than with data taken by the 13.3 GHz scatterometer. The 13.3 GHz
 
/ 

data is shown in figure 3.3-4, (ref. 3.3-8).
 

More recent data taken by the University of Kansas, using two
 

multiple frequency scatterometer systems, has shown more trends
 

regarding soil moisture and vegetation measurements. These trends
 

have indicated a more optimum frequency range and set of incidence
 

angles for which to make soil moisture and vegetation measurements.
 

The indication is to use an S or C-band scatterometer and smaller
 

incidence angles (<25 degrees).
 

Radar backscatter data were acquired from three bare fields with
 

a considerable variation in surface roughness between each of
 

them. This data was taken using a 2-8 GHz scatterometer mounted
 

on a truck. This particular system is termed a Microwave Active
 

Spebtrometer (MAS). In addition to measuring soil moisture,
 

effects of surface roughness, angle of incidence, polarization,
 

and frequency on backscatter characteristics were investigated.
 

In terms of roughness, the three fields were designated as smooth
 

(S), medium rough (M), and rough (R).
 

The surface features of the three fields were measured and the
 

three surface roughness classificati6ns were identified as
 

follows:
 

rms height peak to peak 

(cm) variation (cm) 

Smooth 0.88 2.0 

Medium Rough. 2.6 7.5 

Rough 4.3 15.0 

The mediam rough and rough fields are typical of plowed-then­

disked and plowed fiel1s. The surface of the smooth field is
 

representative of only a very few of the cultivated farm lands.
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After acquiring one scatterometer data set per field with the
 

fields dry, the fields were sprinkler irrigated for 12 hours.
 

Scatterometer data sets were then acquired from the three fields
 

on a rotating basis for a period of 13 days. Each radar data
 

set consisted of measurements of the backscattered return at
 

five angles of incidence (0' (nadir) through 40* in 100 steps)
 

for HH and VV polarizations at each of eight frequencies (2.75,
 

3.25, 4.75, 5.25, 5.75, 6.25, 6.75, 7.25 GHz) in the 2-8 GHz
 

band. A combination of frequency and spatial averaging were
 

used to reduce signal fading.
 

For each scatterometer data set, soil samples were taken. The
 

three fields were side by side. There were eight soil sampling
 

locations per field. At each location samples were collected
 

from five depths: 0-1 cm, 1-2 cm, 2-5 cm, 5-9 cm, and 9-15 cm.
 

These samples were later processed in the laboratory to deter­

mine their moisture contents by weight and their bulk densities.
 

Using these results along with backscatter response allows for
 

optimizing scatterometer operation.
 

From the scatterometer data that was taken from the smooth,
 

medium rough, and rough bare fields, considerable effort was
 

expended to relate surface roughness to soil moisture measure­

ments. Results showed that the effect of surface roughness was
 

minimized at incidence angles of 40 and 2.75 GHz, 100 incidence
 

angle and 5.25 GHz, and 200 incidehce angle and 7.25 GHz.
 

Soil moisture responses were studied for all three roughnesses
 

as a function of the Various system parameters. It has been
 

demonstrated that the effects of roughness can be reduced by
 

proper choice of frequency and angle of incidence, while at
 

the same time retaining good sensitivity to soil moisture.
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A parameter chosen to represent roughness is rms height, h. As
 

the radar responds to both large scale and small scale roughness,
 

this representation is undoubtedly not optimal. Linear regression
 

lines of a* as a function of soil moisture content were calculated
 

fqr each individual surface roughness (rms height of 0.88 cm, 2.6
 

and 4.3 cm) at each angle of incidence, polarization and fre­

quency combination (ref. 3.3-9).
 

Based on optimum correlation coefpicient and optimum sensitivity
 

considerations, studies indicate that the angular range extending
 

between about 70 and 150 is optimum. The corresponding optimum
 

frequency is around 4 GHz. Over the 7-15' angular range, HH and
 

VV polarizations appear to have approximately the same soil
 

moisture response.
 

In summary, from analyzing this data, the recommended scatter­

ometer operating parameters for soil moisture detection are:
 

Angle of Incidence Range: 7o-150
 

Frequency: Around 4 GHz
 

Polarization: HH or VV.
 

3.3.1.4 Vegetation Studies
 

Critical to the successful application of radar remote sensing
 

techniques to agricultural land use mapping is the understanding
 

of the dependence of the backscattering coefficient a' of a
 

vegetated scene on the geometrical and electrical properties of
 

the remotely sensed scene. Establishing these relationships
 

requires (a) the acquisition of backscatter data over a wide
 

range of the measurable target parameters and (b) the construc­

tion of theoretical and/or empirical models (based on the meas­

ured data) from which in-depth inferences can be made on the
 

target-signal interaction process. Moreover, since the desired
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relationships are often a function of the signal parameters
 

(frequency, polarization, and incidence angle), it is important
 

that the data collection and modeling be made over as wide a
 

range of the signal parameters as is practically feasible with
 

present day sensors.
 

From scatterometer data taken in 1974 by the University of Kansas,
 

the following quoted conclusions are given (ref. 3.3-22). (This
 

information became available in January 1976. The scatterometers
 

used covered the frequency range of 1 to 8 and 8 to 18 GHz.)
 

An analysis of the scattering data collected from fields of wheat,
 

alfalfa, and corn during the summer of 1974 has led to a number
 

of observations:
 

a. 	In general, aO of wheat as measured during its final 30 days
 

of maturity is an increasing function of plant development.
 

The scattering coefficient is most sensitive to plant develop­

ment at nadir incident angle where a significant linear trend
 

between the passage of time is observed to exist. Although
 

less sensitive to plant growth, cO at 500 incident angle also
 

indicates a positive correlation with the passage of time.
 

b. 	By monitoring the rate of change of a0 of wheat, it may be
 

possible to estimate the time for harvest and to follow the
 

progress of harvest.
 

c. 	Like cO of wheat, a' of alfalfa shows the greatest response
 

to plant development when monitored at nadir incident angle.
 

In contrast to wheat, however, the 'scatteringcoefficient of
 

alfalfa is in general a decreasing function of plant maturity
 

(height). Furthermore, it was possible to account for the
 

variations observed in a* of alfalfawith a nonlinear regres­

sion equation incorporating plant height, plant moisture,
 

and soil moisture.
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d. 	To effectively monitor the gro7th of corn-with radar, inci­

dehce angles of 400 or large are imperative to increase the
 

ratio of canopy-scatter to soil scatter. Furthermore, this
 

ratio can be improved by operating at higher signal
 

frequencies.
 

Measurements taken using a multiple frequency scatterometer to
 

miap crop-types have giVen'some distinct results (ref. 3.3-10).
 

The frequency range of the scattirometer used was 4 to 8 GHz.
 

-The scatterometer antenna was mounted on a boom with the scatter­

ometer housed on a truck. The data results were grouped in such
 

a way that three center frequency points were used as reference
 

in analyzing the data-. These three center frequency points were
 

4.7 GHz, 5.96 GHz, and 7.1 GHz. Four crops were studied (corn,
 

milo, alfalfa, soybeans). The results have been summarized as
 

follows (refs_. 3.3-9, 3.3-11):
 

1. 	To lessen the effects of soil moisture, use angles of inci­

dence outside the range of 5 to 15 degrees.
 

2. 	Vertical transmit, vertical receiv, and cross polarization
 

yield the best results.
 

3.' 	For crop identification, larger angles of incidence should
 

be used ( 30) to lessen the effect of soil moisture
 

on the backscatter measurements.
 

4. 	The spread in backscatter values 4(0 ) for the four crops is
 

largest using frequencies around 4 GHz. However, corn and
 

milo can be better -distinguished from backscatter measure­

ments using frequencies around 7 GHz and angles of incidence
 

between 30 and 40 degrees.
 

5. 	Alfalfa is the easiest to distinguish.
 

6. 	Comparing healthy and blighted corn can best be done for
 

incidence angles between 40 and 60 degrees.
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7. 	Soybeans can be distinguished from milo and corn using any
 

polarization combination and any incidence angle greater
 

than 300.
 

The 	preceding conclusions were reached from examining scatter­

ometer data taken before 1974.
 

The study presented here gives the results of an investigation
 

conducted to determine the microwave backscattering properties
 

of a continuous vegetation canopy over the 8-18 GHz frequency
 

region. Using a truck-mounted scatterometer, measurements were
 

acquired from an alfalfa field at angles of incidence ranging
 

from nadir (0*) to 700 for horizontal transmit-horizontal receive
 

(HH) and vertical transmit-vertical receive (VV) polarization
 

configurations. As a perennial crop, alfalfa is usually har­

vested three,:,or often four times per year. Upon reaching a
 

height of 50-70 cm, it is cut, dried and baled, and then allowed
 

to grow again. During the 1974 summer season, scatterometer
 

observations were made over two complet.e growing cycl~s of
 

alfalfa (ref. 3.3-12).
 

The scatterometer employed in collecting the data used in this
 

study is the 8-18 GHz Microwave Active Spectrometer (MAS 8-18)
 

(ref. 3.3-13). This is a truck-mounted system capable of making
 

scattering measurements at 11 frequencies in its 8-18 GHz range.
 

It employs a dual antenna system configured to allow both
 

horizontal-transmit horizontal-receive (H) and vertical-transmit
 

vertical-receive (VV) modes-of operation. Measurements can be
 

made at angles of incidence between 00 (nadir) and 700 . Being
 

a wide band scatterometer, the MAS 8-18 provided fading reduc­

tion by averaging samples of the return signal energy over its
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800 MHz bandwidth. Because of the limited extent of the resolu­

tion cell area, frequency averaging would not provide the fading
 

rqduction necessary for the data precision and'accuracy desired.
 

Thus, spatial-averaging was also employed.
 

Reiterating, soil moisture played the overwhelming role in deter­

mining the complex dielectric constant of soil. In turn, the
 

dielectric properties of the soil are reflected in ao. To aid
 

in determining the relationship between aQ and soil moisture con-.
 

tent, soil samples were collected at the time of each scattering
 

measurement. The location of each pair of sampling points was
 

chosen so that they approximately corresponded to scattering
 

measurements made within the angular ranges of 0-20, 300-50,
 

and 60o-70', respectively. After recording the sample weight,
 

they were dried in an oven and again weighed so that the gravi­

metric soil moisture content could be determined. The measured
 

values of the soil moisture content were then averaged in a'
 

pair-wise manner and converted to volumetric soil moisture con­

tent using the soil bulk density as the conversion factor.
 

Thus, all soil moisture contents reported herein, designated as
 

ms, are expressed in units of g .enOnly the top 2 cm samples
 

were used in this analysis.- Subsequent analyses involving m
 

wil make use of the soil sample location and incidence -angle
 

correspondence. There were six data points at the perimeter of
 

the field, three on each side.
 

As with soil moisture, plant moisture has been shown to signif­

icantly influence the dielectric properties of vegetation
 

(ref. 3.3-14). Thus, as part of the scattering experiment, a
 

number of alfalfa plant samples were collected at the time a
 

scattering measurement was made. These samples were processed
 

so that the plant moisture content as measured on a wet weight
 

basis was obtained.
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In addition to the previous parameters, the time history of the
 

average height of the vegetation canopy was also recorded. It
 

should be noted that the alfalfa completed two growth cycles
 

during the observation period. While plant height is certainly
 

one indicator of plant maturity, there ate a variety of physio­

logical phenomena occurring during the maturation process.
 

By observing the data, it was found that the dynamic range of ao
 

(at 8.6 GHz, 0* incident angle) during the observation period
 

was nearly 18 dB, implying that indeed the scatterometer responded
 

to the physical variations of the alfalfa as it completed two
 

growth cycles. Two distinct maxima and minima are also noted.
 

The maxima occur on May 22 and July 10 and the minima, while not
 

quite as pronounced, occur near June 28 and August 1. From
 

figure 3.3-5 it is found that the maxima coincide exactly with
 

the days on which the harvested alfalfa was observed. Further­

more, the minima correspond to those time periods during which
 

the alfalfa reached maximum height. In fact, it is noted that
 

throughout the observatipn period, a* and are roughly
 

inversely related to plant height.
 

The promising aspect of these and other studies is that the
 

response of , o, near nadir, to variations in the height of
 

alfalfa appears to be rather consistent. It is this sort of
 

consistency that is needed for studying the various agricultural
 

targets of interest on an operational basis.'
 

Among the parameters affecting the signal strength of the scat­

terometer return from row crops is the look direction relative
 

to the crop row direction. Using a truck-mounted 2-8 GHz scat­

terometer, backscatter measurements were acquired from a field
 

of sorghum with look directions parallel and orthogonal to the
 

row direction at six incidence angles (nadir to 50 in 100 steps)
 

for both HH and VV polarizations over the 2-8 GHz frequency band.
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Figure 3.3-5.- Temporal variations of ao measured at 8.6 GHz
 
for angles of incidence of (a) 00, (b) 100, (c) 40', and
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,The results confirm observations made from radar imagery indicat­

ing that the difference in returnfbetween'the two look directions
 

increases with wavelength and is larger for HH polarization than
 

for VV polarization (ref. 3.3-15).
 

The scattering coefficient data reported herein was acquired by
 

the University of Kansas MAS- 2-8 system (ref. 3.3-16) which is a
 

FM-CW scatterometer capable of operating over the 2-8 GHz band.
 

The system is mounted atop a 20 m truck-mounted boom.
 

Several weeks prior to the experiment, a field at the Texas A&M
 

University Agricultural Experiment Station was planted with
 

sorghum with a row spacing of 1 m. At the time of the experiment,
 

the sorghum plants had reached a height of about 2.5 m. This
 

investigation was part of a joint effort with Texas A&M University
 

to determine the active (MAS 2-8) and passive (NASA X- and L-band
 

radiometer system) microwaveresponses to soil moisture. The
 

row sorghum field was one of several'types of targets interro­

gated at the Texas A&M site. Although initially it was planned
 

to conduct the row sorghum part of the experiment for different
 

plant heights, system and logistic problems delayedithe start of
 

the microwave part of the experiment. By then, the sorghum was
 

fully grown.
 

Data acquired with the look direction parallel to the row direc­

tion will be designated by "//" and those acquired with the 

antenna beam pointing orthogonal to the row direction will be
 

designated by '9. Each data s6t consisted of backscatter meas­

urements at incidence angles of 00 (nadir) to 50' in 100 steps,
 

VV (vertical transmit-vertical receive) and HH (horizontal 

transmit-horizontal receive) polarizations and 8 frequencies
 

between 2 and 8 GHz. To reduce the effects of signal fading and
 

to insure proper target "representation", spatial averaging was
 

employed by moving the truck alonside the field and repeating
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the data taking procedure. Hence, for each frequency-incidence
 

angle-polarization-look direction combination, data points
 

represent an average of several spatially independent measure­

ments. Three frequencie have been chosen to discuss results
 

in this section; these are 2.75 GHz, 5.25 GHz, and 7.25 GHz
 

representing, respectively,.the lower end, the middle, and the
 

upper end of the 2-8 GHz band. The angular response ofthe
 

scattering coefficient, aQ, is presented in figure 3.3-6 for /
 
and J look directions at the three frequencies. In general,
 

the difference between the two curves is most pronounced in the
 

10-30o range at the lowest frequency. At 20', for example,
 

cr1 - is about 9.0 dB at 2.75 GHz compared to 4.0 dB-at
qO// 

7.25 GHz. The frequency response of the scattering coefficient,
 
0
a , is presented in figure 3.3-7 for // and jlook directions
 
for 200 and 500 incidence angles.
 

These results show definite trends in terms of backscatter
 

response when viewing a row crop. This is further supporting
 

material that an operational sensor must be adequately 'designed'
 

boeh in terms of hardware characteristics (scatterometer type,
 

components, specifications), and operating requirements (i.e.,
 

look angle, polarization, frequency, angle of incidence and dist­

ance from the object to be viewed).
 

Measurements of radar backscattering coefficient of densely
 

planted fields of sorghum were conducted using a scatterometer
 

placed on & 20 meter truck-mounted boom, (ref. 3.3-17). Data was
 

collected at 8 frequencies between 2 and 8 GHz, using 2 polariza­

tions (HH, VV) and 6 angles of incidence (f0' to 500 from nadir
 

in 100 steps). The objective was to determine the backscatter
 

response to soil moisture variations beneath a continuous vege­

tation cover with soil surface roughness and plant height as
 

parameters. Four fields were prepared having different surface
 

roughness and plant height combinations. The four fields were
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Figure 3.3-6.- Scattering coefficient O as a function of
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(c)-7.25 GHz. Data set #1, July 16, 1974, (ref. 3.3-15).
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watered for 12 hours. Then adequate time was allowed for the
 

water droplets on the leaves to evaporate. Backscatter measure­

ments were made on the four fields on a rotating basis for
 

several days. A resulting analysis of the backscatter data
 

indicated no discernibleisensitivity to soil moisture variation.
 

This is attributed to the 100 percent plant cover. The shortest
 

plant height was 90 cm. The backscatter measurements appeared
 

sensitive to frequency and angle of incidence but not polariza­

tion. The backscattering showed a definite discernible variation
 

pattern. 
 I 

Ground-based experimental measuremepts of the backscattering
 

coefficient co of bare ground over the 4-8 GHz region indicated
 

a high degree of sensitivity to soil moisture variations.
 

Similar measurements conducted for vegetation-covered surfaces
 

show that aQ responds to soil moisture variations at angles near
 

nadir provided the vegetation cover is in the form of row crops
 

(with adequate spacing between rows) or a short canopy. As
 

would be expedted, the presence of the vegetation reduces the
 

Go sensitivity to soil moisture and causes it to decrease rapidly
 

with frequency. Increase in the magnitude of the radar return
 

caused by soil moisture variations has also been observed by
 

airborne (refs. 3.3-18, 3.3-19) and spaceborne (refs. 3.3-20,
 

3.3-21) scatterometers.
 

Preliminary analysis of the sorghum fields data revealed that
 

the contribution to the radar return by the underlying soil
 

(attenuated by the vegetation) must be much smaller than the con­

tribution by the vegetation as evidenced by the lack of consistent
 

correlation between Go and soil moisture content. Hence, in
 

terms of the experiment objective, the conclusion is that lower
 

frequencies have to be used in order to successfully penetrate
 

the'canopy. For a given incidence angle-frequency-polarization
 

combination, the variation of aO over the total number of data
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sets acquired (from each of the four fields of sorghum) was
 

observed to be considerably larger than the expected fluctuations
 

due to system measurement accuracy or signal fading. A dloser
 

look at the data revealed that these variations are associated
 

with a diurnal pattern. \Although diurnal variations of the
 

scattering characteristicq of plants in the optical part of the
 

spectrum have been extensively reported in the literature, no
 

such note has been reported at microwave frequencies. The
 

existence of this phenomenon is not surprising since it is well
 

known that plant leaves dhange their orientation as a function
 

of time of day, but the m&gnitude of this diurnal variation as
 

a function of the scatterometer parameters is significant for
 

vegetation remote sensing applications.
 

The 	scattering coefficient data reported here was-acquired by
 

the 	University of Kansas MAS 2-8 system which consists of a
 

FM-CW scatterometer on a truck-mounted boom. The following
 

observations were made
 

a. 	Off-nadir, c1 of all fields exhibits a diurnal pattern
 

having a peak close to dawn and a minimum around 6 p.m.
 

b; 	 The magnitude of this variation is most pronounced at the
 

lowest frequency-with HH polarization.
 

The effect of the diurnal variation onthe angular and frequency
 

responses of. a will be discussed next by comparing data sets
 

acquired close to dawn with data sets acquired during the day
 

for each of the four fields. 'The day data set chosen was the
 

one acquired closest in time to the early morning data set of
 

the same field. This choice provided- a minimization of any vari­

ations due to plant height or soil moisture changes.
 

The angular response curves of the scattering coefficient aO of
 

data sets taken at 6 a.m. and (6 p.m.) are compared at three
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different frequencies for both, HH and W, polarizations. The
 

general shape of the angular response indicates that as the
 

frequency is increased, the vegetation appears electromagneti­

cally rougher. Also the difference in the magnitude of c
 

between the two cases shown decreases significantly between
 
2.75 GHz and 7.25 GHz; whereas, the difference at 30, for
 

example, is about 5.5:dB'at 2.75 GHz, and the corresponding
 

difference at 7.25 GHz is less than 0.S dB. Frotm the data,
 

diurnal Variation is most apparent at the lower end of the
 

frequency band (S and L).
 

The significance of the experimental results reported here
 

depends on the intended application. In terms of soil moisture
 

mapping, the recommendation is to operate at frequencies lower
 

than 2.75 GHz in order to better penetrate through the vegeta­

tion cover. While conducting such experiments, special atten­

tion should be given to the diurnal variation of the vegetation
 

return to avoid erroneous results. Since the diurnal variation
 

effect appears to decrease with frequency, the recommendation
 

for vegetation mapping investigations using scatterometer remote
 

sensing is to operate at frequencies about 8 GHz.
 

3.3.2 MEASUREMENT REQUIREMENTS OF FUTURE SCATTEROMETERS
 

The design and final operating characteristics of a scatterometer
 
depend upon its ultimate use, The principal recognized use of
 

scatterometers to date is measuring surface winds over the ocean
 

and ocean waves.. The scatterometer has become recognized as the
 

remote sensing tool to do this (refs. 3.3-1, 3.3-2). Technology
 

and data regarding other areas of usage for the scatterometer
 

are not as well developed as is that for the scatterometer as a
 

remote oceanic sensing tool.
 

The orbiting of an active microwave sensor aboard a satellite
 

has the potential for revolutionizing the methods by which global
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ocean wind and wave information are obtained and for improving
 

the quality of presently obtained information. For both meteor­

ologists and oceanographers, this could represent 'a large
 

increase in the amount of global ocean wind and wave information
 

to become available on a regular basis for both short- and long­

range weather and wave prediction. Thq khowledge of ea-surface
 

conditions in the Southern hemisphere would increase because
 

little information is presently available from the Southern hem­

isphere oceans by conventional means. targe-scale air/sea inter­

actions between the northern and southern hemispheres could be
 

monitored and studied. Predictions of upper-air meteorological
 

parameters would improve as a result of more reliable lower
 

boundary (surface) input parameters. The total impact of an
 

active microwave system orbiting the Earth cannot now be deter­

mined; however, the process of monitoring and forecasting the
 

marine environment could 'be'revolutionized by having such a
 

system in orbit.
 

To provide the most meaningful information about global-scale
 

ocean winds and waves, certain minimum specifications are
 

required for parametric values (table 3.3-2).
 

Information on global sea-surface conditions has many applicar
 

tions. Accurate sea-surface conditions are important to commer­

cial fishing, both near shore and in the open ocean; naval
 

operations; optimum-time ship routing; search-and-rescue opera­

tions; deep-sea and near-shore drilling operations; long-range
 

weather prediction; hurricane detection, tracking, and prediction;
 

near-shore recreational activities; and further scientific
 

research. Within these major categories are numerous smaller
 

categories. Essentially, a satellite system providing global
 

wind and wave information.on an operational basis will be immedi­

ately cost effective. Sich a global ocean system has long been
 

awaited by meteorologists and oceanographers.
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TABLE 	3.3-2.- SENSOR MEASUREMENT RE;QUIREMENTS FOR REMOTE
 

SENSING OF SURFACE WINDS AND WAVES (ref. 3.3-2)
 

Deep Water (global)
 

Surface Winds: 

Velocity, m/sec 
Direction, deg. 
Field-of-view, km. 
Sample intervals, km. 

2 to50 
0 to 360 
20 by 20 
250 

(±2 or 10 percent) 
(±20) 

Waves
 

Length, m 50 to 500 (±25)
 
Direction, deg. 0 to 360 (±10)
 
Height, m 0.5 to 30 (±0.5 or 10 percent)
 
Field-of-view, km. 20 by 20
 
Sample intervals 250
 

Shallow water (local)
 

Surface winds:
 

Velocity, m/sec 2 to 50 (±2 or 10 percent)
 
Direction, deg. 0 to 360 (±5)
 
Field-of-view, km. 3 by 3
 
Sample intervals, km. 50
 

Waves
 

Length, m. 50 to 500 (±25)
 
Direction, deg. 0 to 360 (±5)
 
Height, m. 0.5 to 30 (±0.5 or 10 percent)
 
Field-of-view, km. 3 by 3
 
Sample intervals, km. 50
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The design of a particular scatterometer for oceanic measure­

ments is dependent upon the type of measurement requirements
 

given in table 3.3-2. A brief but basic design procedure will
 

be given in this section, followed by the design goal criteria
 

fot one specific application, Seasat-A.
 

The radar scatterometer is a special-purpose instrument that
 

measures the relative value of the radar-backscatter coefficient
 

at a range of angles.. Because no spatial resolution is required
 

other than the area illuminated by the antenna, this system is
 

less complex than other systems that require a high degree of
 

spatial resolution. The data rate generated by a scatterometer
 

is also much lower than imaging systems because the coarse
 

resolution does not require close spatial sampling of the surface.
 

Measurements of the relative radar-backscatter coefficient of the
 

surface at various angles, polarizations, hnd wavelengths are
 

used to infer characteristics regardifig the surface (such as
 

wind velocity and direction for the ocean and surface roughness
 

for the land).
 

The scatterometer measures the microwave backscatter cross sec­

tion of a surface for various angles of incidence. Duringq flight
 

over an area of interest, radar backscatter as a function of
 

incident angle, is generated from which some physical attributes
 

of the surface can be inferred. These measurements may be taken
 

at different polarizations or wavelengths to enhance interpreta­

tion of the surface characteristics. These measurements are
 

taken by illuminating the surface with microwave energy and
 

measuring the portion of this energy that is reflected back to
 

the transmitting/receiving antenna. The output of the scatter­

ometer system is a set of data points corresponding to radar
 

backscatter as a function of angle for each data cell on the
 

surface.'
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System noise is.a primary source of error in the measurement of
 

radar backscatter. Radar scatterometers have been built that
 

measure a minimum backscatter coefficient of -3b dB. However,
 

this does not in any way mean that microwave scatterometers
 

capable of measuring smaller backscatter cannot be built. Most
 

observed phenomena have backscatter coefficients exceeding this
 

value. Because of the simplicity of the radar scatterometer,
 

its weight, excluding the antenna system, may be in the tens of
 

kilograms and power consumption is in tens of watts. Thus,-the
 

scatterometer is suitable for spacecraft use from the standpoint
 

of its vehicular requirements.
 

The scatterometer consists of (1) a microwave transmitter, (2) an
 

antenna, (3) a microwave receiver, and (4) a data integrator.
 

Variation of these four basic components results in the two basic
 

scatterometer types: the beamwidth-limited scatterometer and
 

- the pulse-width-limited scatterometer.
 

The beamwidth-limited scatterometer consists of a long-pulse­

width transmitter, a pencil-beam antenna, a microwave receiver
 

and downconverter, and a detector with an integrator. The
 

transmitter pulse is sufficiently long to. simultaneously illumi­

nate the area of the antenna footprint. The return energy from
 
the illuminated area is down-converted, amplified, narrow­

bandpass-filtered, then square-law-detected and integrated.
 

Because all of the energy entering the antenna illuminates the
 

surface, the sensitivity of backscatter coefficient varies as the
 

square of the range to the surface. To obtain a backscatter
 

function from which to infer surface characteristics, the pencil­

beam antenna will be scanned in elevation while measurements are
 

taken. In addition, the antenna may radiate and receive energy
 

at different polarizations as an aid in inferring surface
 

characteristics.
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Beam limited (long-pulse) scatterometers have been used to meas­

ure the scattering signatures of rough surfaces such as 

terrain or the ocean. The quantity o interest is the normalized 

radar cross section a', which is the~bapkscattered power per unit 

area normalized for antenna gain, range loss, and the transmitted 

power. In the beamlimited mode, the return in a given range 

cell comes simultaneously'from many scatterers over the entire 

antenna footprint; therefore, the radar return can be interpreted 

by using the methods of statistical analysis. To assure antenna­

beam-filled conditions, the pulse length T must satisfy the 

criterion 

2HS
 
c cos (Ce) 

where H is altitude, 8 is antenna half-power beamwidth (total
 

angle), c is speed of light, and a. is surface angle of incidence.
1 

Pencil antenna beam scatterometer. - A simplified block diagram
 

of a microwave scatterometer that uses a narrow-beam antenna is
 

given in figure 3.3-8. This type of instrument typically oper­

ates in a long-pulse or ICW mode (i.e., the receiver is cut off
 

only during the pulse trahsmission period). The received pulses
 

are shifted in center frequency by the Doppler effect of target
 

and instrument platform motion and have a continuous power spec­

trum over a finite bandwidth because of the Doppler frequency
 

spread across the antenna footprint. The received signals are
 

down-converted, amplified, narrow-bandpass-filtered, square-law­

detected, and integrated.
 

The normalized radar cross section of the surface can be found
 

fromthe conventional radar range equation
 

P (47)3R4
 

PtG XA
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Figure 3.3-8. -Simplified blook diagram of a microwave
 
scatterometer that uses a narrow-beam antenna
 
(ref. 3.3-2).
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where Pr is power in return pulse, Pt is power in transmitted
 

pulse, R is 
-
slant range to illuminated,area, X is free spaceS I 

wavelength, A is effective illuminated area (antenna footprint),
 

and G is antenna gain. For the case of a beam-limited scat­

terometer at satellite altitudes (where curved Earth effects are
 

important)., the normalized radar cross section is
 

P (Mr) 2H2L2coO-O 
atm 2Si
 o Gr(AtGX 2(lK)2cos2 n1
= P 


where H is satellite altitude, Latm is one-way atmospheric
 

power loss factor, 9. is Earth incident angle, k is
 

H (tan2 4)/2%, RE is Earth radius, 4'is nadir angle, and n is
 

antenna efficiency = (G2)/(ATr). Because of the antenna-beam­

filled conditions, the antenna gain appears as the first power,
 

and the altitude (range) is squared; whereas, in the generalized
 

radar range equation, the gain is squared, and range is to the
 

fourth power.
 

Unfortunately, the output voltage from the square-law detector is
 

corrupted by rectified received antenna noise. A gated ideal
 

integrator is used to average the detector output for several
 

return pulses, yieldinig a measurement of s'ignal plus noise.
 

This measurement is followed by an integration of noise alone
 

(square-law detector output in the absence of return pulses).
 

The subtraction of these measurements yields an estimate of the
 

received power.
 

The form of the radar equation appropriate to the design of a
 

scatterometer is
 

PtGA 2aQO Ycos 


2 _
~in (4) 2H2 6os.L Lt2KT Bi 
. am S S 1 
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where (S/N)in is input signal-to-noise ratio, Ls is predetection
 
intermediate frequency bandwidth. The precision of the scatter­

ometer measurement is
 

~~ + )F BftS1 + ( )2
 

where Aa0/a0 is normalized standard deviation in measuring a*,
 

"S+ n is total integration time of .noise-contaminated signal, and
 

" is-total integration time for noise alone.
 
n 

Figure 3.3-9 is a plot of Ao0 /ao as a function of (S/N)in for
 

various integration times, where TS+ n is assumed equal to Tn -


The intermediate frequency bandwidth B. is ii kHz and is

if
 

assumed to be approximately the Doppler spread and equal for the
 
"signal-plus-noise" and "noise-alone" measurements. 
A sufficient 

integration yields good measurement standard deviations for nega­

tive (S/N)in 

For applications in which large ground coverage is required, the
 

maximum allowable measurement (integration) time is based on the
 

antenna slew rate and the allowable smear (caused by platform
 

motion) of the antenna footprint.
 

The pulse-width-limited scatterometer differs from the beamwidth­

limited scatterometer in that a shorter pulse is transmitted to
 

the surface by a fan-shaped antenna beam. The return echo is
 

then time-gated to obtain elevation angle resolution. The
 

received energy processing is the same as that for the beamwidth­

limited scatterometer, except that a number of channels are
 

required for the measurements. Each of these channels is time­

gated for a slightly different delay from the transmitted pulse,
 

and, consequently, each of these channels processes energy cor­

responding to a different range of elevation angles from the
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Figure 3.3-9.- Plot of Aa6/d as a function of (S/N)in for 

integration times indicated; Ts"n is assumed equal to T.;
 

the intermediate frequency bandwidth Bjf equals ii kHz and
 

is assumed to be approximately the Doppler spread (ref. 3.3-6)/.
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spacecraft. Scanning of the antenna angle in.elevation is not
 

needed to generate a backscatter function. As with the beamwidth­

limited scatterometer, different polarizations can be used as an
 

aid to data interpretation. The operation of a fan-beam antenna
 

microwave scatterometer is equivalent to several simultaneous
 

pencil-beam systems. The effective multiple pencil-beam oper­

tion is achieved by filtering the Doppler-shifted radar return
 

to subdivide the broad beam into an arbitrary number of resplution
 

cells. A simplified block diagram is shown in figure 3.3-10. The
 

system is beam limited in each-Doppler cell, although it may not
 

be beam limited simultaneously over the entire fan beam.
 

Because of differences in slant range across the antenna foot­

print, separate range gates are requiied for each channel.
 

_The parameter to be measured by the scatterometer is O. Although 

the cr sensitivity to wind speed variation is about the same for 

upwind, downwind, or crosswind conditions, the magnitude of a' 

for crosswind is less; hence, the crosswind design used is a 

worst case design. In addition, since the instrument design is 

controlled by the expected Go levels for low wind speeds, its 

performance as a wind sensor will generally exceed requirements 

for moderate and high wind speeds. 

The scatterometer's ability to measure wind speed does not cut
 

off sharply at low wind values but simply becomes less accurate.
 

This is in keeping with user requirements since interest in wind
 

speed begins to wane in the 3 to 5 m/sec zone; the scatterometer
 

is specified to measure wind speeds at least as accurate as
 

±2 m/sec down to 4 m/sec with decreased accuracy below that.
 

From figure 3.3-1 (ref. 3.3-3), it can be seen that very accurate
 

backscatter measurements are required in order to detect small
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Figure 3.3-i0.- 5iimplified block diagram of a fan-beam
 
microwave scatterometer (ref. 3.3-2).
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changes ih wind speed for high wind speeds, whereas for low wind
 

speeds, less accurate backscatter measurements are needed to
 

detect large changes in wind speed.
 

In the design of a scatterometer,-the first selection to be made
 

is frequency. With respect to oceanic measurements, frequency
 

selection for the scatterometer has two conflicting directives.
 

To minimize weather effects, X-band frequencies are best while
 

the higher Ku-band frequencies are preferred for maximum sensi­

tivity to local wind speed. Skylab data taken at 13.9 GHz shows
 

favorable wind speed sensitivity which compares well with air­

craft data also taken at 13.9 GHz, (ref. 3.3-2). Less wind speed
 

sensitivity is generally shown by NHL data taken at 8.9 GHz. In
 

addition to frequency selection, potential RFI from other on-board
 

microwave sources must be kept in mind.
 

For narrow pencil beam antennas, the following constraints must
 

be established in order to determine the desired antenna gain and
 

antenna half power points: -satellites or aircraft altitude,
 

antenna footprint or cell size, scan rate, range of incidence
 

angles to be sampled, polarization, frequency, and size and weight
 

considerations.
 

To establish a particular fan beam scatterometer instrument
 

design, certain parameters and constraints must be established.
 

The parameters that are fixed include satellite altitude, resolu­

tion (H), spacing between successive scans of the same antenna
 

beam (Ss), number of antennas and polarizations to be sampled
 

per scan, approximate range of incidence angles (6i) to be sam­
pled, transmitter frequency (F), antenna half power beamwidths
 

(S, 4J, minimum and maximum o to be measured, and the maximum 

error allowable on the radar scattering coefficient (W0 ) measure­
ment. In addition, the center of each resolution cell of the
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aft antenna must overlap the data from the center of the corre­

sponding resolution cell of the forward antenna if both forward
 

and aft viewiAg is done. Using these parameters, the remaining
 

parameters which establish the resolution data cell geometry and
 

the instrument characteristics can be determined.
 

Once the antenna beamwidth is established, the choice of Doppler
 

offset frequency of the IF and the corresponding bandwidths must
 

be determined. For the fan beam antenna, these IF frequencies
 

along with the data sample period (Tp))establish the resolution
 

of the Doppler cells on the surface of the Earth. For the pencil
 

beam antenna system, different Doppler filters are selected
 

according to the different viewing areas, and the strongest
 

Doppler filter output signal is selected. The other Doppler
 

filter output represent unwanted noise or sidelobe return.
 

Doppler cell separation and Doppler cell base length in the case
 

of the fan beam antenna,determine the remaining geometric param­

eters. Doppler frequencies and Doppler cell bandwidths for each
 

resolution data cell can be determined (ref. 3.3-2).
 

Two different timing sequences must be accounted for. They are:
 

the measurement to measurement timing and the transmit/receive/
 

processing timing during each measurement.
 

Measurement to measurement timing for the pencil beam system is
 

determined by the radar signal path traveltime and number of
 

'pulses to be integrated. For the fan beam system, the timing is
 

determined by the beam scan spacing (S ) and the vehicle ground
 
s
 

speed (Vg), i.e., (Ss/Vg), (ref. 3.3-2).
 
g s g
-

The following are the parameters of intrameasurement timing which
 

must be determined for each Doppler cell in the fan beam pattern.
 

1. Transmit pulse length, Tp
 

2. Range gate "ON" time
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3. Range gate "OFF" time
 

4. Noise gate "ON" time
 

5. Noise gate "OFF" time
 

6. Time between successive transmit pulses, T.
 

The range gates are the periods when the signal plus noise from
 

a particular Doppler cell is filtered, square law detected, and
 

integrated. The range gate time for each Doppler cell is
 

adjusted to match Vhe twQ-way propagation time for each Doppler
 

cell. The noise gate is the period for filtering, detecting, and
 

integrating the mean noise level component with no signal present.
 

The mean noise level is subtracted from the signal plus noise
 

level measurement. This could be done by using a bi-polar inte­

grator whose polarity is reversed during the noise integration
 

period or by storing the noise level measurement for subtraction
 

at a later time. To maximize the integration time, the transmit
 

pulse length, Tp, should be picked as long as possible. However,
 

the sum of T plus the transmit fall time, plus the i.f., relaxa-
P
 
tion time must be less than the two-way propagation time of the
 

nearest point of the closest Doppler cell.
 

Once T has been chosen, the range gate on and off times can be
p
 
determined. The rangegate on time is determined by the two-way
 

'range to the nearest point of a particular Doppler cell. The 

range gate off time is determined by the sum-of the two-way 

propagation time to the farthest point of that same Doppler cell 

and the transmit pulse length T . The noise gate period is 

chosen to minimize the required signal-to-noise ratio needed to 

obtain a specified measurement accuracy. The noise on-and-off 

gate times are chosen to occur after all signal from a particular 

Doppler cell has been received. 
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The time, t, between successive transmit pulses.is determined
 

by the transmit pulse length, the two-way range to the farthest
 

point of the outer Doppler cell, the length of the noise inte­
gration period, and an additional small period of time to allow
 

for data readout and pulse rise and fall times. The transmit
 

pulses 	are repeated every T seconds throughout the measurement
 

period, t ., The total effective integration period, TSN , is
 
p *rp
 

equal to the duty factor (-) times the measurement period, t

Tp
 

The minimum resolution of a measurement for a fan beam system
 

is generally the standard deviation of aO of the measurement
 

(ref. 3.3-2),.
 

To account for relative motion of the Earth (tangential motion
 

of the 	Earth at the equator is 0.465 km/s) with respect to an
 

orbiting vehicle, a vehicle can be rotated (±) about the yaw
 

axis.' 

In concluding this section, the design criteria and the partic­

ular system selected depend upon the object whose backscattering
 

cross section is to be measured.
 

3.3.3 	 TENTATIVELY ESTABLISHED SCATTEROMETER DESIGN GOALS FOR
 
ONE PARTICULAR APPLICATION
 

A scatterometer is scheduled to operate aboard the Seasat-A
 

,satellite. Two principal.modes of operation are planned for
 

this fan-beam type scatterometer. In the first mode, the antenna
 

pattern is to view two parallel swaths on either side of the sub­

satellite track but separated by 400 km. In the second mode,
 

the area along the subsatellite track is viewed (ref. 3.3-2).
 

For more details see figure 3.3-11. The basic operating speci­

fications are given in table 3.3-3 (ref. 3.3-2).
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gure 3.3-1i.- Scatterometer fan beam geometry for SEASAT-A. 
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TABLE 3.3-3.- SCATTEROMETER PARAMETERS AND CONSTANTS 

FOR SEASAT-A (ref. 3.3-2) 

a0 = -10.6 dB for 0. 250, and -25.5 4B for . 550 

Altitude = 808 km 

Measurement accuracy, a 0/aO = .5, where ao is the backscatterm -- m 
deviation for a given measurement. 

Transmit pulse width, T = 5.5 msec. 
p
 

Pulse repetition period, T = 26.7 msec. 

Integration period for s'ignal plus noise, TSN = 195 msec. for 

50 km spacing and 389 msec for 100 km spacing 

Integration period for noise only, T = 2TS 

nois SN 

Transmitted frequency, F = 13.9 GHz (X = 2.157 x 10 km)
 

Antenna efficiency, c = .5
 

Antenna beamwidth, .= 250t
 

Antenna beamwidth, 4 = .350, .50 and 1.0*
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3.3.4 SUMMARY
 

The usage of scatterometers as a remote sensing tool is gaining
 

increased importance as more and more experimental results
 

become avaiiable. Thebasic trend of the experimental results
 

for the four basic application areas (sea state, ice, vegetation,
 

soil moisture) is given in section 3.1. These results show
 

definite advances in the science of scatterometry. As more
 

experimental results for particular applications become avail­

able, the design criteria for future scatterometers will be
 

better specified. In short, by being able to better understand
 

the object to be viewed by a scatterometer in terms of its back­

scattering characteristics, a more optimum scatterometer design
 

can be employed. The design steps, described in section 3.2,
 

(ref. 3:3-2), can be used as a guideline for designing new
 

scatterometer sensors. This includes both spabe oriented and
 

aircraft based sensors. Section 3.3 gives design goals for a
 

satellite based sensor to be used to measure sea state.
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3.4 SYNTHETIC APERTURE RADAR (SAR)
 

Synthetic Aperture Radar (SAR) has been used in earth resources
 

investigations since 1971 when Litton's Aero Service flew the
 

Goodyear APQ-102 X-band Side-Looking Airborne Radar (SLAR)
 

(Ref. 3.4-1). At this time, however, no satellite versions
 

of this type radar have been used in an earth resources
 

effort.*
 

At least three satellite or orbital altitude SAR systems are
 

presently under study. After final definition and development,
 

these systems will be abQard the .(l) Seasat-A which is due to be
 

launched in 1978, (2) the Shuttle Imaging Radar (SIR) to be
 

flown on the Space Shuttle in 1982, and (3) SARSAT, a European
 

entry, due to be launched in 1981. The SARSAT is the least
 

defined system at this time (ref. 3.4-3) because not enough
 

information is available to determine its system characteristics
 

or earth resources applications.
 

3.4.1 SEASAT-A SAR
 

The Seasat-A satellite to be launched early 1978 will represent
 

a significant step forward in the study and monitoring of the
 

oceans. Surface wind, water temperature, and sea state data
 

among other data will be obtainable regularly on a gJobal scope.
 

The 36-hour coverage to be provided by the first satellite in
 

this series will be reduced as other satellites are added,
 

forming a Seasat network, e.g., six satellites would reduce the
 

coverage interval to 6 hours (ref. 3.4-4).
 

The Seasat-A will have five sensors: three active and one
 

passive microwave, and a passive visible-IR radiometer. See
 

the table on Seasat-A in appendix A for details on each of
 

*A side-looking radar was utilized on the Apollo 17 lunar
 
mission to mp parts of the moon (see ref. 3.4-2).
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_ _ _ _ 

these sensor systems. The Seasat-A SAR, one of the active micro­

wave sensors, will be the first such sensor to be operated from
 

earth orbit. (See table 3.4-1.) It will operate at 1.275 GHz
 

23.5 cm) and provide a resolution of 25 m.
(L-band, wavelength = 


to 231 from nadir to the
Its field-of-view (FOV) will range 170 


right of ground track providing a 100 km wide swath. Data takes
 

will normally be 10 minutes long, corresponding to 4000 km swath
 

Figure 3.4-1 shows the angular and ground coverage of
lengths. 

corre­the Seasat-A SAR and for comparison purposes shows the 


sponding coverage of the five band microwave radiometer (SMMR)
 

The surface coverage of 	the SAR
and the scatterometer (SCAT). 


will be much less than the other sensors because of its much
 

smaller FOV and its extremely high data rate which prevents
 

its data must be transmitted in real
onboard storage, i.e., 


time when it is in range of a limited number of receiving
 

stations.
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Figure 3.4-1.- Seasat-A sensor coverage.
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TABLE 3.4-1. - FUTURE SPACEBORNE EARTH RESOURCES IMAGING RADARS
 

Launch/First Use 


Altitude 


Orbit 


Frequency 


Polarization 


Spatial Resolution 


Coverage 


Primary Applications 

(no order) 


Other Applications 

(no order) 


Seasat-A SAR 


May 1978 


790 km 


circular, near polar
 
& non-sunsynchronous
 

1.275 GHz 


H 


25 m 


100 km (230 km-330 km 
from nadir; 170-23o) 

oceanography: 
currents 


storms 


sea ice 


etc. 


oil spill monitoring 

soil moisture 


forestry 


geology
 

Shuttle Imaging Radar
(SIR) 

1982 


nominally 185 km 


1.3 CHz & 8.33 GHz 


HH, IV, VH, VV 


25 m-50 m 


100 km (max)
 
-40 km (min)
 

flood monitoring 

soil moisture 


agriculture 


sea & lake ice 


geology & mapping 


forestry
 
hydrology
 

land use
 

SARSAT 

1981
 

-


X- & L-bands
 

HH, HV
 

50 m
 

oceanography
 
cartography
 

ice & snow monitoring
 

sea state
 

soil moisture
 



According to J. Apel*(ref. 3.4-5),, th9 Seasat-A SAR will be
 

primarily used in obtaining and analyzing images oftocean waves.
 

Waves of greater than 50 m near shorelines and in storms can be
 

detected; images of ice, oil spills, current patterns, and
 

similar features will also be monitored. The method utilized
 

in analyzing ocean waves is quite interesting and will consist
 

of computations on the radar data to obtain the wave directional
 

spectrum. This method wiil allow one to ascertain the relative
 

distribution of wave energy among different wavelengths travelihg
 

in various directions. This information along with surface wind
 

velocity will give the fundamental infqrmation needed in fore­

casting wave conditions on the ocean.
 

Due to high data rates, the Seasat-A'SAR will be used in view
 

of tracking stations and data will be retrieved in real time.
 

U.S..coastal sites will have good coverage, and studies of
 

storm wave patterns near potential offshore nuclear power plant
 

sites, deep water oil ports, harbors, afid breakwaters will be
 

accompiished. Navigation aid will be accomplished through ice
 

mapping over the NorthwestPassage and the Great Lakes.
 

The capability of-the Seasat-A SAR to meet user requirements is
 

shown in table 3.4-2 (from ref. 3.4-5).
 

TABLE 3.4-2. - CAPABILITY OF SEASAT-A SAR IN 

MEETING USER REQUIREMENTS
 

Physical paxareteX InstrMts; Rarne Preis=n Resolutin R Cmn 

D (0t , x ty (2-p r:a X 50-1000 M SA: 50- 20x20 k, Global sanples at 
(OXy) (2- t sf=} 0: 0-360- 0 t10C reoutin SqUaXeS 250-)m intervals 

ceanic, Coastal, & Atrs- Imaging rada igh resolutio All wather 25 or 100m 100 or 200 k Saipld direct or 
pheric Features (Ptterns of store rages 

oil, land deas, abes-

FsrAc water content) ­
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The SAR data rate is estimated at -10 to 20 megabits per second
 

and is incompatible with data storage.when the satellite is out
 

of range of receiving stations (ref. 3.4-6). Only three such
 

receiving stations are capable of receiving at this rate according
 

to J. R. Rose and S. Walter McCandless (ref. 3.4-6), and real
 

time reception must be limited to these stations. Tf ERTS high
 

density recording and storage techniques had been employed, then
 

greater .open ocean coverage could have been obtained. However,
 

this capability is outside the desired.Seasat-A capabilities.
 

Some of these Seasat data management problems encountered during
 

the study phase are illustrated in figure 3.4-2 (from ref. 3.4-6).
 

__1011__ __ - F-­

-: ERTS VERIS" 
LU ~WIDEBAND'1DE_ " E 
, - . TAPE RECORDER 15 

0c 

ucA SAR DATA RATE
 
1 bt/ CU0Mi$ SAR DATA RATE 

10 10 Mbitsls 

1.NASA STANDARD I'Co S 0 
RECORDERS < . 

l 00 5 10 15 201 

: 0 5 10 15 20 SAR ON-TIME, min 

SAR ON-TIME, min DATA PASS TIME, minlorbit 

(a) Data storage (b) Playback data rate.
 
requirements
 

Figure 3.4-2.- Seasat SAR data management considerations.
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The primary emphasis in the selection and design of sensors for
 

Seasat-A has been on oceanographic applications. However, the
 

data from these instruments can be very useful in studying land
 

applications, e.g., .geology, soil moisture, etc. The Seasat
 

system, from orbital design to receiving station coverage, can
 

readily be used to provide such data as may be required by land
 

&pplications investigators. In addition, such efforts could
 

provide valuable experience for those planning to use the Shuttle
 

Imaging Radar (SIR) in the early 1980's (see subsection 3.4.2).
 

3.4.2 SHUTTLE IMAGING RADAR (SIR)
 

The Shuttle Imaging Radar (SIR) is a SAR system under considera­

tion for tentative use in 1982 on the Space Shuttle. The SIR
 

will have two frequencies, one in the L-band and one in the
 

X-band. The baseline resolution is 25 m x 25 m, at a design
 

altitude of 200 km. A swath width up to 85 km will be obtainable
 

over a range of 35 km to 365 km from the ground track, covering
 

a-10? to 600 angle range from nadir.­

rhe SIR will be dual polarized with either vertical or horizontal
 

polarization selected for transmission at each frequency. The
 

received signals vertical and horizontal polarization components
 

will be recorded separately, resulting in four signals at any one
 

time as indicated in the basic data flow diagram in figure 3.4-3.
 

ks indicated in this figure, the chosen data may be viewed with
 

in onboard display and either recorded on magnetic tape or
 

transmitted to the Ground System at the GSFC. The main purpose
 

3f the Ground Processing System (GPS) is to process the raw
 

3AR data from the SIR into digital data types, photographs, and
 

7RT displays useful to investigators.
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SHUTTLE IMAGING RADAR 
(SIR) -

X- AND L-BAND RADARS 

XVV AND XVH OR XHV AND XHH
 

LvV AND LVH OR LHV AND LHH 

TA,... L ..PEjN---BO)A R'D RECORDING j TRANSMISSION 
DISPLAY (SEVERAL , JTOGROUND 

* HOURS) j SYSTEM 

PHYSICAL RETURN - I
 
TO GROUND STATION
 

GROUND 
PROCESSING . ----------------
SYSTEM
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ITO USERS 

* COMPUTER COMPATIBLE TAPES 
" PHOTOGRAPHS 
" CRT DISPLAYS 

Figure 3.4-3.- Basic data flow diagram for the
 
Shuttle Imaging Radar (SIR).
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The processing of the raw SAR data, which is either digitally
 

transmitted or recorded on tape and transported to the ground,
 

will be accomplished with a completely electronic processor.
 

Until recent dramatic results in electronic integrated circuits,
 

such processing was done with relatively simple yet elegant
 

coherent optical processors utiliziig lasers and lens systems.
 

The SAR electronic-processor made feasible with electronic micro­
miniaturization is extrerhely complex. However it offers the
 

following advantages:
 

1. 	Greater flexibility - parameters are more easily selected or 

changed and a wider range of techniques is available. 

2. 	Digital data compatibility - the digital data is more
 

readily usable by investigators (i.e., compared to the fiim
 

output from optical processors).
 

These factors weighed heavily in the choice of digital processing
 

since optical processing offers the following important advantages:
 

1. 	Much greater simplicity - resulting in greater reliability.
 

2. 	Lower cost.
 

An optical processor is being considered for use as a backup
 

system should problems develop with the digital processor.
 

A recent report edited by'Simonett (ref. 3.4-,) presents the
 

analyses and conclusions/of the Active Microwave Study Group on
 

the Space Program Imaging Radar (SPIR). This report was funded
 

by NASA/JSC and examined the potential applications of spaceborne
 

imaging radar, specifically the SAR to be flown on the Space
 

Shuttle. The general-application areas. studied were:.
 

* Water resources: soil-moisture, flood, snow, watersheds
 

* Mineral and petroleium exploration
 

* Vegetation: crops,,.pastures, forests
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'e Oceans: waves, sea state, ice packs, oil spills
 

* Cartography: small scale mapping, mosaicing
 

* State and regional; e.g., water in California
 

* Federal; e.g., Department of the Interior
 

Simonett's report compares the state of imaging radar and other
 

radar sensors today with that of visible and near infrared
 

sensors before Landsat-l. The theoretical basis for the use of
 

microwaves in remote sensing is strong and growing. However,
 

microwave sensors have yet to be tested thoroughly in orbit.
 

With the advent of Seasat-A (1978) and the SIR (approx. 1982)
 

microwave sensors, active and passive, will be undergoing the
 

stages of investigation and techniques development that visible
 

and near infrared sensors have already begun. The Seasat-A SAR
 

will help prepare the way for the use of the Space Skuttle SIR
 

data.
 

Radar sensors offer unique advantages such as the ability to
 

penetrate clouds, vegetation, and measure soil moisture. Shorter
 

wavelengths (14 GHz to 18 GHz) may be useful in vegetation
 

discrimination and biomass measurements. It is because of com­

plementary advantages such as these that it is expected that
 

the SIR data will be used jointly with and in support of Landsat
 

data. Specifically, the SIR and the Landsat-D Thematic Mapper
 

(TM) (see section 3.2.2.2) will have similar resolutions, making
 

both optical and digital merging of their data all the more
 

attractie. The spatial details (e.g,, hills, man-made features,
 

etc.) detected with the SIR when registered with the TM data will
 

aid in the interpretation of the latter. The addition of two
 

radar frequency images to the seven TM bands (visible to thermal
 

infrared) will In some applications enable greater classification
 

accuracies. Furthermore, the all-weather capability of the SIR
 

will provide at least partial application of investigations to
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0 

are&s frequently clouded'over, and, similarly, extension of a
 

study temporally by providing at least partial data ih those
 

cases where Landsat-D passes over a site are "clouded out."
 

Another possibility, mentioned in the SPIR report, is that of
 

using joint TM and SIR data to provide for "bridging cloudy
 

areas." For example, crop classification perhaps could be
 

extended in a partly cloudy scene into the cloudy areas using
 

the radar data alone and knowledge of its use in clear areas.
 

3.4.3 SARSAT
 

The Synthetic Aperture Radar Satellite (SARSAT) is being
 

developed by the European Space Research Organization (ESRO)
 

and will be flown either on a THOR Delta 2910 (ref. 3.4-3) or
 

the Space Shuttle. Some'of the intended uses of the satellite
 

will be:
 

o 	Polar .ice study in the Arctic Sea
 

* 	Ice pack monitoring in the Baltic Sea
 

* 	Snow limit monitoring in the Alps
 

* 	Surface wind measurement and sea state forecast in the
 

Northern Atlantic and in the Northern Sea
 

a 	Oil slick detection in the same areas
 

Soil moisture study in the Mediterranean areas
 

* 	Mapping of geological features
 

* 	Global carthography at small scale
 

An optimal set of technical features, desired in the parametric
 

study of the instrument were as follows:
 

* Width of ground strip 50 km - 100 km
 

" Sensitivity of receiver 1 dB
 

* 	Frequencies X- and L-bands
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" Polarization 	 two simultaneous modes (HH and
 

HV)
 

" 	Spatial resolution 50 m x 50 m
 

* 	Depression angle of sight adjustment within the range
 

to the horizon 200 - 800.
 

The preferred solution of the radar system characteristics fre­

quency was 10 GHz, and several of the features, such as dual
 

polarization and number of wavelengths, were under consideration
 

for change and/or elimination because of the large data rate
 

requirements..
 

Several onboard storage and processing or preprocessing tech­

niques wete also under consideration because of the maximum
 

anticipated data rate-of 100 megabits per second, with 4 meter
 

resolution (50 m required). A final configuration had not been
 

"firmed up" at the time of this preliminary study in refer­

ence 3.4-3.
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3.5 MICROWAVE RADIOMETERS
 

3.5.1 INTRODUCTION
 

Microwave radiometers are one of the more recent additions to
 

the growing list of remote sensing tools used in earth observa­

tions work. Consequently, the development of passive microwave
 

sensor technology, the technology itself, and development of
 
applications have not reached the maturity of the older optically
 

based systems. Since the sensors are new and the phenomena
 

they respond to are in a spectral region far removed from that
 

observed by the human eye, microwave radiometers have not been
 

well understood or employed to their full capability as sensors.
 

Section 3.5.2 will be devoted to a brief description of micro­

wave.radiometers, the taiget characterization to which they
 

respond, and some of the advantages and disadvantages of passive
 

microwave sensors.
 

Research and development of applications is still in progress
 

utilizing ground based passive microwave systems. These systems
 

are performing important basic work in measuring the radiometric
 

characteristics of terrestrial targets and are discussed in
 

section 3.5.3. Finally, in section 3.5.4 recommendations for
 

future sensors and future work will be discussed.
 

3.5.2 INSTRUMENT CHARACTERISTICS, ADVANTAGES, DISADVANTAGES,
 

AND APPLICATIONS
 

All material objects are capable of absorb ing, emitting,
 

reflecting, and scattering electromagnetic energy. The absorp­

tion, emission, reflection, and scattering properties of a
 

material object are determined by the dielectric properties of
 

its materials, geometry (size, shape, surface roughness),
 

3.5-1,
 



orientation, temperature, and the frequency (orwavelength) of
 

radiatidn under consideration. These electromagnetic properties
 

of objects form the basis of most remote sensing.
 

To aid in understanding passive microwave remote sensing, some
 

of its characteristics will be compared with human vision.
 

Both are passive sensors responding to direct emission, reflec­

tion, and scattering of electromagnetic energy from the objects
 

to be viewed. The human eye responds to a continuous spectrum
 

that is almost one octave wide (approximately .4 micrometers to
 

.7 micrometers). Individual microwave radiometers generally
 

respQnd to narrow frequency bands selected from wavelengths of
 

about 1 millimeter to about 30 centimeters (about 8 octaves).
 

While the eye depends on the sun or artificial light, which are
 

relatively high level sources of electromagnetic energy, the
 

microwave radiometer depends on the low temperature microwave
 

emission from deep space, gray body microwave emission in the
 

atmosphere, and-the interaction of these radiations with
 

terrestrial targets supplemented by the emission from the
 

target itself.
 

According to Planck's law, the brightness of a black body is
 

- 2hf 3 

C2 
1 

hf 

e T­

where­

h = Planck's constant 

= Boitzmann's constant 

f = frequency in Hertz 

c = velocity of light 

T = temperature 
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hf
 

In the microwave frequency range, e - 1 can be approximated
 

by If one utilizes this simplification, +hen the bright­

ness, B, at wavelength, X, can be approximated by the Rayleigh-


Jean formulae.
 

2kT
 
A2
 

This approximation introduces less than 1 percent error in bright­

ness, B, provided that XT > 0.77 meters-degrees Kelvin. This
 

approximate equation gives satisfactory results for most targets
 

throughbit the microwave region. However, errors will be apparent
 

for cold targets at millimeter wavelengths.
 

This equation suggests immediately why most microwave radiometric
 

.measurements are stated in terms of brightness temperature. The
 

brightness temperature of a target is simply the absolute temper­

ature of a perfect black body emitting the same power as the
 

power which is' actually emitted by the real target. The observed
 

brightness temperature at the sensor consists of the power
 

emitted by the object plus the power reflected and scattered by
 

the object as modified by the intervening atmosphere. In addi­

tion, correctiond must generally be made to the sensor output to
 

correct for hardware imperfections.
 

Microwave radiometers possess a number of advantages over other
 

sensors:
 

1. 	The sensor power and electronics size and weight requirements
 

are lower.
 

2. 	Since the sensor is passive, there are no transmit/receive
 

isolation problems.
 

2 4

3. 	Range dependence is 1/R instead of I/R
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4. 	Microwave radiometers in many frequency ranges can be
 

considered all weather sensors.
 

5. 	Microwave radiometers can function without solar
 

illumination.
 

6. 	Sensor data rates are generally low.
 

7. 	Microwave tadiometers hppear to have some capability of
 

penetration through vegetation and into soil.
 

On the other hand microwave radiometers have the following
 

disadvantages:
 

1. 	The detected signals are very weak.
 

2. 	Antennas with large real apertures are required to obtain
 

acceptable sizes of ground cell resolution.
 

3. 	Required observation time per ground cell,is longer than
 

for active sensors.
 

4. 	Microwave radiometers are subject to in-band interference
 

and strong out-of-band interference.
 

3..5.3 GROUND BASED RADIOMETER SYSTEMS
 

Two 	ground based radiometer systems have been used to gather
 

earth resources data. The Aerojet Ground Based Remote Sensing
 

Laboratory constructed and owned by Aerojet Electrosystems of
 

Azusa, California, is presently inactive. This system is
 

mounted on a single truck. It has the capability of recording
 

data but does hot provide real-time data reduction. The Micro­

wave Signature 'Acquisition System is owned by the NASA Johnson
 

Space Center and operated by Texas A&M University. Its real­

time data reduction capability is now being upgraded by the
 

Texas A&M University remote sensing center. The system as
 

presently configured requires a "cherry picker" truck to hold
 

the antennas and a data van to carry the data reduction and
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recording equipment. At the present time, plans are being made
 

-to add a capability at C band (4.99 GHz).
 

3.5.4 FUTURE SENSORS AND FUTURE WORK
 

3.5.4.1 Background 'and Current Trends
 

The tasks posed for remote sensing in the future are very
 

challenging. To meet these challenges a new generation of
 

sensor systems must be developed. While no one can accurately
 

forecast the future, certain trends appear to be developing:
 

1. 	Demands for data on a real time basis or short turnaround
 

time are increasing.
 

2. 	Demands for repetitive data over the same sites are also
 

increasing.
 

3. 	Quality and accuracy requirements are increasing.
 

4. 	The community of data users is becoming larger with more
 

and more users who do not have a detailed understanding of
 

remote sensing entering the community.
 

5.. 	Requirements are for lower costs to achieve comparable
 

-results.
 

6. 	The larger community of users will'require dissemination
 

to more users of a given data set.
 

7. 	Data is~accumulating rapidly. Soon it will be impossible
 

to store it all, if that point has not already passed.
 

8. 	As remote sensing proves itself in one task, requirements
 

for its use in more sophisticated tasks will develop.
 

In short these trends mean that a requirement is growing for
 

more sophistication and fuller development in sensor systems to
 

make useful results available quickly to persons who do not
 

have a background in remote sensing. Fortunately, trends in
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the 	following technological developments support these
 

objectives:
 

1. 	Lower noise and higher power microwave devices are appearing
 

at a rapid pace; the cost of low noise microwave amplifica­

tion is coming down along with size and weight; and the
 

power output available from solid state sources continues
 

to ificrease.
 

2. 	New generations of microprocessorf of greater sjeed and
 

computational abilities are appearing at a rapid pace at
 

ever decreasing costs for a given capability.
 

3. 	The.costs, power, and volume requirements of data memory are
 

also coming down; new technologies are being developed which
 

offer the potential of significant breakthroughs in this
 

area.
 

4. 	The miniaturization of all types of electronics offers
 

promise of packing more capability into a given size package
 

as more and more functions are being produced on integrated
 

circuit chips.,
 

3.5.4.2 Anticipated Trends
 

Combining these developing requirements and technological trends,
 

some reasonable predictions about future sensors can be made.
 

Future microwave sensors will become more sophisticated than
 

those presently available. Anticipated trends are as follows:
 

1. 	Dual polarization - Both horizontal and vertical polariza­

tion are required for many tasks, and simultaneous reception 

of two polarizations will become more common. Developments 

in solid-state devices and circuits are cutting size and 

costs while increasing performance. 

2.-	 Multifrequency - In certain tasks, a number of variables
 

must be separated out, making these variables respond
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differently to changes in frequency. For example, to
 

measure soil moisture vegetation effects, soil roughness
 

effects and soil type must be separated out. Therefore,
 

new 	sensors will require more parallel channels of informa­

tion at different frequencies., F'r passive sensors, these
 

channels will be chosen, in general, to correspond with the
 

quiet radio astronomy bands.
 

3. 	Larger Antennas - Passive microwave sensors in space have
 

been hampered in the past by using only small antennas,
 

resulting in large to very large ground footprints. Antennas
 

in space will become much larger. L-band antennas on the
 

order of 100 feet to 300 feet across will permit data to be
 

gathered by satellite from areas on the ground which are
 

one 	hautical mile across or less.
 

4. 	Imaging - Most applications will require evaluation of
 

parameters over an area on the earth. Therefore, the
 

sensors will be'of an imaging type to permit displays of
 

data which are capable of being overlaid on a map.­

5. 	Multi-applications - In order to-be more cost effective a 

single'microwave sensor will be used for a number of 

purposes. 

6. 	Repairability.- Experience gained during an attemped repair
 

of the S-193 during Skylab indicates that sensors can be
 

repaired in space. During the Shuttle era, repair of
 

sensors in space will become more cost effective. The
 

options to repair or replace a system in space, or bring
 

it back to earth to repair it and return it to space will
 

influence the design of units for use in space.
 

7. 	Scanning Mechanisms - Experience with previous sensors in
 

space including those on Skylab suggest that antenna
 

scanning methods will be simple mechanical scans and
 

electronic scanning.
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8.1 	 Low Cost Microwave Amplifiers - The construction of reliable
 

gain and phase stable microwave amplifiers at a low cost
 

will open new possibilities and potential performance, Then
 
a number of simultaneous channels can be operated in
 

parallel, making possible the reduction or elimination of
 

scanning mechanisms. By allowing more time to be spent on
 

a given data cell, the precision of measurements will be
 

significantly improved.
 

9. 	Absolute accuracy - As more sensors are flown, the need for
 

comparison of data gathered by different microwave sensors
 

will increase significantly. 'Consequently, more attention
 

will be given to assuring the absolute accuracy of sensors
 

so that data from different sensors will be comparable.
 

10. 	 On board real-time data processing - Improved ground 

resolution will result in more data points for a given 

area covered and higher sensor data rates. As more 

experience is gained with sensors, confidence in their 

measurements will increase, decreasing the requirements 

for maintaining complete raw data and housekeeping data 
files. Passive-microwave sensors operate at relatively 

low data ratesso the addition of onboard processing to 

the system appears to be technically feasible even now. 

Onboard processing will reduce the'amount of data to be 

recorded or preserved and will allow quick analysis. 

Onboard real-time processing will be a step toward making 

perishable data available immediately. 

11. 	 Combined active-passive microwave sensors - Experience with
 

the S-193 has shown that a combination of active and passive
 

microwave sensors can be more effective than either alone,
 

therefore, more combination active and passive microwave
 
!sensors may be expected in the future.
 

12. 	 Reference Loads A-comparison of the S-.193 and S-194
 

radiometer-performance indicates that radiation-cooled
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reference loads for radiometers can be used in space
 

instead of, or in addition to, a hot load to improve
 

instrument calibration. Care must be taken to insure
 

sufficient range and accuracy in the temperature sensors
 

employed to monitor the referepce loads. Consequently,
 

we can expect that future sensors Will use radiation-cooled
 

loads or antennas observing cold sky to improve the
 

absolute accuracy of radiometric temperature measurements.
 

3.5.4.3 Potential Problems
 

Experience with past and present remote sensing projects
 

indicates that certain problems as follows may occur which
 

can be minimized by prior planning:
 

1. 	Location of field-of-view - Past experience with the S-193 

and other sensors indicates that vehicle position and 

attitude must be known very accurately in order to calculate 

accurately the instrument's field-of-view on the ground. The 

requirements for accuracy in vehicle position and attitude 

will become more stringent as the sensor's field-of-view 

shrinks. 

2-	 Multiple integration times - If different integration times
 

are used in a radiometer, they may have different effective
 

gains. This makes averaging the calibrations and baselines
 

taken with the different times difficult. The fact that
 

the data processing may not have a "look ahead" capability
 

combined with other factors can make data processing diffi­

cult. Consequently, a single radiometer integration time
 

is recommended for future systems.
 

3. 	Polarization Purity - In the dual polarized sensors built
 

to date, software correction for cross polarization has
 

been necessary to obtain good quality data, It may not be
 

possible to completely eliminate the need for such correc­
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tions. However, if careful attention is paid to keep cross
 

polarization effects to a minimam in thd d~sign &nd con­

struction of the sensor, and i the sendors cross polariza­

tion characteristics are carefully measured, errors from
 

cross polarization can be substantially reduced.
 

4. Data Processing - Experience with the S-193 and other
 

sensors indicates that it is of primary importance to begin
 

consideration of data handling at the time of specifications
 

and instrument design.
 

Close cooperation between design engineers, scientists, and
 

computer programmers throughout the design, development,
 

construction, and testing of the instrument will minimize
 

the problems and delays encountered after scientific data
 

collection begins. The data processing algorithms shoild
 

be developed before system testing begins aid used in con­

junction with rak system test data to finalize the algorithm
 

and evaluate th6 system's performance.
 

The nature of microwave sensors, particularly passive
 

sensors, is such that multipass data processing may be
 

necessary to obtain'best results. Since noise sources are
 

required to calibrdte radiometers, the calibration and
 

baseline data, by its very nature, is noisy. To provide
 

the test calibration, the noisy calibration and calibra­

tion data should be integrated for 5 to 25 times the length
 

of the measurementttime. A single calibration time
 

of this length wood be wasteful of observation time.
 
Therefore, a number of short calibrations centered about
 

the observation time hould be averaged together in some
 

manner. This could be done either by a "look ahead" capa­
bility in the data processing system, which requires keeping
 

large volumes of data in core storage, or by using a more
 

efficient two-pass data processing system.
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5. 	Promptness of Data Reduction - For many sensors to date,
 

there have been significant time lags between data acquisi­

tion and data dissemination to the users. For principal
 

investigators working in a research and development environ­

ment, these del ys have prdven to be a hindrance. However,
 

for an operational system in certain applications, such
 

delays may render the data worthless. Therefore, care
 

should be taken to have data reduction software systems
 

checked out before data acquisition begins.
 

Ideally, the data processing system should be able to
 

operate on a run ratio of 1 to 1or better, i.e., it should
 

take no more time to process data than it takes to acquire
 

it. This run ratio could be relaxed somewhat if the sensor
 

system is not in continuous operation.
 

6. 	Data archiving and destruction -iAs microwave sensors grow
 

in number and accumulated data increase, the d&ta base
 

will grow larger and larger unti1 it can no longer be
 

contained. At that time or before, decisions must be made
 

as to which data are kept and which are discarded. Central
 

facilities will be limited in size, and the responsibility
 

for maintaining needed data will eventually fall to the
 

user. The volume of data will be such that almost all
 

unessential data will have to be'discarded. Consequently,
 

rapid and thorough analysis of data will be a necessity.
 

3.5.4.4 Recommendations for Future Work
 

In the past, passive microwave sensors have been built and
 

flown on aircraft and spacecraft before sufficient ground
 

measurements were available to Adequately predict or analyze
 

the flight data. This tends to limit the usefulness of the
 

flight data gathered by leaving-many unresolved questions. For
 

various reasons, this fly-first-ask-questions-later approach
 

will continue. In order to minimize the detrimental impact
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of such an approach, the ground measurements program should be
 

expanded.
 

One of the-available ground systems, the Microwave signature
 

Acquisition System (MSAS) was designed for field use with a
 

great deal of flexibility and near real-time data reduction.
 

It is a key system in.providing the data necessary for supporting
 

present applications ad in developing future applications.
 

Comments and recommendations concerning this system are as
 

follows:
 

1. 	The MSAS system has not been utilized fully because the
 

boom truck and data van have been unavailable most of the
 

time. A boom truck capable of carrying the sensors and a
 

data van should be made available as soon as possible.
 

2. 	other difficulties which became evident during field usage
 

have been encountered in system hardware and software.
 

Texas A&M University is now in the process of improving
 

the system's software and repairing system hardware. These
 

efforts should be completed as soon as possible.
 

3. 	The proposed addition of another radiometer head at C-band
 

should be expedited. The frequency proposed (4.99 GHz) is
 

fairly close-to those which are expected to fly on the
 

Shuttle system and Nimbus G (6.6 GHz). It is also in a
 

frequency range which the University of Kansas investigators
 

believe shows considerable promise in measuring soil mois­

ture using active systems.
 

4. 	Work should begin immediately on adding other frequencies
 

which are now being flown or are planned to be flown in the
 

future.
 

5. 	Primary emphasis should beplaced on achieving the best
 

accuracy that is attainable from this sensor in order to
 

make as meaningful as possible data comparisons between
 

sensors. This system has not been fully utilized. It has
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the potential capability of supporting two or more inten­

sive investigations in the same general time frame provided
 

care is taken to prevent critical schedule conflicts.
 

3.5-13
 



3.6 VIDICONS
 

3.6.1 LANDSAT-C RETURN BEAM VIDICPN (RBV)
 

The return beam vidicon combines .th6 elements of both the vidicon
 

and image orthicon. As shown in figure 3.6-1, this sensor uses
 

the photoconductive surface of the vidicon and the return beam
 

principle of the image orthicon. It is configured in order to
 

obtain the best possible resolution of the two sensor elements.
 

The photoconductive surface of antimony sulfide-oxysulfide (ASOS)
 

has been employed in visual sensors 'because of its high Sensi­

tivity and its ability to perform over a broad range of space­

craft environmental conditions. The multiplier and electron
 

gun, both im&ge orthicon elements, provide a high gain low
 

noise amplifier. When coupled to the vidicon surface (ASOS),
 

it produces a sensor with wide dynamic range (40 dB) and excel­

lent resolving power (5000 elements) for the 2.5 inch RBV.
 

(See reference 3.6-1 for more details)
 

The return beam vidicon (RBV) syatei for Landsat-C will provide
 

panchromatic earth images with nominally a factor of two
 

improvement in ground resolution compared to the Landsat-1 and
 

Landsat-2 muiltispectral RBV systems. Table 3.6-1 gives the
 

parameters for the Landsat-C RBV system.
 

The ground resolution of the Landsat-l and 2 RBV systems is
 

nominally 80 meters. The increase in ground resolution to
 

40 meters is achieved by doubling the focal length of the lens
 

system, halving the exposure time to reduce the effect of ground
 

smearing, and removing the spectral filters (see plots in figure
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Figure 3.6-1.- Landsat return beam vidicon.
 



TABLE 3.6-1. - LANDSAT-C RBV: FUNCTIONAL CONSTANTS SUMMARY
 

Landsat-C Orbit Altitude 


Imaging Tube 


Deflection Focus 


Imaging Size on TargEt 


Number of Cameras 


Ground Coverage/Camera 


Highlight Irradiance 


Spectral Coverage 


Lens Effective Focal Length 


Horizontal Limiting Resolution 

(CNTR)
 

Edge Resolution 


Read Horizontal Line Rate 


Active Horizontal Lines 


Video Bandwidth 


Shading 


Residu&l Image 


Image Distortion 


Aspect Ratio 


Skew 


Size and Centering 


Peak Signal/rms Noise 


Erase/Prepare/Expose/Read Out 


Two Camera Cycle Rate 


Erase Time 


Prepare Time 


Total Read Out Time Per 

Exposure
 

Available (By Command) 

Exposure Time
 

Nominal Exposure Time 


911.8 km (492 n.mi.)
 

2" RBV
 

Electromagnetic
 

25.4 mm x 25.4 mm 

2 

98 km x 98 km 

2,013 - mw/cm2 - sr 

.505 pm - .750 pm 

236 mm 

4500 TV lines (90 lines per mm) 

80% of center
 

1250 lines per sec
 

4125 per image
 

3.2 MHz
 

+ 15% within 25.4 mm DIA circle
 
+ 25% elsewhere
 

< 1%
 

+ 1%
 

1:1 at set-up
 

< + 0.50
 

< + 2%
 

33 dB
 

Staggered for 2 cameras
 

12.5 sec
 

0.5 sec
 

8.5 sec
 

3.5 sec
 

2.4, 4, 5.6, 8, or 12 ms
 

5.6 ms
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TABLE 3.6-1. - LANDSAT-C RBV: FUNCTIONAL CONSTANTS SUMMARY
 

(concluded)
 

DCS-PERFORMANCE CHARACTERISTICS
 

Transmitter Power Output 5 watts 

Nominal Transmitter Frequency 401.9 mHz 

Maximum Number of Sensor Inputs 8 

Number of Quantization Levels 256 (8 bits) 
Per Sensor 

Total Sensor Data Capacity Per 64 bits 
Platform 

3.6-2), thus doubling the incoming energy to compensate for the
 

faster exposure times.
 

The RBV system for Landsat-C contains two identical cameras
 

that operate in the spectral band from .50 lnm to .75 pm. The
 

two cameras are aligned to view adjacent nominal 98 km (53 n.mi.)
 

square ground scenes with a 14-km slidelap yielding a 183 km x 98
 

km scene pair.- Two successive scene pairs will nominally overlap
 

each MSS frame. The four RBV scenes which nominally fill each
 

MSS frame will be designated A, B, C and D. (See fig. 3.6-3).
 

-
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Figure 3.6-2.-Landsat I V spectral sensitivity.
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APPENDIX A
 

REMOTE SENSING SYSTEMS
 

RECENT, CURRENT AND FUTURE
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SYSTEM 	 AIRCRAFT MULTISPECTRAL SCANNERS (page 1 of 2) 

SENSOR 	 Michigan 
SUBSYSTEMS 	 12-band M-7 

objective
Type plane scanner 

Manufacturer 	 ERIM -

Ground

Coverage swath = 2.0 h* 
Airaaft C-47 

IFOV 	 2-3.3 mrad 

-Resolution 	 2-3.3 10 3 h* 
Scan
 
Efficiency 25% 


Total Weight 225 kg (500 lbs L273 k(28001bs 

Modular kmS
(M2S) 

450 	 mirror 
objective
plane scan 

fendi 	 Corp. 

swath= 2.38hl 
P3 


2.5 mrad 

2.5 x i0 - 3 h* 

ll8kq (261lbs 
operational 

0.38-0.44 pm 
0.44-0.49 

0.49-0.54 

0.54-0.58 

0.58-0.62 

0.62-0.66 

0.66-0.70 

0.70-0.74 

0.76.0.86 

0.97-1.05 

8.0-12.0 


Bendix 
24-band 

objective 
plane scanner 

Bendix Corp. 

swath = 1.68 it 
C-130 

2 mrad 


x 10- 3 
2 h* 

22% 


FG-14 FS-18 MS** 

4-sided 450 single
 
mirror objec- mirror
 
tive scan
 

Texas Instr. Teas Instr. 

swah=l.68h* swath = 1.68 h* 
RE-57
 

1 or 3 	mrad 1 mrad
 
- 3 10- 3 
Lor3xlO h* 1 	x h* 

1 

120 kq (264 Ibs) -300 lbsMunted on ­

operational, pallet, requiresprobably to be aircraft mdi­
surplused fication** 

Any 	2 nodes at 10-12 pm Ch 1 
tire: 0.5-0.6 Ch 2 

0.3-0.55 Lrn 0.6-0.7 Ch 3 
0.7-0.9 0.7-0.8 Ch 4 
1.0-1.5 0.8-1.1 Ch 5 
1.5-1.8 
2.0-2.5 Hde - ther 
3.0-3.5 detector 
8.0-14.0
 

Si (blue
 
enhanced) 
isilde-Nr 

deecors 

Status 	 operational 

Status 

Bands 	 Any 12 at one 
tioe: 

0.32-0.38 im 
0.40-0.44 

0.44-0.46 

0.46-0.48 

0.48-0.50 

0.50-0.52 

0.52.0.55 

0.55-0.58 

0.58-0.62 

0.62-0.66 

0.66-0.72 

0.72-0.82 

0.82-0.96 

1.0-1.4 

1.5-1.8-
2.0-2.6-

8.0-13.5 


in storage 

0.34-0.40 Ln 
0.40-0.44 

0.46-0.50 

'0.53-0.57 

0.57-0.63 

0.64-0.68 

0.71-0.75 

0.77-0.81 

0.82-0.87 

0.97-1.06 

1.96-1.095 

1.13-1.17
 
1.18-1.3
 
1.52-1.73
 
2.1-2.4 
3.54-4.0
 
6.0 - 7.0 
8.3-8.8 
8.8-9.3 
9.3-9.8 
0.1-11.0 
1.0-12.0
 
2.0-13.0
 

*h = altitude of aircraft 
**Aircaft modification will be ccrplete 

sometime in 1977 
A-2
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SYSTEM 	 A±qPCRAT MUfETISP=DIRAL SCANNERS (page 2 of 2)
 

SENSOR 	 e/Passe SAS (Solid State 
SUBSYSTEMS 	 RS-18B NS001** mSCenn Array Spectroradianeter) 

450 single 450 single Boresighted Pushhroam 
mirror casse- mirror Newto- laser and pas- CCD detectorsType 
grain reflecto nian reflector''sive scanner 

JSC 	 ERdIM JSCManufacturer 	 Texas Instr. 

GroundCoverage 	 2.38 h* 2.38 h* 2 h* 0.263 h* 

Aircraft RB-57 C-130 	 C-430 and

RB-57
 

'2.5 mrad 2nrad 0.76 mrad
IFOV 	 I mrad 
-
-3 h* 2.0 x 10-3 h* .76 x 10	 h*
 

lx 10-3 h* 2.5 x 10
Resolution 

Scan
 
Efficiency _
 

.2600 lbs.
Weight 	 tii0 ibs 


Status oprational 	 operational operational operational 
in one channel January 1977 March 1977 
others under " 

o nstruction -


Bands 10-12 m 0.45-0.52 pm Active (laser) 20 bands
 

0.52-0.60 1.06 pm (IME).4 to .8 pm
 
HgCdTe 0.63-0.69 .4 - .64 pm equally
 

0.76-0.90 (Profiler, distributed
 
1.00-1.30 tunable)
 
1.55-1.75 Passive (band
 
2.08-2;5 	 enter)
 

10-12 0.45 pm
 
0.48
 
0.50
 
0.52
 
0.54.
 
0.57
 
0.61
 
0.65
 
0.75
 
1.7 or 2.3 or
 
11.0 pm
 

•= 	 altitude of aircraft 
S*= New Scanners 
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SYSTEM 

Agency 


Launch Date 


Altitude/ 
Orbit 

SENSOR 
SUBSYSTEMS 

Type ' 

Manufacturer. 

Ground
 
Coverage 


Coverage 

IFOV 

Resolution 

Scan 
Efficiency 


f/Number 


Bands 

LANDSAT 1 & 2 

NASA
 

Landsat-1, July 1972; Landsat-2, January 1975 

907 ]an; near polar, sun-synchronous orbit 

Multispectral 
Scanner (MSS) 

objective
Tmirror scanner 

Hughes 


swath = 185 km 

every 18 days 


86 {rad
 
79 m-


45%
 

3.6
 

0.5-0.6 wn 

0.6-0.7 ' 

0.7-0.8 

0.8-1.1A
 

Return Beam
 
Vidicon (RBV)
 

3 RBV 
camera 

RCA
 

185 x 185 kn
 

every 18 days 

80 m 

0.475-0.575
 
0.580-0.680
 
0.698-0.830 T 

A-4
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SYSTEM 

Agency 


Launch Date 


Altilude/ 

Orbit 


SENSOR 

SUBSYSTEMS 


Type 

Manufacturer 

Ground
 
Coverage 
Repeat 
Coverage 

IFOV 


Resolution 


Bands 

LANDSAT-C 

NASA 

1977 

911.8 kn; circular,I near polar, sun-synchronous, orbit 

Multspectral 
Scanner (MSS) 

objectivemirror scanner 

Hughes 


swath = 185 kn 

every 18 days 

86 irad
 

visible/NIR 79m 


Th.Ir 240 m
 

0.5-0.6 pm 
0.6-0.7 
0.7-0.8 
0.8-1.1 

10.4-12.6 pm 

1-3 bands PMT 
4th Si Photo­
diode 
5th HgCdI
 

Return Beam
 
Vidicon (RBV)
 

2 RBV camera 
(side-by-side
coverage) 

RCA
 

93 x 93 km 

every 18 days 

40 m 

4500 TV lines
 

90 lines/m 

0.50-0.75 pm 
(both RBV's) 

A-5
 

http:0.50-0.75


SYSTEM 

Agency 


Launch Date 

Altitude/ 
Orbit 

SENSOR 

SUBSYSTEMS 


Type 
T~e 

Manufacturer 

Ground
 
Coverage 
Repeat 
Coverage 

IFOV 

Resolu4tion 

Scan 
Efficiency 


Bands 

Laridsat-D 

NASA 

1980 
702.4 km; circular, near polar, sun-synchronous orbit 

Thematic 
appetr __m) 

6-band MSS
(type-IBD) 

TBD
 

swath - 185 km 

ev 9 days 

250 urad 
30 m visible/near IR, 120 m 
thermal 

-80%
 

0.45-0.52 pm**­
0.52-0.60 
0.63-0.69 
0. 76-0.90 
1.55-1.75 

10.4-12.5 + 

*with 2 satellite system 
**According to 0 Weinstein, NASA Technical Officer, 

GSFC,"19 October 1976. 
A-6
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JSYSTEM 

Agency 


Launch Date 

Altitude/ 
Orbit 

SENSOR 
SUBSYSTEMS 

Type 

Manufacturer 

Ground 

Coverage
 
Repeat 

Coverage 

IFOV 


Resolution 
Scan
 
Efficiency
 

Bands 

A4-A (Applications Explorer Mission) 

NASA/GSFC
 

1978, second quarter 

600 kin, polar orbiting, sun synchronous 

Heat Capacity Mapping
 
Radimeter (HCAR)
 

Visible/in­
frared imager
 

ITT
 
693 km 

every 12 hrs 
2:00 am, 2:00 1 local time 

.83 nrrad 

0.518 km 

.55-1.1 11 
10.5-12.5 pm 
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SYSTEM ITOS -\Improved TIROS Operational Satellite 

Agenc, NOAA 

Launch 'Date INOAA-2, Oct. 1972; NOAA-3, Nov. 6, 1973; NOA-4, Nov. 15, 1974 

July 29, 1976.Altitude/ NOAA-5, 
Orbit 1464 ± 46 cn; polar, sun-synchronous orbit 

SENSOR Scanning .Very High Reso-Vertical Tenp. Solar Proton 
SUBSYSTEMS Radiameter (SR) lution Radicmbe Profile RPdmtn Monitor (SPM) 

(VFRR) (VTPR)line-scanning line scanning visible - IRTyre visible-IR radioreter spectroradi­
radiometer aoeter 

Santa Barbara Barnes 
Manufacturer Research Center RCA Engineering 
Ground
 
Coverage Global* ±750 ± 31.450 
Repeat Covr. every 12 hrs, 0900/2100 NN/A 

.N/•(Imagers only). /2 t y r4a--.timre" 

IFOV 5.3 nrad 0.6 mrad 38 mrad 

Resolution 7.5 kn at nadir 0:9 Icn at nadir 55'.6 ]an 
Scan
 
Efficiency
 

Bands 0.5-0.7 Um 0.6-07. pim 6 channels in Protons: 

.10.5-12.5 pm 10.5-12.5 pM CO2 band 104 30, 60MeV 

(-15 vm 

Si Photo- Si Photodiode 1.1 channel in Electrons: 
'voltaic for for visible H20 band 100-750 KeV 
visible (18.7 pm) 

Thernistor HgCdTe for IR .1 channel in 
bolcmeter for .'window' 

Im (8-12 a) 

*horizon to horizon
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Ninbus 5 	 (page 1 of 2) 

AgnyNASA/7WC 
Launch Date December 11, 1972
 

Altitude/Orbit 600 n. mi.; circular sun-syncdmoxous orbit
 

SENSOR Electrically Temperature Surface Infrared Selective 
S3ESYSTEMS Scanning humidity Composition Tarperature Ch6pper

Microave Infrared Mapping Profile Radiometer 
Radiameter Radianeter Radiometer Eadiceter (SCR) 

(ER4) (THIR) CSCHR) (ITPR) 

Type 	 imaging thermal thermal atmospheric atmospheric 
microwave mapper and near sounder sounder 
system infrared 

mapper 
Manufacturer 

Ground swath = Global swath = swath = nadir only 
Coverage 3200 3m 800 ](m 10501cm 

Papeat, Coverage every 12 hcus-local rconidnight N/A
(Imagers only) 

.WA 

IF0V
 

Resolution 25x25 km 22 )m 660x660 m 31.8 km 42 Ia (15>pm) 
(Nadir) (6.5-7.0 wn) 29 3am (all others)

8km
(10.5-12.5 pm 	 __ 

Bands 	 19.225- 6.5-7.0 Wm 0.8-1.1 pm 3.8 Um 2-100 pm 
19.475 GHz 10.5-12.5 pm 8-.3-9.3 Wm 11.0 M (16 bands) 

10.2-11.2 i 13-15.0 pm 
(4bands) 
19.8 Jim
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SYSTEM 

- Agency 

Launch Date 

Altitude/Orbit 

SEWSOR 
SUBSYSTE4S 

__(NKAS) 

Tpe 

Manufacturer 
Ground 

Coverage 

Repeat Coverage 

IFOV 

Resolution 

B nds 

Nimbus 5 (page 2 of- 2) 

-NASA/GSFC 

December 11, 1972 

600 n. mi.; circular sun-synchronous orbit 

Nimbus-E
 
Microwave
 
Spectraneter
 

atmospheric 
sounder 

continuously 

along nadir' 

N/A 

100 n. nm. 

27.23 GHZ 
31.40 j. 
53.65 
54.90 
-58.80 V 
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SYSTEM Ninus-6 (page 1 of 2) 

Agency 

Laun&h Date 

Altitude/Orbit 

NASA!/GSF 

June 12, 1975 

1100 km;, polar sun-synchronous orbit 

SENSOR 
SUBSYSTEMS 

Tenperature 
Humidity 
Infrared 
Radiometer 

(THIR) 

High 
Resolution 
Infrared 
Radiation 
Sounder 

(HIRS) 

Scanning 
Microwave 
Spec -' 
trometer 
(SCAMS) 

Electrically 
Scanning 
Microwave 
Radioneter 

(ER4R) 

Earth 
Radiation 
Budget 

(ERB) 

? pe thermal 
inager 

atmospheric 
sounder 

atnospheric 
sounder 

atmospheric 
sounder 
(conical 
scan) 

spec­
trometer 

Manufacturer 

Ground 
Coverage 

Ppeat Coverage 
(Imagers only) 

swath = 

3000 km 

every 12 hrs.local noon/ 
midnight 

swath = 

1650 km 

N/A 

2060 km 1200 kn 

12 hrs. local 12 hrs.noon/midnight local/noon 
midnight 

500x500 
km 

N/A 

Resolution 
(Nadir) 

22.5 km 
(6.5-7.1 im) 
8.2. km 
(10.3-12.5) 

25 km 145 km 18-22 Ian 
cross track 
35-54 km 
down track 

Bands 6.5-7.1 pm .69 pm 22.235 G1z 
10.3-12.5 pm 3.71 pm 31.650 

4.24-4.57 pm, 52.850 
(5bands) 53.850 
6.7 pm 55.450 
8.2 In 

S 11.0 Pm 
13.4-15 pm 
(7 bands) 

37.0 GHz .2-50 Wn 
(22 dhan-' 
nels) 
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SYSTEM. Nimrbus-6 (page 2 of 2) 

Agency NASAVGSFC 

I.aunch Date Jrne 12, 1975 

Altitude/Orbit 1100 kn; polar sun-synchronous orbit 

SENSOR Lib Radiance Pressure 
SUBSYST94S Inversion Modulator 

Radiometer Radioaeter 
(LRIR) (PMR) 

TIR MS atmospheric• Tpescanning souinder
 
radiometer 

Manufacturer 

Ground N/A Steerable 
Coverage scans earth to + 150 

limb FWD & AFT 

Repeat 
Coverage N/A N/A 

IFOV 

Resolution 2xi.1.7 km 77 km 
at Tangent along 

Height track 
(in order 
of bands) 2x20.7 kn 383 km 

across
 
track
 

2x20.7 km
 
2.5x25.4 km
 

Bands 14.9-15.5 11n C62 pres­
(Narrow sure can-
CO band) parison in2 several 

bands
 
around 
15 In
 

14.4-16.9
 
(Broad
 

8.6-10.2
 
(03
 

.23.0-27.0 
(H2 0) 
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(page 1 of 3) 

Solar Backscatter
 
Ultraviolet Spec­
traiter and Total
 
Ozone Mapping 
'(SBUV/TOM) 

Unknam
 

.052 rad sq.
 

160-400 vn 

continuous
 
scan
 

(PMRT)
 

SYSTEM Nimbus-G 

Agency NASA/GSFC 

Launch Date 1978 

Altitude/Orbit 955 kn; polar sun-synchron6us 

SENSOR Stratos-
SUBSYSTE4S pheric and 

Mesospheric 
Sounder 

(SAMS) 

Type atmospheric 
sounder 

Manufacturer 

Ground 
Coverage 

Repeat Coverage N/A 
(Imagers only) 

IFOV 28x2.8 mrad 

Resolution 

Bands 15 11M (C02) 

4.1-5.4 
(CO2, CO, 

NO) 


2.7, 2.5- ­

100 pm (H20) 

7.6-7.8 M4. 

(N20, CH4) 

Detectors:
 

4 TGS 
1 InSb 
1 PbS 

Temperature 
Humidity 
Infrared 

Radiometer 

(THIR) 

2-channel 
scanning 
radiometer 

every 12 hrs. 

_eey1_s.Uko 

21 mrad 
(6.5-7.0 pm) 
7 mrad 
(12.5 vn) 

6.5-7.0 

12.5 vm 
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m 


orbit 

Coastal 

Zone 

Color 

Scanner 
(CZCS) 

scanning 
radianeter 

+ 0.7 rad 
scan 
+ 0.35 tad 
view angle 

every 12 hrs. 


.865 mrad 

sq. 

0.433-0.453 pm 

0.510-0.530 
0.540-0.560 I 
0.660-0.680 
0.700-0.800 

10.5-12.5 

Detectors:
 
Th. IR--

HgCdTe
 
Others = 
SiPD
 



SYSTE4 

Agency 

Launch Date 


Altitude/Orbit 

SENSOR 
SUBSYSTM4S 

Type 

Manufacturer
 

Ground 
Coverage 


Repeat 
Coverage 

IFOV 


Bands 


Nimbus-G 

NASA/GSFC 

1978
 

955 ]a; polar sun-synchronous orbit 

Limb Earth Stratos-
Infrared Radiation pheric 
Monitoring Budget Aerosol 

of Measurement 
Stratosphere(LIMS)­ ii 

infrared 22 channel 
radiometer radiometer 
-modified 
Nimbus-6 

LRIR 

altitude 
range 10 km
 
to space 

N/A N/A N/A 

0.5 mrad sq. 4.4x89.4 0.145 mrad 
(Ix8 mrad- mrad (scan) 
H20 , N02 )  2.32 rad 

one (earth) 
0.46 rad
 
(so ar)
 

6.08-6.39 pm 1 Solar' 0.06 pm 
(NO2) channels: band at 

6.41-7.25 0.2-4.0 pm 1.0 Jm 
(120) (2ch.) 

8.64-10.64 0.4-0.5 
(03) 0.35-0.45
 

10.87-11.76 0.2-0.5 
(HNO3) 0.53-3.0 

13.16-17.24 0.7-3.0 
(C02 (wb)) 0.3-0.4 
14.71-15.75 0.28-0.35 
(0D2 (ib)) 0.25-0.30T 

Detectors: (this
 
HgCdTe 	 column 

cont. on 
next page)
 

A-14
 

(page 2 of 3) 

Scanning 
Multichannel 
Microwave 
Radiometer 

(SMMR) 

5 wavelength 
dual polarized 

12 hrs. 

37 GHz (0.8 cm) 
21 GHz (1.4 cm)
 
18 GHz (1.7 cm) 
10.7 GHz (2.8 cm) 
6.6 GHz (4.0 an) 

http:0.28-0.35
http:14.71-15.75
http:13.16-17.24
http:10.87-11.76
http:0.35-0.45
http:8.64-10.64
http:6.41-7.25
http:6.08-6.39


SYSTEM Nibus-G (page 3 of 3) 

SENSOR Earth 
SUBSYSTEMS Radiation 

Budget 

Bands 'Earth' 
(cont. channels: 
fran 0.2-0.5 urm 
previous (2 ch.) I 
page) 0.2-4.0 

0.7-3.0 

'Scanning'
channels: 
0.2-5.0 im 
(4 ch.) 
4.5-5.0 
(4 ch.) 

A-15
 



SYST4 	 Seasat-A (page 1 of 2) 

Agency NASA/JPL 

Launch Date May 1978 
Altitude/Orbit 790 I=; circular, non sun-synchronous, near polar orbit 

SENSOR Synthetic Radar Scanning Radar Visible-
SUBSYSTEMS Aperture Scatter- Multi- Altimeter Infrared 

Radar (SAR) ceter frequency Radicaeter 
Microwave 
Radioeter 

(VIRR) 

'Type 	 imaging fan beam bidirec- precision scanning 
system, tional scan pulse 2-band 
single po­
larization 

Manufacturer Hughes/JPL GE JPL 	 APL, Johns Santa
 
Hopkins Barbara
 

Research 
Center
 

Ground 	 100 km on 750 km ea. 638 + 70 km 12 km 2127 km 
Coverage one side side circle* 

from ± 250-650 
170-230 around nadir± 70 I 

Repeat 	 within N/A 36 hours N/A 36 hours 
Coverage 	 receiving
 

station
 
range, real
 
time only 

IFOV 
 visibie:
 
2.8 mrad
 
IR: 5.3 mrad
 

Resolution 25 mi 50 ]an + 5% (see 1.6 ]an* visible: 
following 2.2'km 
page) IR: 4.2 km 

Polarization 	 H sequenced dual linear
 
HH, VV
 

Bands­

(see
 
following
 
page) 

*due to integration 

A-16 



SYSTEM4 	 Seasat-A (page 2 of 2)
 

Agency NASA/JPL
 

Launch Date May 1978t
 

Altitude/Orbit 790 ki; circular, non sun-synchronous, near polar orbit
 

SENSOR Synthetic Radar Scanning Radar Visible-

SUBSYSTEMS Aperture Scatter- Iulti Altimeter Infrared
 

Radar (SAR) cmneter 	 frequency Radiometer 
Microwave (VIRR) 
Radianeter(SMMR)
 

Bands 	 1.275 GHz 14.6 GHz 6.6 GHz 13.5 GHz 0.47-0.94 jum
 
10.69 GHz
 

10.5-12.5 11m
 
18.0 Ghz
 
21.0 GHz
 
37.0 GHz
 
*fotprint
 
sizes in
 
-order:
 
121x79 km
 
74x49 ka
 
44x29 km
 
38x25 km
 
21x14'km
 

A-17
 

http:0.47-0.94


(Synchronous Meteorological Satellite/Geostationary
SYSTEM Sop/GOES Operational Environmental Satellite) 

Agency i: SM*, NASAGFSC; GOES*, NOAA 
Launch Date SMS-I, May 1974; SMS-2, Feb. 1975; GOES-I, Oct. 1975; 

Altitude/ GDFS-B, May 1977; GOES-C, January 1978 
Orbit 

SENSOR 
34,781 ]an, earth synchronous 

Visibl/Infrared Spin Scan 
SUBSYSTEMS Radiometer (VISSR) 

Visible/In-. 
Type ftared Imager 

Hughes 
Manufacturer Aicr:aft 
Ground Earth Disc 
Coverage
Repeat Earth Dic. 
Coverage every 

IFOV 
.026 nrad 
0.20 i=ad 

(visible)
(infrared) 

Resolution 
.9km (visible)
7 kcm (infrn_ __A_ 

Scan 
Efficiency 

Bands .55 to .75 pm.
 
10.5-12.5 pm 
(advanced 
versions also 
include bands 
centered at 
3.94; 4.44, 
4.52, and 
13.3 pm) 

*SMS-Developed and experimentally flown by NASA; GOES-operationally flown by NOAA. 

A-18,, 



SYSTEM 

Agency 

Launch Date 

Altitude/Orbit 

SENSOR 
SUBSYSTEMS 

Type 

Manufacturer 

Ground 
Coverage 

Repeat 
Coverage 


IFOV 

Resolution 


FOV 


Bands­

(see following
 
following
 
page)
 

SEOS-A 


NASA/GSFC 

1981 

-35,700 I; geosynchronous-, 

Large Earth Advanced 
Survey Atmospheric* 
Telescope Sounder and 

(LEST) Imaging 
Radiometer 

(AASIR) 

imiltispec- imaging 
tral scan- radiometer 
ner with 
pusbbroom 
scan 

TBD 	 Santa 
Barbara
Research 

Center
 

Pointable 
to + 1 km 

nearly conti-
nuous on N/A

earth disc 

imaging: 
vis. 2.8 rad
 
IR 22.4 prad
 

imaging: 
vis. loom 

IR 800m 

IR sounding: 

18-30 km
 

0.6xi.20
 

(page 1 of 	2) 

equatorial 	orbit 

Mlicrowave Framing 
Sounder* Camera* 

television 

1000x1000 km 
& 200x200 km 

frame every 
N/A 15 sec. of earth dis6
 

200 km at 216mfor 1000 km 
50 GHz 45mfor 200 km 
50 km at 

220 GHz 

*potential candidates; L.S.Walter, EASCON 1974, pp. 631-636.
 

A-19 

http:0.6xi.20


SYSTEm4 SEOS-A (page 2 of 2) 

SENSOR 
SUBSYSTEMS 

Large Earth. Advanced 
Survey Atnospheric* 
Telescope Sounder and 
(LEST) Imaging 

Radiarieter 
(AASIR) 

Microwave 
Sounder* 

Framinq 
Camera 

Bands, series of 
bands in the 

.55 ­1.1 
lam** 

5 bands in 
the 50-220 

0.4-0.9 pm 

following 
spectral 
regions: 

'3.7 pn 
4.24-4.57 pm 
(5c-s.) 

GHz region 

.45-1.1 
2.3 
3.5 
4.3 

pm** 
6.71 
7.25 
11.11 H** 

- 6.5-7.0
10.5-12.4"* 12.66-15 pm(7chs.) 
-14-15 
23-24 

*Potential candidates; L.S. Walter, EASCON 1974, pp. 631-636.
 

**imaging bands
 

A-20
 



SYSTEM SKYlAB Earth Resources Experiment Package (EREP) (page 1 of 3) 

Agency NASA 

Launch Date Operated: May 1973 - February 1974 

Altitude/Orbit 


SENSOR 

SUBSYSTEMS
 

Type 


Manufacturer 


Ground 

Covering 

Repeat
'Coverage
 

IFOV 


Resolution 


Fonat 


S-190B 


earth 

terrain 

camera 


'Actron 


109 x 109 


/A 


OV = 

14.240 sq) 


35-99 ft* 


-11.5xll.5
 

(camras) Cn 

Focal- 152 m 457 mm
Length 

f/Numer . J 4'2 8
 

Forward 0-30 0-25 
Motion nrad/sec mrad/sec 
Catpensation 

435 km
 

S-190A 


6 multiband 

cameras 


Itek 


163 x.163 


N/A 


= (FOV 

21.230 sq) 


78-223 fe.** 


5.7x5.7 cn 


S-191 


pointable 

filter 

wheel spec-

troneter -

Block 

Engineering/ 

Martin
 

non-imaging 


N/A 


1 mrad 


0.435 km 

dia. 


S-192 S-193 

13 band Ku band, 
conical 3 modes: 
scanner l1radian­

eter 
2) scatter­
cmeter 

3),alti­
meter 

Honeywell General 
Electric 

swath = total scan 
68.5 km of 22.70 

N/A N/A 

0.1i2 1.60 half 
tmrad sq. power beam 

width 

79.2 m li.0 km 
dia. 
circle at 
nadir 

*35 ft for S0-242 aerial color film, 99 ft. for EK 3443 color IR film
 
**78 ft for 50-356 color film, 223 ft., for EK 2424 B&W IR film
 

A-21
 



SYSTEM SKYLAB Earth Resources Experiment Package (EPEP) (page 2 of 3) 

S-193
S8NSOR S-190A S-190B S-191 S-192 
SUBSYSTEMS 

Bands 6 bands 0.40-0.90 pm continuous 0.41-0.46pm 13.9 GHz 
film se- 0.39-2.5 Um 0.46-0.51 

0.4-0.9 1im lected fran (Si and PbS).52-0.56 
following: 5.82-15.99 0.56-0.61 

bands selec- aerial color pm (HgCdTe) 0.62-0.67 
ted with .4-.70m 0.68-0.76 
filters 0.78-0.88 

0.98-1.08.7-.8 m aerial B&W 
1.09-1.19B7IR 1 .5-.7 Jm 1.20-1.30WI 
1.20-1.75color IR.8-.9 .5-88pm1.55-1.75BW I


B IRj .5-.88 }m 2.10-2.35 
' 10.2-12.5
.5-.88 


Color IR
 
.4-.7 
Color 
.6-.7
 
BWRed.5-.6 
BW Green 

Renarks Grid reseau varying 
overlap 
between 
frames 

0-30 frames/min. 0-25 
min. 

frames/ 

A-22
 

http:2.10-2.35
http:1.20-1.75
http:1.20-1.30
http:1.09-1.19
http:0.98-1.08
http:0.78-0.88
http:0.68-0.76
http:0.62-0.67
http:0.56-0.61
http:5.82-15.99
http:PbS).52-0.56
http:0.46-0.51
http:0.40-0.90


SYST=4 SKYLAB Earth Resources Experiment Package (EREP) (page 3 of 3) 

Agency 

Launch Date 

Altitude/Orbit 

NASA 

Operated: 

435 ]an 

May 1973 - Februaxy 1974 

SENSOR 
SU1BSYSTEMS 

S-194 

Type Non-imaging 
L-band 
radianeter 

Manufacturer AIL 

Ground 
Coverage 

Repeat 

Coverage 

N/A 

IFOV 

Resolution half power 
pts: 124 km 
dia. 

Bands 1.414 GHz 

A -23
 



SYSTEM 

Agency 

Launch Date 


Altitude/Orbit
 

SENSOR 
,SUBSYSTEMS 

Type 

Manufacturer 

Ground 
Coverage 

Repeat 
Coverage 

IFOV 

Resolution 

Launch Date 


Bands 


Space Shuttle Earth Resources Sensors* 

NASA 

1980's
 

Shuttle Mark II Spaceborne 
Iraging Interfer- Meteorolog-
Radar (SIR)* ameter* ical Radar* 

synthetic non-imaging synthetic 
aperture aperture 
radar radar; 

afocal 

JPL/Eughes** JPL Hughes ** 

Unknown N/A N/A 

1-17 mrad 	 fixed 
nadir FOV 

1982
 

1.4 GHz 	 1-9 1m -0 GHz 
9.8 GHz 


Shuttle Imaging 
Microwave 
System * (SIMS) 

passive scanning, 
imaging radar 

JPL 

FOV = 1060 

Unknown 

26 mrad 

0.61 GHz 
1.4
 
2.7
 
6.6
 
10.7 
20 
22.2
 
37 
53 
94 
118.7 Hz 

*definition stage 
**under study 
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SYSTE4 


Agency 


Launch Date 

Aititude/Orbit 

SENSOR 

SUBSYSTE4S 


Type 

Manufacturer 

Ground 

Coverage 


Repeat 
Coverage 


IFOV
 

Resolution 


No. Steps/
-_Angle 	per step
 

Bands
 
(see

following 
page)
 

NASA/OAA
 

1978 

833 + 90 km 

Basic 
Sounding 
Unit (BSU) 

rotating 
mirror, 
cross 
track scan 

Ball Bro-
thers Re-
search 
Corp. 

+ 1127 ]n 

(t49.50) 


-N/A 


21.8 kn dia. 

-nadir 

75.2x37.3 ]an 
-scan end 


56/1.80 

TIROS-N* 

polar orbit 

Stratospher-
ic Sounding 
Unit (SSU.) 

selective 
absorptioni 
pressure 
cells 

Provided 

by United. 

Kingda 


+ 737 k< 

(+400) 


N/A 


147 km dia 

-nadir 

244x186 km
 
-scan end
 

8/100 


Microwave 
Sounding 
Unit (MSU) 

4-channel 
Dicke 
radiometer 

JPL 

+ 47.350
 
-

N/A 


7.50 


11/9.470 

(page 1 of 2) 

Advanced Space 
Very High Environment 
Resolution Monitor 
Radiometer (SEX) 

(AVHRR) 

4-channel four detec­
visible-IR tor arrays 
radicmeter 

ITT 	 NOAA/EM 
Boulder, 
Colo. 

12 hrs. N/A
 

1.1 &
 
4 6
 

*2nd generation of ITOS/NOAA 

A-25 



SYSTR4 TIROS-N* (page 2 of 2) 

SENSOR Basic Stratospher- Microwave 
SUBSYSTES Sounding ic Sounding Sounding 

Unit (BSU) Unit (SSU) Unit (MSU) 

Bands 3.70 pm 3 channels 50.3 GHz 
4.26 each at 53.74GHz 
9.71 668cm-1 54.96GHz 
11.12 central wave 57.95GHz 
13.33 number 
13.61 cell 
14.29 pressures: 
14.49 100 mlb 
14.75 35 

14.10 
14.95 10 
18.80 
23.15 
29.41 

*2nd generation of I'TOS/NOAA 
**not on first, but considered' on later TIROS-N/NQAA 

satellites as AVHRR-II
 

A-26 

Advanced 
Very High 
Resolution 

Space 
Ehvironment 
Monitor 

Radiometer 
(AVHRR) 

(52) 

0.55-Q.9 
Jm 
0.725-1.0+ 
3.55-3.93 
10.5-11.5(11.5-

k 12-5) ** 

Detector 
arrays: 
1)High 

Energy
Proton-
Alpha 
Telescope 
(HEPAT) 

protons = 

100,400,600 
MeV 

alpha = 2400, 
4000, MeV 

2) Low Bnergyf 
Proton-
Alpha 
Telescope 
(LEPAT) 

protons = 

150 KeV -

40 MeV 
alpha = 
0.6-100 
fleV 

3) Proton
Ozni­
directional 
detector 
(POD) 

protons = 

.75,10,30, 
60 MeV 

alpha = 75, 
40,120,140 
MeV 

4) Total 
Energy
Detector 
(TED) 



SYSTEM Defense Meteorological Satellite Program
(DMSP I & 2; Bl6ck B/C) 

(page 1 of 2) 

Agency 

Iaunch Date 

Air Force 

Unknown; now in orbit 

Altitude/ 
Orbit 

450 n. mi. polar, sin-synchronous orbit 

SENSOR 
SUBSYSTEMS 

Scanning 
Radicneter* 

(SR) 

Special 
Meteoro-.-
logical 
Sensor 

(SSE) 

Precipitating 
Electron 
Spectrometer 

Type Visible/ 
infrared 
imager 

atmos-
pheric
sounder 

unknown 

Manufacturer unknown 

-round 
Coverage 

swath = 
1600 n.mi. 

unknown 

Repeat 
Coverage 
(imagers only) 

DMSP-Il 
sunset, 
sunrise 
DMSP-2 
midnight, 
noon 

N/A N/A 

IFOV unknown 

Resolution Visible: unknown 

VHR-.34 n.mi.
HBR-2. 0 n.mi. 

Infrared: unknown 

WHR-.36 n.mi. 
IR-2.4 n.mi. 

Bands 
(see 
following 
page) 

*includes Very High Resolution (VHR) and High Resolution (HR) for visible 
Very High Resolution (WHR) and High Resolution (IR) for infrared 

A-27 



SYSTEM Defense Meteorological Satellite Program 
(MDSP 1 & 2; Block B/C) 

(page 2 of 2) 

SENSOR
SUBSYSTM 

SR* SSE 

Bands \0.4-1.1 
18-13 In 

n a 5 CO2 bands 

around 15 1m 

* 

Detectors: 

visible: 

VHR-back 
biased 
Si diode 

e 

* 

atmospheric 

window 
at 12 7m 

1 H20 band' 
at 20 pm 

* 

jR-photo­
conductive 
mode-Si diode 
Infrared: 

WHR-HgCdTe 
IR-thermister 
bolaneter 

*includes Very High Resolution (VHR), and High Resolution (HR) for visible 
Very High Resolution (WHR) and High Resolution (IR) for infrared 

-A-28 



SYSTEM Defense Meteorological Satellite Program 

(DMSP - Block D) 

Agency Air Force 

Launch Date to be launched 

Altitude/ 450 n. mi., polar, sun-synchronous orbit 
Orbit 

SENSOR Operational Special 
SUBSYSTE4S Linescan Meteorological 

System (OIS) Sensor H (SSH) 
Type imager atmospheric 

sounder 

Manufacturer 	 Westinghouse Barnes Engineering 

Ground 1655 n. mi.- + 551.1 n. mi. 
Coverage 25 steps across track 

Repeat Coverage every 12 N/A 
(IMAGERS only) hrs. 

iFOV 	 2.70 

Resolution 	 0.3 n. mi. 
1.5 n. mi. 

FOV 	 + 480 

Bands 	 0.41-1.1pm 9.8 P - 03 
8-13 Jim 12.0 - window 

Detectors: 13.4 23.
PMP 

14.1Si photo-
14.8diode 
14.8HgCdTe 15.0 
18.7 H20 

22.7
 
23.9 
24.5 
25.2 
26.7 
28.2 
28.3
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