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The increase in automebile traffiec on urban streets compels the
traffic englineer to consider a computerized traffic controel system.
The benefit that can be derived froi an effective contrel system justi-
fies the expense in planning and implementing an efficient system. A
comprehensive survey inte traffie control methods indicates that little
effort has beenh devoted to contrel the traffie signals for a large
traffic network. A control algorithm was develeped te optimally con-
trol the traffic signals at each intersectien using a discrete time
traffic model applicable te heavy or peak traffic. Off-line optimiza-
tion procedures are applied to compute the cycle splits required to
minimize the lengths of the vehicle queues and delay at each intersee-
tion. The theory was applied to an extensive traffic network in
Toledo, Ohio. The results obtained with the derived optimal settinge
and the present control settings are presented for comparison.
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ABSTRACT
The in¢rease in automobile traffic on urban streets compels the
traffic engineer to consider a computerized traffic control system.
The benefit that can be detrived from an effective control system jus=
tifies the expense in planning and jwmplementing an efficient asystem.
A comprehensive sutrvey inte traffic contrel metheds indicates that

little effort has been devoted to control the traffic signals for a
large traffic network.

A contrel algorithm was developed to optimally
contrel the traffie signals at each intersection using a discrete time
traffic model applicable to heavy or peak traffic,

Off-line optimiza=
tion procedures are applied to compute the eyéle splits required to
mifimize the lengths ef the vehielé QuEueé and delay at each intersec-

tien. The theory was applied to an extensive traffic network in

Téledo, Ohie. The results obtained with the derived optimal settings

and the present control settings are presented for comparison.
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CHAPTER I. INTRODUCTION

The trend towards suburban living during the past few decades has
contributed to the large increase in automeobile traffiec. The lack of
convenient public transportation makes the automeobile a necessity,
rather than a luxury, to transport people to offices, factories, and
shopping areas. As a result of this increased traffic, severe conges-
tion is eften experienced during peak hours on freeways and access
streets, Traffic control studies have been directed towards improviﬁg
freeway traffic, However, less effort has been devoted to devising con-
trol techniques of wvehicular traffic for urban streets with signalized
intersections. This task requires the computation of appropriate
traffic sighal settings and offsets between intersections te minimize
the delay and travel time for vehicles.

The optimal contrel of large traffiec netwerks is a difficult and
costly effort. However, in view of the many benefits that can be ex-—
pected from an optimized traffic ﬁetwork, the time and expense involved
in planning and implementing an effective contrel system are justifiable.
The benefits will be reduced waiting time at intersections, improved
fuei ec:tomy and reduced traffic accidents. Be;ter use of existing
roadways can alse be achieved, |

Contrel of traffic signals has been studied in the U.S., Canada,
England, and Japan. Traffic engineers are cognizant that future plans
must include a computerized traffic cqntrel system to cope with the

anticipated inerease in vehiecular traffic. With high fuel costs, the



ultimate goz:l must be to reduce the idle time at intersections and mini-
mize or eliminate traffic congestion. Several large cities within the
U.S. are using optimized traffic contrel systems. Outside the U.S.,
cperational systems have been installed in Toronte, London, and Tokyo.
These control systems are primarily for highly congested business areas
and, in some cases, for one-directional flow.

A thorpough literature search was performed on prier research in
traffic signal theory in the U.S. and abroad. The research indicates
that a major effort has been devoted to time-space analysis where
traffic signals are synchronized along a roadway. A comparatively small
effort has been expended imn applying medern centrul and optimizatien
procedures te the solution of large traffic networks. With the avail-
ability of high speed digital computers, these concepts can now be
applied te optimally derive the traffie signal settings required to min-
imize the delay and travel time ef the vehicles,

l.1 Defimitien of Proﬁlem

The goal of this dissertation research is te develop a traffic con~—
trol algerithm to compute the optimal signal settings to minimize vehiec-
ular queues throughout a large traffic network. The intent of this
effqrt is to apply modern contrel and eoptimization concepts to solve
this traffic problem. Representative modelsiof the traffie networks
using linear discrete time difference equations were formulated. The
models are developed in a generalized form and describe the behavior of
thg vehiele platoons as-they travel through the network. An effiéient
optimization procedure was selected to compute the control variables.

Optimal phasing and timing plans were generated from Ehe-medels for
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three specified tiipe intervals, A technique used to clear selected
queues und eliminate internal congestion was demeonstrated for two crit-
ical intevsections.

1.2 Summary of Chapters

The disssrtation is divided inte two sections, The first part is
a discussion of the existing traffic theoty and contrel systems. The
second portion covers the research on the propesed traffic control alge-
rithm, optimizatien procedure, and its application and results for twe
traffic medels. The principles of basic traffic theory and methods to
desctribe platoen behavior and dispersion are réviewed in Chapter II.
The first portion of this chapter considers macroscopie medels such as
Lighthill=Whitham theory, Pacey diffusion theory and Rébertson Recur-
rence Relationsiip. These methods use the traffic variables (flow,
average speed, and density) to model traffic behavior. The second part
discusses mieroscopic er car—following models,

Several traffic control systems presently operational aré reviewed
in Chapter III. The basic prineciples of these traffic contrel systems
are briefly discussed. fhe application of medern control theory to.the
selution of traffic control problems is presented in Chapter IV. The
proposed traffic control algorithm and medeling techniéues for single
and multiple intersections are presented. An optimization procedure to
derivé the optimal control settings is discussed in Chapter V.

The proposed traffiec theery developed in Chapter IV was applied to
a eritiecal two intersectien problem. The purpoée of this analysis was
to clear internal_queues and prevent eopgestion between intersections.
State weighting was used to inecrease the priori: for these critical

queues. The results for constrained and unconstrained links are pre-~
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sented in Chapter VI.

Twe large traffic models were formulated by using the proposed
traffic theory. Optimal traffic signal settings were derived for three
time intervals. Results showing the behavior of the vehicle queues,
phasing and . ming plaus are given in Chapter VII,

Chapter VIII presents a summary of results and proposes areas for

further study.



CHAPTER II. TRAFFIC THEORY

The two concepts used in modeling traffic behavier are macrescopic
and micreoscopic medels. The selection of the type of model depends on
the ultimate objectives of the analysis. If the model should consider
traffic quantities such as flew, density, and average speed, then a
macroscopic medel adequately describes the behavier of the vehicle
plateoons. The definition of the above quantities is given in appendix A.

The macroscepic or continuum medel is based on physical analogies
such as kinematic waves, compressible flow theoxry, heat flow, and ehergy
momentum cencepts. Generally acecepted techniques are the continuum
theory by Lighthill-Whitham (11,37), Pacey's diffusion theory (16,37),
and ﬁobe:tsonfs recurrence relatienship (26,37). The basic element of
macrosceoplie models is the conservation of vehicles balance.

The three methods (Lighthili-Whitham, Pacey, and Robertsen) require
knowledge of the traffie flow (q) in increments of time at the intersec-
tion and at various points aleng the link. The Lighthill-Whitham theory
requires a relation between average speed, flow, and density within the
iink. The Pacey diffusion théoery re-uirses the pesitioen, speed, and
acceleration of each vehicle in the platoen while it is traveling in the
specified liuk. The Robertson recurrence relation requires a valid
value for a smeothing factor. The TRANSYT model, discussed in Chap-
ter TIT, is based on the Robertson recurrence relationship,

Whenever the behavior of each indiﬁi&ual véhiclé must be aeeuraéely

described, a microscepic model can be used. The microscopic viewpoint



F treats the behavier of a driver when following other vehicles in a

: single lane of traffic. The simplest microscopic models are linear and
nonlinear car following models where the behavior of the individual
driver is influenced by the preceding vehicle (5,11,12,13,18).

2.1 TLighthill-Whitham Theory
Lighthill-Whitham use continuum theery or kinematic wﬁve theory to

deseribe bottlenecks and disturbances caused by traffic signals. The
theory can predict variatiens in average speed (@), density (p), and
flow (q) in a platoon of vehicles (11,37) and is baced on two princi-

ples:

(i) The flow (q) can be expressed by the continuity equatdioen:

3 Tox ™0 | (2-1)
‘5 (ii) The existence of an equation of state that relates the flow (q)

and density (p)
qg=p Y for uniform flow {2=2)
Substituting eéquation (2-2) inte equation (2-1)

)
d

L)

+ o

{1
5

=0 (2~3)
where
u  speed of disturbance (miles/hr)
X distance (miles)
Solving equation (2-3) yields

e = a(X - ut) (2-4)
where a 1s an arbitrary constant, Equation (2-4) indicates that
changes in density (p) can propagate along a platoon of vehiceles at a

constant disturbance speed (u). The speed of these waves is defined by

5k
o
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Figure 2-1. -~ Fundamental diagram of road traffic.



the slope of the chord linking the two points A and B (Fig. 2-1). The
speed disturbances propagate opposite to the direction of the stream of
vehicles.

Seddon (37) states that kinematic waves do not dispérse as contin-
uous waves, but suffer a change in form due te the dependence of the
wave speed (i) on the flow (§) carried by the kinematic waves. These
waves may develop discontinuities since faster waves with higher flow
(q) will overtake slower waves, Lighthill-Whitham described these waves
as shock waves. The existence and speed of these shock waves can be
determined directly from the flow=density relation (Fi%. 2=1). The
location of the sheck wave and the regions of congestion can be observed
from the figure (33). To illustrate, assume that an incident o¢curs in
a link. Let point A represent the free=flowing and high flow conditiom
immediately upstream of the incident and let peilnt B represent the con~
dition downstream of the Inecident. At peint B, the trafiic condition is
low volume and cengestien., The veloeity of the sheck wave is computed

as.

p o= (qz - 4;)/(py ~ 0] (2-5)

the slope of the cherd joining the points A and B.
Haight (17) identifies Fig. 2-1 as the "fundamental diagram of

roadway traffic.' The curve can be derived from the speed-density rela-

tioen and expression (2-2). The speed-density relation is usually

obtained experimentally with regression techniques applied to obtain a

closed form expression. The shape of the curve depends on weather and
roadway conditions. The figure presents factual information cencerning

the characteristics of the roadway, where



C#pacity (qm) is the maximum flow (q) that can be accommodated
in a 1ink.

P is the density (p) for maximum flow (qm).

pj. is the jam density. The flow (g) is reduced to zere and
congestion will eccur.

The region to the left of P defines the stable region where
traffie flow can move at a rate determined by the flow (q) and the
density (p). For example, if roadway operation can be deseribed by
peint A, then the average speed of the vehicles is obtained by the
slope of thE~cho;d connecting the origin and peint A. TFor densities
above P {(right of capacity), the traffic flow becomes unstable and a
"stop-ge" driving condition will be experienced. Finally, at density
pj (jam conditioen), the flow will be reduced to zero and congestion will
oceur. It is recognized that a high flew in the link will reduce the
average speed of the vehiecles, whereas fewer vehicles implies a higher
average velocity.

2.2 Pacey Diffusien Theery (16,37)

The Pacey diffusion theotry assumes that changés in the vehicle
platoon released by a traffic signal arise from the differences 1ln speed
ameng vehicles in the platoon. The theory assumes no hindrance to ever-
taking other vehiecles and all vehicles proceed with a comstant but
unidue velaciEY’regardless of the number or distributien of vehicles in
the section. Pacey assumed that if the distribution of the velocities
of vehicles is néermal, it is then pessible to evaluate the distribution
of the travel times between two poesitions in the link, Although the

Pacey model of platoon behavioer is ektremely simpiified, eXperimental
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results indicate that the model predicts traffie behavior quite accu-
rately (16).

Pacey assumes that each vehicle in a platoon moves with speed V
such that

(i) The probability that the speed of any vehicles lies between

V, V+ dV is;

£(V)dv = =1 expE T- m_)zlc"'!:]dv (2-6)
D'/-Z'ﬁ'

i.e., the vehicecle speeds are nermally distributed with mean m and
varianee 62.

(i1) The speed V of any vehiele is unchanged as the vzhicle moves
aleng the link.

Condition (i) states that the speed of any vehicle in the plateen is
independent of its positieon within the plateon. Ceondition (ii) assumes
ne interaction between vehicles sué¢h that a faster vehicle can overtake
a slower vehicle without hindrance.

Grace and Potts (16) discuss the preperty of the Pacey model that
permits diffusien to be deseribed by a oie-dimensional diffusion equa~
tion satisfied by a function related to traffic density. it can be
shown (16) that the diffusion equation can be derived by assuming an

initial traffic density. The probability function for density is:

1 1 2,2
p(X,t) = === g(X,t)expl- 5 (V - m}"/ :ldv (2-7)
agvim l\ ) 1 2 m g y

A change of variable results in

K(X,t) = —1~ f gin(X - ZBzf'?)]exp(—zz)dz (2-8)
. /1_1: et . . .
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where
z=(V-m//2a
X=(X/m) -t
T = t2/2
B = o/m

K(X,t) = p(x,t)T

The abeve equation is a solutieon to the one-dimensioénal diffusion equa-

tion:

Qiiar
dlz
il
™

b
5
P

(2-9)

N

The diffusian equation points to the relation between the traffie param-
eters m and o which describe the speed distribution ef the indi-
vidual vehieles. The diffusion constant B gives the rate at which
‘the plateon diffuses an& incréases in length, If the vehicles travel

at the sam¢ velecity V, then the standard deviation is zero and no

" diffusion takes place within the platocon. As the spread between the

vehicle speeds increase, the diffusion constant alse increases. Al-
though flew is more commonly ﬁsed sinee it can be measured more easily,
the Pacey diffusion theory uses demsity. Density must be estimated
unless the assumption of uniform fiow is valid.
2.3 Robertson Recurrence Relationship

The ﬁobertson recurrence relationshlp was used te prediet plateon
behavier for the TRANSYT method. The method empleoys the recurrence
relation (37):

@A+ t) = Fgy(e) + 0 - Flgy(d +¢£-1) (2-10)

where



q,(1)

q, (1)

F

Selving equation (2-10) recursively, a derived flow pattern can be
obtained fer all intervals of a cycle.
by an example (37).

of a link,

derived flow in the i

qq (12

12

th

at a point along the link

flow in the ith time interval of the initial platoon at the

entrance to the intersection

0.8 times the averapge travel time over the distance for which

the platoon dispersion is being ecalculated - usually 1/50

of the cycle time

smoothing factor

Assume the follewing quantities.

Cycle time = 75 sec = 50 units
Travel time = 15 sec = 10 units

F=0.2

1.0 0 <ix 25

= 0 i> 25

Using the reeursive equation (2=10)

First interval i =1

Il

15(9) = Fq (1) + (1 - F)a,(8)
= ¥q, (1)

= 0.20

Second interval i = 2

| 4,(10)

Fqp(2) + (1 - D)g,(9)

Fqp(2) + (1 = F)Fq (1)

= 0.36

time interval of the predicted platoon

The process ecan be illustrated

Consider uniform input flow pattern at the start
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Third interval 1 = 3

q,(11) = Fq;(3) + (1 - F)q,(10)
= 0,488
Fourth interval i = 4

q2(12) Fql(4) + (1 - F)q,(11)

0.5904

This process is continued until the flow ¢g(i + t) approaches zero,
which is the termimation of the cecyecle. 'The results yield a histogram of
flow within the link as a function of eyele interval. The results of
the example are presented in figure 2=2, The accuracy of the model
depends on a representative value for the smoothing faetor F. This

value is usually cbtained experimentally se that a goed fit is derivad
for the predicted flow pattern. The F value can vary depending upon

site factors such as read, parking, and traffic¢ conditions (37).

L ¥ o ﬂr—
o
. F
g L 8
i‘“ IS
-
2 z
3 2
‘E.k- [
i 1]
1 =
z

1 I P B | E ] -
a T 5 e 15 20

;. I =l I 4 t 1
15 10 35 i 35 0 45 -

Tima (1/50 eyclé}

() latbial flow pattern.

R 30 a 3

Time (1/30 cyzle)
{4) Decivad flow pattarn.

Figura 2.2. - Robertson vecurrsnce relationship.
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The Robertsen recurrence relation and the Pacey diffusion method
are identical, except that the former uses a geometric distribution
whereas the latter method employs a transformed normal distribution.
These techniques are superior to the Lighthill-Whitham continuum theary
since it is difficult to establish an accurate flow-density relationm.,

2.4 Car-Following Medel

A microscopic model that has been investigated extensively is the
car—-following medel (5,11,12,13,18), where the behavier of the indi-
vidual driver is considered when following vehicles in a single lane
of traffic. The model ie applicable to single lane traffic with no
passing and assumes that each driver reacts to a stimulus from the pre-
ceding vehicle. The analysis.assumes ne driver interaction and is
valid only for dense traffic flow.

The basie differential equation that governs the process expresses
the idea that each driver respends té a stimulus according te the rela-
tion:

(Response)

4T = Sensitivity -« Stimulus

where the response could be acceleration. Stimulus is a funetion of the

position of the vehicle and T 1is the reaction time. Experimental

. studies indicate a high correlation between the acceleratien and speed

of each individual driver with that of the leéading vehicle. Usually a
reaefion time of about 1 second éxists between the leading and trailing
drivers.

The differential equation of the linear ear-following m9321 is:

ih+1(t + T) = l[ﬁh(t) - iﬁ+l(t)] (2-11)

where n denotes the position ef the vehicle, X, is the position of
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the nth vehicle, A is a sensitivity censtant, and T is the reaction
time.

The linear car-~feollowing models are usually restricted to small
disturbances about a nominal eperating poin;. The model does not accu-
rately describe the transitions from a steady state value which require
large changes of speed and spacing (11). A difficulty that could be
encountered when establishing the model is the determination of a valid
sensitivity constant A. To overcome some of the problems, the sensi-
tivity constant can be modified, using the speed of the follower and the
spaeing between the driver and leader.

The car-following models can also be used te study the stability of
traffiec flow. The solution of the model differential equatien shows
that the stability depends on the value A - T (11,12). If perturba-
tions are introduced inteo the stream of vehicles, increasing oscilla-
tions can eccur in the distance separating the twe vehieles. Overreac-
tion by drivers and large reaection times ecan cause shock waves and
instability.

2.5 Conclusions

Some prineiples of traffie theory and methods to describe the
behavior of vehicle platoons have been presented. Both macroscopic and
microscopic models were discussed. The former method uses the traffic
variatles = flow; average speed, and density = to describe platoon
behavior. The microscopic or car-follewing model treats the behavior of
the individual dfiver when ﬁaliowing other vehicles. The selection of
the type of medel depends upon the requirements and goal of the traffic

control systeii.



CHAPTER III. TRAFFIC CONTROL SYSTEMS

The proper adjustment of traffic signals within a network deter-
mines the behavieor of the traffiec flow and the degree of congestion that
could be =xperienced along the network links. Two types of traffic con-
trol sfstems can be considered: (L) on-line control where the control
variables are zltered in respense to varying traffic conditions and
{2) off-line control where an optimal traffic signal timing plan must be
established from known traffic fldw measurements. Both metheds require
presence detectors at the input to each link, However, for on-line con-
trol a digital computer must up-date the magnitudes of the econtrel vari-
ables. TFor large traffic networks and complex traffic medels, the com—'
putation time for eptimization can be extensive enough to cause a large
lag between actual and implemented traffic conditions. The disadvantage
of off-line centrel is that traffic signals are noet readjusted for ran-
domly varying traffic conditiens but are held comstant over a specified
time interval. Moest traffic contrel systems, due te their complexity,
are off-line techniques. The proposedutraffic control algeorithm uses an
off-line optimization procedure and provides signal timing plans.

3.1 Measurement of E;affic Data

Effective on-line control of traffic signals requires continucus
knowledge of the traffic conditions. ZPresence detectors can bée used to
determine the flow (q} te the network links. Several techmiques are
available for collecting and processing traffic data. Ameng these are’

manual counting, photegraphic metheds, and electroniec sensors., The most
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popular technique is the use of an inductance loop, where several turns
of wire are embedded in the pavement. A high frequevey scurce is re-
quired for excitation to generate a magnetic field. Whenever a vehicle
passes over the magnetic loéop, the inductance change is monitored by a
detector which generates an output whenever a thresheld level is ex—
ceeded. This informatien is used by the data processor and converted to
usable traffiec flow information. The vehicle speed can be estimated
from the occupaney data and an estimate of vehicle length. Density in-
formation can be approximated from a conservatien of vehieles balance
(33). Alternate methods, such as estimation theory, are avaiiable to

approximate the density of the vehicles (14,24,31). Using Kalman filter

theory, computations were performed on actual measurements for the
Lincoln Tunnel of New York City (1l4). The results indicate goodlagree—
ment between measured and estimated values.
3.2 Traffic Control Concepts

The traffic netwerk can be represented as a collection of ihter-
sections and links. An accurate model that describes the behavior of
the plateens as the vehicles meve through the network must be.fermun
lated. A traffic contrel algerithm can then be developed to compute the
optimal trafiie signal settings to minimizé selected traffiec variables.
However, the number of usgble.ceniﬁol variables for the teaffic control
system is limited. Specific controls ineclude signal cycle time, signal
split and offset between traffic signals. _The input or state variables
for the traffic medel can be vehicle flow or average queue length.
The ultimate objective of an effeegiye traffic contrel system is mindimum
delay and travel time for the vehicles thfeughout the network. -
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The performance criterion depends on the selection of the traffic
variables to be minimized. Typical choices could be queue length,
delay, and travel time. Penalty terms for state and control constraints
and state weighting factors can be included t¢ give a higher prierity te
selected states. Control constraints are required to ensure that all
traffic dire:tions receive the right of way. Finally, an effiecient
optimization procedure is required to derive the optimal signai settings
te minimize the specified performance index.

3.3 Progression Control Systems

Most of the research for tiraffic cehtrol during tlie past decade was
devoted to progression systems. The prineir’e of this methed of contrel
is to maximize the green through bands for the two flow directiens to
allow drivers te pass through the intersection with minimum delay. The
systems fail to aeccount for certain conditions such as heavy traffic
flow, inflow fvom side streets, and right and left turn traffic., It is
generally krnown that during peak'traffie periods, the progression sys-
tems are ineffective to control the traffie flow. The system depends on
a time-space diagram, wWhere the abscissa represents time and the ordi=
nate represents signal spaeing. Two parallel lines having a slepe equal
te a specified vehiéle speed aré drawn forr each directien. The distance
between the two lines, known as the bandwidth, is maximized such that
the fiaximum number of wehicles can move threugh the interéection. The
system depends on the average speed of the vehicles (vehicles arrive in
.a plateon rather than ih&ividually). The desired vel lcle speed can be
varied between interseections (Fig. 3-1).

Whenever traffic flow is undersaturated (less thén capacity and
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freely moving), the progression system performs satisfacterily. During
peak traffic perieds, the system fails to limit the queue build-up at
intersections. The reason is that for oversaturated arteries (flow
above capacity), the net inflow to the link is positive and the density
increases above capacity. According te Gazis (9), the seolution is teo
synchronize the traffie signals and provide maximum green through band
for congested links. This method permits a higher flew in the direction
of heavy traffic while allowing less flow in the opposite directien.

Most of the effort in this area has been directed towards impreving
the traffic medel and employing various optimization proecedures to
obtain improved solutions te a progression model, The various tech-
niques are presented in the follewing sectiens.

3.3.1 Bandwidth technigques. - A computational procedure to opti=~

mizée the bandwidth of a progression system was developed by Little (25)
using mixed integer linear programming. The algorithm computes the off-
set between intersectioens, eycle time, and vehicle speed teo maximize the
bandwidth in both flow directiens. The program has considerable flexi-
bility in that it permits variations in speed (between intérsections)
and in cycle time, The program considers the interactions between these
two variables, although‘assumes the vehicle speed and flow between
intersections remain constant. The procedure uses an off-line optimizi-
tien method. |

Bleyl (2) developed a computer program for designing progressive
traffic-signal-system timing plaﬁs. This appreoach différs from the.con—
ventiocnal pregression system in that speed and distances are converted
to travel time units. The basis for this appreach is that the traffie

signal system is not hemogeneous and cemsistent throughout. Geometric
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and traffic conditions influence the traffiec flow and should be in-
cluded when optimizing a progressive movement. The algorithm deter-
fines the tinming plan that will yield the maximum efficiency for the
traffiec signal system. The program accepts all traffie variables in-
eluding signal distances, vehiecle speed, cycle time, splits, and eofi-
sets. Efficiency of a progression system is defined as the ratio of
the sum of the widths of the tWwo threugh bands to the eyele time (9).

3;3.2 MIIEQ?,QQQQL, - Gabbay, Gartner, and Little (6) developed

the MITROP traffic model using mixed integer programming formulatien.
The contrel variables are cyele time, split and offset and the perform-
ance measure is the vehicle delay; The optimization precedure assures
a global minimum. The program, due to its long computation time, is
net adaptable te real time applications.

3.3.3 RRL (Road Research Laboratory) combination method. = The RRL

combination method, developed by Hillier (19), determines the signal
offsets te minimize vehicle delay within the traffie network, The
methed requires that the eyele time, duration of the gﬁeen through
bands and a delay/difference-of-offset relation are known for both

flow directiens. The iélay is aSsﬁmed as a funetion eof the offset be-
tween intersections. The cumulative demand function (arrival rate) and
the cumulative service function (departure rate) can be plotted aé a
igngtion of time (fig. 3-2). The area between the twoe curves defines
the total delay in.vehicles—seconds/seeond_ Varying the offset time.
will Shift_the cumulative service function relative to the demand func-
tion.' Using this approach, a relation between vehicle delay and.
diffezenee—of—offset will be generated. These data are required feor

each link of the network, The RRL combinatien method then computes the
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offsets for all traffic signals within the network to minimize the
total vehicle delay. The traffic model assumes thai the vehicle
platoon has constant density (ne dispersion) and travels at a uniform
or comstant rate.

Several researchers (7,8,20,36) have improved the RRL combination
method. Robertseon included the effeets of platoon dispersion in the
TRANSYT medel (section 3.3.4). Gartner (8) considers microscopic anal-
ysis of the actual flow patterns en signal controlled links. The
vehicle flow inte the links is derived by using loep detectors, The
flow data are then processed to compute accurate offset+deldy relations
from which the optimal effsets can be computed. Gartner empleys queu=
ing theory to detéymine the total number of arrivals and departures
during the red and green bands of the signal eycle. It is assumed that
the arrival rate during the green band does not exceed the saturation
rate. This assumption implies that if a queue disappears during the
green band it cannot be formed again until the start of the next red
period. Therefore, the queue is always empty at the end of the green
band and delay calculations can be confined te a single interval. The
delay caused by N vehicles during an interval dt is N dt (vehicle-
sec) and the total delay time incurred during a eomplefe éycle is
defined by the area of the queue length curve (i.e., time from start of
red band to end of green band or until gueue vanishes). The average
delay time per vehicle can then be defined as the total delay divided
by the cumulative number of arrivals during the cycle. The offset-
delay relation can be generated by varying the relative phasing between

the signal séttings and number of arrivals.



g
g

o

24

In a further publication, Gartner (7) considers the traffic con-
trol system as two loops: (1) a minor leoop that sets the cycle time
and splits at the individual intersections and (2} a major leop that
considers all traffic signals as a complete system and selects the
appropriate offset time throughout the network, Offset timing is com-
puted by employing cost functions for each link of the network., These
cost funections inélude delay and depend only on the platoen behavior at
each intersec¢tion. Theée néetwork is divided inte smaller sections and an
exhaustive search is applied to determine the optimal offset values.

3.3.4 TRANSYZ_godgl_(gﬁl. -~ The effects of platoon dispersion were

consideved fer the TRANSYT model using the Robertson recurrence rela-
tienship, The moédel is more detailed than the combination method and
uses experimentally derived histograms to describe plateon behavior.
The procedure has been field tested in congested areas and results
indicate that a 16Z reduction in travel time and a 25% increase in
network capacity can be achieved. Congestion and travel time during
rush heurs are lower than would nermally be expécted for off-peak
hours (36).

The technique has severai advantages over the RRL combination
method. The behavior of the vehiecles traveling through the network is
accurately modeled and a more effective optimization technique is
eﬁpleyed. The traffic model assumes (36): |

(1) All major intersections have traffic signals or are controlled
by a prierity rule for traffie directions.

(2) Traffic signals have a common cycle time.

(3) Inflow traffie to the network is at a cénstan; specified flow

rate,
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(4) The proportion of right and left turning traffic at each inter-
section is defined and remains constant throughout the complete cycle.
The control variables are split and offset. The performance cri-
terion is a linear coéibination of delay and number of stops. The tech-
nique uses a hill-climbing optimization method. The disadvantage is
that the TRANSYT program has an extremely long computation time, In
its present form, the method is not applicable to real time control.

3.3.5 STGOP model. - The SIGOP model (Signal.OPtimiZatien Program)

is one of the first computerized optimization programs for a traffie
network (30). . The pfoeedure employs a gradient optimizatien algerithm
te determine the ideal offset difference for each link and optimal off-
set for the complete network. The ideal offset difference is defined
as the time difference between the initiation of the green band at the
‘downté tream signal relative to the upstream signal.

The program detérmines the value of the signal setting for each
phase as a function of total or critical flow at each intersection,
where critical flow is the maximum flow per lane at the intersectioen,
It is dssumed that ideal offset differences exist that wiil minimize
the delay time and number of stops for the vehicles. The program com-
putes a set of optimal offset differences to minimize the sum of
squares of theé difference between ideal and eptimal pffsets for each
link. According te Munjal (30), the program cannet determine the off-
set differences so that all_liﬁks have ideal offset differences. It
is als6 assumed that Ehe ideal offset difference is indépendent of
cycle length (up to ten different cycle lengths can be evaluated) to
ebmpute optimal offsets without recémputing the jdeal offset differ=

ence.
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The algerithm is superier to other techniques and due to its
reasonable computational requirements can be adapted to on-line traffic
contrel,

3.3.6 Application of optimal contrel theory to traffic control. -

Akashi et al. (1) applied optimal control theory to selve the traffic
control problem. The implemented system is in operation and éffec-
tively conttols the traffic flow in Tokye, Japan. The wodel is large
enough to require the authors to divide the complete traffic system
into two levels. The level #f contreol is determined by the density of
traffic flow. Traffic flow is monitered by an upper level contreller
using a macroscopic model; whereas the individual smaller areas are
controlled by a lower level controller. The latter controller uses a
microscopic model. The system is represented by a set of multi-
variable nonlinear difference equatiens.

The contrel variables are the,rétio of vehicles geoing straight,
turning left and right at an intéréection, The performance criterion
is the uniform distribution of density throughout the complete traffic
network., The ebjective is to minimize the congestion and eliminate it
quickly whenever it oeccurs,

| 3.4 Cenclusions

This chapter has presented the ﬁéinciples of progression design
for traffic control systems. The majoer typés of progression traffic
control systems were briefly discussed. The differgncgs among these
systeﬁs.lie.in the degree.of complexity and detail of the traffie
model and the type of optimization procedure used to solve the problem.

The metheds are essentially off-line techniques due to their extensive
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The SIGOP model could be adapted to real



CHAPTER 1IV. TRAFFIC CONTROL MODELING

The majority of traffic contrel systems presently in operation are
progression type systems. Standard progression systems are effective
for tree networks but are further complicated by the existence of
loops (11). This type of econfiguration is difficult to control effec—
tively and minimize the delay time for Individual drivers. In addi-
tion, in-flow from access streets and left and right turn traffic are
not properly accounted for in the progression model.

4.1 Traffic Control Requirements

The differences among the various progression systems discussed in
Chapter III is in the complexity and detail of thé traffic model,
assumptions, constraints, and optimizZation precedures. Represéntative
techniques te describe platoen behavier and dispersion have been pre-
sented. The methods are all approximate due to the stochastic nature
of the traffic problem, The accuracy of the Lighthill-Whitham theory
(11,37) depends on thée validity and constancy of the flow density rela-
tion; whereas the Robertson methed (36,37) requires an experimental
smoothing facter. The models are generally derived for a few intersee-
tions and de not includé flow centinuity relations.

Previous reseafch coﬁddcted in traffic theory dees not provide
adequately for complete networks. .The choice of model, whether micro-
scopie or macroscopic, depends upon.the objective of the traffic con=

trol system. If one considers only variables such as flow, density,

28
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speed and travel time, then a macroscopic model is more desirable. The
objective of this research effort is to develop a traffiec algorithm
that will compute the optimal signal settings for a traffic network.
The requirements are to eliminate leng vehicle queues efficiently and
permit vehicles to travel through the network with minimum delay. A
simplified block diagram of the elements of a traffic control system is
presented in figure 4-1. This dizgram illustrates one link and inter-
section, within a traffic network comprised of many links and intersec-—
tions. If the network 1s large, difficulties will be encountered in
attempting to selve the traffic centrol problem within a reasonable
amount of computer time. Decompoesition of the network can be realized
by subdividing the system at appropriate boundaries.

At the boundaries of the network, the in.oming flow must be estab-
lished either with presence detectors or timé-of-day flow measurements,
The model must desecribe the vehicular flow through the links and inter-
sections in both directions as well as right and left turning traffic.
Using this medeling appreach, the intermal flow and number of vehicles
(quéune length) waiting to enter the intersections are ménitered by the
pregram throughout the controlled time interval.

An efficient eptimization procedure computes the optimal signal
settings to miniﬁiZe a specified performance index. The choelce of con-
trol variables for a traffie C§ntral sysﬁem is limited to cycle time,
cycle splits and offsets. The sum of the green bands and lost time
egquals the total cyele time of the traffie signél. Constraints must
also be ineluded to ensure minimum and maximum green bands, No matter

how small the traffic flow vehicles at éaci intersection approach must
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be allowed te proceed during a cycle. If the traffic signal remains
red during a major portion of the cyele, e.g., traffic is very light,
drivers might be iqilueneed to proceed through the intersection, under
the impression that the traffic signal is inoperative. Other con-
straints are that the link storage capacity and the vehicle discharge
cannot exceed the queue length.
The optimization procedure computes the optimal signal settings
to reduce thée gueue lengths at each intersection. After the transient
effects have decayed, the service rates of the intersections should be
adequate to eliminate the queues at the end of the green band. If off-
line optimization is considered, as for the proposed traffiec control
algorithm, the cycle splits must be determined from bistorical flew
measurenents. On-line procedures réquire a contrel computer to contin-~
uously monitor and adjust the traffic sighals throughout the network at
specified time intervals (usually 15 min) in response to varying
traffic flow ¢onditjens. The pay-off of on-line optifization and con-
trol must be thoroughly examined because the selution time is extremely
time-consuming. The actual Settings of the signals must be delayed,
Valtheugh this effect may not be significant.
4,2 General Traffic Models
The macrosecopic model to describe the behavior of traffic flow has

been used by severél authors. Isaksen (22,33) has modeled freeway
traffi¢ behavior using conservatien of vehicles equations. Empleying
‘suboptimal centrol, IsakSen developed on-ramp methods té regulate free-
way traffiec and restore the freeway o normal conditions after severe

ineidents and congestion., ISaksen uses an aggregate model that was
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developed by Payne (22). These models are in terms of flow rate,
density, and space mean speed, However, since freeway conditions are
not always uniform, the author modifies the velocity relation to in-
clude a driver anticipation and reaction lag term.

Singh and Tamura (38) use discretized coenservation equations to
describe oversaturated (high flow rate) traffic behavier aleng urban
streets with signalized intersections. The problem is formulated as
a linear quadratic problem with inequality ecohstraints on the states
and pure time delays for the controls. The delays must be included to
aceount for the travel time of platoons between interséctions. The
authors (38) indicaté that a large-scale optimization preblem cannet be
solved without multi-level preocedutes. Singh appiies Témura's goal
coerdinatien algorithm te arrive at a selution to a two te three inter-
section one-way traffic network. Sin-e the links are ovetsaturated and
the queues cannot be eliminated, the authors compute optimal signal
settings during the transiént periods. This condition implies that the
queue length is always greater than the outflow from the intersectien,

Offsets between intersections are assumed as constant values.

Kaltenbach and Koivo (23) use a similar.;ééroach to model the vehicle
béhavier, except that these authérs convert to a econtinuous representég
tion. A multi-~level approach is considered, whereby the first level
minimizes the tetal delay incurred by ﬁhe vehicles over a selected con—
trol interval.

IhisApmocedure determines the optiwal signal settings. The second
level should be cencerned with the offset between intersections. How-
ever, the authors (23) assume that these effséts are constant values.

Two models are compared; a complex and realistic model and a simplified
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model. Both models assume that the arrival rates at netwerk boundaries
are specified time funetions wherszas the time delay (offset) corre-
sponds to the travel time of a vehicle from the instant it departs
the intersection te the time it arrives at the next intersection.
Therefore, the authors (23) assume a constant vehicle speed and dis-
tance to compute the desired offset. Since the model ecannot consider
driver reaction time, a quadratic term is included in the performance
criterien. This tevm accounts for the delay encountered between move-~
ment of the front and rear vehicles of a plateon. This eost functional
alse penalizes long queues more heavily than short queues. The simpli~
fied model does not account for saturation conditions in the adjeining
limks. A realistic traffic model must moniter the number of vehicles
in a link before additional vehicles can be discharged. This coen-
straint cannot be neglected, especially for sheort links that can only
store a limited number of vehieles.
4.3 Proposed Traffiec Model

The traffie theory presented in the twoe references by Singh (38)
and Kaltenbach (23) serve as a basis for the proposed traffic model.
Extensiens of these prineiples are applied to form a mathematical model
for a large-scale traffic network with flow in beth directiens (two-
way) and right and left turning traffic. The medel is formulated using
conservatien of vahicles and f;ew continuity equations to mathemati-

cally describe the behavier of the vehicle queues and flew interactien

. between the intersections of a traffic network. The size of the net-

work, j.e.; the number of states (queues) and controls (traffic sig-
nals) is limited by economics and computer availability. If the net-

work size can be reduced, or if small variations occur in the flow into
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the boundaries, the algorithm can be reoptimized within a reasonable
amount of computer time. Decomposition can also be applied by dividing
the complete network into smaller subnetworks. To ensure acceptance

of the traffiec control system, the computatien time and costs must be
reasonable and the control system must be implemented in an efficient
and expedient manner.

Vehicles usually travel in bunches or platoons. When traffic flow
is net heavy, leading vehicles in each lane accelerate according to an
exponential law while the folloewers obey one of the car-fellowing laws
and can overtake leading vehicles provided that there exists sufficient
clearance between vehiecles (37). If the traffic is dense or thé net-
work is oversaturated, then a macroscopic model adeduately describes
the behavior of the platoens. The objective of the traffie algorithm
dictates the complexity and detail of the model, but the ultimate goal
is to aceurately deseribe the behavior of the queues and dissipate the
queues effeétively. The optimizatien determines the signal settings to
minimize queue lengths and congestion at the intersections which in
effeet should alse reduce the waiting and travel time for each driver.
A prierity system 1s established, whereby longer vehiecle queues receive
a larger portien of the green through band:. The medel is formulated by
a set of linear discrete difference equations with state and contrel
constraints. The system is reduced to an open loop eptimal control
problem using a quadratic performance criterien.

The complete traffic netWork is'subdivided-into many intersectiens
and links. Vehicle queues are established and may be classified as
main stream (straight) and lefﬁ and right turning queues. Whenever a

vehicle platoon passes through the intersection, its subsequent move-
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ment is established by the flow continuity equatiens. The traffic
model assumes that all vehicles leaving an intersection must proceed
to another intersection., The model does not consider vehieles that
park or leave the.network except at specified boundary lecations.
Such provisiens can easily be included in the model.

4

.3.1 De

scription of medeling approach. - The modeling approach

Defing

X, length of vehicle queue in direction 4 (number of vehicles per
eycle)
Qi arrival rate of vehicles in direction 1 (number of vehicles per
- cycle)
Di departure rate of vehicles in direction i (number of vehicles

per eycle) -
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u fraction of green band in directien i to total green ba

Si service rate of vehiecles in direetion i (number of vehic
cyecle). Service rate is defined as the maximum number oz
vehicles that can pass through the intersection durXing the
entire eycle time, i.e., the green band is equal te the eycle
time.

ai fraction of total eyecle time allotted te green bands,
ai = eyele time - lost time

k sampling time (eycles)

i direction of traffic

For the abeve example, the model equatiofns become:

Xk +1) =X () + Q k) - Dy ()

X,(k # 1) = X,(k) + Q,(k) ~ D,(k)

2 ‘ 2 2 2 (4=1)
XBCk + 1) ='X3(k) + QB(k) - DB(k)
X, (k + 1) = X, (k) + Q, (k) - D, (k)

where
Dl(k) & slﬂ(k)
Dz(k) ='328(k)
(4-2)

Dy(k) = 85(a = B(K))

D, (k) = §, (a - UB(k))

The eycle length of a traffic signal is the tetal time allowed for one
complete sequence of signal indications. This time includes the green
band for both directions of traffic flow, left and right turn signals

and amber and c¢learance delays. Therefore,



37

C=G, +G, + G + lost time
1 2 left ‘ (46-3)
U= Gll(c - lost time) or G2/(C = lost time)
where
c ¢yele time

G1 green band for one flow (e.g., N-8) direction

G, green band for other flew (e.g., E~W) direction

Several constraints must be considered for the traffic model. For
‘the single intetsection, the inequality constraints are as follows:

1. Number of vehicles waiting in the link must be equal to er
greater than zero - Xi > 0,

2., Number of vehieles waiting in the link must be equal to or less
than the maximuim number X~ that can be stored in the link - |
Wik) E,Xm; where W{k) = X(k) + Q(k) and Xm is the maximum number of
vehicleé that can be stored in the link.

3. Minimum and maximum green bands must be imposed. This conditioen
is to ensure that directions with minimum tréffic flow are allotted a
green band to allow drivers to proceed at some time during the signal
cycle, 0 < Uin ST é{Umax

Using the same techniques described for the single intersection
model, a two intersection medel can be described as shown. Assume two
controls - UA is the green band for flows 5 and 6, and UB is the

green band for floews 9 and 10O.
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Two Intersection Network

The model equatlons become:

Xp (ke + 1) = X (k) + Qg(k) = Dy(k)
Xg(k + 1) = X (k) + Q (k) - Dy (k)
X, (k + 1) = X, (k) + Q, (k) - D (k)
Xg(k + 1) = X (k) + Qg(k) = Dg(k)

(4-4)
Xglk + 1) = X5(K) + Qy(k) = D (k)

Xk + 1) = X (k) + Q(k) = Dy ()
X, 0 + 1) = X, 00 + Q00 = Dy, ()

where
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I

D5(k) SSUA(k)

it

Dg (k) = 84U, (K)

D (k) = S,(a, = U, (k)
Dg(k) = Sgla, = U,(k))
(4-3).
Dyolk) = 814050
. = - | ] 3\
D, ; (k) 81_1(“3 - U (k)
Dyp k) = §),(ag ~ Up(k))
The incoming flows (Qﬁ, Q7, Qg le, Qll’ le) to the boundaries of the
network must be determined from historical data. TFlows Q6 and Q9
are internally generated and are established from the discharge condi-
tiens of the intérsections.  For the example, assume that all flows
meve in the direction as shown in the diagram, then the two flows can

be represented as follows:

It

Q. (k) = 8, U (k — ¥,,) =D, (k - v,,)
6 10°B BA’ T 10 BA (6-6)

Qgk) = S;U,(k - ¥, ) = Ds(k = Y s’

A pure time delay term Y is now introduced into the fleow equations.
The number of vehieles discharged from intersectien A that proceed to
intersection B become the delayed input to intersection B. Similarly,
the vehicles discharged from Intersection B become the input flow te
intersection A. The terms YBA and Y dre integers that represent
the time delay (travel time in ecycles or fractional cycles} for the
platoon te move between the two intersections. The magnitude of the

delay term depends upon the distance between the intersections and the
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average speed of the vehicles. The x6 (k + 1) and Xg (k + 1) equatiens

can be rewritten as:

Xﬁ(k +1) = Xﬁ(k) + Dlﬂ(k - YBA) - Dﬁ(k)
(4=7)
Xg(k + 1) = Xg(k) + Dg(k = v,p) — Dg(k)
whera the D5 and Dlo terms represent the delayed inputs te the

intersectien. Link constraints are also required for the model.
The network can be represented by linear vector matrix difference

equations with time delays in the controls (38) and inequality con-

straints.

X(k + 1) = AX(k) + BITJT(k) + B,UCk - v) + € (4-8)
where

=T . . '

X" = [Xg, X, X5, Xg, Xg, Xpg, Xpq, Xy

=T . ,

U = [U,, U]

Tk = v)T = [U,(k = v), Uy(k = v)] Yap = Yga = ¥

A 1s the identity matrix

 [85. <86, Sy Sg, 0, 0, 0, 0
B] = -
j ."0, 0, 0, 0, -Sgs _Slﬂ’ Sll’ Slz_r
'%, o, 0 0, 55, 0: O’ 0
aT
32 = ) :
.P’ SlO’ 0, 0, 0, 0, 0, 0
T

G = [Q5, 0, (Q7 - 573A), (QB - SSQA)’ o, QlO’

Q1 = S13%» @y - Sppep)]
where the k are omitted for simplicity. For traffic netwerks with

~several intersections, additional constraints are included to ensure
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the discharged vehicles can be accommodated within the adjoining
. These constraints are as follows:
(a) For unsaturated links (Link storage capacity is not exceeded)
1. If the queue lengths are greater than the number of vehi-
cles that can be discharged - W(k) > D(k), then D(k) = SU(k).
2. If the queue lengths are less than the number of vehicles
that can be discharged - W(k) < D(k), then D(k) = W(k).
(b) For saturated links
1. If the queue lengths are greater than the number of vehi-
cles that can be discharged - W(k) = D(k), then
D(k) = min[D(k), xj +lmax] where W(k) = X(k) + Q(k) and j + 1
is the adjeining intersection.
2. If the queue lengths are less than the number of vehicles
that can be discharged ~ W(k) < D(k), then

DG = min[W(k), X, max].

Therefere, for each sampling interval the downstream link must be moni-

tored

and the number of vehicles that can be discharged by all queues

depends on the status of the link. The sampling can enly occur during

the p

revious sampling interval, se that vehieleées could be discharged

before a new platoon arrives at the intersection. This constraint is

extremely important for short links where few vehicles can be. stored.

The objective of the traffic control algorithm is to minimize the

queuing time spent at each intersectien. An appropriate performance

criterion for this application is as follows:

where

B =

P =3 {ﬁ‘Tcp)Rlﬁ(p) + [0 = T17" &, [0 - ffdl} @-9)
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=T

W= [Wl, Wy, WB’ . . .,Wn]
—T-

U= (U, Uy, Uy, U]
ﬁd desired centrol setting

R1 welghting factor for queues (states)
R, weighting factor for controls
n number of states

numbetr of contrels

B

time of optimization. The value of p 1is selected after the

]

transient effects have decayed.

A quadratic perforiance index was selected as it penalizes the
longer queues more heavily than the smaller queues. The performance
factor was evaluated after transient effects have decayed, since
"steady state" conditions are of primary interest. This condition is
more realistic and more efficient te implement than optimizing at the
end of each signal cycle. The quadratic term also ensures that the
rear vehicles cannoﬁ move b;fore the front vehicles (23). By varying
the weighting facter Rl selected queues can bz penalized more heavily
thus fercing these queues to lower levels. This condition is desirable
to clear specified queues to prevent congestion or clear incidents.

The weighting factor RZ is nermally zero unless specified signal set-
tings must be maintainad at preselected ievels. The weighting factor
R2 is alse appiicablebto satisfy the minimum and ﬁaximum constraints
for control settings.

Using the above stated principles, a.modal of the traffiec network
can be formulated. Vehicle queues for all possible traffic moevements,

either real er filctitious can be established. Fictitious que ms are
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defined as queues that cannot be explicitly defined. For example
right and left turn queues may be part of the main stream traffic but
separate at the intersection., All phasing combinations, such as main
stream, left and right turning traffic, phase lead and lag, were formu-
lated for the queues at each intersection. Vehicle flows from network
boundaries are obtained from historical data, whereas 21l internal
flows, other than initial conditiens, are generated from the discharge
conditions of the intersections. The initial flow conditions are re-
quired to start the traffic algorithm since actual flows cannot be de-
fined accurately by the flow continuity equations at the start of the
optimization process. Initial queue lengths must be specified for each
qﬁeue. However, the number of vehicles walting at the intersection at
the start of the process only influences the number of signal cycles
required to eliminate the queues but does net contribute to the growth
of the queues. This facter is only influenced by the arrival rates of
the vehicles and the service rates of the intersection,

The linear vector difference equation for a complete network is of
the general form:

= _ 11 /Y T - a -
Xk + 1) = AX(k) + Blu\i\'.) t BZU(kI Yo) .. B U(k Ym) + 6

where the A, Bl’ Bys o o oy Bm, G1 terins are derived from the mathe-
matical formulation of the network.

The next phase of the traffic analysis is the selection of an
optimization proqedurekto-501ve_the eontrel problem. The optimization
of large-scale systems is a difficult and time-consuming process. The
following chapter will discuss the procedure sélected for the traffic

problem.



CHAPTER V. OPTIMIZATION TECHNIQUES

After a representative traffic medel has been developed, the next
step is to optimize the contrel variables to minimize the lengths of
the vehicle queues throughout the network. The selection of an effi-
cient optimization procedure is a difficult task due to the high dimen-
sionality of the problem and the existence of state and control in-
equality constraints. The procedure selected should optimize the
traffic network within reasonable computer time constraints to ensure
cost effectiveness of the traffie algorithm.

One approach to optimizing large-scale systems is to decompose the
network into a set of subsystems each with its own selution and con-
straints. This method is referred to &s multi-~level eptimization. The
principie of one such procedure is that an upper levei system controls
a lower level system. Estimates of the lower level control variables
(interaction va:iables) are transmitted te an upper level which calcu-
lates improved estimates of its contrel variables. These estimates are
sent to the lower level which in turn calculates improved estimates of
its contrel variables. This procedure is repeated until optimum values
are derived. An iterative method is used for the optimization problem
whereby the task is divided between the two levels (39).

Some large-scale systems cannot be easily decomposed into smaller
systems and optimized independently under individual éemstraints within
the smaller systéms. The traffic model under comsideratien is noet

easily partitioned sinte the invernal flows are all interrelated. A

44
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single stage optimization process was developed by assuming a censtant
platoon travel time between intersections. Essentially, measured
travel times were used for the incernhal flows within the network. -The
model is valid for heavy traffic flow se that the optimization of the
"offset" was not a consideration.

Singh and Tamura (38) demonistrated the applieability of the goal-~
coordination algorithm to optimize twe or three intersections (tree
network) with one-way traffic flow. The authors assume a.eonstant
of fset between intersections. Their procedure was used to optimize
the traffic network at the end of each signal cycle.

The optimization procedure selected for the analysis of the
traffic models in this dissertation is the Zangwill-Powell method (41).
This technique determines the unconstrained minimum of a functien of
several variables without ecalculatihg derivatives. Thé method is more
efficient than other optimization precadures. However, its limitation
is that it dees not recognize constraints on the variables. The con-
straints must be included either in the medel or the performance cri-

«:rion. The Zangwill-Powell method is a ¢enjugate directien search

with the property of quadratic convergence.

The traffic signal settings were eptimized ﬁsing an IMSL (21) sub-
routine ZXPOWL. The program only requires initial approximations for
the centrol variables, dasired.accuracy'and maximum numbef of itera-
tions, The procedure then searches alorg linearly independent coordi-
nate directioﬁs by successively perturbing each control variable.
Powell modified his original methed such that conjugate directions are

selected by defining a new direction after each iteratiom. The wmanner

in which the dirzections El, 52, s e ey En are defined emnsures that if
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a quadratic cost index is being minimized, cenvergence to a minimum
will be obtained in a finite number of iterations. After the direc-
tions are mutually conjugate (EgAgz = 0}, then the absolute minimum
value is obtained (%4). The method ensures satisfactory convergeuce
for quadratic functions with poor initial approximations for the con-
trol variables.

Zangwill (41) states that Powell's procedure may not converge to
the minimum value of a quadratic performance index in a finite number
of iterations but may never converge in any number of iterations in
certain instances. Powell (34) noted this conditien, especially for
functions of mere than five variables and has modified the procedure.
His original methed could fail because the directions
Qs Ggs + ¢ +s Qo W £1n may not Span the m—digensional space. The
procedure may thus generate directions that are linearly dependent.
Thus theorem I (34) must include the additional hypothesis that the
directions ql, Gps =+ s Q spar the m=dimensional space.

A departure from Peowell's procedure is required te test the linear
dependence of the directiens. During thé first iteration step, a mul-
tiplier B must be observed. If g # 0, the procedure continues nor-
mally. If g = 0, then the first iteration step is repeated, If this
step must be repeated n times (where =n is the number of normalized

directions), the process is stopped. This condition indicates that the

point p is optimal and the normal precess can be continued. Zahgwill""'

reasons that if the step is repeated n times in succession, then alil
coordinate directions have been searched and the peint is valid and
optimal. This situation can oniy occur if the gradient of the funectien

f 1is zere. Because the‘procedure assumes that the function f dis’
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strictly convex and continucusly differentiable, the peint must be
optimal. Brent (3) points out that it is unlikely that B will vanish
exactly. However, Powell has suggested that the coordinate directions

may become nearly dependent.

T

g
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CHAPTER VI. RESULTS OF PROPOSED TRAFFIC CONTROL ALGORITHM

The theory for the propesed traffie contrel algorithm presented in
the preceding two chapters was applied te an actual traffic network.
The chosen system consists of thircy-three controllable intersectioens.
The complete network was subdivided inte three subsystems of eleven
intersections. The phasing and signal settings ef the selected inter-
sections can be menitored and contrelled from a central contrel panel.
The justification to decompose the network inte three subsystems is
that systems with a smaller number of &tates and coentrol variables can
be more easily optimized. The network could logically be subdivided
inte two lattices and one tree network. For this dissertation, a lat—-
tice and a tree network were modeled and optimized to demenstrate the
effectiveness of the traffic¢ contrel algerithm. The results for the
selected networks are presented in chapter VII.

The iodels were formulated, as deseribed in chapter IV, by using
the conservation of vehicles and flow continuity equations. The dis-
charged vehicles from the various intersectiens throughout the network
were assumed to travel either to consecutive intersections or depart
froim the network. Parking and entrance from and into side streets were
not, included in this model, although these refinements could easily be
ineluded. The models aré formulated in a generalized manner with
traffic flow permitted in all allowable directions. The models were
established to conform as much as possible to the exlstihg traffic

patterns, to permit alil drivers to proceed safely through the inter-
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sections. Phase lead, lag and left turn controls were included if
presently utilized or if such inclusion was necessary for improved
traffie contrel. Right turns are only permissible with a green band
for main stream traffic or under special circumstances such as "T"
intersections where traffic can only proceed in a limited number of
directions. Unless specially marked traffic lanes are provided, there
is no assurance that all waiting vehicles will turn. Link censtraints
such as storage of vehicles must be considered for short links with
limited storage eapability.

The medelé were generated from traffie drawings and data supplied
by the Teledo Divisien of Traffic Emgineering. These data were con-
verted to per cyele quantities by representing arrival, departure, and
service rates as number of vehicles per cycle. Traffic data were
furnished for three time intervals, each with a peried of 2 te 3 hours.
The average inflow at the boundaries of the network was computed over
the specified time intervals. Service rates were assumed as
1600 vehicles/lane/hour for main stream traffic and 1000 vehicies/hour
for turning traffie., Traffie data indicate that the capaeiify of unim-
peded roadways is normally 1800 vehicles/lane/hour with a reduction of
1.6:1 for tuyrning traffic. These servicece rates cvan be modified to im-
clude abnormal traffic conditiens such as traffic ineidents, read
blockage, or weather conditiens. The travel time for the platoons was
determined from aetual travel data recorded by the Traffic Engineering
Division. These fractional cycles for delay time required a time scal-
ing of the problem.

A 10:1 time scale implies that the queue lengths are computed at

‘0.1 cyele intervals. The vehicles can enter the various links during
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any portion.of the cycle and are discharpged during the green portion
of the signal cycle. It can be assumed that the vehicles will arrive
in platoon form sinee a major portion of the arriving vehicles will
come from the main stream traffic of the preceding intersection. Al-
though the queue lengths will vary during the signal cycle, the final
queue length will be specified at the end of each cyele. This situa-
tion is illustrated in figures 6~3 to 6-6 showing the dissipation of
the queues.

The optimization of the algovithm was limited to the steady state
condition after the transient effects of most queues have decayed. The
end of the ninth cyecle was established as the time at which all queues
have reached this steady state condition. The reason for this cheoice
is that eoptimization at the end of each cycle weuld be impractical,
costly, and diffieylt to implement without computerized equipment. The
quadratic performance index (4-9).15 the average of the summation of
the squares of all the vehicle queues in the link; i;e:;'}he qﬁeuer
length at the start of the red band and the arriving vehicles during
the ¢ycle.

The cost index was modified to the square root so that a large
sensitivity change occurs whenever the magnitude becomes less than
ufity. For values greater than unity, the slope about the minimum
value makes it more difficult to observe an absolute minimum.

The results of the optimization indicate that for specified flow
conditions, tﬁe signél settings are adequate to eiiminate tha vehicle
queues within a reasonable number of signal cycles. The assigned

signal setting for left turn traffie was maintained at a constant value
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during a given time interval. For special situations, such as heavy
traffic flow and possible congestion, the required green band was alse
derived optimally., A feature of the performance index is that selected
queues can be weighted more heavily, as illustrated later, to clear and
eliminate cengestion of these critical queues more effectively. A pro-
visien for the diffeérence between computed and desired signal settings
is included to force the contrel variables to desired values. These
teriis also ensure that the centrol variables are maintained within the
allowabl. limits,

6.1 Results of Two Intersection Model

Two intersections were investigated independently to determine the
optimal signal settings to eliminate traffic congestion fer internal
queues. The intersectieons are Byrne-Dorr (#478) and Secor-~Doxr (#497).
The modél was formulated by using phase lead and a contrelled left turn
arrow at both intersections, Right turns from Byrne-Dorr and Secor-
Dorr were allowed only with the main stream traffiec. A diagram of the
two intersections is presented in figure 6-1.

Init;ally, the optimal signal settings were computed for egual
state weighting with all control weighting factors set to zero. The
four controls, identified in figure 6+1, are for E-W, N-S directious
and left turn traffic. The sécond phase of the analysis uses increased
state weighting factors to ensure that the internal queues (X63 - X67)
are.quickly_cieared and remain uncongested during ;he specified time
intervals. This condition can be achieved only by allowing the ex-
ternal queues to increase substantially. In essence, traffic inflow
te the network is restricted, a fact which indicates a higher fLQWNEﬁ;;_A_

can be accommodated by the intersections. The analysis assumes that .
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the number of vehicles that must be stored within the link does not
exceed the maximum storage limit.

The optimal signal settings for a weighted performance index are
presented in table 6-1. As can be noted from table 6-1, the minimum
control limit was not observed because the primary objective was to
eliminate congestion. Figures 6-2 to 6-2(a) present the required sig-
nal phasing diagram. The offset between the signals (start of green)
should be 0.3 cycles.to compensate for the travel time of the platoons.
The offset is normally applied to the direction of higher filow.

The dissipation of the vehicle queues for the 7 to 9 a.m. peried
are presented in figures 6+~3 to 6-3(c). Tor equal state weighting
(solid lines), the right turn Secor-Dorr (X73) is unstable and grows
rapidly, whereas all other queues reduce eventually or remain at a
constant level. TFor both initial gueue lengths, the ecritiecal left
turn queue (X67) will not reduce to acceptable levels. TFor unequal
state weighting (dotted lines), the left turn queues (X64, X67) are
eliminated within several cycles. Hewever, large queue buildup will
be experienced for the external queues (X59, X71). Allewing a right
turn inte Dorr will eliminate this condition without causing severe
congestion for the internal queues. TFor the complete traffiec network,
right turns were permitted at these intersections. As a result mne
queue build-up was encountered. The long vehicle queues might
encourage drivers to seék alternate routes to.their destinatieps.
Special menitoring devices could inform drivers that congestion lies
ahead.

The procedure was repeated for the 11 to 1 p.m. interval., The

results are illustrated in figures 6-4 te 6-4(c). The unequal state
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TABLE 6-1. - OPTIMAL CONTROL SETTINGS

{Intersections 478-497 unconstrained links]

7-9 a.m. 11-1 p.m. 3-6 p.m.

No. 478
Byrne N-B 0.243 0.208 0.188
Dorr W-B .657 .692 712
Dorr E-B .307 .130 .198
Left turn - Dorr to Byrne . 350 .562 .514
No. 497
Dorr E-B .609 .559 .616
Dorr W-B .068 .116 «164
Left turn = Derr te Secor -541 443 .452
Secor S-B ,291 341 .284
Secor N-B .091 141 .084 -
Left turn - Secor to Dorr .200 .200 .2060
Performance cost 48.92 205,36 503.8

Cyclie time = 90 sec
Lost time £ 0,10 ecyecles
0ffset -~ East-west traffic on Derr - 0.3 cycle

Performance index - P
IS i RN 2 | 2 12
R {%59(91) + W, OD? + W, OD? + W, (91)
+ R0 + R, (W, 912 + R, _(W,.(91))2
63 W3 64 Vg3 65 g5

.. _ Ay 2 N - 2 N A
+ R6.6 (w66(91)) + 367(.w67(91)) + W68(91) 4 w69\91)

132 2 2 2 2
t Wy (917 + Wy (917 + W (917 + W3 (91)7 + W4, (91)

+ R, (U,091) - Ud7)2 + Ry, (¥, 001 = Ua7A?2

. | - 2 | 5
+ RB(UB(QI) - UdB) + RBA(USA(gl) - HdBA)
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Figure 6-2(a). = Traffic signal timing plan, intersection 497, Dorr-

Secor, uneonstrained links.
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weighting effectively eliminates the congestion experienced fox the
left turn lane from Dorr-Byrne (X67). However, queue build-up oeccurs
for all right turn traffic lanes (X59, X69, X71). Similar data are
presented in figures 6-5 to 6-5(e) for the 3 to 6 p.m. interval, These
results also indicate that the left turn queues (X64, X67) decrease
rapidly and are further preveinted from increasing to congestive levels.
The external right turn queues (X59, X71) increase considerably and may
not clear until the énd of the time interval or whenever the traffic
flow decreases. The external queues (X68, X69) remain nearly constant,
and the waiting time long, forcing the drivers te wait for several
signal eycles before proceeding through the intersection. For equal
IState weighting, the left turi queue (X67) builds 7 considerably and
probably cannot clear. The limitation is that this link will eventu-
ally saturate and additional vehicles cannot be discharged into the
link.

For betH state weightings, the right turn traffic increases to
unreasonable levels since the departure rates for the respective
queues is lewer than the arrival rates. This problem is also apparent
for the complete network where effective traffic camtroi is net.pos—

sible unless right turn traffic is permitted for special situations,

ﬁililﬁ;_C9n§E;gingd %i???- - The analysis was further extended by
assuming constrained links between the two intersections (#478-497).
The study was academic. However, it proves that the model can moniter
and limit'the ailéwable vehicle‘queue lengths, Whenever a preset
limit wag achieved, the departure rate of the feedingrvehicles was
reduced to zZero and the seiected queue lengths could net inecrease

beyond the gpecified limits.
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The effects were only demonstrated for the 3 to 6 p.m. interval
for both equal and unequal state welghting, The signal settings and
phasing for this condition are illustrated in table 6~2, The table
indicates the magnitudes of the signal splits derived for both per-
formance indices. It can be observed that the weighting of the left
turn queues does net vary the signal setting significantly since the
constraints are effective for beth indices. The lower portion of
table 6-2 illustrates the phasing of the traffic signals for both
intersections. To accommeodate the heavy left turn traffic, the E-B
Dorr (at Byrne) and W~B (at Secor) traffic was stopped to permit the
left turn itraffic te proceed. A phase lead-lag appreach could alsoc be
used; whereby the E-B Dorr (at Byrne) and W-B (at Secor) traffic will be
stopped to permit the left turn traffic to proceed through the inter-
section. At the completion of the green band, traffic in both diréc-
tions can be resumed, The dissipation of the queues is illustrated in
figures 6-6 te 6=6(c). From these results it can be concluded that the
behavior of most vehicle gqueues follows a similar pattern fer both ini-
tial queue lengths and perfeormance indices. A considerable improvement
for the Dorr-Secor left turn traffic (X67) was obtained for the
weighted performance index. The Byrne-Dorr (X59) and Secor-Derxr (X71)
queues ineréase and cannot be clearad until the arrival rates of the
vehicles decrease below the departure rates. The magnitudes of the
sigpal splits can also be fbrcad to preselected levels to assure that
all queues clear eventually. Optimum results cannot be achieved for
this cencition.

6.2 Optimization Procedure

The optimlzation of the traffiec contrel wvariables and evaluation
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TABLE 6-2, - OPTIMAL CONTROL SETTINGS, 3-6 P.M.

[Intersections 478-497 constrained links)

F53 - R67 = 1.0 R63,65,66 = 1.0
- R64 = 5,, R67 = 50,
IQ = 0.5 IQ = 1.
No. 478
Northbound - Byrne 0.223 0.199 0.215
Westbound - Dorr 677 . 701 .685
Eastbound - Dorr 121 .125 .10¢9
Left turn - Dorr-Byrne .556 .376 576
No. 497
Eastbound - Dorr .536 .558 571
Westbound - Dorr .154 171 .166
Left turn - Dorr-Secoer . 382 .387 405
Southbound - Secor .364 L3462 .329
Northbound - Secor 164 142 129
Left turn - Secor-Dorr .200 .200 .200
Perfermance cost 279.8 401.1 447.1
No. 418
BYRNE NB | I—CL N
DORR WB ..~ .685 . .
} e —— — g
DORR EB .09,
DORR-BYRNELﬁ f— .57 _ ;
|
NGOG, 497 i
SECOR N I , :
ECOR NB 129
SECOR B — . 329
SECOR-DDﬁﬂtﬁ | . .QQQ_I
DORR &B | ___ . _ .51 4
DORR  we | .lee

DORR-SECORLY, =, 405
)
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of the behavior of the vehicle queues was performed on an IBM 360
digital computer. Several digital computer programs were developed
to perform these functions. The call program, presented in figure B~1,
initializes the main program. This pregram includes the dimensions of
the control variables, convergence criterion, maximum number ef itera-
tions and initial approximations for the coentrel variables. The pro-
gram calls an extermal program function TSPC (fig. B-2) and the IMSL
gsubroutine ZXPOWL (21). The funetien TSPC is the mathematical déscrip-
tion of the selected intersections. The optimization procedure pro-
ceeds through the algorithm to evaluate the optimal values for the con-
trol variables. Intermediate values are listed as the Zangwill-Powell
algorithm searches for the minimum values. If the optimization program
cannot find an absolute mimimuf, error eriteria are printed te indicate
the failure. TFor the rélatively simple two intersection model, the
procedure determines the minimum values within a reasonable computing
time. For many intersections, such as the two traffic medels presented
in chapter VII, the optimization procedure may not determine a set of
minimum coéntrel settings. The algorithm provides an errer criterion to
identify the difficulty encountered in the procedure. Due to the large
dimensibnality of the traffic netwerk, it is impossible to visualize a
pictorial representation of the multidimensional medel. For the erroxr
criterion IER (130), usually a slight shift in the values for the con-
trel variasbles will generally continue the optimization precess until
a n&niﬁum value is found.

The preogram that computes the behavior of the queues 1s presented
in figure B-3. This program is a duplication of the function subpro=

gram including the pertinent output information to describe the dissi-
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pation of the queues. Through the NAMELIST option, the contrel vari-
ables, initial queue lengths, vehiele inflow, service rates, and state
and control weighting factors can be modified.
6.3 Cenclusions

The previous twoe sections presented the results for a simple two
intersection network. The objective of the analysis was to demonstrate
a method that will eliminate the internal congestion for the intersec—
tions. A medel describinrs the behavier of the wvehicle queues was for-
mulated and optimized te derive the optimal signal settings. The
clearance of the internal queues (X63 - X67) could be accomplished by
increasing the state weighting factors for these critical queues. The
analysis was performed for both unconstrained and constrained links.

The results of the analysis indicate that for an equally weighted
performance index and uncenstrained links mest of the gueues are well-
behaved. The right and left turn queues build up considerably and may
not clear until the inflew te the network is reduced. For an unequally
weighted performance index (R64 = 5., R67 = 50,), the left turm queues

(X64, X67) were cleared within several signal cycles. This refinement

can be extended to other critical queues te assure that these states

eventually clear. This situation offers a compromise solution to an

otherwise uncontrollable traffic problem. An alternate approach is

to inelude control weighting factors (R7 - R8a # 0) and force the

selected signal settings to desired levels. The difficulvy is that all
traffic direectiens must be given a green band within the total cycle
time.

Similar results were obtained for the censtrained link conditiomns.
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The inflow te the internal links was reduced whenever the maximum stor-
age capacity was exceeded. By constraining these links, the left turn
queues canhnet build up beyond set limits. For the equally weighted
performance index, the Dorr-Secor (X67) left turn traffic builds up to
a preset level; whereas for the uneqgual weighting the queue dissipates
rapidly. Due te the limited inflow fo the constrained links, some of
the external links increase more rapidly.

Summarizing the results, it can be shewn that for the two inter-

section model, the critical queues can be cleared and maintained at

uncongested levels within several signal cycles. This situation can

enly be achieved at the expense of increasing external queue lengths.



CHAPTER VII. SIMULATION RESULTS FOR TRAFFIC NETWORKS

The concepts of the proposed traffic theory were applied te two
actual traffic networks. The models were formulated in a manner pre-—
seribed by the present control patterns. The details of the present
control philosophy were maintained as much as possible. The actual
changes for the prapqsed system are minimal; such as optimal settings
for selected left turns and righ; turns for special situations. These
changes are included to improve and facilitate the movement of the
traffic flow and prevent cengestion throughout the networks. The re-—
sults indicate that with the propesed signal settings, the vehicle
queues effectively dissipate within a reasonable number of signal
cyeles and prevent cengestion fer normally heavy traffic conditions.
The preserr traffic signal settings implemented by the Toledo Traffic
Engineering Division are presented for comparison with the proposed
signal settings. The Tolede signal settings are appropriate to effi-
ciently control the traffie flow within the netwoerks. However, sev-
eral critical queues increase to congestive levels and may not clear
until the traffic flow is reduced.

The subnetiworks are part of a large traffiec network propesed for
controls analysis by the Traffic Engineering Division. Computerized
traffic control must be contemplated for this area ovér the next sev—
eral years, The netwerk can be subdivided into three subsystems; from
which two models were formulated and optimized to derive the signal

settings throughout the networks for each of three time intervals.

79
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7.1 Results for Section I

The topelogy of section I is illustrated in figure 7-1. It con-
sists of an area bounded by Reynelds, Byrne, Dorr, and Hill. The
intersections were modeled in a generalized form by allowing traffic
flow in beth directions (E-W, N-8), ripht and left turns, whenever
applicable. The derivation of the optimal control wvariables includes
the main stream traffic flow and the required left turn signal set-
tings, whenever the traffic flow dictates a ﬁariable control setting.
In mest imnstances, a constant value 1s adequate to properly control
the left turi gueues. The intersections and vehicle gueues are numer-—
ically identified in figures 7-2 to 7-2(b).

The proposed signal settings, derived from the optimization pro-
gram, for each of the threée time intervals is presented in tables 7-1
to 7-1(a), As mentiened previously, these traffic signal setitings
effeetively control the traffic flow to dissipate the queues within a
reasonablé number of signal cycles. For the specified inflow condi-
tions te the network boundaries, congestion should be completely elimi-
nated throughout the specified time interval, except for abnorﬁal traf-
fic conditions. The computation of the optimal sipgnal values assumes
the wvalidity of the given inflow conditiens, intersection service rates
and ideal traffic cenditions. If these conditions should be altered,
reoptimization of the médel is necessary teo establish a new set of
optimal values. Hewever, if the initial guesses are close to the
optimal values, optimization can be obtained within a short computing

time., Using an IBM 360 computer, the solution can be derived within

500 to 1500 cpu seconds; depending upen the initial approximations for
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TABLE 7-1. - CONTROL SETTINGS - SECTION I
Control 7-9 a.m. 11-1 p.m. 3-6 p.m.
Ul 0.676 0.677 0.587
DEL1 .150 .150 .150
u2 .700 .700 .700
DEL2 .150 .150 .150
U3 .294 .280 . 249
U3A .136 .173 .201
DEL3 .100 .100 .100
U4 .622 .630 .613
DEL4 150 .150 .150
us . 700 700 .650
DELS .150 .150 .150
U6 L412 L410 .452
U6A 152 .150 .150
DEL6 156 150 150
u7 150 150 .215
y74 .350 .360 442
U8 .220 .220 .201
U8A .395. . 422 .468
DELS .150 .150 152
U9 .678 .677 .600
DEL9Y .150 .150 .150
U110 .370 .370 .270
UL0A 112 112 .175
DELLO . 150 .250 .300
Uil .648 .658 .580
DEL1L .200 .200 .200
P S14 640 1.005

Definition:
gl Intersection #5307 Reynolds
DEL1 Left turn Reynolds~Bancroft WB

Left turn Baneroft-Reynolds NB

uz2 Intersection #514 Reynolds
DEL2 Left tura Reynolds=Glann scheol WB
U3 Intersection #512 Dorr
U3a Left turn Dorr-Reynelds
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TABLE 7-1(a). — CONTROL SETTINGS - SECTION I

DEL3 Left turn Reynolds-Dorr

Uk Intersection #461 Dorr
DEL4 Left turn Dorr-Richards

US Intersection #587 Reynolds
DEL5 Left turn Reynolds-Nebraska WB
[£] Intersection #499 Reynolds
UGA Left turn Reynolds-Hill
DEL6 Left turn Hill-Reymolds

u7 Intersection #478 Byrne
U74A Right turn Byrne-~Dorr

U74A Left turn Dorr-Byrne

U8 Intersection #497 Dorr

U8A Right turn Seeor-Dorr

UsA Left turn Dorr-Secor

DEL8 Left turn Secor-Dorr EB

i) Intersection #525 Byrne
DEL9Y Left turn Byrne-Nebraska EB
Ulo Intersection #477 Byrne

uiga Left turn Byrne-Hill

DEL10O Lefr turn Hill-Byrne

U1l Intersection #581 Byrne
DEL11 Left turn Hill-Keyser Schoel
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-

the signal settings. Using initial guesses close to the optimal
values, the new values are obtained within 150 te 350 cpu seconds,

For a simple twp intersection problem, the results are obtained within
60 cpu seconds, The approach that can be used to reduce the required
cpu time is to calculate the initial approximations from the initial
flow conditions.

A chart of a typical phasing plan for the traffic signals at each
intersection is illustrated in figures 7-3 te 7-3(j). The plan indi-
cates the timing sequence and magnitudes of the ccatrel variables (in
terms of fractional cycle times) for each traffic signal. The timing
sequence was established te coordinate the traffi¢ signals aleng major
thoroughfares. This situation implies that traffic signals along
access routes, such as Byrne and Hill, will receive a red Band when
platoons arrive at a major intersection. Since the models assume
heavy traffic flow, vehicles will already be waiting at these intersec-
tions, The dead space between th. signal splits accounts feor delays
énd amber time. As can be ebserved from taﬁles 7=1 to 7-1(a) and fig;
ures 7-3 te 7-3(j). the differences between the proposed 7-9 a.m. and

11-1 p.m. signal settings are insignificant, except for the Dorr-

Reynolds (X19, X22), Dorr-Secor (X67), and Hill-Byrne (X83, X86) left

turn traffic. Slightly different signal settings were derived feor the
3-6 p.m, traffic since the volume was higher than for the preceding

intervals. The signal phasing of most intersections is not complex.

the 7-9 a.m. interval. The phase lag appreach was used for the

Reynelds traffie, whereby the $=B traffie was interrupted to permit the
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Figure 7-3(h). - Signal phasing - Ne. 512, Reynolds~Dorr.
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|

Figure 7-3(i). - Signal phasing ~ No. 587, Reynolds-Nebraska.
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7 Figure .7--3(j). = Signal phasing - Ne. 499, ReynoldsFH;L]_l.
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Reynnlds-Bancroft to proceed. The same procedure was used for the
Bancroft traffic. After a short green band, the Bancroft W-B traffic
was stopped to allow the Bancroft-Reynolds LT traffic to proceed
through the intersection.

A progression timing plan along major arteries in section I is
presented in figures 7-4 to 7-4(b). Assuming a ninety second signal
cycle, the green and red bands for the Intersections can be desig-
nated. The diagram was established by displacing the green band of
the next intersection by the required travel time for the platoons. 1In
a progression system it is difficult to synchronize the traffic sig-
nals in both directions. Therefore, progression is applied to the
direction with higher traffic flow, The timing plan merely illustrates
an approsch te displacing the start of a green band to ensure uninter-
rupted traffic flew. The timing plan is applicable te the preposed
traffic algorithm. However, arriving plateonsz will bé halted by the
waiting vehiclesf

The optimal traffic signal settings were used te compute the
behavier of the vehicle queues at each intersection throughout the net-
work. The results are presented in figures 7-5 te 7-7(h) for the three
intervals. The results for the 7e9 a.m, interval are presented in fig-
ures 7-5 to 7;5Ch). Since only the average behavior of the gueues is
of interest, these figures indicate the overall condition of the queues

for several signal cyeles. The actual incremental decrease of the
L=

~

queueés during the green band is not shown in these plots. The two
graphs cempare the results cbtained with *he proposed traffic signal
settings (selid lines) and the Tolede signal settings (dotted lines).

The results for the propesed signal settings indicate that for the
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assumed inflow and initial conditions, the vehicle queves are well-
behaved and dissipate within a reasonable number of cycles. Several
queues increase initially or whenever the platoons arrive at an inter-
section, However, the service rates are alequate to clear these
queues. The critical queues are generally turning traffic such as
Dorr-Reynolds LT (X22), Byrne-Dorr RT (¥59), Dorr-Secor LT (X67), and
Byrne-Hill LT (X92). The results presented for the two intersections
(#478, #497) are different from those chktained in chapter VI. The
reason is that the modeling of these intersections differs from the
zpproach used previously. In order to move the traffic flow more effi-
clently, the two right turn queues (X59, X71) are allowed te turn with
the two left turn queues (X64, X67). At the Byrne-Derr intersection,
the vehicles must turn either left or right, whereas at Secor-Dorr tﬁe
majority of vehicles proceed te the —ight into Dor;. The main stream
traffie in the Secof SB direction 1s very small.

In order to test the Tolede traffic signal settings, the model was
slightly modified to comply with the Toledo traffic pattern. It can be
noted from figures 7-5 to 7-5(h) that the signal seti - gs effectively
control the traffic flow within section I. S=zveral queues are cleared
rgpidly, whiie others do not reduce as rapldly as fer the propesed
signal settings. The difficulties encountered for the Byrn.~Dorr-Secor
area are apparent ﬁigh the Toledo signal settings. The ceritical queues
(%59, Xﬁ?).inerease to high levels within severai cycles. The Secor-
Dorr right turn queue (X71) dees not exhibit the large increase since
traffic was allowed to proceed with the left turn traffie (X67) into
Secor. This appreach does not impese any difficuities for elther W-B

Derr or Dorr-Secor LT traffic.
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Similar data are presented in figures 7-6 to 7-6{(h) for the
11~1 p.m. interval. The results also indicate that improved traffic
control can be obtained with the proposed control settings. For the
given traffic flow, all queues are eliminated quickly and no traffic
build-up should be experienced. Several queues dissipate rapidly, but
begin to increase after several ceycles. Again, this condition results
from the delay time of the discharged vehicles from previeous intersec-
tions. The critical queues (X59, X67) increase, but should be cleared
after about nine cycles,

The results for the propesed signal settings are compared with the
Telede control settings. With the exception of the Byrne-Dorr RT (X59)
and Dorr-Secor LT (X67) all traffic queues are well behaved. These
eritical queues inerease to saturation levels. The approach, demon-
strated in chapter VI, by increasing the weighting of these critical
queues will solve this difficulty. State weighting was not included in
the present analysis since the problem was met encountered for the pro-~
pesed contrel settings.

The traffie controel analysis was repeated for the 3-6 p.m. inter-
val. The results are presented in figures 7-7 to 7-7(h) and show that
the vehicle queues are dissipated withih several signal cycles. During
the specified time interval, the traffie flow is slightly higher than
for the preceding cases, thereby causing some queéues te dissipate more
slowly. Some queues such as Reynolds<Derr LT (X28), Hill-Reynolds LT
(X52), Dorr E-B (X61, X65), Hill W=B (X84), and Byrne S-B (X90)
inerease to slightly higher levels., However, all queues are cleared
within nine cycles. The critical queues within the Byrne-Dorr=Sécer

area display similar properties as for the preceding cases. Although
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a higher flow must be accommodated, all queues are effectively cleared
and the links are restored and maintained at nominal conditions.

The Toledo traffic signal settings adequately eliminate congestion
and clear most of the queues effectively. The critical queues (X59,
X64, X67) increase to congestion levels and cannot clear until the
traffic inflow teo these queues is reduced. In additiem Derr~Reynelds
LT (X22), Nebraska-BRyrne LT (X80), Hill-Byrne LT (X86), and Byrme-Hill
$=B (X90) are all problem areas. With these signal settings, conges-—
tion could occur at these intersections.

7.2 Results for Section II
The topology of section II is illustrated in figure 7-8 and con-

.

sists of an area bounded by Airport Highway, Byrne and Detroit. The

- network was modeled using the same methoed and assumptions described for

section I. The Toledo traffic system was established ﬁith necessary
modifications te improve the traffic flew through the network, The
interseetions and vehicle queues are numerirally identified in fig-
ures 7-9 to 7-9(b). Several intersections within this area are
siightly mere gomplex because of tﬁe reqﬁirement for multiple entrances
and exits. This situatieon acceounts for the larger number of queues.
The propesed traffic signal settings are presented in table 7-2
to 7-2(a) for three time intervals. These signal settings effectively

control the traffie flow within the network and minimize the delay at

_the intersections. The assumption of a constant green band for left

turns is alse applicable, except wherever the traffic flow dictates a
variable signal setting. As can be noted from tables 7-2 to 7<2(a) and
the accompanying signal phasing diagrams (figs. 7-10 te 7-10(j)), the

control settings for the first two intervals are identical, except for
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TABLE 7-2. - CONTROL SETTINGS - SECTION IX

Control 7-9 a.m, 11-1 p.m. 3-6 p.m.
Ul 0.154 0.154 0.140
UlA .232 «232 166
DELI .150 .1506 175
U2 .720 .720 .800
DEL2 .350 .350 .375
U3 .330 330 .338
Usa .113 .113 .103
DEL3 . 225 .225 .300
U4 .466 466 .532
U4A . 305 .305 .230
DEL4 . 100 100 .100
us .289 .289 .270
DEL5 250 . 250 .275
U6 .598 .598 .722
DEL6 250 .250 . 250
U6B 724 742 .692
u?7 .563 .563 422
DEL7 .250 .250 .250
U8 .376 .376 445
DEL8 .150 .150 .150
U9 421 421 L462
DEL9 .100 .100 .100
uio 484 484 523
DEL10O .100 .100 .100
Ull .313 .313 .248
ulla .173 .201 .284
DEL11 510 150 .150
P .684 1.28 5.69

Definition:

Ul Intersection #452 Airport Highway
UlA Left turn Airport=Byrne

DEL1 Left turn Byrne-Airport Highway
u2 Intersection #360=Byrue
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TABLE 7-2(a). - CONTROL SETTINGS - SECTION II

DEL2
u3
U3Aa
DEL3
ug .
U4A
DEL4
us
DELS
U6
U6B
DEL6
u7
DEL7
us
DEL8
DELS
u9
DEL$S
ULo
DELLO
U1l
Ulia
DEL11

Left turn Byrme=Arlington
Intersection Byrne—-Glendale

Left turn Byrne-Glendale

Left turn Glendale-Byrne
Intersection #413 Byrne

Left turn Heatherdewns-Byrne

Left turn Byrne-Heatherdowns
Intersection #588 Byrne-Glanzman
Left turn Byrne=Winston-Glanzman
Intersection #360 Byrne
Intersection #360 Byrne

Left turn Byrne-Copland
Intersection #361 Detroit

Left turn Detroit-Byrne-Devonshire
Intersection Detroit-Cepland .
Left turn Detroit-Copland

Left turn Cepland-Detroit
Intersection Detroit-Glanzman

Left turn Detroit<Glanzman
Intersection #378 Detroit-Schnedider
Left turn Detrolt—Schneider
Intersection #203 Detroit-Glendale
Left turn Glendale-Detroit

Left turn Detreit-Glendale
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Byrne-Copland main stream traffic and Glendale-Detroit LT. Due to the
higher flow for the 3-6 p.m. interval, the control settings differ from
those derived for the preceding sessions. In some instances, a larger
left turn green band is necessary to move the traffic.

A chari describing a typical phasing plan for each intersection is
illustrated in figures 7-10 to 7-10(j). The diagram indicates the mag-
nitudes (in terms of cycle time) and the timing sequence of the control
variables. For intersection #560, the signal phasing diagram
(fig. 7-10(a)) indicates a phase lag approach whereby the Byrne N-B
traffic 1s stopped to allow the Byrne-Arlinmgton LT traffiec to proceed.
The Byrne S-B traffic is uninterrupted during the entire green band.
The remainder of the cyecle time is used fer the Arlington-Byrne left
and right turn traffic. The diagrams indicate the duration and start
of the green band for each direction of flow. Unless specified, right
turns arelgenerally assumed to proceed with the main stream traffic.
The principle employed for the timing sequenece is to synchrenize the
traffic signals along Byrne Road and Detroit Avenue. The traffic aleng
access routes receives a red band. However, since heavy traffic flow
is assumed theé arriving platoons must walt for other vehiecles te pro-
ceed threugh the intersecetion.

A progression timing plan for Byrne and Detroit S5-B directions is
presented in figures 7-11 and 7-11(a). The offset between the inter-
sectlons was computed from the travel time data supplied by the traffic
engineetr.

The preposed signal settings were used to compute the behavior of
the vehicle queues at each intersection., The results of the analysis

are shown in figures 7-12 to 7-14(h) for the specifi~d time intervals.
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LYCLE TIME! 90 SEC.
TIME OF DAY: T-9 a.m.

-1 p.m,

' |
BYRNE NB 364 4' |
BYRNE  's8 | 364 q !

! 150 !
BYRNE- AIRPORT LT/ = {56' !
BYRNE-AIRPORT \T| fet 2y - |
AIRPORT EB : 2y :

: ' ' A5

AIRPORT W8 ' NI |
AIRPORT- BYRNE LY 232,
AIRPORT-BYRNE u: 232 -Ii

[
!

TIME OF DAY: 3-6G p.r.

BYRNE N8 Y. i3
BYRNE sB
BYRNE-« AIRPORT ui
BYRNE - AIRPORT LT|
AIRPORT EB |
AMRPORT WwWB |
AVRPORT-BYRNE LT !

AIRPORT-BYRNE LT/
' |

Figure 7-10. -~ Signal pha‘sz_'.:ng' =~ No. 452, Byrme-Airport.
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CYCLE TiME: 90 SEC.
TIME OF DAY! 7-9 a.m.

(=1 p.m.
e

BYRNE NB . 370 4_,
BYRNE - ARLINGTON LT/ | 350,
RYRNE 58 : L 1 2 —
2§L\NGTO-N -BYRNE LT F'—.‘T%

LINGTON -BYRNE m: —180 |
TIME OF DAY: 3-6 p.rm.
BYRNE NGB : e ®25 4
BYRNE-ARLINGTON LT 2315 |
BYRNE  SB L . 800 S .

S | E— ,
ARLINGTON - BYRNE \T, 100
ARLINGTON ~ BYRNE Rl +100

b ! - s

Figire 7-10(a). - Signal phasing ~ ¥o. 560, Byrne=-Arlingtcen.
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CYCLE TIME: 90 SEC.
TIME OF DAY T-9a.m.
Wel porm.

BYRNE N8 . -330

[
BYRNE  SB | ;iﬁD‘m,J
BYRNE -GLENDALE LY/
BYRNE-GLENDALE LT|
GLENDALE EB |
GLENDALE WB ‘

GLENDALE~B¥RNELJ: 225

GLENDALE:BYRNE LTy
f
!

TIME OF DAY: 3-6 p.m.

BYRNE NB
BYRNE 9B s
BYRNE-GLENDALE LY : 103
BYRNE-GLENDALE L‘\’| :
GLENDALE EB
GLENDALE WB |

— v ——
il i

GLENDALE - BYRNE LTI
GLENDALE -BYRNE LT
!
l

Figure 7-10(b). - Signal phasing - Byrne-=Glendale.
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BYRNE 5B

BYRNE-H'DOWNS T
HEATHERDOWNS E’B:
HEATHERDOWNS W8,
H'DOWNS - BYRNE RTj
H'IGWNS - BYRNE LT!
H'DOWNS - BYRNE LT,

f

TIME OF DAY: 3-6 p.m.

: I
BYRNE NB

F_'

BYRNE 9B e

BYRNE- H'DOWNS LT
HEATHERDOWNS EB!
HEATHERDOWNS W8,
H'DOWNS-~BYRNE RT|
H' DOWNS -BYRNE AT

H'DOWNS - BYRNE u‘}
|

Figure 7-10{c). - Signal phasing - No. 413, Byrne-Heatherdowns.
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CYCLE TIME: 90 SEC.
TIME OF DAY 1-9a.m.
HW-{p.ovn.

|
BYRNE NB L 289
BYRNE = 5B : .289 |
BYRNE - GLANZMAN LT)
BYRNE - GLANZMAN LTI
GLANZMAN EB ‘I
GLANZMAN W8 |

|

|

[
TIME OF DAY! 3-6 p.m.
BYRNE NB 210
BYRNE - GLANZMAN L1}
BYRNE - GLANZMAN LT

GLANZMAN E8 :
GLANZMAN WB |
| |
|
|
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— _.250 -
220
S | E—
36
o215
S 3 L S—
355

figure 7-10{d). - Signal phasing -~ Ne. 588, 3yrme-Clznzman.
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CYCLE TIME: 60 SEC.
TIME OF DAY! T7-9 a.mn.
P porm.

BYRNE - NORTH NB}A 724 (1-9) 142 (l-1)
BYRNE -NORTH 58| 124 (1-9) .74z 1i-}}
BYRNE -50UTH NB_____ -348 !

BYRNE -50UTH 58 | : 398
BYRNE- COPLAND LT] ; 250

= SIS

i S

COPLAND ER _lle(1-9
| I lss(n-n'

COPLAND W8 302

FOLKSTONE E® | '

COPLAND-BYRNE L7 |

COPLAND -BYRNE R L
|

- |

-

. —_—

TIME OF DAY: 3-6 p.m.

BYRNE - NORTH NB [ €92
RYRNE - NORTH 68 | Y -1 | S
BYRNE - SOUTH N8 :L . -412 ~
BYRNE - SOUTH 5B, Llee
BYRNE - COPLAND LT

COPLAND ER |

COPLAND w8 :

FOLKSTONE  EB

COPLAND- BYRNE LT} 118,
C.- OPL AND- BYRNE RT| . }-———_:_'4_3—_3_ |
|

Figura 7-10{2}. - Zignal phasing - No. 360, BEyrn2-Folkstene-Copland,
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DETROVT NB :-__:-
DETROVT 8B L
DETROVT - BYRNE L7 :
BYRNE-DETROVT LT |

CYCLE TIME! 90 SEC.

TIME OF DAY! T-9a.m.

Wl p-m.

1
DETROV  NB .

146

563

DETROV 5B -

313

I
DETROVI-BYRNE LT |

BYRNE - DETROMV L1 !
BYRNE-DETROVT m'

TIME OF DAY: 3-06 p.m,

B

BYRNE-DETROAT RT
!

|
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Figure 7-10(f), - Signal phasing - Ne. 361, Detreit-Byrne,
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CYCLE TIME: 90 SEL.
TIME OF DAY: 7-9 awm.
-1 p.m,

|
DETROIY NB

147

DETROVT  SB

PORTp—
e

DETROVT- COPLAND LT
DETROIT- COPLAND \-.-'f:
COPLAND B |
COPLAND  WB |
(OPLAND-DETROM u:

COPLAND-DETROW LY,
I

TIME OF DAY: 3-6p.m,

DETROVT NB

DETRO\T 5B

DETROT-COPLAND LT
COPLAND €8

COPLAND W8

COPLAND-DETROVY LT}

COPLAND - DETROIT Lﬁ

|

:
]
DETROIT-COPLAND LT
|
l
|

Figure 7~10(g). - Signal phasing - Detroit-Copland.
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CLYCLLE TIME . 90 SEC.
TIME OF DAY: 7-9 aw.
We p.-m,

DETROVT NB
DETRONT 5B
DETROIT- GLANZMAN LY

1

l._

| P
1

GLANZMAN- DETROIT LT, Y. 15 S
GLANZMAN-DETROIT LT, ' - 479

A

TIME OF DAY! 3-6 p.m.

DETROLT NB
DETROIT S8

GLANZMAN- DETROIT LT

1

f
I
I‘_'"; = —=
o o ! - 100
DETROIT-GLANZMAN LT AL
1
|
|
!
l

Figure 7-10(h). - Signal phasing = Detroit=Glanzman.
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(YCLE TIME 90 S5EC.
TIME OF DAY: 1-9 a.m.

-1 porn.

DETROM NB : _.a84

DETROIT s . .384 ,
ROV CUNEIDER LT 100

DETROIT-SCHNEIDER LT 1100,

SCHNEIDER- DETROW \.T:
SCHNEIDER-BETROIT RY

TIME OF DAY: 3-06 PO

DETR 01T NB
DETROIT S8 _—
DETROIT-SCHNEIDER \T) .00
SCHNEIDER -DETROT LT| e ¢ 377

SCHNEIDER-DETROIT RTI ' Y- S

A L

t
L
|

‘Figure 7-10(i). - Signal phasing = Ne. 378, Detreit-Schneider.
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CNCLE TIME ' 90 SEC,
TIME OF DAY T-9 a.m.
-1 p.vm.

|

DETROIT NB L. 313

DETROIT 58 313
A50

DETROMT - GLENDALE LT 20y

DETROIT-GLENDALE L) 139

GLENDALE EB |

GLENDALE W8

GLENDALE - DETROIT L,

GLENDALE -DETROIT LY S
| 2oV (n-1)

TIME OF DAY! 3-6 p.m.

DETROIT N8B
DETROIT 58 .
BPETROIT-GLENDALE LT
DETROIT-GLENDALE u':
GLENDALE EB |
GLENDALE wg |
GLENDALE - DETROW LT/
GLENDALE-DETROIT Ll':

|

|
I _—
I

™~
Y

Figure 7-10(j). - Signal phasing - Neo. 203, Detroit-Glendale.
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Figure 7-11. + Timing for traffic signals along Detzoit Ave. y Section IT,

direction: southbound, time of day:

7-9 a.m., 11-1 p,m.



N

é

ey

S-S

DISTANCE ALONG BYRNE ($B) - FTx103

152

1 GREEN BAND
E==3 RED BAND

r DETROIT (NO. 36H)

12l COPLAND - SOUTH (NO.360)

— — E = =
wi COPLAND -~ NORTH {(NO.360)
16
9L
GLANZMAN {NO.588°
[ —————— ¥ = —F = o
=—————um e —— ==
HEATHERDOWNS (NO.413)
TL
61—
5L
GLENDALE (NO. A\
| —— = e s ——
3L
ARLINGTON (Ne 560) L
at r—-_—_—:‘ A I ——————— L *—Eﬁ__
(-
e e —
: } . 2 CYCLES
0 20 40 60 80 100 120 140 6D 180 200 220 240 260

TIME - SEC

Figure 7-11(a). - Timing for traffic signals along Byrne Rd., Section II,

direction: southbound, time o

£ day: 7-9 a.m

» 11-1 p.m.
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As mentioned previously, these graphs illustrate the average behavior

of the vehicle queues and conditions at the end of each signal cycle.

The results for the proposed and Toledo signal settings are presented

in figures 7-12 to 7-12(h) for the 7-9 a.m. interval, The results for

the proposed signal settings indicate that for the assumed traffie

inflew and initial conditions, the vehicle queues remain stable and
reduce within several signal cycles.

Several queues exhibit an in-
crease after one to two cycles, a result which is caused by the

delayed platcons discharged from neighboring intersections.

Selected
queues that could cause difficulties are Byrne-Arlington N-B (X13),

Byrne-Glendale N-B (X25), Byrne-Glanzman LT (X48), Glanzman-Byrne RT

(X52) , Byrne-Detroit RT (X65), Detroit-Byrne S-B (X69), Detroit-

Glanzman N-B (X86), Detroit-Glendale N-B (X98), Detroit-Glendale RT

remain at high levels for several cycles.

(X99), and Glendale-Detroit E-B (X10l1). These queues (approx. 10%)
within nine cyeles.

out they are then cleared
The long lines will by anneyirng because they

require drivers to wait for a few cyeles before proceeding threugh an
intersection.

The initial queue lengths might also be pessimistic, so

that there could be fewer vehicles waiting at these intersections.

The
Byrne-Folkstone-Copland intersection (#360) is of interest to the

thus requiring link censtraints,

traffic engineer since the two signals are separated by seventy feet,

The results showing the behavier of

these queues (X53 = X64) indicate that congestion should not be experi-
enced at this intersection.

The section II network was modeled to correspond closely with reg-
ulations of the Toledo traffic engineer,

The reésults (detted lines)
(figs. 7-12 to 7-12(h)) illustrate that the control settings effec-
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Figure 7-12, - Dissipation of vehicle queues, Section II, 7-9 a.m.
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tively reduce most queues within several signal cycles, Several queues
such as Byrne-Heatherdowns RT (X33), Byrne-Winston-Glanzman LT (X48),
Glanzman-Byrne RT (X52), and Schneider-Detroit LT (X94) increase to
slightly higher levels than for the proposéd contrel settings. Among
critical queues are Airpert-Byrne LT (X3), Byrne-Airpert N-B (X7), and
Heatherdowns LT (X39). These queues increase considerably and cause
severe congestion.

The behavior of the vehicle queues for the 11-1 p.m. interval is
given in figures 7-13 to 7-13(h). These results prove that effective
contrel is pessible with the propesed signal settings and control moede.
The majority of the vehicle queues are eliminated and traffic build-up
and congestion are not evident. Although several queues increase from
their initial conditiens, all of these queues will eventually dissipate.
These critical queues are Byrne=Clanzman LT (X48), Glanzman-Byrme RT
(X52), Byrne=Detroit RT (X65), Detreit-Glanzman LT (X86), and Detroit-
Glendale RT (X99). Three queues represent right turn traffie, which
most likely will proceed under suitable traffic cenditiens.

The results for the Teledo traffic signal settings are compared
with the propesed settings in figures 7-13 te 7-13(h). Several queues
tend to build up to link saturation and consequently eengestion. But
the majority eof the queues are dissipated. The affected queues are
Byrne-Afrport N-B (X7), Byrne-Arlingten LT (X14), Glendale-Byrne LT
(X24), Byrne-Heatherdowns RT (X35), Heatherdowns-Byrme LT (X39), Byrne—
Winston-Glanzman LT (X48), and Schneider-Detreit LT (X94). With the
exception of queues X7 and X35, these queues represent left turn move~
ments which are normally difficult to clear. The right turn gqueue

(X35) will most likely'dissipate since drivers will turn 1f passage is
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not obséructed by main stream vehicles. For the model, the constant
left turn green band was monitored to ensure that congestien is not
encountered. This action was taken at the expense of a slower dissipa-
tion rate for the remaining gueues. ]

The results for the 3-6 p.m. inte;val are illustrated in fig-
ures 7-14 te 7-l4(h). With the propesed signal settings, the major
portion of the queues are contrellable and dissipate. However, due to
high traffie flow, some difficulties could be encountered during this
interval. Several queues such as Airport-Byrme RT (X2), Airport-Byrne
LT (X3), and Glendale-Byrne RT (XZ3) either remain at a constant level
or increase slightly. Drivers will be forced te wait for several
cyecles before proceeding through the intersection. A problem that
appears censistent for all intervals is the Glansman-Byrne RT (X52)
queue. This queue, yhieh is effectively reduced, still increases to
high levels because of the delayed platoons. This queue receives most
of the traffic fleow discharged from the Detroit-Glanzman intersection
(#C). About 937 of the arriving vehicles desire to make a right turn
inte Byrre. Alse, the Detrait+3yrne_SeB (X69) and Detroit-Glendale N-B
(X98) queues increase to high levels (mote change of scale on figures)
but are effectively reduced without enceuntering congestion. By
assigning a higher prierity te the abeove queues (X52, %69, X98), the
contrel varigbles are iedified te increase the greerm band while penal-
izing neneritiecal queuwes. Even with these difficulties, the proposed
congestion within the network.

The behavier of the vehicle queues for the Toledo system was com=-

pared te that under the proposed signal settings. It can be observed
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from figures 7-14 to 7-14(h) that effective control can be establishad
for about 90% of the queues, while the remainder either increase slowly
or experience congestion. These difficulties exist for Byrme-Airport
LT (X3, X6), Byrne-Airport N-B (X7), Byrne=Airport RT (X11l), Byrne-
Arlington LT (X14), Byrne-Arlington N-B (;15), Glendale-Byrne RT (X23),
Glendale~Byrne LT (X24), Byrne-Heatherdowns RT (X35), Bﬁrne—Winstonw
Glanzman LT (X48), and Glanzman-Byrne RT (X52). The majority of the
above queues are either left or right turn movements. A similar
traffic behavier for the queues is also experienced with the proposed
signal settings. Due to the higher traffic flew during this time
interval, the greéen band for the left turn queues was adjusted to the
value at which the departure rate is above the aryival rate of the
vehicles. As can be ncted from table 7-2, the left turn green bands
were increased for the 3-6 p.m. interval at intersectlons #452, #560,
#A, thus allowing less time for other flew directiens. To eliminate
thia problem, left turn movements should be elimlrated at exitiecal
intersections during peak traffic periods. With this medification, a

longer green band is available for other vehicle queues,
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CHAPTER VIII. CONCLUSIONS AND AREAS FOR FURTHER STUDY
8.1 Conclusions

The traffic cheory precented in chapter IV was applied to a
traffic network to compute the optimal traffic signal settings. The
objective of the traffiec contrel algerithm is to minimize the queue
lengths and déelay at each intersection. Due “.w the large number of
state and control variables, it was necessary to divide the network
inte several smaller networks. This procedure can be justified since
only boundary flews intoe the network are required and internal flows
are generated from che discharged vehicles.

The models were formulated to conform to the traffic pattern of
the specified networks. Optimal signal settings were obtained for
main stream and right turn tr-ffic. Left turn signal timing was main-
tained at a constant green band unless unusuai traffic conditions re-
quired computed contrel settings. The term "unusual conditions" refers
to critical queues that must be reduced rapidly and to large traffie
flows to the left turn queues. The boundary flows are specified and
constant during the selected time interval, The control procedure uses
an off-line eptimizatilon technique,

The optimization was perfarmed for a saturated two intersectibn
model and two large traffic networks. The optimal traffic signal set-
tings were obtained for three peak traffic conditions. An apprepriate
cost function considers the sum of the squares of the queue lengths at

a steady state condition. State and contrel welghting are included teo
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ensure thﬁt eritical queues are cleared effectively and contrel wvalues
are malntained within acceptable limits. fQueue build-up can be elimi-
nated by weighting the critical queues most heavily.

The results indicate that for the proposed signal settings, all
queues dissipate within several signal eveles. Increases in gueue
lengths can be experlenced due to the arrival of delayed vehicle pla-
toons. Difficulties could be encountered for some turning queues,
where drivers may be delayed for several signal cycles. Although state
weighting was not considered for the two netwoerks, this technique
offers a methed te clear critical queues while decreasing the dissipa-
tion rate of noneritical queues;

8.2 Areas of Further Study

Most of the basie prineiples of traffic contrel fuor heavy traffie
flow have been demonstrated by applying the theory to actual traffic
networks. However, several areas should be further in#estigated te
improve the control procedure. The models were developed by using
existing traffic data and service ﬁates that may not be representative.
Other suggestions may be useful as an additien to improve the eperation
of the traffiec contrel system. The areas of further study include the
follewing matters:

1. An off-line optimization procedure was used to derive the

- optimal signal settings. An optimal signal timing plan was derived for

a specified time interval using average flow cqn&itions. These signal
settings must be maintained over the complete interval and de net vary
according to changing traffie couditioné. Presence sensers should be

installed at boundary entrance polnts te menitor the actual flow to the

network. In addition, sensors should be located at entrances aleng the
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link to determine the actual number of vehicles that will arrive at an
intersection. Using actual flow measurements, the signal splits can be
updated at regular intervals.

2. The traffic models were developed for a common signal cycle.
Whenever long vehicle queues are apparent or several flow directions
must be accommodated, it may be advisable to increase the cycle lengths
at selected intersections. This procedure will allow a larger green
band for all traffic flow directions.

3. The platoon travel time between intersections was obtained from
actual measurements recorded by the traffic engineer. These magnitudes
can vary depending on weather and roadway conditions; and the speéd of
the leading vehicles in the platoon. The effects of varying travel
tfme must Be analyzed to establish the sensitivity of the traffic sig-
nal settings.

4. The optimization procedure for sections I and II uses an
equally weighted performaice index. The results of the behavior of the
vehicle queues show that the dissipation rate of many queues is low,
whereas some queues clear very rapidly. By using heavier weighting
(greater cost) for selected queues, the eritical queues can be reduced
more effectively., By penalizing the eritical queues most heavily,
these queues can be given a larger green through band.

5. The service rates of the queues were ghosen according te gen-
eral traffie ﬁheory. These values were reduced by about 117 and rep-
resent the maximum value that can be accommodated by the roadway under
ideal éenditians. The setvice rates may vary accérding to weather and
roadway conditions. More representative service rates should be

obtained and applied to the traffic models for abnormal cenditdions.
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6. The traffiec models do unot include the effects of accidents,
stalled and parked vehicles. These conditions will reduce the service
rate at the affected intersection, thereby causing a slower dissipa-
tion rate of some queues and pessible cengéstion. Incident detectien
should be considered s¢ that emergency aid can be dispatched to clear
the roadway.

7. Leck-up or failure of the traffic signal te allow a green
through band in a flow direetion will cause other vehicle queues to
increase to congestion levels. Sensing devices to detect these types
of failures should be installed.

8. Most drivers generally use the same daily route and should not
bé subjected to long queues and delays. Studies should be conducted
to determine the queue length that must be attained before drivers are
induced to detour to other routes. The use of information devieces to

warn drivers of a large queue may be useful.



APPENDIX A. DEFINITIONS OF TRAFFIC TERMINOLOGY

Definition A-1
Flow (q) 1is the number of vehicles entering a link in a specified
unit éf time (number of vehicles/hr)

Definition A~2
Density (p) 1s the number of wehicles within a link for a speci-
fied time interval (numbar of vehicles/mile)

Definition A-3
Space mean speed () 1is the average velocity of the vehicles
within a 1link at a specified time (miles/hr)

Definition A-4
Link is a reoad interwval between twe intersections.

Definition A-5
Signal cyele is the time for a complete set of traffiec phases at
an intersectien. A traffic phase 1is part of a cycle allecated to
any traffic movement receiving the right of way. The number of
phases required for an intersection wvaries with the directions of
traffic flow. |

Definition A-6
Signal split is the ratie of the traffic¢ phases. For an intersec-
tion with two phases (phases A and B), split is defined as the

ratie of phase A to phase R.
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Definition A-7
Offset is the time duration between the initiation of the green
band at the downstream intersection relative to the upstream
intersection.

Definition A-~8
Delay is the waiting time incurred at the traffic signal down~
stream of the link.

Defindtion A-9
Occupancy is ithe percent of time that the presence detector is
activated. From this time interval and an estimate of the

vehicle length, the speed can be computed.

i)



APPENDTYX B — LISTING OF COMPUTER PROGRAMS — TWO INTERSEGTION MODEL

TSPC =~
EPS -
N -
U -

FMIN
ITMAX

WA
IER

aoaonaonNocanonatdnMnOoaonannaa

**% CALL PROGRAM FOR OPTIMIZATION OF BYRNE~DORR-SECOR INTERSECTIONS

THE FOLLOWING PARAMETERS ARE USED IN THE CALL PROGRAM

A FUNCTION SUBPROGRAM (TRAFFIC MODEL)

CONVERGENCE CRITERION

LENGTH OF THE VECTOR ARRAY U (INPUT) _

A VECTOR ARRAY OF LENGTH ¥. FOR INPUT, U IS AN INITIAL GUESS
PORE THE MINIMUN. FOR QUTPUT U IS THE COMPUTED MINIMUM POINT
TSPC(U) - FUNCTIGN TSPC EVALUATED AT U (OUTPUT)

$OR INPUT IS THE MAXIMOM ALLOWAELE NIMBER OF ITERATIONS

PER RQOT AND FOR OWTPUT IS THE NUMBER OF ITERATIONS USED

A VECTOR WORK AREA OF LENGTH N* (N+4)

ERROR PARAMETER (OUTPUT)

TERMINAL ERROR = 128+N

N = 1 NO FINITE MTINIMUM OBTAIRED

N = 2 TSP IS LEVEL ALONG A LINE THROUGH U

N = 4 FAILURE TO CONVERGE IN ITMAX ITERATIONS
N = 8 GEADIENT *LARGE® AT CALCULATED MINIMUNM

IMPLICIT REAL*B (A-H,0-2)
. EXTERNAL TSEBC
{ DIMENSION O (4} ,Wa{32)

K=4

EPS=.001

ITMAX=100

U(1)=.0224

U(2)=.0555

U{3)=.0538

U(4)=.0433 _ _

CALL ZYPOWL (TSEC,EPS,N,U,PMIN,ITMAX,WA,IER)
WRITE (6,100) FMIN,ITMAX

100 FORMAT
STOP
END

(2X, '"FMIN= ',G12,5, '"ITMAX= ',I3)

Figure B-1.
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C **%* PUNCTION FOR OPTIKIZATION — BYRNE-DORR-SECOR INTERSECTIONS
C

DOUBLE PRECISION FUNCTIQN TSPC({U)

DOUBLE PRECISION U

DIMENSION U{(#)

DIMENSION X59(92),X60(92),%61(92),X62(92) ,X63(92),X64 (92),
2X65(92) ,X66(92) , X67 (92} , X68 (92) , X69 (92) ,X70(92) ,X71(92) ,X72(92),
3X73(92),X74 (92) ,®59(92) , W60 (92) ,W61(92) ,W62(92) ,W63 (92) , W64 (92),
4¥65{92) , W66 (92) ,K67 (92) , W68 (92) , W69 (92) ,WT0(92) ,¥71(92) ,W72(92),
5W73(92), W74 (92) ,D59(92), D60 (92) ,D61(92) ,D62(92) ,D63 (92} D64 (92),
6D65 (92) ,D66 (92) ,D67 (92) ,D6B (92) , D69 (92) ,D70(92) ,D71(92},D72(92) ,
7D73(92) ,D74(92) ,059(92) ,060(92) ,061(92) ,062(92) ,063(92) ,064(92),
8Q65(92) ,066 (92) ,067 (92) , Q68 (92) , 069 (92) , Q70 (92),Q71(92},072{22)
9073 (92),074 (32) ,07(92),U74(92),UB(92) ,U8A(92)

DATA XS9(1),X60(1),X61{1),X62(1) ,X63(1)/10.,10,,20.,5.,20./

DATA X64 (1) ,X65 (1) ,X66(1),X67 (1) ,X68 (1) /5.,20.,5.,5.,20./

DATA X69 (1) ,X70(1) ,X71(1),%72(1) ,X73(1) ,X74(1)/5.,10.,5.,5.,10.,5./

DATA S59,560,561,562,563,564,565,566/40.,40.,80.,25.,80,,25.,80.,25./

DATA S67,568,569,570,571,572,573,574/25,,80.,25.,40.,25.,25.,40.,25./

DATA R63,R64,R65,R66,R67 ,B71/1.y5.41es1.,50.,1./

DATA XM63,XM64,XM65,XK566,XM67/40,,50.,40.,40.,40./

DATA R7,R7A,R8,R8a/0.,0.,0.,0./

b e

[ |

TFR = 10.
@59(1) = 9.78/TFR
Q60(1)y = B.66/TFR
Q61(1) = 10.3/1FR
@62(1) = 3.43/TFR
Q630 = 10.48/TFR
Q640 = 10.71/TFR
Q650 = 8.34/TFR
Q660 = ,24/TFR
Q670 = 11.73/TFR
Q068 (1) = 8.19/TFR
0p69(1) = 3.18/TFR
Q704{1) = .675/TFR
@71(17y = 12.8/TFR
g72(1) = 4.1/TFR
Q73(1) = 1.84/IFR
Q74(1) = .25/TFR
ALP7 = 0.90/7FE

" ALP8 = 0.90/TFR
DEL8 = 0.20/TFR
o7{1) = u{1)

U7A (1) = U(2)
us(1) = U(3)
usa (1) = U({4)
DO 100 kK=1,91
G7(K) = U7(1)
U7A (K} = U7A(1)

ug(K) = ua{1)
UBA(K) = UBA(1)

Q59 (K)

Q@59(1)

Q60 (K) = Q60(1)

061 (K)

Q61(1)

Figure B-2.
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100

C **k*

126

128

130

132

152

P62 (K} = 062(1)
Q68 (K) = Q68(1)
Q6% (K} = Q63(1)
Q70 {K) = Q70(1)
Q71(K) = Q71(1)
Q72{(K) = Q72(1)
Q73(K) = Q73(1)
O7H (K) = Q74¢1)
CONTINUE

DO 200 K=1,91
L=K+1

MK=K~1

KN=K~3

IRTERSECTION 478 BYRNE-DORE

D5% (K} §59%07 (K)

W39 (K) X59(K) + Q59 (K}

IF (W59(K) .GT. D59(K)) 60 TO 126

IF (W59(K) .LT. D59(K)) D52(K) = W59(K)
IF {KK .LT. 1) W65 (MK)=X65(1)+0650

IF {MK .LT. 1} W66 (MK}=X66(1)+Q660

IF (MK .LT. 1) W67 (MK)=X67 (1}+Q670

IF (R65(MK) .G6E. XM65) D59 (K}=0.

IF (W66 (MK) .GE. XM66) D59 (K)=0.

IF (W67 {MK) .GE. XM67) D59 (K)=0.

X59(L) = X59{K) ~ D5I(K} + @59(K)

D60 (K) = S560%07 (K)

BE60 (K} = X60(K) + 060 (K)

Ir (W60(K) .GT. D6O(K)} GO To 128

IF (W6O0(K) .L°T. DEO(K)) D6O(K) = W60 (K)
X60 (L) = X60(K} - D6Q(K) + Q60(K)
DGE1(K) = S671*% (ALE7 -U7({K) - U7A (X))

W61 (K} = X61(K)} + Q61(K}) _

IF (R671(K) .GT. D61{(K}} GO TO 130

IF (W61 (K) .LT. D61({K)) D61(K) = W61(K)
IF (MK .LT. 1) W65 (MK)=X63 (1)+QE50

IF (MK .LT. 1) W66 (MK)=X66(1)+Q660

IF (MK .LT. 1) WET{MK)=X67 (1)+0670

IF (W65 (MK} .GE. XM65) D61(K)=0.

Ir (¥66(HK) .GE. XM66) D61 (K)=0.

TF (W67 {MK) .GE. XM67) D61 (K)=0.

X61(L} = X61(K) - DB1(K) + Q61(K)

D62 (K) = S62% {(ALR7 - U7(K) — U7A(K))
W62 (K) = X62(K} + Q62(K)

IF (W62(K) .G%. DB2(K)) G@ To 132

IF (W62(K) .LT, D62{K))} DB2 (K} = W62({K)
X62 (L) = X62(K) - D62(K) + Q62(K)
B63{K) S63% (ALE7 - U7 (K))

063 (K) 0.420%(D6EB(KN) +D71{KN))

IF (K .LE. 3) Q63(K} = (630

W63 {K} = AB3(K) + Q63(K)

IF (W63 (K) .GT. D63(K)) GO TO 134

IF (W63 (K) .LT. DE3(K}) D63 (K) = W63 (K)

1

L}

Figure B-2. Continued.
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136
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138

140

142

144

146

148
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X63 (L} = X63(K) + Q63(K) - D63 (K)
D64 (K) = SE4*UTA (K)

Q64 (K) = 0.580%063(K) /0. 420

IF (K .LE. 3) Q64(K) = Q640

W64 (K) = X64(K) + Q64 (K)

IF (W64 (K) .GT. D6Y(K)) GO To 136

TF (W64 (K) .LT. D64 (K)) D64 (K) = WEU (K)
X64(L) = X64 (K) - D6U(K) + Q64 (K)

INTIRSECTION 497 DORR-SECOR

D65 (K) = S65%UB (K)

065 (K) = 0.436% (D61 (KN)+D59 (KN))

IF (K .LE. 3) Q65(K) = Q650

W65 (K) = X65(K) + Q65(K)

TIF (W65(K) .GT. D65(K)) GO TO 138

IF (W65(K) .LT. DE5(K})} D65(K} = W&5(K)
X65(L) = Yu5(K) - DE5(K) + Q65(K)

P66 (K) - S66*U8(K)

Q66 (K) = 0.00L*Q65 (K)0.436

IF (K .LE, 3) Q66(K) = Q660

W66 (K) = X66(K) + Q66 (K)

IF (W66{K) .GT. D66(K)) GO TO 140

IFP (W66 (K) .LT. D66 (K)) D66 (K) = W66 (K)
X66 (L) = X66(K) + Q66(K} — D66 (K)

D67 (K) = S67%UBA (K)

067 (K) = 0.56%065(K) /0. 436

IF (K .LE. 3) Q67(K) = Q670

W67 (K} = X67(K) + Q67(K)

IF (W67 (K) .GT. D6T(K)) GO TO 142

IF (R67{K) .LT. D67(K)) DE67(K) = W67(K)
X67(L) = X67(K) - D67 (K) + Q67(K)

D68 (K) = S68% (UB(K) - UBA(K))

WEB(K) = X68(K) + Q68 (K)

IF (W68 (K} .GT. DEB(K)) GO TO 144 )
IF (W68(K) .LT. D6B(K)) D6B{K) = W68 (K)
TP (MK .LT. 1) W63 (MK)}=X63(1)+Q630

IF (MK LT. 1) W64 (HK)=X6U (1) +Q640

IF (W63 (MK) .GE. XM63) D68(K)=0.

IF (W64 (XK) -GE. XM64) D68 (K)=0.

X68 (L) = X68(K) - D6B(K) + Q6E(K)

D69 (K) = S69*% (UB(K) - UBA(K))

W69 (K) = X69(K} + Q69(K)

IF (WE9(K) .GT. D69 (K)) GO TO 146

IF (W69(K) .LT. D69(K)} D69 (K) = WEI(K)
X69{L) = X69(K) + Q69(K) - D69 (K)

D70 (K) = S70% (ALP8 ~ UB(K))

W70 (K} = X70(K)} + 0Q70(K)

IF (W70 (K) .GT. D70(K)) GO TO 148 :
Ir (W70(K) .LT. D70(K)) D70 (K} = WTO{(K)

i

X70{L) = X70(K) + Q70(K) — D70(K)
D71(K) = S71% (ALE8 = UB({K))
W71({K} = X71(K) + Q71(K)

IF (¥71{K) .€T. D71(K})) GO To 150

Figure . -2. Continued.
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IF (W71(K)}) L. D71(K)} D71(K) = W71(K)
150 IF (MK .LT. 1) W63 {MK)=X63(1)+Q630

IF (4K .LT. 1) W54 (MK)=X6U {1)+Q640

IF (W63 (MK) .GE. XM63} D71 (K)=0.

IF (W64 (MK) .GE. XH64) D71 (K)=0.

X71(L) = X71{K) + Q71(K) - D71(K)
D72(K) = S72%DELSB
W72 (K) = X72(K) + Q72(K)}

IF (W72(K) .6T. D72(K}) GO TO 152
IF (W72(K) .LT. D72(K}) D72(K) = W72(K)

152 X72(L) = XT2(K} + Q72(K) - D72(K)
D73(K) = S73%(ALPB - UB(K) -~ DELB)
W73(K) = X73(%) + Q73(K)

IF (W73(K) .GT. D72(K)) GO To 154
IF (W73(X) .LZ. D73(K)) D73(K) = W73(K)

154 X73(L) = X73(K) + Q73(K) - D73(K)
D74 (K) = S74* (ALP8 - 08 (K) - DELS)
W74 (K) = XT74(K) + Q74 (K)

IF (W74 (K) .GT. D74 (K)) GO To 156
IF (R74(K) .LT. D74(K)) DTL(K) = W74 (K)
156 X74 (1) = X74 (K) + Q74(K) - D74 (K)
200 CONTINUE
p=0,
DO 245 3=91,91
P=W59(J) #*2+ W60 (J) ¥*2+ W61 (J) #*2+ K62 (J) ¥*2+R63% (W63 (J) **2)
1+R6 6 (W64 (J) ¥%2) +R65% (W65 (J) **2) +R6 6% (H66 (J) #*2) +RE 7% (W67 (J) **2)
24WEB (J) A2+ HED (J) ##Z+WT0 (J) ¥*¥2+RT 1% (W71 (J) *%2) W72 (J) ¥%2
3+WT3(J) *E24+07Y (J) **2
245 CONTINUE
DO 250 J=91,91
P1=R7* ((U7 (J) —.0278) *%2) +RTA* ({U7A (J) ~. 051) *%2)
1 +R8% ((U8(J)-.056) %*2) +RBA% ((UBR (J) —.0U5T) **2)
P=P+P1
250 CONTINUE
P=P/16.
IF (P .LT. 1.000) P=p** 5
TSPC = P
RETURN
END

F

igure 5-2. Goncluded.
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C ¥%k THIS PROGRANM CRLCULATES THE LENGTH QF THE QUEUES - BYRNE-DORR-
SECOR INTERSECTIONS

C
c

DIHENSILON X59 (92),X60(92), X61(92) ,X62(92),%63(92) ,X64 (92) ,
2X65(92) ,X66{92) , %67 (92) , X68 (92) ,X69 (92} ,X70(92) ,X71(92) ,X72(92),
3X73(92),X74 (92),#59 (92) , N60 (92) ,HE1(92) ,W62(92) ,K63(92) ,W64(92),

4W65(92) ,W66(92) ,R67.92) , W68 (92) ,W69(92) ,WN70(92) ,R71(92) ,H72(92}, ~
SW73(92) ,W74 (92) ,D59(92) ,D60 (92) ,D61(92) ,D62(92) ,DE3(92) ,DEL(92) , ~
6D65(92) , 166 (32) , D67 (92 ,D68(92) ,D6% (92) ,D70(92) ,D71(92),D72(92), -

7D73(92) ,D74({92) ,059(92) ,Q60{92),061(92) ,062(92),063(92),064(92),
8Q65(92),Q66(92),067 (22} ,068(92),069(92),070(82),Q71(92),072(92),

|

9Q73(92),Q74(92),07(92) ,072(92),U8(92) ,UBA(92)
NAMELIST/CONT/U7,U74,U8,082
NAMELIST/INCON/X59,X60,X61,%62,%X63,X64,%X65,X66,%67,%X68,X69,X70, -

1 X71,

X72,X73,%74 .

NAMELIST/INPLOW/Q59,060,261,062,0630,0640,0650,Q0660,0670,068,Q65,~

1 Q70,

Q71,072,073,Q74

NAMELIST/WFCTR/RS3,R64,R65,R66,R67,R71
NAMELIST/SATRTE/S59,560,561,562,563,564,565,566,567,568,569,570, -

1 571,

DATA
DATA
DATA
DATA
DATA

572,573,574

X59 (1) (X60 (1) ,X61 (1) ,X62 (1) ,X63 (1) /S5es5.,10.,3.,10./

X64 (1) ,X65(1) ,X66(1),X67(1) ,X68(1) /3.,10.,3.,3.,10./"

X691} ,X70(1),X71(1),X72 (1), X73(1) , X74(1)/3.,5.,3.,3.,5.,3./
$59,560,561,562,563,564,565,566/40.,40.,80,,25,,80.,25.,80.,25./
s67,568,569,570,571,572,573,574/25.,80.,25.,40.,25.,25.,640.,25.7

DATA R63,R64, R65,R66,R67,R71/1.,1.,7es1ep1ay./
DATA XM63,XM64,XM65,XM66,XM67/20.,8.,204,8.,8./
DATA R7,R7A,RS,R8A/0.,0.,0.,0./

TFR = 10.

U7 (1) = .255/TFR

U7a{1) = .493/TFR

U8(1) = .560/TFk

UBA{1) = .4#96/TFR

Q59(1) = 9.78/TFR

060(1) = 4.66/TFR

Q61(1) = 10.3/TFd

Q62(1) = 3.43/TFR

0630 = 10.4B/TFR

Q840 = 10.71/7FR

Q650 = 8.34/TFR

0660 = .24/TFR

0670 = 11.79/TFR

068(1) = B.19/TFR

Q69 (1) = 3.18/TFR
Q70(1} = .675/1FR

@71(1) = 12.8/TFR
Q72(1) = 4.1/TFR
073(1) = 1.84/%FR
Q74(1) = .25/7FR
ALP7 = 0.90/TFR
ALP8 = 0.90/TFR
DEL8 = C.20/TFR

1 ¥RITE (2,3)
3 FORMAT (2%, "ENTER CONTROL DATA')

Figure B-3.
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READ (2,CONT)
WRIYE (6,CONT)
WRITE (2,8)
8 FORMAT (2%, 'ENTER INITIAL CORDITION DATA')

READ (2,INCON)
WRITE (6,INCON)
WRITE {2,10)

10 FORMAT (2%, 'ENTER INFLOW DATA®)
READ (2,INFLOW)
WRITE (6, INFLOW)
WRITE (2,13)

15 FORMAT (2%, 'ENTER WFCTR DATA')
READ (2,WFCTIR)
WRITE {6,4FCTR)
WRITE (2,19)

19 FORMAT (2X, 'ENTER SATURATION RATE DATR')
READ (2,3ATRTE)
WRITE (6,SATRIE)
po 100 £=1,91
UT(K) = U7{%}
UTA(K) = UTA(1)
UB (K} = UB(M)

UBA (K) = UBA(1}
QR {K} = Q53(1)
Q60 (K) = Q60(1)
061 (K} = 061(1)
062 (K} = 062(1)
Q68(K) = 068(1)
Q69 (K) = 063(1}
Q70(K) = Q70¢1)
Q71{K) = Q71(M)
072(%) = Q72(1}
QI3(K) = Q73(M)
Q78(X) = Q7u(1)

100 CONTINGE
Do 200 K=1,91

=K+1
MK=K-1
KN=K-3
C
C ##* INTERSECTION 478 BYRNE-DORR
C
D59 {K) = $59%U7 (K)
W59 (K} = X59(K} + Q59 (K)

IF (W59 (K) .GT. D59(K)} GO TO 126

IF (R59(K) .LT. D59 (K)) D59 (K) = W59 (K)
126 IF (MK .LT. T} W65 (MK)=X65 (1) +Q650

IF (#K .LE. 1) W66 (MK)=X66 (1) +Q660

IF (MK .LT. 1) W67 (KK)=X67(1)+Q670

IF (W65 (MK) .GE. XM65) DSY (K)=0.

TIF (W66 {MK) .GE. XMGAR) D59 (K}=0.

TF (W67 (KK) .GE. XM6T7} D59 {K)=0.

X539 (L) = X59(K} - DS9(K) + Q59(XK}

D80 (K) = S60%07{K)

Figure B-3. Continued.
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R6Q (K) = X60(K) + Q60 (K)

IF (W60 (K} .GT. D&0(K)) GO To 128

IF (W6U{K) .LT. D60(K)) D60 (K} = W60 (K)
X60 (L) = X60(K) - DEO(K) + Q060(K)
D51(K) = S61% (ALP7 ~U7 (K) — T7A(K))
#61(K) = X61(X) + Q61(X)

IF (¥61(K) .GT. D61(K)) GO TO 130

IF (W61(K} .TT. D&1(K)) DE1(K) = W61(K)
TF (MK .LT. 1) W65 (HK)=X65(1)+Q650

IF (HK .LT. 1) R66{MK)}=X66(1)+Q660

IF (MK .LT. 1} W67 (KK)=X67 (1) +0670

IF (W65 (MK) .GE. XH65) D&1(K)=0.

IF (%66 (MK) .G&. XM&6) D61 (K)=0.

IF (W67 (MK} .GE. XM67) D61 (K)=0.

%61 (L) = X61{K) - D61(K) + Q61 (K)

D62 (K) = S62% (ALE7 - UT(K) — UTA(K})
W62 (K) = X62(K} + Q62 (K}

TF (W62(K) .GT. D62(K)) GO TO 132

IF (W62(K) .LT. D62(K)} D62(K) = W62(K)

X62({L) = X62(K} — D62(K) + 0S52(K)
D63 (K) = S563% (ALP7 ~ U7 (K))
Q63 (K) = 0.U20% (D68 (KN) +D71 (KN})

IF (K .LE. 3} Q63(K) = 0630

W63 (K) = X63(K) + Q63 (K)

IF (W63(K) .GT. DE3(K)) GO TO 134

IF (W63(K) .LT. D63(K})} D63(K) = W&3(K)
X63 (L) = X63(K} + Q63(K) - D63(K)

D& (K) = S6A*T7A(K)

064 {K} = 0.580%063(K)/0.420

IF (K -LE. 3) QB4(K) = Q540

WGH (K) = X6U4(K) + Q6U(K)

IF (W6U(K) .GT. D64 {K)) GO TO 136

IF (W64 (K) .LT. D64 (K)) D6U(K) = W64 (K)
X604 (L) = X64(K) — D64 (K) + Q64 (KX)

i

IHTERSECTION 497 DORR-SECOR

D65 (K} = S65%08(K)

Q65 (K) = 0.436% (D61 (KN)+D59 (KN))

IF (K .LE. 3) Q65(K) = Q650

W65 (K) = X65(K) + Q65 (K)

IF (W63(K) .GT. D65(K)} G@ TO 138

IF (W65(K) .LT. D65(K}) D65 (K) = W65 (K)

X65(L) = X65({K} — D65(K) + Q&3(K)
D66 (K) = S66%UB(K)
086 (X} = 0.004%Q65(X)/0.436

IF (K .LE. 3) Q66{(K) = 0660

W66 (K) = X66(K) + Q66 (K)

IF (H66({K} .GT. DG6{X)) GO To 140

IF (W66 (K) .LT. D66(K)) DB66(K) = W66 (K)
X66 (L) = ¥66{K) + Q656{K) - D66 (K)

D67 (K) = S67+U8A(K)

Q67 (K) = 0.56%Q65 (K) /0.436

IF (K .LE. 3} Q67(K) = Q670

nun

Figure B-3. Continued.
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W67 (K) = X67(K) + Q67(K)
IF (W67(K) .GT. D67 (K)) GO TO 142
IF (W67 (K) .LT. D67(K)) D67 (K) = W67 (K)

X67{L) = X67(K) - D67{K) + Q67 (K)
D68 (K} = S6B8% (UB(K) ~ UBA(K))
WEB(K) = XS8(K) + Q68(K)

IF (W68(K) .GT. D68(K)) GO TG 144

IF (W68(X) .LT. D6B(K)) DEB(K) * WEB(K)
IF (MK .LT. 1) W63 (MK)=X63(1)+Q630

IF (MK .LT. 1) W6L (MK)=X6U (1) +Q640

IF (W63 (MK) .GE. X#63) D68(K)=0.

IF (W64 (MK) .GE. XM64) D68 (K)=0.

X68 (L) = X6B(K) - D68(K) + Q68(K)
DEI (K} = S69% (US (K} — DBA(K))
W69 (K) = X69(K) + Q69(K)

IF {(W69(K) .GT. D69(K)) GO TO 146
IF (W69(K) .LT. D69(K)) D6Z(K) = W69(K)

X69{L) = X69(K) + Q69(K) - DEI(K)
D70(K) = S70%(ALPB - UE(K))
W70{K) = X70(K) + Q70(K)

IF (W70 (K) .GT. D70(K)) 6O TO 148
IF (W70(K) .LT. DTO(K}) D70 (K) = W7O({K)

XTO0(L) = X70(K) + @70(K) - D70(K)
D71(K) = 571% (ALP8 - UB(K))
W71(K) = XT1(K) + Q71(K)

IF (W71(K) .GT. D71(K)) GO TO 150

IF (W71(K} .LT. DT1(K}) D71(K) = W71(K)
IF (MK .LT. 1) W63 (AK)=X63 (1)+0630

IF (ME .LT. 1) W6l (HK)=X64{1) +Q640

IF (W63 (MK) .GE. XM63) D71 (K)=0.

IF (W64 (MK) .GE. XME4) DT1(K)=0.

X7T1(L) = X71(K} + Q71(K} - D71(K)
D72{K} = S72*DEL8

W72(K) = XT2(K) + Q72(K)

IF (¥72(K) .GT. D72{(K)) GO TO 152

IF (W72(X) .LT. D72(K}) D72(K) = W712(K)

X72(L) = XT2(K) + Q72(K) ~ DT2(K)
D 3(K) = S573*%(aLP8 - UB (K} — DEL8)
R/I(K) = X73(K) + Q73(K)

IF (W73(K) .GT. D73(K)) GO TO 1%
IF (W73(K) .LT. D73(K)) D73(K) = W73(K)

X73(L) = X73(K) + Q73(K) - D73(K)
D74 (K) = S74%* (ALP8 - US(K) - DELS)
W74 (K) = X746 (X) + Q74 (K)

IF (¥74{K) .GT. DT4(K)) GO TO 156

IF (W74 (X) .%T. DT4(K)) D74 (K) = WT4(K)

X74(L) = X734(K) + QT4(K) ~ D74{K)

CONTINUE

p=0.

Do 245 J=91,91

P= HSQ(J)**2+H60(J}**2+W61(J)**2+H62(J)**2+863*(H63(J)**2) -
1+REU* (W6 {J) %%2) +RE5X (W65 (J) *¥%2) +B6 6% (HEG (J) **2) +RE T* (W67 (J) #%2) -
24WEB (J) **2+UE9 (T} ¥R24HT O (T} **+2+RT 1% (W77 (T) **2) ¢ WT2(J) **2 -
3473 () *¥*24/TH (J) **2

Figure B-3. Centinued.
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245 CONTINUE
bo 250 J=91,91
P1=R7* ( (U7 (J) —.0274) *%2) +RTa%* ((UTA (J) -.051) **2)
1 +RB*((UB(J)~—.056)**2) +REA* ({UBA (J) —.0U57) **2)
B=P+P1
250 CONTINUE
P=P/16 .
IF (P .LT. 1.000) P=P**.,5
WRITE (6,229)
229 FORMAT (1HO}
WRITE (6,660} P
WRITE (6,229)
WRITE (6,219)

219 FORMAT (6X,'J*,BX,'X59(J)*,UX, ' XE0(J) ", 4%, "X61(J) ", 4%, X62(2)",
1 BX, X63(J) ', 4%, X604 (J) " UK, " X65 (J) 1, 4X, X66(J)",UK, XE6T(I)",
24%,'X68 (), //)

Do 235 J=1,10
WRITE (6,639) J,X59(J},X60(J),X61(JI),X62(JI)},X63(J),X64(J),X65(J),~
1 X66(J) ,X67(J),X68(J3)
235 CONTIKRUE
Do 236 J=11,91,10
WRITE (6,639) J,X59(J),X60(J),X61(J} ,X62(J) ,X63(J),X64(J) ,X65(H ,~
1 X66(J) ,X67(J) ,X68(J)
236 CONTINUE
WRITE (6,229)
HWEITE (6,249)

249 FORMAT (6X,'J',8X,'X69(J) ", 84X, "XT0(J3) ', 84X, "XT1{J) ", 4K, *X72(3) ",

14X, 'XT3(J) LUK, PXKTUI) Y, /)

po 255 J=1,10

WRITE (6,649) J,%X69(J),X70(J),XT71(3),X72(J),X73(I}, X74(T)
255 CONTINUE

po 256 d4=11,91,10

WRITE (6,649) J,X69(3),XT0(J) ,XT1(J},XT72(J),X73{J},XT74(D
256 CONTINUE

WRITE (6,229)

WRITE (6,400) :

500 FORMAT (6X,'J%,8X,'W59(J)*,4X,'H60(J) ", 4%, ' W61{J) ', 4X, ' §62(J) ",
1 ux,'w63(a)',ux,'wsu(J)v,ux 'WGS(J)',ux,'wss(J)' BX,*WE6T(J) "',

2 4X,1H68(J)*//)
Do 405 J=1,10
WRITE (6,639) dJ,W59 (J),W60 (J) ,W61(J),W62(J), W63 (3) , W64 (J) , W65 (J) ,-
1 wss(a),ws7(a),wss(a)
405 CONTINUE 4
po 410 J=11,91,10
WRITE (6, 639) 3, W59 (J) , W60 (J) ,¥61(J) , W62 (J) , W63 (J) , W64 (J) , W65 (J) ,~
1 W66 (J), W67 {(J), W68 (J)
410 CONTINUE
WRITE (6,229
WRITE (6,415)
415 EGRHAT_(ex,'J',ax;'wse(J)',ux,'HVO(J)',ax,-971(q)-,nx,vwvz(a)-,
§OUX, VWIS (I) LUK, VRTL (T) Y,/ '
Do 420 J=1,10
WRITE (6,6049) J,069(J),W70(H) ,A71(3) ,RT2(J) , W73 (I}, VT4 (J)

420 CONTINUE

Figure B-3. Continued.
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425

550 FORKAT (6X,'J',8X,'D59(J)',4X,"D60(J}"*,4X, 'D61(J) ", 4X, D62 ()",
T 4X,'D63(J)',u4X, D64 (J) ' 4%, D65 (J) ', 4K, 'DE6(I) 1, LXK, DET(I) ",

555

560

565 FORMAT (6X,'J',8X%,'D6E9(J)*,4X,'DT0(J)*, 4%, 'D71{JI)",48X,'D72(J) ",

570

578

675 FORMAT (6X,'J",BX,'Q63(J)',4X,'064(J) ", 48X, 065(J),4X,"Q66(F)",

680

685
639
649
660

689

200

DO 425 J=11,91,1¢

WRITE (6,649) J,W6$(J),N70(J),R71(J),WT72(J) ,RT3(J) ,WT4(J)

CONTINUE
WRITE (6,229)
WRITE (6,550)

2 4X,'D68(J)'//)
DO 555 J=1,10

WRITE (6,639) J,D5%(J),D60 (J},D61(J),D62(JI),D63(J),DEU{T),DES(T),~

1 D66 (J),DET(J) ,DEB{J)
CONTINUE
DO 560 J=11,91,10

WRITE (6,639) J,D59(J),D60¢(J),D61(J),D62(J) ,D63(JI),D6U(I),DES(J),~

1 D66(J) ,D67 (J) ., DEB (J)
CONTINUE

WRITE (6,229)

WRITE (6,565)

2 4X,tD73(J) ", U4X,'DT4(T) " ,.//)
D@ 570 J=1,10

WRITE (6,649) J,DE9(J),DT70(JI),D71{J),D72(I),DT3(J),DT4 (D)

CONTINUE
pe 575 J=11,91,10

WRITE (6,649) J,D69(J),D70{J),D71(J),D72(J) ,D73(3),D74(J)

CONTINUE
WRITE (6,229}
WRITE (6,675)

1 4x, 'QG./ {3yt /7)

bo 680 J=1,10 .

WRITE (6,689) J,063(J),0Q64 (J),065(J),066(J),Q67 (I}
CONTINUE

D@ 685 4=11,9%-10

WRITE (6,689) .1,Q63(J),064(J),065(J),066(J),Q67(J)
CORTINUE .

FORMAT (4X,1I3,5%¥,.10(F8.2,2X)}

FORMAT (4X,I3,5X,5(FB.2,2%})

FORMAT (6X, 3HP= , F6.2).

FORMAT (4X%X,I3,5X,5(F8.2,2X))

GO TO 1

END

Figure B-3. Ceoncluded.



APPENDIY C - LISTING OF COM?UTER,PROGRAMS - SECTION I

C

C *#** CJALL PROGRAM FOR OPTIMIZATION OF TRAFFIC MODEL - SECTION I

c
IMPLICTT REAL*E (A-H,0-2)
EXTERNAL THIN
DIMENRSION U {16} ,WA(320)
¥=16
EP5=.001%
ITHAX=100
U(1)y=.0676
U(2)=.070
u(3)=.0294
U{4)=.0136
U(5)=.0622
U{6)=.0700
U(7)=.0812
U{8)=.0152
0(9)=.0150
U(10) =.0350
o(11}=.022
0(12) =.0395
U{13)=.0678
U(14)=.,0370

. - U{15)=.0112
: G(16)=.0648 _ :
CALL 2¥POWL (TMIN,EPS,N,0,FHIN, ITMAX,WA,TLER)
WRITE (6,100) FMIN,ITHMAX N
100 FPORMAT (2X, "FMIN= *,G12.5, *'ITMAX= ',I3)

STOP
END

Figure C-1.
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C **% FUNCTION FOR OFTIMIZATION - SECTION I

c

DOUBLE PRECISION FUNCTION TMIN(U)

DOUBLE PRECISION U

DIMENSION U (16}

DIMENSION X1(92),X2(92),X3(92),%X4(92),X5(92),%X6(92),X7(92},
1X8(92),X9(92), x10(92) x11(92) X12(92),X13(92) ,X14(92) ,X15(92),
2%16 (92), x17(92) x18(92) X19(92) ,X20(92) ,X21(%92), x22(92) X23(92),
3x24(92), x25(92),x26(92) X27(92) ,%X28 ({92} ,X29(92) ,X30(92) ,X31(922),
ux32(923,x33(92),x3u(92),x35(92),x36(92),x37(92),x38(92),x39(92),
S5X40{92) ,X41(92),X82(92) , X843 (92) ,XU4 (92) ,X85(92) ,XU6{92) ,X47(92),
6X48(92),X49(92),X50(92),X51(92) ,X52(92) ,X53(92) ,X54(92) ,X55(92),
7X56(92) ,X57(92},1%58(92) ,X59 (92) ,X60 (92) ,X61(92) ,X62(92) ,X63(92),
BX6Y4 (92) ,X65(92) ,X66(92) ,X67(92),¥X68B(92),X69(92),X70{92) ,X71(92),
9X72(92) ,X73(92}), 173(92),x75(92) X76(92), x77(92),xvs(92) X79(%2),
AXBC (92),XB1(52),X82(92),X83(92),XB4(92) ,X85(92),%X86(92} ,X87(92),
BXB8(92),%89(92), x90(92),x91(92) X9z (92), 193(92},x94(92} X95(92),
CX96(92) ,X971(92),%98(92)

DIMENSION R1(92),W2(92),%3(92),W4(92),¥5(92),W6(92),%7(92),
198(92) ,¥9(92), H10(92) H11(92) w12(92),w13(92),n1u(92) #15(92),
2w16(92),u17(92) w15(92),w19(92) W20 (92),¥W21(92), w22(92) L823(92),
IV24(92) ,W25(92),N26(92) , W27 (92), wza(gz),wzs(sz),wso{sz) W31(92),
4W32(92), w33(92),w34(92),w35(92),w35(92) R37(92) ,R38(92),839(92),
swu0(92),wu1(92),wu2(92),wu3(92) w4u (92), wu5(92),wu6(92) w47(92),
6W4B (92),W49(92) ,W50(92) ,W51(92) ,R52(92) ,W53 (92} ,W5H4 (92) ,W55(92),
TR56(92) , H57(92),w58(92),w59(92),wa0(92) ws1(92),u52(92) #63(92) ,
8W64 (92) ,W65(32) ,N66(92),H67 (92), W68 (92}, W69 (92} ,¥70(92) ,W71{92),
9§72(92), H73(92),w7u(92) w75(92),u75(92),w77(92),w78(92),w79(92),
Aw80(92),n81(92) n82(92),ws3(92),ﬂ8u(92) W85(92) ,WB6{92) ,WBT7 {92},
BWBB(92) ,%¥689(92),%W90(92) ,W91(92) ,W92(92),W93{92) ,N94(92) ,W35(92),
CW96(92),H97(92),HW98(92)

DIMENSION D1(92),D2(92),D3(%92),DU{92),b5(92),D6(92),D7(92),
193(92}.99(92),D10(92),D11(921 D12(92),D13(92),D1ﬂ(92},915(92},
2D16(92J,D17(92),D18(92),D19(92),D20(92),D21(92),D22(92),D23(92),
3D24(92) ,D25(92) ,D26 (92) ,D27{92) ,D28(92),D29(92),b3C(92),D31(92),
4p32(92),D033(92) ,D34(92),D35(92) ,D36(92),D37(92) ,D38(92) ,D39(92),
5D40(92) ,D41(92) ,D42(92} ,D43(92),D44(92),DU45(92) ,DU6(92) ,D47(92),
6D48(92) , D49 (92),D50(92) ,D51(92) ,D52(92) ,D53(92),D54(92) ,D55(92),
7D56 {92) ,D57(92) ,D58(92) ,D59 (92) ,D60 (92) ,D61(92),D62(52},D63(92),
8D6U (92) ,D65(92) ,D66(92) ,D67 (92) ,D68 (92) ,D69¢92),D70(92),D71(92),
9D72(92),D73(92) ,D74(92) ,D75(92) ,D76(92) ,DT7(92) ,D78(92) ,D79(92),
ADBO (92) ,D81(92) ,082(92) ,D83(92) ,D84 (92) ,D85(92),D86(92),D87(92),
BD88 (92) ,D89(92) ,D90(92) ,N91(92) ,D92(92),D93(92) ,D94(92) ,D95(92),
cb96 (92) ,D97 (92),D98(92)

DIMENSION Q1(92),02(92),93(92),00(92)},05(92),06(¢92),07(92},
108(92),09(92) ,010{92),041(92),012(92),013(92) ,014(92) ,15(92),
2016 (92),017{32) ,018(92) ,Q19(92) , 920 (92) ,021(92) ,022(92),023(92),
3024 (92) ,025(92) , 026 (92) ,027 (92) ,028 (92) , 229 (92} ,9Q30(92) ,0Q31(92),
4032(34),033(92) ,034(92),035(¢(92),036(92),Q37(92),038(92),039(92),

5Q40(92) ,041(92),Q42(92}, 903(92),Quu(92},gu5(92) Q46 (92) ,047(92) .
6048 (92), Q49 (92) ,Q50 (92} ,Q51(92) ,052{92) ,053 (92) ,054 (92} ,Q55(92),
7056 (92) ,057(92) , @52 (92}, Q59(92).Q60(92) @61(92) ,062(92),063(92),

8064 (92) ,065(92),066{92) ,067(92),068(92),063(92),070(92) ,071(92),

9Q72(92}.Q73(92),Q7u{92),Q75(°2),Q76(92),Q77(92),Q78(92}rQ79(92),

Figurs C-2.
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A080(92),081(92) ,082(92),083(%2) ,Q84 (92),085(92),086 (92) ,087(92) ,
BQ88(92) ,089(92),Q90(92),091(92)},092(92),093(92),094(92) ,095(92},
CQ96(92),097(92) ,Q98(92) ,U1(92) ,U2(92),03 (92) ,U3A(92),Ul (92),
DU5(92) , U6 (92) , U6A (92) , U7 (92) ,UTA (92) , UB (92) , UBA (32} , 69 (92) ,
EU10(92),U1OA{92) U11(92)

DATA R1,R2,R3,R3A,Ré, R5/1000.,1000.,1000.,1000.,1000.,1000./

DATA na,nsn,a7.nva,na,Bsn/1000.,1000.,1000.,1000.,10000.,10000./

DATA BY%,R10,R104,R11/1000.,1000.,1000.,1000./

DATA X1(1) ,X2{1},X3(1),%X4(1);X5(1),X6(1)/10.,3.,10.,3.,3.,5./

DATA X7(1),X8(1) ,X9(1),X10(1},X11¢(1) /3.,3.,5.,3.,10./

DATA X12(1),X13(1),X14(1),X15(1) ,X16(1}/3.,10.,3.,3.,3./

DATA X17{1),X18(1),K19(1),X20(1),X21(1)}/10.,3.,3.,10.,3./

DATA X22(1),%23(1),X24(1),¥X25(¢1) ,X26(1)}/3.,10.,3.,3.,10./

DATA X27 (1) ,X28(1),%X29(1),X30(1),%31(1) /3.,3.,16.,3.,10./

DATA X32(1),X32(1),X34(1),X3541) ,X36{1)/3.,5.,3.¢3.,5./

DATA X37(1),X3B(1),X39(1), X401} ,X471¢(1) /3.,3.,5.,3.,5./

DATA X42(1) ,X843{1),X84(1),X45(1),X86(1)/3.,70.,3.,10.,3./

DATA X47(1),X48£1),X49(1),%X50(1) ,X51(1) /10.,3.,3.,10.,3./

DATA X52(1) ,X53(1),%X54(1},X55(1),%¥56(1) /3.,10.,3.,3.,10./

DATA X57(1),X58(1)},X59(1),X60 (1) ,X61(1) /3.,3.,5.,5.,10./

DATA X62 (1) ,X63(1),X64 (1) ,X65 (1), X66 (1) /3., 10.,3.,10.,3./

DATA X67(1),X68(1),X69{1),X70(1),X71(1)/3.,10.,3.,5.,3./

DATA X72(1) ,X73 (1), X70(1),X75 (1) ,X76(1) /3.,5.,3.,10.,3./

DATA X77 (1) ,K78(1) ,XT79(1), X80 (1) s XB1(1) 7100, 3op30s30. 10, /

DATA X82 (1) LX83 (1) »XBL (1) , X85 (1} 2 XB6 (1) 734030 210, 2 300 3. /

DATA X87(1),X88(1 ,X89(1),X90(1),%91(1) /10.,3.,3.,10.,3./

DATA X92(1),X93(1),%9u (1),X95 (1}, X96(1)/3.,10.,3.,10.,3./

DATA X97 (1) x98(1)/3.,3 /

DATA X¥13,XM14,XN26,XM27 xuza/ao.,16.,ua.,16.,16 /

DATA XM63,XM&4,XM65,XMG6,EM67,40.,16.,40.,16.,16.7

DATR S1,52,53,54,55,56,57/80- 25, 80,25, 125, /40,025, 7

DATA S8,59,510,511,512,513,S14/25.,40.,25.,80.,25.,80.,25./

DATA 515,516,517,5%8,519,520, $21/40.,40.,80.,25.,25.,80.,25./
DATA S$22,523,524,525,526,527,528/40.,80.,40.,25.,80.,25.,40./

DATA 529,530, 531,532,533,534, 535/80.,25.,80.,25.,40.,25.,25./

DATA 536,537,538,539,540,541,542/46.,,25,,40.,4%0.,25.,40.,25./

DATA 543,sum,sus,sus,suv,sug,su9/8@.,25.,80..25.,80.,25.,25./
DATA S50,551,552,553,554,555,556/80.,25.,25.,80.,25.,40.,80./

DATA S57,558,559,560,561,562,563/25,,40.,40.,40.,80.,25.,80./

DATA S64,565,566,567,568,569,S70/40.,80,,25.,60.,80.,25..,40.7

DATA S71,572,573,574,575,576,5S77/40.,40.,40.,25.,80.,25.,80./

DATA S78,579,580,581,582,583,5684,25,,40.,40.,80.,25.,25.,80./
. DATA $85,586,587,568,589,590,591/25.,25.,80.,25.,25.,80.,25./

DATA 592,593,594,595,596,597,598/25.,80.,25.,80.,25.,25.,25./

@1(1) = 9.2/TFR

92(1) = 0.85/TFR
Q6 (1) = 2.48/TFR
Q7(1) = 1.08/TFR
28(1) = .85/TFR

Q9(1) = 2.26/TFR
210 (1) = 1.28/TFR
@15(1) = 2.0/TFR
Q16 (1) = 2.0/TFR

Figure C-2. Continued.
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@600

Q30n
QUOA
Q50A
0110
Q120
0130
Q140
@17 (1)
Q18 (1)
019 (1.
Q200 =
0210
0220
Q230
@240
Q250
Q260
9270
0280
@290
Q300
@310
9320
@330
@340
@350
36(1)
Q37 (1)
Q38(1)
239(1)
QU0 (1)
Q41(1)
Qu2(1)
Q430 =
QU0
Q450
Que0
Q47 (1)
Q4B (1)
QU9 (1)
Q500 =
@510
Q0520
@53 (1)
g54(Mn
55 (1)
9560
Q570
@580
0590

g nnn

LT O T T {1 A 1 | O 1 [

e

N dabo s 0

0610
R620
0630

(S S N T T |

9,08/TFR
1.9/TFR
.975/TFR
12.36/TFR
2.24/TFR
11.59/7FR
1.57/TFR
6.61/TFR
2.08/TFR
1.75/T¥R
5.23/TFR
2.44/TFR
4.6/TFR
9.15/TFR
4 .1/TFR
1,9/TFR
9.54/TFR
0.73/TFR
2.25/TFR
8.73/TER
.66/TFR
9.45/7FR
2.11/TFR
1.3/TFR
©.525/TFR
.663/7TFR
1.61/TFR
1.19/TFR
1.46/TFR
0.5/TFR
1.86/TFR
0.5/TFR
.025/9FR
15.58/TFR
1.09/TFR
16.03/TFR
1.75/TFR
2.78/TFR
1.20/TFR
0.66/TFR
.29/TFR
.99/TFR
.69/TFR
11.86/TFR
- 2.29/TFR
1.11/TFR
11.96/TFR
0.80/TFR

o
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10.3/TFR
3.43/TFR
10.48/TFR
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Q640 = 10.71/TFR
Q650 = 8.34/TFR
Q660 = ,24/TFH
@670 = 11.79/TFR
068 (1) = B.19/TFR
Q69(1} = 3.18/TFR
Q70 (1) = .675/TFR
Q71({1) = 12.8/TFR
72(1) = 4.1/TFR
@73(1) = 1.8U/TFR
Q74 (1) = ,25/TFR
Q750 = 11.13/TFR
Q760 = 1.19/TFR
2770 = 12.49/TFR
0780 = 3.24/TFR
@79(1) = 2.09/TFR
Q@80(1) = 2.99/7FR
Q810 = 5.20/TFR
9820 = 3.11/TFR
@830 = 1,78/TFR
Qa4 (1) = 5.76/TFR
985(1) = 1.91/TFR
986 (1) = U.91/7FR
@87(1) = 12,.84/TFR
Q88(1) = 3.84/TPR
989(1) = 2.46/TFR
@900 = 13.14/TFR
@910 = 1.84/TFPR
0926 = 1.65/TFR
Q930 = 6.16/TFR
Q940 = 2.64/TFR
Q950 = 4.2/TFR
Q960 = 1.8/TFR
Q97(1} = 2.0/TFR
098 (1) = 2.0/TFR
ALP1 = 0.90/TFR
ALP2 = 0.90/TFR
ALP3 = 0.90/TFR
ALP4 = 0.90/TFR
ALP5 = 0.90/TFR
ALP6 = 0.90/TFR
ALE7 = 0.90/TFR
ALP8 = 0.90/TFR
ALP9 = 0.80/TFR
ALP10 = 0.90/TFR
ALP11 = 0.90/TFR
DEL1 = 0.15/TFR
DEL2 = 0.15/TFR
DEL3 = 0.10/TFR
DEL4 = 0.15/TFR
DEL5 = 0.15/TFR
DEL6 = 0.15/TFR
DELS = 0.15/TFR
DELY9 = 0.15/TFR
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DEL10 = 0.25/TFR
DEL11 = 0Q.20/TFR
U011 = u(1)
g2¢1)y = 42y
U3(1) = U(3}
U3R(1) = O(l)
B4{1) = 6(5)
US(1} = U(6)
D6{1) = 0(7)
gea(1l) = U8
u7{y = o9
g7a (1} = 0 (1
ga(1) = u(1mn
uaa (1) = U{12)
09(1) = U(13)
U0 (1) = T(14)
B10a (1) = U(15)
11 (1) = 0{16)
pe 8 K = 1,91
U1¢K) = 01
U2(K) = U2¢1)
U3(KYy = U3({1
U3A(K) = U3A(1)
Ul {K) = U4 (1)
O5(K} = U5(1)
U6 (K) = T6(M
U6A(K) = U6A(1)
UT(K) = 07(1)
U7A(K) = U7A(1)
U8 (K) = UB(M)
Uga (K) = U8a (V)
U9 (K) = U9(7)
u10{K} = 010(1)
U10ACK) = 0104 (1)
Ui1(K) = U1 (1)
QI(KY = @1(N)
Q2(K) = 02(1)
Q6 (K} = 06(1)
Q7(K) = Q7 (1)
8 (X) = QB(M)
QoK) = Q3(7)
@i0 (X) = @10(1)
QI5(K) = @15(7)
Q16 (K) = Q16(M
Q17(K) = @17(1)
g18(K) = @18(1)
Q19(K) = @19(1}
Q36 (K) = @36(1)
P37T(K) = @37(1)
238 (K) = @3B(N)
239(Ky = 239(1)
QuO (K) = QuO(T1}
QQ1(K) = 41 (N
QU2 (K} = Q42(M)

Figure C=2.

206

Continued.



-

C
C k%%

10

12

207

QUT(K) = Qu7(1)
QUB(K) = Qu8{1)
QUI(K) = QUI(1)
953{K} = @53(1)
Q54 (K) = Q54(7)
Q55(K) = Q55(1)
068 ({K) = p68{1}
069(K) = Q69(1)
Q70 (K) = Q70(1)
Q7T1{K) = Q71 (M)
Q72(K) = Q72(1)
C73(K) = Q73(1)
Q74 (K) = Q74(1)
QI8(K) = Q79(1})
Q86 (K) = Q80(M)
Q84 (XY = QB4(1)
Q85 (K) = @BS(1)
Q86 (K} = Q86 (1}
Q87 (K} = Q87{1)
Q88{K) = pg88(1)
Q89 (K) = @89(1)
Q97 (E) = Q97{(1)
098 (K) = Q97(M)
CONTINUE

DO 200 K=1,961
L=K+1

MK=K~1

MH=K-2

KN=K-3

M=K-U

KL=K-5

KM=E-7

MN=K-11

JI=K-13

JK=K-15

JN=K=17

JL=K=20

INTERSECTION 507 REYNGLDS-BANCROFT

D1(K) = S1*(U1(K) - DELY)

W1(K) = X1{K) + @1(K)

IF (W1(K) .GT. D1(K)) GO Te 10

IF (W1(K} .LT. D1(K}) D1(K) = ¥1(K)
X1{L) = X1(K) - DU{K) + Q1{K)

D2(K) = $2%(01(X) = DEL1)

W2(K) = X2(K) + Q2(K)

IF (W2(K} .GT. D2(K)) GO TO 12

IF (WZ2({K) .LT. D2(K)) D2(K) = R2(K)
X2(L) = X2(K) - D2(K) + Q2(K)

93(K) = 0.76%(D13(M) + DIS(¥))

IF (K .LE. 4) Q3(K) = Q30A

D4 (K} = 0.17*Q3(K)/0.76

IF (K .LE. 4} 04(K) = QUOA

Figure C=2. Continued.
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@5¢(K) = 0.07%Q3 (K}/0.76

IF (K .LE. &) Q5(K) = Q50A

D3{K) = $3%01{K)

W3(K) = X3 (K} + 03(K)

IF (W3(K) .GT. D3(K)) GO TO 14

IF (W3(K) .LT. D3(K)} D3 (K} = W3 (K}

X3(L) = ¥3(K} = D3(K) + Q3(K)
D4 (K) = S4*01{K)
W (K} = XU({K) + Q4(K)

IF (W4(K) .GT. D4(K)) GO TO 1§

IF (W4 (E) .LT. D4(K)) D4(K) = WU (K)
XU(L) = X4(K) - DU(K) + OQu(K)

D5 {K) =S5#*DEL1

WS(K) = X5(K) + Q5(K)

IF (W5(K) .GT. D5(K}) GO TO 18

IF (W5{K) .LT. DS(K)) D5(K) = ¥5(K)
X5(L) = X5(K) + Q5(K) - D5{K)

DE(K) = S6*% (ALP1 - U1(K))

WE6(K) = X6(K) + Q6(K)

IF (W6(K) .GT. D6(K)) GO TO 20

IF (W6(K) .LT. D6(K}) D6(K} = W6 (K)
X6(L) = X6(K) - D6{K) + Q6(K)

D7 (K} = 57*(ALP1 - U1(X))

W7(X) = X7T(K) + Q@7(K)

IF (R7(K) .GT. D7(K)) GO T0 22

IF (W7(K) .LT. D7(K)) D7(K) = WT(K)

X7(L) = XT(K) = D7(K)} + Q7{K)
DB(K) = S8*%DEL1
W8 (K) = XB{K) + QB(K)

IF (W8(K)} .GT. DB{K)) GO TQ 24
IF (R8(K) .LT. DB(K)} DB(K) = W8(K}

X8(L}) = XB(K) + Q8(K) — DB(K)
P9 (K) = S59% (ALP1 - DEL1 - U1(K)})
WO (K) = X9{K) + Q3(K)

IF (W9{K) .GT. D9(K)) GO TO 26

IF (W9(K) .LT. D9(K)) DI(K) = WI(K}
X9(L) = X9(K) = D9(K) + Q9(K)

DI0(K) = S10*(ALP1 ~ DEL1 -TU1(K})

W10 (K) = X10(K) + @10(K)

IF (W1@(K) .GT. D10O(K)} GO TG 28

IF (WH0(K) .LT. D10(K)) D10{K) = WI0(K}
X10(L) = X10(K} - D10(K) *# 010 (K)

INTERSECTION 514 REYNOLDS-GLANN SCHOOL

D1 (K). S11* (U2 (K} - DELZ)

211 (K} L750% (D1(¥) + DT7(¥))

IF (K .LE. © @11(K) = @110

Q12 (K) = .250%@11(K}/.750

IF (K .LE. 4) @12(K) = @120

F11(K) = X11(K) + @11(K)

IF (W11(X) .GT. D11(K}} GO To 30

IF (W11(K)} .LT. D11(K)}) DI11(K) = W11(K)
IP (¥K .LT.1 ) W26({MEK)=X26(1)+Q260

Figure C-2. Contlinued.
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IF (MK .LT. 1) W27 (MK)=X27(1)+Q270
IF (MK .LT. 1) W28 (MK)=X28 (1) +Q2B0
IF (W26 (¥K) .GE. XM26) D11(K)=0.
IF (W27 (MK) .GE. XM27) D11 (K)=0.
IF (W27 (MK) .GE. XM28) D11(K)=0.

X11(L) = X11(K) + 0¥1(K) - D11(K)
D12(K) = S12%(U2(K) - DEL2)
Ri12(K) = X12(X) + Q12(K)

IF {W12(K) .GT. D12(K}) GO TO 32
IP (W12(X) .LT. D12(K)) DI12(K) = W12(K)
X12¢L) = X12(K} + Q12{K) - D12(K)

Q13(K) = .900*(923(nn) + D19 {MM) + D21(MM})

IF (K .LE. 2} 013(K) = Q130

QIU(K) = .100*Q13(K)/.900

IF (K .LE. 2) Q14 (K)=Q140

D13({K) = S13*U2(K)

W13(K) = X13(K) + Q13(K)

IF (W13(K) .GT. D13(K)) GO TO 34

TP (W13(K) .LT. D13 (K}) D13(K) = W13(K)
X13¢L) = X13(X) + Q13(K) - D13(K)

D14 (K) = ST14*DEL2

W16 (K} = X14(K) * Q14(K)

IF (W14(K) .GT. D14 (K)) GO TO 36

IF (Wi4(K) .LT. DI4(K)) DI4(K) = Wil (K)

X14(L) = X14(K) + Q¥4 (K) - DI4(K)}
D15(K) = S15%(ALP2 = U2(K))
H1S{K) = X15(K) + Q15(K)

IP (W15(K) .GT. L15(K}) GO TO 38
IF (W15(K} .LT. D15(K)} DI5(K) = W15 (K)

X15(L) = 215(K) * Q15(¥) - D15(FK)
D16(K) = S16%{ALP2 - ¥2(K))
W16 (K) = X16(K) + Q15 (K)

IF (W16(K) .GT. D163K)) GO TO 40

IF (W16(K) .LT. D16(K)) DI6(K} = W16 (K}
IP (MK .LT. 1) W26 (MK)=X26 (1) +Q260

IF (MK .LT. 1) W27 (MK)=X27(1)+Q270

IF (MK .LT. 1) W28 (MK)=X28(7)+Q280

IF (W26 (MK) .GE. XM26) D16(K)=0.

IF (#27(¥K) .GE. ¥XM27) D16 (K)=0.

IF (W28 (MK) .GE. XM¥28) D16(K)=0.

X16(L) = X16(K) + Q16{K) ~ D16 (K)

INTERSECTION 512 REYNGLDS-DORR

D17 (K} S17%03 (K)

W17 (K) = XV17(K)} + Q17(K)

IF (¥17(K) .GT. D17(K})) GO To 42

IF (W17{(K) .LT. D17(K}) D17(K) = W17(K)

X17(Ly = X17(K} = D17(K) + Q17(K)
D18 (K) = S18%U3 (K)
W18 (K) = X18(K} + Q18 {K)

IF (W18(K) .G6T. D1B({K)) GG To 44
IF (¥1B(K}) .LT. D18(K)) DIB{K) = W18 (K)

X18 (1) = XT18(K) = DI8(K) + Q18(K)

Figure C=2. Continued.



ek

46

e

50

52

54

56

" 210

D19 (K) = S19%03A(K)

R19(K) = X19(K} + Q19(K)

IF (W19(K) .GT. D19(K})) GO TO U6

IF (R19(X) .LT. D19(K)} D12 (K} = W19(K)
IF (%K .LT. 1} W13(MK)=X13(1)+Q130

TIF (MK .LT. 1) W14 (MK)=X14 (1) +0140

IF (W13 (MK) .GE. XM13) D19(K)=0.

IF (W14 (MK) .GE. XM¥4) D19 (K)=0.

X19(L) = X19(K) - DI9(K) + 019(K)
D20(K) = S$S20*U3(K)

020 (K) = 0.35% (D31 (MN) +D35(MK) +D37 'HN))
IF (K .LE. 11) Q20(K} = 0200

W20 {K} = X20(K) + Q20(K)

1F (W20(K) .GT. D20(K)) GO TO 48

TF (W20 (K) .LT. D20(K}) D20(K} = W20(K)

n

XZ0(L}) = X20(K) - D20(K) + Q20 (K}
D21 (K) = S$21*U3 (K)
021{X) = 0.24%Q20¢ (K) /0.35

IF (K .LE. 11) Q21(K) = 0210

W21(K) = X21(K) + 021(K)

IF (W21(K) .GT. D21(K)) G@ TO 50

IF (W21(K} .LT. D21(K)) D21(K) = W21(K)
IF (MK .LT. 1) W13 (MK)=X13(1)+0130

IF (MK .LT. 1) #14(MK)=X14 (1) +Q180

IF (W13(MK} .GE. X¥13) D21(¥)=0.

IF (R16(MK) .GE. XM14) D21(K)=0.

CX21{L) = X21(K) + Q21(K) - D21(K)
D22{K) = S22%U3A {K)
Q22 (K) = 0.u81%Q2C(K) /0.35

IF {K .LE. 11) @22({K) = Q22z0

R22(K) = X22(K) + Q22(K)

IF (W22{K) .GT. D22({K)) GO@ TQ 52

IF (W22(K) .LT. D22(K)) D22{K) = W22(K)
¥22(L) = X22(K) = D22(X) + 022(K)

D23 {K) §23% (ALPI - U3(K} - U3A(K) - DEL3)
Q23 (K) .640% (DU2 (KL) + DU3(RL))

IF {K .LE. 5) 023(K)=0230

W23 (K) = X23(K) + Q23(K)

IF (W23(K) .GT. D23(K)) GO TO 54

IF (W23(K) .LT. D23(K)) D23 (K) = W23(K)
IF (MK .IT. 1) RI3(MK)=X13(1)+@130

IF (MK .LT. 1) W14 (ME)=X14({1)+Q140

IF (W13 (MK) .GE. XM13) D23(K)=0.

IF (W14 (MK) GE. XM14) D23 (K)=0.

W

X23(L) = X23(K) - D23(K) + Q23(K} ‘ »
D24 (K} = S24%(ALP3 - U3 (K) - U3A(K) = DEL3I)
924 {K) = .290%Q23(K)/.640

IF (K .LE. 5) Q24{K)=0240

W24 (K) = X24(K) + Q24 (K)

IF (W24 (K) .GT. D2U{K}) G@ TO 56

IF (R20(K) .LT. D24 (K)) D24 (K) = W24 (K)
X206 (1) = X204 (K) + Q24(K) ~ D2U(K)

D25 {K) = S25%DEL3

Q25 (K) = .07%Q23 (K) /. 640

Figure €-2. Contlnued.
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IF (K .LE. 5) 025(K)=0250

W25(K) = X25(K} + Q25(K)

1F (W25(K) .GT. D25(K)) GO TO 58

IF (W25(K) .LT. D25(K)) D25(K) = W25(K)

X25(L) = X25(K) - DP25(K) + QZ5(K)
D26 (K) = S26% (ALP3 - U3(K) - U3A(K) - L2L3)
Q26(K) = 0.76% (D11 (MM)+D16 (MN¥))

IF (K .LE. 2) Q26(K) = Q260

P26 (K) = X26(K) + 026 {K)

IF (W26(X) -GT. D26(K)) GO TO 60

IF (W26(K) .LT. D26(K)}} D26 (K) = W26 (K)

%26 (L) = X26(K) - D26(K) + Q26(K)
D27(K) = S27% (ALP3 - U3(K) - U3A(K) = DEL3)
@27 (X) = 0.03%Q26(K}/0.76

IF (K .LE. 2) Q27(K) = Q270

W27(K) = X27(K) + Q27 (K)

IF (W27(K} .GT. D27 (K}) GO TG 62

IF (W27(K) .LT. D27(K)) D27(K) = W27(K)
X27(L) = X27(K) + Q27(K) = D27 (RK)

D28 (K} = S28+*DEL3

028(K) = .210%0Q26(K)/.760

IF (K .LE. 2) Q28(K) = @280

W28 (K) = X2B(K) + Q28 (K)

IF (W28(K) .GT. D2B(K}) GO TO 64

TF (W28(K) .LT. D28 (K}) D28 (X) = W28 (K)
X28(L) = X28(K) + Q28(K) - D28(K)

o

INTERSECTION 461 DGRR-RICHARDS

D29 (K} = S$29%04 (K)

029 (K) = 0.900% (D17 (MN} + D24 (¥N) + D28 (MN))
IF (K .LE. 11) Q29(K) = Q290

W29 (K) = X29(K) + Q29(K)

IF (W29(K) .GT. L29(K)) GG T0 66

IF (W29{K) .LT. D29 (K)) D29 {K) = W29 (K)

29 (L) = X29(K) - D29(K) + Q29(K)
D30 (K) = S30%U4(K)
Q30 (K) = .05%Q29(K) /0.900

IF (K .LE. 11) @30(K)=@300
W30 (K) = X30(K) + Q30 (K)
IF (W30 (K) .GT. D30 (K)) GO TO 68
(W30 (K) .LT. D30(K)) D30(K) = W30(K)

Xau(L} = X30(K) - D30(K) + @30 (K)
D31 (K) = S3T1*UL(K) _
931 (K} = 0.71+ (D63 (KM) +DEO (KM))

IF (K .LE. 7) @31(K) = Q310

W31(K) = X31(K) + ©31(K)

IF (W31(K) .GT. D31(K)) GO To 70

IF (W31(K) LT, D3I1(K)) D31(K) = W31{K)

X31(L) = X31(K) = D31(K) + Q31(K)
D32(K) = 532%UY (K)
032(K) = 0.27*%031(K)/0.71

IF (K .LE. 7) Q32(K}) = Q320
W32{K) = X32(K) + Q32(K)

Figure C-2. Continued.
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IF (W32(X)} .GT. D32(K)) GO TO 72

IF (W32(K) .LT. D32(K}} D32(K) = W32(K)

X32(L) = X32(K) - D32(K) + Q32(K)

D33 (K} =$33*(ALP4 - U4 (K) - DELY)

033(K) = .30%(,59% (D95 (JJ) +DI7(JJ) +DU7T {IL) +D54 (JL) +D58 (JL)))
IF (kK .LE. 20} Q33(K) = ¢330

W33(K) = X33(K) + Q33(X)

IF (W33(K) .GT. D33(K)) GO To 74

IF (W33(K) .LT. D33(K)) D33(K) = W33(K)

X33(L) = X33(K) ¢ Q33(K) - D33(K)

D34(K) = S34* (ALP4 ~ U4 (K) - DELY)

Q34 (K) = .30% (. 22% (D95 (JJ) +D97 (JJ) +D47 (JL} +D54 (JL) +D58 (JIL) ) )
IF (K .LE. 20) Q34(X} = Q340

W34 {K) = X34 (K) + Q34 (K)

IF (W34 (K) .GT. D34(K)) GO TO 76

IF (W34 (K) .LT. D34 (K)) D34 (K) = W3l {K)

X34 (L) = X38({K) - D34 (K) + Q34(K)

D35 (K} = S35%DEL4 )

035 (K) = .30%(.19% (D95 (JJ) +DI7(JJ) +DU7 (JL) +DS4 (JL) +D58 (JL) })
IF (K .LE, 20) Q35(K) = Q350

W35(K) = X35(K) + Q35 (K)

IF (W35(K) .GT. D35(K)) G0 To 78

IF (W35(K) .LT. D35(K)}) D35(K) = W35(K)

X35(L) = X35(K) - D35(K; + @35(K)

D36 (K) = S36% (ALPY4 - UU (K) = DELY)

W36 (K) = X36(K) + Q36(K)

IF (W36(K) .GT. D36(K)} GO ToO 80

IF (W36(K) .LT. D36(K)) D36(K) = W36(K)

ol

X36(L) = X36(K) + Q36(K) - D36(K)
D37{K) = S37*(ALP4 — U4(K) - DELU)
W3T(K) = X37(K) + Q37 (K)

TP (W37{K) .GT. D37(K)) GO TO B2 _
IF (W37(K} .LT. D37(K)) D37 (K) = W37 ({K)

X37(L) = X37(K) = D37(K) + Q37(K)
D38 (K} = S3B*DELY
W3B(K) = X38(K) + Q3B(K)

IF (W38(K)} .GT. D38(K)) cC To 84
IP (W38(K) .LT. D3B(K}) D38(K) = R3IB(K)
X38(L) = ¥38(K) - D38(K) + Q38(K)

INTERSECTION 587 REYNOLDS-NEBRASKA

D39(K) = S39%{ALP5 - U5 (K)}

W39 (K) = X39(K) + Q39(K)

TP (W39(K) .6T. D39(K)) GO To B6

IF (W39(K) .LT. D39(K)) D39(K) = W39(K)

X39(L) = X39(K) + Q39(K) - D39 (K)
DLO (K) = S4O0* (ALP5 - U5(K))
W40 () = X40(K) + QU0 (K)

TP (W40 (K) .GT. D4OEK)) GO TO BB _
IP (W40 (K) .LT. D40 (K)) DHO (K) = W40 (K)

X40 (L) = X4O{K) + Q40 (K) - DHO(K)
b4 {K) = S41% (ALP5 - U5.(K})
= X41(K) + 041(K)

w1 (K)

Figure C-2., Continued.
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IF (W41(K} .GT. D41(K)) GO TO 90
TF (W41(K) .LT. D&1(K)) D41 (K) = W41(K)

A41(L) = X41(K) ¢ QUI(K) - DHI(K)
DU42(K) = S42Z* (ALPS ~ US (K))
RU2 (K) = Z42(K) + QU2(K)

IF (W42(X) .GT. D42(XK)) GO TO 92

IP (WU2(K) .LT. D42(K)) DU2(K) = W42 {(K)
X42 (L) X42(K) + QU42(K) - DU2(K)

D43 (K) = SH3I*US5(K)

QU3 (K) = 0.90* (D53 (KL)+D49 (KL)+D51 (KL))
IF (K .LE. 5) Q43(X) = Qu30

W43 (K) = X43(K) + Qu3(K)

TF {(W43{K) .GT. DU3(K)}) GO TO 94

IF (W43{(K) .LT, DU3(K)} D43 (K) = W43 (K)
X43(L) = X43(K) + @H3(K) - DU3(K)

DUY (K) = SUU*DELS

@il (K} = 0.170%QU3(K)/0.90

IF (K .LE. 5) Qu4(K) = Q440

WO44 (K) = X484 (K) + Q44 (K)

IF (W4U(K) .GT. DUU(K)) GO TO 96

IF (W44 (K) .LT. DU4(K)) DU4(K) = W44 (K)

X44 (L) = X4 (K) + QU4 (K) - D44 (K}
DUS (K) = SWS* (US(K) = DELS)
QU5 (K) = .900% (D26 (KL) + D22(KL} + D1B(KL))

IF (K .Li. 5) 0Q45(K)=0Q450

HUS (K} = XU5(K) + Q45 (K)

IF (W45(K) .GT. D45(K)) GO TG 98

IF (W45 (K) .LT. D45(K)) D45 (K) = W45(K)

X45(L) = XU45(K) - D4S{K) + Qu45(K)
D46 (K} = SueE* (U5(K) - DELS)
ol6 (K) = .100%Q45 (K) /. 900

IF {K .LE. 5) Qu6(K)=Q460

W46 (K) = XU6(K) + QU6(K)

IF (W46(K) .6T. DU6(K)} 60 TG 100

IF (W46 (K) .LT. D46 (K)}) DU6(K) = WHE(K)
X46(L) = XUE(K) = DUE(K) + QUE(K)

INTERSECTION 499 REYNOLDS-HILL

DUT(K) = S47*(ALP6 — U6 (K) - U6A(K) = DEL6)
RUT(K) = XUT({K) + QU7 (K)

IF (W47 (K} .GT. D47 (K)) 6O TO 102 _

IF (W47(K) .LT. DU7(K)) D47(K) = WAT(K)
X47(L) = X47(K) = DUT(K) + Q47(K)

DUB (K) = SUS* (ALP6 — U6{K) = U6A(K) = DELS®)
W48 (Ky = %48 (K} + QU8 (K)

IF (W4B(K) .GT. DUB(K)) 60 Te 104

IF (W4B(X) .LT. DUB(K)) DU8 (K} = Wi8(K)

X48 (L) = X4B(K) - DUB(K) + QUB(K)
DU (K) = SUI*DEL6 ‘
WU (K) = XU9(K) + QUI(K)

IF (W49(K) .GT. D49 (K)) GO T@ 106
IF (W49(K) .LT. D49 (K)}) D49 (K) = WHI(K)
X49 (L) = XU9({K) #+ QLI (K} - DUI({K)

Figure C-2. Continued.
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D50 (K) = S50% (ALPE - U6(K} - U6A{K) - DEL6) ]

050 (K) = .45% (.30% (D30 (JL) +D36(IL))+.70%(DIS(IK)+D7(JK)))
IF (K .LE. 20) QS50(K) = Q500

#50 (K) = X50(K) + Q50 (K)

IF (W50(X} .GT. D50(K)} GO TG 108

IF (W50(K) .LT. D50(K)) DSO(K) = W50(K)

X50 (L) = X50(K) - D50 (K) + Q50 (K)
D51(K) = 551% (ALP6 - U6{K) - UBA(K) ~ DEL6)
051(K) = .23%Q50{K) /.45

IF (K .LE. 20) ¢51(K) = 9510

W51(K) = X51(K) + Q51(K)

TF (W51(K) .GT. D51(K)) GO To 110

IF {K51(K) .LT. D51(K)} D51(K) = W51(K)

X51(L) = X51{K} = D51(K) + Q51(K)
D52(K) = S52%DEL6
052 (K} = .32%Q50 (K) /.45

IF (K .LE. 20) Q52(K) = 0520

W52 (K) = X52(K) + Q52(K)

IF (W52(K) .GT. D52(K)) GO Te 112

IF (W52(K) .LT. D52(K})) D32(K) = W52(K)

X52(L} = X52(K)} + Q52(K) ~ D52(K)
D53 (K) = SS53#%U6 (K)
W53 (K) = X53(K) + Q53(K)

IF (W53 (X) .6T. D53(K)) GO TO 114
IF (W53(K) .LT. D53(K)) D53 (K} = W53 (K)

X53 (L) = X53(X) - D53(K) + Q53(K)
D54 (F) = 554%U6 (K)
W54 (K) = X54(K) + @54(K)

IF (WS4 (K) .GT. D54 (K)) GO To 116

IF (WS4 (K) .LT. DS4{K)) D54(K) = WS4 (K)
X54 (L) = XS54 (K) - D54(K) + Q54(K)

D55 (K) = $55%U6A (K)

W55 (K) = X55(K) + 055(K) _ _

IF (W55(K) .GT. D55(K}) GO To 118

IF (W55(X) .LT. D55(K)) D55 (K} = W55 (K)

X55(L) = XS5(K) + Q55(K} - D5S5(K)
D56 (K) = S56%06 (K)
056 (K) = .730% (D45 (KL} +D40 (KL))

. IF (K JLE. 5) Q56(K) = Q560

120

122

W56 (K) = X56(K) + Q56 (K)
IF (W56 (K) .GT. D56(K)) G@ To 120
IF (W56(kK} .LT. DS6(K)) DS6(K} = W56 (K)

X56(L) = X56(K) + Q56 (K} - D56 (K)
D57 (K) = SS57*U6 (K)
Q57(X) = .0U*Q56(K)/.730

IF (K .LE. 5) Q57(K) = 0570

W57(K) = X5T(K) + Q57(K)

IF (W57(K) .GT. D57(K)) GO T0 122

IF (WST(K) .LT. D57(K)) D57 (K) = W57 {K)
X57(L} = X57(K} + @57(K) - D57(K)

D56 (K} = S558%U6A (K) ,

Q58 (K) = .230%Q56{K)/.730

IF (K .LE. 5) 058(K} = @580

W58 (K)Y = X58(K) + 958(K) '

Figure C-2. Continued.
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IF (WSB(K) .GT. D58(K)) GO TO 124
IF (¥58(K) .LT. D58 (K)) DSB(K) = W58(K)
X58(L) = X5B8(K) + Q58{(K) - DS8(K)

INTERSECTION 478 BYRNE-DORR

[t

D59 (K) S59%U7A (K)

@59 (K) = .77* (D77 (KL) +D79(KL))
IF (K .LE. 5) Q59(K) = @590

#59(K) = X59(K) + Q59 (k)

TP (W59(K) .GT. D59(K)) GO TO 126
IF (W59(K} .LT. D59(K)) D59(K) = W59 (K)
IF (MK .LT. 1) W65 (MK)=X65({1)+Q650
IF (MX .LT. 1) WE6 (MK)=X66 (1) +Q660
IFP (MK .LT. 1) W67 (MK)=X67(1}+Q670
IF (W65 (MK) .GE. XM65) D59 (K)=0.
IF (W66 (MK) .GE. XM66) D59 (K)=0.
IF (W67 (MK} .GE. X¥67) D59 (K)=0.

X59 (L} = X59(K) - D59(K) + 059(K)
DE0(K) = S550*07 (K) .
Q60 (X) = .23%Q59(K) /.77

IF (X .LE. 5) Q60(K) = Q600

HE0 (K) = X60(K} + Q60 (X) ,

IF (W60 (K) .GT. D6O(K)) GO TO 128

IF (W60 (K) .LT. D60(K)} D6D(K) = W60 (K)
X60 (L) = X60(K) = D60{K} + Q60(K)
D61(K) = S61% (ALP7 -U7(K) - UTa(K})

Q61(K) = 0.80%({D29(KM) + D34(KM) + D38 (KM))

IF (K .LE. 7} Q61(K) = @610

W61 (K) = X61{(K) + @61 (K)

IF (W61(K) .G6T. D61(K)) Go To 130

IF {(W61(K} .LT. DE1(K)) D61 (K) = W61 {K)
IF (MK .LT. 1} W65 (MK)=X65(1)+Q650

IF (MK .LT. 1) W66 {(MK)=X66{1)+Q660

IF (MK .LT. 1} W67 (MK)=X67(1) +Q670

IF (W65 (MK) .GE. XM65) D61 (K)=0.

IF (W66 (MK) .GE. XM&6) D61(K)=0.

TP (W6T(MK) .FE. XM67) D61(K)=0.

X61(L) = X61(K) - DE1(K) + Q61(K)
D62 (K) = S62% (ALE7 - U7 (K) - UTA(K))
062 (K} = .20%Q61(K)/0.80

IF (K .LE. 7} Q62(K) = Q620

W62 (K) = X62(K) + Q62(K)

IF (W62(K) .GT. D62(K)} 60 T 132

IP (W62(K) .LT. D62(K)) D62(K) = W62 (K)
X62(L) = X62(K) = DE2(K) + Q62(K)

D63 (K) = 363% (ALP7 - UT(K) = UTA(K)}
063 (K) = 0.420% (D68 (KN) D71 (KN))

IF (K .LE. 3) Q63(K) = Q630

WE3(K) = X63(K}) + @63 (K) )

IF {W63(K) .GT. D63(K)) Go T0 134

IF {(W63(K) .LT. D63(K)) D63 (K) = W63 (K)
X63(L) = X63(K) + Q63(K} = D63(K)

D64 (K). = S64%UTA (K)

Figure C-2. Continued.
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IF (W58(K) .GT. D58(K)}) G@ TO 124
IF (W58(K) .LT. DS58{K)) D58 (K) = W58(K)
X58(L) = X58(K) + Q58(K) - D58(K)

INTERSECTION 478 BYRNE-DORR

D59 (K) = 559%07A (X)

QSB(K) = ,TT* (D77 (KL) +D79(KL)}

IFP (K .LE. 5) Q59%(K) = Q590

W59 (K) = X59(K) + Q59 (K)

iF (W59(K) .GT. D59(K)}) 6o TO 126
IF (W59(K) .LT. D59(K})} D59 (K) = W59 ({X)
IF (MK JLT. 1) W65(MK)=X6E5(1)+Q650
IF (MX .LT. 1) W66 (MK)=X66{1)+Q660
IF (MK .LT. 1) W67 (MK)=X67(1)+Q670
IF (W65{MK) .GE. XM65) D59 (K)=0.
IP (W66 (MK) .GE. XM66) DS9(K)=0.
IF (W67 (MK) .GE. XM67) D53 (K)=0.

X59 (L) = X59(K) - D59(K) + @59(K)
D60 (K} = S60%07 (K)
Q60 (K) = .23%059(K)/.77

IF (K .LE. 5) Q60(X) = 0600

WE0 {(K) = X60(K) + Q60 (X)

IF (W60(K) .GT. D60(K))} GO To 128

IF (¥60(K) .LT. D60(K)) D60(K) = WEO({K)
X65(L) = X60(K) — DEO(K) + Q60 (K)

D61 (K) = S61% (ALP7 -U7(K) = UTA(K))

Q61(K) = 0.80% (D29 (K¥) + D34 (KM) + D38 (KM))

IF (K .LE. 7) Q61(K} = 9670
61(K) = X61(K) + Q61(K)
iF (W61(K} .GT. D6I1(K)) GO TO 130
IF {(W61(K) .LT. D61{K)) D61(K) = W61 ({K)
IF (MK .LT. 1)} W65 (MK)=X65(1) +Q650
IF (MK .LT. 1) W66 (MK)=X66 (1) +0660
IF (8K .LT. 1} W6T(MK)=X67(1)+Q670:
IF (W65 (MK) .GE. XM65) D61(K)=0.
IF (W66 (MK) .GE. XM66) D61{K)=0.
IF (W67 (MNKY .GE. XM67) D61 (K)=0.

X61(L) = X61(K) -~ DE1(K) + @61(K)
D62 (K} = S62* (ALRP7 = U7T(K} - UTR(K})
Q62{K) = .20%Q61(K)/0C.80

IF (K .LE. 7) Q62(K) = 0620

W62 (K) = X62(K) + Q62(K)

IF (W62(K) .GT. D62(K)) GO TO 132

IF (W62(K) .LT. D62(K)) D62(K) = W62 (K)

X62 (L) = X62(K) - D62(K) + Q62(K)
D63 (K) = 563%(ALP7 - UT(K} - UTA(K))
@63 (K) = 0.420* (D68 (KN)+D71 (KN))

IF (K .LE. 3) 0Q63(K) = @630

W63 (K} = X63(K} + Q63 (K)

IF (W63(K) .GT. D63(K)) GO TO 134

IF (W63(K} .LT. D63 (K)) DE3 (K) = W63 (K)
X63 (L) X63(K) + Q63(K) - D63(K)

DBY (K) .= SE4*UTA (K)

fl

Figure C=2. Continued.
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Q64 (K) = 0.580%Q63 (K)/0.420

IF (K .LE. 3) Q6u4(K) = Q€U0

WEU4 (K} = X6U4(K) + Q64 (K)

IF (W64(K) .GT. D64(K)) GO TO 136

IF (W64 (K} LT, D64 (K)) D64 (K) = W64 (K)
X64 (L) = X64(K) — D6U(K) + QS54(K)

INTERSECTION 497 DORR-SECOR

I

D65 (K 565%U8 (K)

Q65(K) = 0.436% (D61 (KN} +D59 (KN} )

IF (K .LE. 3) 065(K) = Q650

W65 (K) = X65(K) + QB65(K)

IF (W65(K) .GT. D65(K)) G0 TO 138

IF (W65(K) .LT. D65(K)) D65 (K} = W6E(K)
X65{L) = X65{K) — DE5(K) + Q65(K)

D66 (K) = S66%TB(K)

Q66 (K) = 0.004%065(K)/0.436

IF (K .LE. 3) @66(X) = Q660

WE6 (K) = X66(K) + Q66 (K)

Ir (W66(K) .GT. D66{K}} GO 1@ 140

IF (W66({K) .LT. D66(K})} D66 (K) = W66 (K)
%66 (L) = X66(K) + Q66 (K) - D66(K)

D67 (K} S67%UBA (K)

Q67 (K) 0.56%Q65(K) /0.436

IF (K .LE. 3) Q67(K) = Q670

W67(K} = X67(K) + Q67(K)

IF (W67 (X) .GT. D67(K)) GO TO 142

IF (W67(K) .LT. DE7(K)) D67 (K) = WE7T (K)
X6T(L) = X67(K) - D6T(K) + Q67(K)

D68 (K) = S68%UB (K)

W68 (K} = X68(K) + Q68(K)

IF (W68 (K) .GT. D6B(K)) GO TO 144

IF (W68(K) .LT. D68(K)) D6EB(K} = WEB(K)
IF (MK .LT.17) W63 (MK)=X63(1)+0630

TIF (MK .LT.1) WU (MK)=X64(7)+Q640

IF (W63 (MK) .GE. XME3) D68 (K)=0.

IF (W64 (MK) .GE. XM6U4) DEB(K)=0.

X68(L) = X6B(K) - D68(K) + Q68(K)
D69 (K} = S69%U8(K)
W69 (K) = X69(K) + Q69 (K)

IF (W69 (K) .GT. D69 (K)) GO TO 146

IF (W69(K) .LT. D69(K)) D63 (K) = W69 (K)
X69(L) = X69(K) + Q69(K) - D69I(K)

D70 (K) = S70% (ALPB ~ UB (K) - USA(K))
W70 (K) = X70(K) + Q70(K)

IF (W70(K) .GT. D70(K)) GO TO 148

IF (W70(K) .LT. D7O(K)) D70(K) = W70(K)
X70(L) = X70(K) + Q70(K} - D70(K)

D71 (k) = STI*UBA (K)

W71(K) = X71{K) + Q71(K)

IF (W71(K} .GT. D77(K)) GG TG 150

IF (W71(K) .LT. D71(K)) D71(K) = W71(K)
IF (MK .LT. 1) W63 (MK)=X63(1)+0630

Pigure C-2. Continued.
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IF (MK .LT. 1) W64 (NK)=X64 (1) +0640
IF (W63 (MK) .GE. XM63) D71(K)=0.
IF (W64 (MK) .GE. XM64) D71(K)=0.

X7T1(L} = X71(X) + Q71(K) - D711(K)
D72 (K) = S72%DELS
W72(K) = XT2(K) + Q72(K)

IF (W72(K) .GT. D72(K)) 60 To 152

iF (W72(K) .LT. D72(K)) D72(K) = WT2(K)
X72(L} = X72(K) * Q72(K) - D72(K)

D73(K) = S73%(ALP8 - UB(K) - UBA(K) - DELS)
W73(K) = X73(K} + Q73(K)

IF (¥73(K) .GT. D73(K)) GO TO 154

IF (W73(K} .LT. D73(K}) D73(K) = W73(K)

X73({L) = X73(K) + Q73(X) ~ D73 (K}
D74 (K) = S74*(ALPB - U8(K) - UBA(K) ~ DELB)
W74 (K) = XT4(K) + Q74(K)

TF (W74(K) .GT. D74 (K)) GO T@ 156
IF (W74 (K) .LT. D74(K)) D74 (K) = WIHU(K)
X74 (L) = X74(K) + Q74(K) = DTU{K)

INTERSECTION 525 EYRNE-NEBRASKA

D75 {K) = S75%U%(K)

Q75(K) = .85% (D6Z(KL) + D64 {KL))
IF (K .LE. 5) Q75(K)=Q750

W7I5(K) = X75(K) + Q75(K)

IFP (W75(K) .GT. D75(K)) G0 TO 158 R
IF (W75(K} .LT, D75(K)) D75 (K} = W75 (K) e
X75(L) = X75(K) = D75(K) + @75(K} E
D76 (K} = S76*DEL9

Q76 (K} = .15%Q75(K) /.85

IF (K .LE. 5) Q76 (K)=0760

W76{K) = X76(K) + Q76(K)

IF (W76(K) .GT. D76 (K)) GO TO 160

IP (WT6(K) .LT. D76(K)) DT6(K) = W76(K)

X76 (L} = X76(K) - D76(K) + Q76(K)
D77(K) = S77* (U9 (K) - DELY)
Q77 (K) = .78% (D83 (KL)+DB5(KL)+D87 (KL))

IF (K .LE. 5) Q77(K) = Q770

W7T(K) = XT7(K) + Q77 (K)

IF (W77{K) .6T. D77(X)) G@ TO 162

IF (W77(K) .LT. B77(K)) D77 (K} = WIT(K)
X77(L) = XT7(K) = DT7{K} + Q77(K)

D78 (K) S78% (U9 (K) - DELY)

Q78 (K) . 22%Q77(K) /.78

IF (K .LE. 5) Q78(K) = Q780

W7B(K) = X78(K) + Q78(K)

IF (W78(K) .GT. D7B(K}) 6@ TO 164

IP (WT8(K) .LT. B78(K)) DTB{X) = W78 (K)

X78(L) = X7B(K) - D78(K) + Q78(K)
D79 (K) = ST9*(ALP9 - U9 (K))
W79(K) = X79(K) + Q79 (K)

IF (W79(K) .6T. D79(K)) GO TO 166 _
IF (W79(K) .LT. D79(K)) D79(K) = W79(K)

Figure C-2. Continued.
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X79(L} = X79(K) + Q79(K) - D79(K)
DBO (K) = SBO*(ALP9 - U9(K))
WB0(K) = X80(K) + QB8O(K)

IF (W80 (K) .GT. DBO(K)) GO TO 168
IF (WBO(K) .LT. DBO(K}) D8O (K) = WBO(K)
X80 (L) = XB0(K) - DBO(K) + QBO(K)

INTERSECTION 477 BYRNE-HILL

DB1(K) = SB81% (ALP10 ~ U10(K) - U10A (K} - DEL10)
281 (K) .70% (D93 (M) +D98 (M) )

IF (M .LE. 4) QB1(K) = @810

WB1(K) = X81(K) + QB1(K)

IF (WB1(K) .GT. DB1(K}) GO TO 170

IF (W81(K) .LT. D81(K)) DEBT(K) = W81(K)

o

X81(L) = X81(K) — D81(K) + QB1(K)
D82 (K) = S82% (ALP10 - U10(K) =- U10A(K) - DEL10}
0B2(K) = .20%Q81(K)/.70

I¥ (K .LE. 4% QB82(K) = Q820

W82(K) = XB2(K) + @B2(K)

IP (WB2(K) .GT. D82(K)) GO0 To 172

IF (W82(K) .LT. BB2(K)) DB2(K) = W82 (K)
X82(L) = X82(K) + QB2{K) - D8Z(K)
DB3(K) = SB3*DEL10

Q83 (K) = .10%Q81(K)/.70

IP (K .LE. #) @83(X) = @830

WB3(K) = XB83(K) + QB3(K)

IF (W83(K) .GT. DB3{(K)) 6O To 174

IF (WB3(K) .LT. D83(K)) DB3(K} = W83(K}

X¥83 (L) = XB3(K) - D83 (K) + QB3 (K)
D84 (K) = S$B84% (ALP10 - UT0(K) - U10A(K) - DEL10)
W84 (K) = XBU(K) + Q84 (k)

IF (WBU(K) .GT. DBU(K)) GO TO 176

IF (W84(K) .LT. DBH(K)) DBU(K) = WBH({K}

X84 (L) = X84(K) -~ DBE(K) + QBU4(K)

DB5(K) = SB85% (ALE10 ~ G10(K} ~ UTOA{K) - DEL10)
WB5(K) = XBS(K) + Q85(K)

IP (W85(K) .GT. DB5(K)) GO TO 178

IF (WB5(K) .LT. DB5{(K)) DB5(K) = W85(K)

XB5(1) = X85(K) + Q85(K) ~ D85(K)
D86 (K) = S86%DEL10
WB6 (K) = XB86(K) + QB6 (K)

IF (W86(K) .GT. D86(K)) GO TO 180
IF (W86(K) .LT. DB6(K)) DB6E (K) = W86 (K)

X86(L) = X86(K) + Q86(K) ~ DBE(K)
D87 (K) = S87%0U10 (K)
W87(K) = XB7(K) + Q87(K)

IF (WB7(K) .GT. D87(K)) GO TO 182

IF (WB7{K) .LT. DB7{K)) DB7 (K} = W87(K}
XB87(L) X87(K) + @87(K) - DB7(K)

D8B (K} = S88%U10 (K)

W88 (K) = X88(K) + Q88 (K)

IF (WBB(K) .GT. DBB(K)) GO TO 184

IF (W88(K) .LT. DBB(K)) D88 ({K) = W88 (K)

Figure C-2. Contilnued.



noa

184

186

187

188

190

o

192

193

194

219

X88(L) = XB8(K) + 0B8B{K) - DBB(K)
DBY (K) = S89*U10A (K)
W89 (K) = X89(K) + Q89(K)

IP (W89(K) .GT. DBY(K); GO TO 186
IF (W89(K) .LT. DB9(K)) D89 (K) = W89 (K)

X89 (L) = X89(K) + Q89(X) ~ DBI{K)
D90 (K) = $90%010 (K)
090 (K) = 0.79% (D75 (KL) +D80 (KL))

IF (K .LE. 5) Q90(K) = @900

W90 (K} = X90(K) + Q90 (K)

IF (¥90(K) .GT. D90 (K)} GO TO 187

IF (W90 (K) .LT. D90(K)) DI0(K) = W90 (K)

X90({L) = X90({K) =~ D90(R) + Q90(X}
DI91(K) = S31*U1T0 (K}
g91(K) = 0.07%Q90(K) /0.79

IF (K .LE. 5) @91{K) = Q910

W91 (K) = X91(K) + Q9T(K)

IF (W91(K) .GT. D91(K)) GO TO 188

IP (W91(X) .LT. D91 (K)) DIT(K) = WI1(K)

X91(L) = X91(K) - DS1(K) + Q91(K)
D92 (K) = S92%U10A (K}
092 (K) = 0.14%Q90(K) /0.79

IF (K .LE. 5) Q92(K) = Q920

W92 (K) = X92(K) + Q92(K)

IF (W92(K) .GT. D92(K)) GO TO 190

IF (W92(K) .LT. D92(K)) DI2(K) = WI2(K)
X92(L) = X92(K) + Q92(K) - D92 (K)

INTERSECTION 581 HILL-KEYSER SCHOOL

‘D9I(K) = S93*0U11(K)

QY93 (K) = 0.70% (0.70% (D47 (IK) +D54 (JK) +D5B(JK)))
1+O.70*(0.70*!D30(JJQ+D36(JJ)))

IF (K .LE: 15) Q93(K) = @930

W93 (K) = X93 (K} + Q93(K)

IF (W93 (K} .GT. D93 (K)) GO TO 182

IF (W93(K) .LT. DI3(K)) DI3(K) = WI3I(K)

X93(L) = X93(K) = D93(K) + Q93(K)
D94 (K) = S94*DEL11
094 (K) = 0.30% (0.70% (D47 (3K)+D54 (JK) +D58(IK)))

1+40.30% (0, 70% (D30 (JJF) +D36 (3T}))

IF (K .L2.15) Q94 (K) = Q940

WO4 (K} = X9U{K) + Q94 (K)

IF (W94({K) .GT. D94 (K})) GO TO 193

IF (W94 (K) .LT. D94 (K)} D94 (K) = W94 (K)
X94 (L) = X94(K) = DI4(K) + Q94({K)
D95(K) = 595% (UT1(K} - DELT1)

Q95 (K) = 0.70% (D84 (M) +D8I (M) +DI1 (#))}

IP (K .LE. 4) Q95(K) = @950

W95 (k) = X9S(K) + Q95(K) _

IF (N95(K) .GT. DY5(K)) GO TQ@ 194

IF (W95(FK) .LT. DI5(K)) DIS{K) = W35 (K)
X95(L) X95{K) + Q93{X} - D95(K)

D96 (K) S96% (U11(K) - DEL1T)

Figure C-2. Contlnued.
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Q96 (K) = 0.30%Q95 (K) /0.70

IF (K .LE. 4) Q96(K) = 0960

W96 (K) = X96(K) + Q96 (K)

TP (W96 (K) .GT. D96(K)) GO TO 196

IF (W96{K} .LT. D96(K)) D96 (K} = W96 (K)

X96(L) = X96(K) + Q96 (K} - D96 (K)
D97 (K) = S97* (ALB11 - U11(K))
W97 (K) = X87(K) + Q97 (K)

IP (W97(XK) -GT. D97(K)) GO TO 197
IF-(W97(K) .LT. D97(E)) DI7(K) = W97 (K)

X97(L) = X97(K) + Q97(K) - D97(K)
D98(K) = S98% (ALP11 - U17(K})
WOB (K) = X98(K) + 098(K)

IF (W98(K)} .GT. D98({(K)) GG TO 198

IF (W98(K) .LT. D98(K}) D98 (K) = W98 (K}
X98(L) = X98(K) + Q98(K) - D98(K)
CONTINUE

P=4Q.

DO 245 J=91,91

BI=W1 (J) #%24W2 (J) #%24 W3 (J) ¥*24 WU (J) ¥ 2+ NS (J) **¥2+H6 (J) #* 24 W7 (J) #* 2~

1+HE (J) #*24 WY (T) #*24W 10 (JV#* 2+ W11 (J) #%24 W12 (J) **x24R13(J) **32
2+WTY (J) ¥%2+ W15 (J) %% 2416 (J) #*2+H 17 (J) ¥*2+ W18 (J) ¥#2+4 W19 (J) ¥*2
34H20 (J) #¥2+ W27 (J) #¥24 K22 (J) #*2+ W23 (J) ¥*24H24 (J) **24W25(J) #*2
GHH26 (J) ¥%24H27 (J) #*2+HW2B (J) **2+ W29 (J) #*%24 W30 (J) #*2+ W31 (J) #*2
54 W32 (J) **24 W33 (J) #*2+ W34 (J) ¥%2+ H35 (J) ¥%2+W36 (J) **2+W3I T (J) **2
E+W3B (J) **24H39 (J) ¥¥2+WH0 (J) **+2+ WG 1 (J) #*2+ WU 2 (J) ** 2+ R4 3 (J) *%2
THREL (J) ¥X2+HU5 (T) ¥ 24 HUG (T) *R2+ HUT (J) #*24 W4 8 (J) ¥%2: W4 9 (J) #%2
B+ W50 (J) ¥*%24851 (J) F*24 W52 (J) **2

P=p+P1

CONTINUE

DO 250 J=91,91

P2=W53{J) **2+ 54 (J) ¥*2+ W55 (J) **2+W56 (J) *¥*2+W57 (J) ¥*2+W5B (J) ¥*2

1+R59 {J) **24 W60 (J) **2+HE1 (J) *%24W62 {J) ** 24 W63 (J) ¥+ 2+ W64 {T) **2
3+WES(T) ¥*24RE6 (J) ¥ %2406 T (J) ¥*24H6H (J) ¥*2+HE G (J) ¥*2+WT0 (J) **2
G4WT7T(J) **2+4 072 (J) =*2+ W73 (F) %2+ HTL4 (J) ¥*2+#WTE (J) $¥2+W76 (J) **2
B4RTT (J) R*¥24 W78 (J) **2+HTI (J) $¥2+ WBO (J) **2+ WB 1 (J) #*2+ W82 (J) #*2
6+WB3 {J) #*2+ HBY (J) **24 HB5 (J) ¥*%24 HBE (I} ¥*2+WBT (J) #*2+4W88 (J) %*2
T+HBY (J) **26HO0 (J) #%2+HI1 (T) #*24 W92 (J) #*2+WI3 (T} #*#2+WI 4 (J) **2
BH+WO5 (J) %% 2+ W96 (J) %K+ W7 (J) ** 2+ H9B () **2

P=P+P2

CONTINUE

DO 260 J=91,91

P3=R1* ((U1({J) ~.0690) **2) +R2% ( (U2 (J) -.0700) **2)
14R3% ((U3 (J)~.0290) %*2) +RIa* ((U3A(J) -.0200) **2)
2+RQ*((UQ(J)-.GGGO)**2)+R‘*((US(J)-.OGSO)**Z)
34RE* ((U6 (d)—.0U50) **2) +RE6A* { (U6A (J) ~.0150) **2)
B4RT* ((UT{J)-.0170)*%2) +R7a%* { (U7A (J) -.0360) **2)
S54¢E8* ((U8(J)~.0240) **2) +R8A* ( (UBA (J) -.0380) **2)
64K9% ( (U9 (J)-.0660) ¥%2) +R10* ( (UT0 (J) —.0480) **2)
F+R10A* { (D104 (J)~.0100) *%2) +R11* ( (UT1 (T} =.0660) **2)
P=P+P3

CONTINUE

P=P/98,

IF (P .LT, 1.000) P=P**.5

LI I A
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AFPPENDIX D -~ LISTING OF COMFUTER PROGRAMS — SECTION II

C *** PUNCTION FOR OPTIMIZATION - SECTION II

DOUBLE PRECISION FUNCTION TMINA (U)

DOUBLE PRECISION U

DIMENSION U(16)

DIMENSION X1(92},X2(92),X3(92),X4(92),X5(92),X6(92) ,XT (92},
1X8(92) ,X9(92) ,X10(92),X11(92) ,X12(92),%X13(52) ,X14(92),X15(92),
2X16 (92) ,X17(92) ,X18{92),X19(92) ,X20(92) ,X21(92) , X22 (92) ,X23(82),
3X24(92) ,X25(92) , ¥26 (92) , X27(92) , X28 (92) , K29 (92} (X3C (92} ,X31(92) ,
4X32(92) ,X33(92) ,X34(92) ,X35(92) , X37 (92) ,X38(92),%39(92) ,X40(92),
5X41(92) ,X42(92),X43 (92) , X4h (92) , X45(92) , XU6(92) ,XuT(92) ,X48(92) ,
6X49{92),X50(92) ,X51(92),%52(92) ,X53(92) ,X53B(92) ,X54 (92) ,X55(92),
7X56(92) ,X57 (32) , X58 (92} , %59 {92) , X60 (92) ,X61(92) ,X62(92) ,X63(92) ,
BX64 (92) ,X65(92) ,X66(92) ,X67 (92) , X68(92) ,X69 (92) ,X70(92) ,X71(92),
9%72(92) ,X73(92) , X746 (92) ,X75(92) ,X76 (92) ,X77(92) ,X78(92) ,X79(92),
AX80(92),X81(92) ,X82(92),¥83(92) , X84 (92) ,X85(92) ,X86(92) ,X8B7(92) ,
BX88(93) ,X89 (92) ,X90 (92) ,X91(92) ,X92 (92) ,X93 (92) ,X94 (92),X95(92) ,
CX96 (92) ,X97 (32) , X98 (92) , X99 (92) , X100 (92) ,X107(92) ,X102(92) ,
DX103(92) , X104 (92) ,X105(92) , X106 (92}

DIMENSION ®1(92),W2(92),W3(92),W4(92),W5(92),%6(92),47(92),
1¥8(92), W9 (92) ,W10(92) ,H11(22) ,W12(92) ,W13(92), W14 (92) ,W15(92),
2W16(92) ,¥17 (92} ,W18(32) , W19 (92) ,W20 (92} ,W21(92) ,W22{92) ,W23(92),
3W24(92) ,H25(92) , W26 (92) , W27 (92) , W28 (92} ,W29(92) ,¥30(92) ,¥31(32),
4§32(92) ,N33(92), W34 (92) ,W35 (92 ,W37 (92) ,¥38(92) ,W39(52) ,W40(92),
5¥41(92), W42 (92) , W3 (92), W4l (5L, , W45 (92) , W46 (92) , W4T (92) ,W4B(92),
6W49(92) , W50 (92) ,W51(92} ,N52(92) ,W53 (92) ,N53B(92) ,W54(92) ,¥55(92) ,
7W56 (92) , W57(92) , W58 (92} , W59 (92} , W60 (92) , W61(92) , W62 (92} ,W63(92),
8W6U (92) , W65 (92) , W66 (92) , W67 (92) ,W6B (92) , W69 (92) ,HT0 (92} ,¥71(92) ;
9W72(92) , W73 (92} ,WT4 (92) ,WT5(92),WT6(92) ,N77(92) ,WT8(92) ,H79(92),
AWBO(92) ,¥61(92),WB2(32) ,WB2 (92) , WAL (92) , W85 (92) ,H86(22) ,¥87(92),
BWE6 (93) , W89 (92) , W90 (92) ,WI1(92) ,H92(92) ,N93(92) ,W94 (92) ,¥I5(92) ,
€W96(92) ,R97(92) , W98 (22) , W99 (92) ,W100(92),W101(92),¥102(92),
DW103(92) , W 104 (92) ,R105(92) , ¥106 (92)

DIMENSION D1(92),D2(92),D3(92),D4(92),D5(92),D6(92),D7(92),
1D8(92) ,09(92) ,D10(92) ,D11(92),D12(92),D13(92),D14(92) ,D15(92),
2D16(92),D17(92) ,D18(92) ,D19(92) ,D20 (92} ,D21(92),D22(92) ,D23(92},
3p24(92) ,D25(92) ,D26(92) ,D27(92) , D28 (92) ,D29 ({92} ,D30{92),D31(92),
4932(92) ,D33(92) ,D34(92),D35(92),D37 (92) ,D38 (92) ,D39(92) ,DE0(92) ,
5p41(92) ,D42(92) ,D43 (92}, D44 (92) ,D45(92) ,DU6(92) ,D6T(92) ,D4B(92) ,
6D49 (92) ,D50 (92) ,D51(92) ,D52 (92} , D53 (92) ,D53B(92),D54(92) ,D55(92),
7D56 (92) ,D57(92) ,D58(92) , D59 (92) , D60 {92) ,D61(92) ,D62(92) ,D63(92),
8D64 (92) ,D65(92) ,..66 (92) ,D67 (92) ,D68 (92),D69 (92) , D70 (92) ,D71(92) ,.
9p72(92) ,D73 (92) ,D74 (92) ,D75(92) , D76 {92}, D77 (92} ,b78(92) ,D79(92) ,
AD80(92),D81(92},D82(92) ,DB3(92) ,D84 (92) ,D8B5(92) , D86 (92) ,DB7(92) ,
BDB8(93) ,D89(92) ,D90(92) ,D91(92) ,D92(92) ,D93 (92) ,D9L(92) ,DI5(92},
CD96{92),D97(92) , DIB(92) , D99 (92} ,DI00(92),D101(92) ,D102(92) ,
DPD103(92) ,D 104 (92) ,D105(92) ,D106 (92)

DIMENSION @1(92),02(92),03(92),0Q4(92),05(92),06(92),07(92),
198(92) ,09(92),010(92),011(92) ,012(92) ,Q13(52),Q14(92}),015(92),
2@16(92) ,017(92),918(92) ,@19(92) ,020(92) ,921(92),Q022(92) ,023(92),
3Q24(92),025(92),Q26(92) ,027(92) ,028(92),029(92),Q30(92),Q31(92),
4Q32(92) ,033(92) ,034(92) ,035(92) ,037(92),Q38(92) -Q239(92) ,040(92),
5041 (92) , Q42 (92) , Q43 (92) , QY (92) , Q45 (92) , QU6 (92) , Q47 (92) ,QUB (92),
6049 (92) , 050 (92) ,251(92) ,052(92) ,053 (92} ,G53B(92) , 054 {92),055(92) ,~
7056(92) ,057 (92} ,058 (92) , 059 (92) , Q60 (92) , 061(92) ,262(92) ,063(92), -
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BQGU(92),Q65(92)-Q65(92),Q67(92),Q68(92),Q59(92)-Q70(92)
9Q72(92)-Q73(92).Q?M(92).Q75(92),Q76(92),Q77(92),Q78(923
AQBO(92),Q81(92),Q82(92),Q83(92).QBu(QZ).QSS(QZ),QBG(QZJ
BQ88(93),089(92),090(92) ,0Q91

223

CQ95(92),Q97(92):Q93(92),Q99(92),QTOO(QZ)-Q101(92),Q102(92),

DQ103(92),Q104 {92),Q0105(92),0106

EUBA(92),04(92),045(92),05(92),BG(92),U6B(92),U7(92),08(92),
FU9S(92) ,010¢92),011(92),0112(92)

DATA
DATA
DATA
DATA
DATA
DATA
DATA
DATA
DATA
DATA
BATA
DATA
DATA
DATA
DATA
DATA
DATA
DATA
DATA
DATR
DATA
DATA
DATA
DATA
DATA
DATA
DATA
DATA
DATA
DATA
DATA
DATA
DATA
DATA
DATA
DATA
DATA
DATA
DATA
DATA
DATA
DATA
DATA

X1(1),X2(1) ,X3 (1), X4(1),X5(1),%X6(1)/20.,5.,5.,20.,5.,5./
X7 (1) X8 (1) ,X9 (%) ,X10 (1) ,X11(1} /20.,5.,5.,20.,5./

X12(1) ,X13(1),X14(1),X15(1) ,X16(1) /5.,20.,5.,20.,5./
X17(1) ,X18 (1), X19(1},X20 (1) ,X21(1} /10.,10.,20.,5.,5./
X22(1) ,X23(1) ,X24(1),X25(1) ,X26 (1) /20.,5.,5.,20.,5./
X27(1) ,X28 (1), %29 (1) ,X30(1) ,X31(1) /5.,20.,5.,5.,20.7
X32(1) ,X33(1) ,X34(1),%35(1) /5.,5.,20.,5./

X37(1) ,X38 (1} ,X39 (1) ,X40 (1) ,X41(1) /10.,5.,5.,10.,5./
X42(1) ,X43(1), X84 (1), X45(1) ,X46 (1) /5.,20.,5.,5.,20.7

X7 (1), XUB (1), XU9(1),X50 (1) ,X51(1) /5.,5.,10.,5.,10.7
X52(1) ,X53(1) ,X53B (1), X54 (1) ,X55(1) /5.,20.,6.,5.,20./
X56 (1) ,XST7 (1), X58 (1) ,X59 (1} ,X60 (1) /5.,3.,10.,5.,10./
X61(1) ,X62(1) ,X63(1),X64(1),X65(1)/10.,5.,5.,6.,20.7

X66 (1) ,X67 (1) ,X68(1),X69 (1) ,X70 (1) /5.,20.,5.,20.,5.7
X71(1) ,X72(1) ,X73(1),X74(1) ,XT5(1) /20. (5.,5.,20.,5.7
X76(1) ,X77 (1), X78(1),%79(1) ,XBO(1) /5., 10.,5.,5., 1./
X81(1) ,X82(1) ,X83 (1), XB4(1) ,X85(1) /5.,5.,.0.,5.,20.7
X86(1) ,X87 (1) ,X88(1),%X89 (1) ,X90(1) /5., 10.,10.,20., 5./
X91(1) ,X92(1) ,X93(1),X94(1),X95(1) /20.,5.,10.,10.,20./
X96 (1) ,X97 (1) ,X98 (1) ,X92 (1) , X100 (1) /5.,5.,20.,5.,5./
X101(1),X162(1),x103(1),X104({1) /20.,5.,5.,20./
X105(1), X106 (1) /5.,5./

X#31,XM32,XN33, XM46,XN47,XN48/20.,6.,8.,20.,8.,15./
XM53B,XM57,XM64 /8. , 4. ,8./
$1,52,53,54,55,56,57/80.,25.,25.,80.,25.,25.,80./
s8,s9,510,511,512,513,514/25.,25.,80.,25.,25,,80.,25. /
$15,516,517,518,5%9,520,521/80.,25.,40.,40.,80.,25.,25,/
522,523,524,525,526,527,528/80.,25.,25.,80.,25.,25.,80.7
529,530,531,532,533,534,535/25.,25.,80.,25.,25.,80.,25. 7
537,538,539,540,541,542,543/40.,,25.,25,,40.,25.,25.,80./
S44,s45,546,547,548,549,550/25.,25.,80.,25.,25. ,40.,25. 7
$51,552,553,5538,554,555,556/40.,25.,80.,80.,25. ,80., 25./
$57,558,559,560,561,562,563/25.,40.,25.,40.,40.,25.,25./
564,565,566 ,567,568,569,570/80.,80.,25.,80.,25.,80.,25./
§71,572,573,574,575,576,577/80.,25.,25.,80.,25.,25., 40, 7
578,579,580,581,582,583,584/25.,25.,40.,25.,25.,80.,25.7
585,586,587,588,589,590,591/80.,25.,40.,40.,80.,25.,80.7
$32,593,594,595,596,597,598/25. ,40.,40.,80,.25., 25.,80.7
599,5100,5101,5102,5103, S104/25, ,25,80.,25.,25.,80./
$105,5106/25.,25./
R1,R1A,R2,R3,R34,R4/0.,0.,0.,0.,0.,0./
RUA,R5,R6,R68,R7,R8/0.,0.,0.,0.,0.,0./
R9,R10,R11,R114,0.,0.,0.,0./

TFR=10. ,
Q1{1) = 6.97/TFR

@2(1)

A

= 3.5/TFK

Figure D-1. Continued.
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Q270
Q280
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9320
0330
Q340
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38 (1
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Quoo0
QU410
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Q560
Q570

ntfin

|13 I |

T T N T 1 T A T | RO T T 120 T R 1 |

o g

4.56/TFR
9.02/TFR
2.48/TFR
3.85/TFR
15.49/7TFR
3.3/TFR
5.15/TFR
= 18.85/TFR
= 6.54/TFR

t.77/TFR
= 4,12/7FR
1.78/TFR
5.62/TFR
1.08/TFR
3.54/TFR
11.28/TFR
3.03/TFR
8.05/TFR
12,95/TFR
4.24/TFR
1.08/TFR
14.98/TFR
3.03/TFR
2.81/TFR
10, 94,/TFR
.725/TFR
5.01/TFR
12.17/TFR
9.24/TFR
= 3,68/TFR
= 5.08/TFR
= S.41/TFR
5,14/TFR
.35/TFR
1.25/TFR
8.5/TFR
. 725/TFR
.45/TFR
10.33/TFR
1.79/TFR
4.38/TFR
= ,55/TFR
= .525/TFR
.30 /TFR
3.22/TFR
6.56/TFR
-392/TFR
7.58/TFR
«217/IFR
1.57/TFR
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@58(1) = .075/1FR
Q59(1) = .175/TFK
@60 (1) = .017/TFR
Q610 = ,35/TFR
Q620 = 1.91/7FR
0630 = .475/TFR
Q640 = 7.76/TFR
Q650 = 6.35/1FR
0660 = .275/TFR

Q67(1) = 4.1/TFR
068(1) = 5.38/TFR

@690 = 4.23/TFR
Q700 = 2.57/TFR
@710 = 5.06/TFR
Q720 = i.45/TFR
0730 = .723/TFR
Q740 = 3.06/TFR
Q750 = .875/TFR
Q760 = .433/TFR
Q77¢ = .292/TFR
Q780 = .083/TFR
0798 = .042/TFR

Q8N (1) = 2.0/TFR
Q81(1) = 1.0/TFR

@82 (1) 1.0/TFR
0830 = 6.63/TFR
P840 = 4.73/TFR
Q850 = 4.43/TFK
Q860 = .575/TFR
0870 = .60/TFR

l Q880 = 4,21/TFR
©890 = 10.44/TFR
0900 = B.93/7FR
@910 = 7.58/TFR
0920 = .05/TFR
9930 = .708/TFR

0980 = 6.,55/TFR
0990 = 3.68/TFR

Q1000 = 1.47/TFR
01010 = B.51/TFR
1020 = 1,43/TFR
1030 = 2.72/TFR
Q1o4{1) = 15.23/TFR
Q105(1) = 1.05/TFR
106 (1) = 7.26/TFR
ALP1 = 0.90/TFR
ALPZ = 0.90/TFR
ALP3 = 0.90/TFR
ALPY = 0.90/TFR
ALP5 = (.90/TFR

Figure D-1. Contlnued.




ALP6 = 0.90/TFR
ALP6B = 0.90/TFR

ALP7 = 0.90/TFR

ALPS = 0.90/TFR

ALPY = 0.90/TFR

ALP10 = 0.90/TFR
ALP11 = 0.%0/TFR
DEL1 = 0.175/TFR
DEL2 = 0.375/TFR
DEL3 = 0.30/TFR

DELY = 0.10/TFR

DEL5 = 0.275/1FR
DEL6 = 0.25/TFR

DEL7 = 0.25/TFR

DEL8 = 0.15/TFR

DELY9 = 0.10/TFR

DEL10 = 0.10/TFR
DEL11 = 0.15/TFR
g1(1) = U{)

BIA (1) = 0(2)
62(1) = U(3)

u3{1) = U(u)
U3a (1) = U(5)
UL (1) = 0{6}
4R (1) = U(T)
B5(1) = U(8)
U6 (1) = U{9)

oeB (1) = 0{(10)

U7(1) = 0(11)
UB (1) = U(12)
B9 (1) = U(13)
710 (1) = T(14)

u11 (1) = U(15)
U11a (Y = U(16)
po 218 K = 1,91
U1(K) = U1 (M)
U1A (K} = U1A{1)
U2(K) = U2(1)
U3 (K) = U3 (1
U3A (K) = U3A{(1)

U4 (K) = 04(1)
U4A {(K) = U4a (1)
US (K} = US(1}
Us(x) = UB(M
U6B (K} = U5F(1)
U7 (K} = 07(%)
UB(K) = UB(1)
U9(K) = U9(1)

S g10{K) = U10(1)

UT1{K} = U11(1)
U11A (K) = UV1A ()

Q1(K) = @1(n)
g2 (k) = Q2{M
Q3 (K} = @3 (1)

Figure D-1.
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QU(K) = Q4(M

@5 (K) = Q5(M)
Q6(K) = Q6 (1)

Q10 (K) = Q10(M)
QII(K) = Q11(1)
Q12 (K) = g12(1)
Q17(K) = Q17(1)
Q18 (K) = @18(")
@19(K} = Q19(1)
Q20 (K) = Q20(1)
Q21(K) = 921(1)
Q37 (k) = 037(1)
Q38(K) = Q38(1)
Q3% (K) = Q338(1)
Q49(K) = Q49(1)
@50 (K) = @50(1)
Q58(K) = 058(1)
059(K) = Q39(1)
Q60 (K) = Q60(1)
QET(K) = @67(1)
g68(K) = @68(1)
QBO (k) = @Q80(M)
Q81(K) = @81(1)
Q82 (K) = 082(1)
Q95 (K) = Q95(1)
Q96 (K) = Q96(1)
Q97(K) = Q97(1)
Q104 (K) = Q104 (1)
@105 (K} = Q195(1)
@106 (K) = Q106 (1)

218 CONTINUE
pe 220 K=1,91
L=K+1
ME=K-=1
KN=K~=3
M=K-4
NL=K-6
KM=K-7
ML=K-9
NN=K-12
JI=K~13

¢ %k¥ INTERSECTION 452 BYRNE-ATRPORT HWAY

B1{K) 51%01 (K)

W1{K) XT(K) + Q1({K) _

IF (W1{K) .GT. B1(K)) GE& Ta 10

IF (N1({K) ~LT. DI1(K}) D1(K) = ¥1(K})

10 X1(L) = X1{K) — BT{K) + Q1(K)
D2{K) = S$2%U1(K)
W2(K) = X2(K) + @2 (K)

IF (W2(K) .GT. D2(K)) G0 TO 12
IF (W2{K) .LT. D2(K)) D2(K} = W2(K)
12 X2(L) = X2(K) = D2(K) + Q2(K)

Figure D-1. Continued.
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D3 (K) S3%U1A (K)

W3(K) X3 (K) + Q3(K)

IF (W3{K) .6T. D3{(K)) GO To 14

IF (W3(K) .LT. D3(K)) D3(K) = W3 (K)
X3(L) = ¥3(K) - D3{K) *+ Q3(K)

D4 (K) = SU*U1 (K}

WU (K) = X4(K) + QU(K)

IF (W4(K) .GT. D4(K)) GO TO 16

IF (W4(K) .LT. D4(K)) Du{K) = W4 (K)
X4{L) = X4(K) — DU(K) + Q4 (K}

D5 (K) =S5*UT{K)

W5(K) = X5{K) + Q5(K)

IF (W5(K) .G6T. D5(K)) GO T@ 18

IF (W5(K) .LT. D5(K)} DS (K} = W5(K)

X5 (L) = ¥5(K) + @5(K) - DS(K)
D6 (K) = S6%U1A (K)
H6(K) = X6(K) + Q6(K)

IF (W6(K) .GT. D6(K)) GO TO 20

IF (W6(K) .LT. D6(K)) D6(K) = W6(K)

X6(L) = X6(K) = D6(K) + Q6 (K)

D7 (K} = S7#(ALP1 = U1(K) = UTA(K) - DELT)
07(K) = .83* (D15 (M)+D17(M))

i? (K .LE. 4 Q7(X) = Q70a

W7 (K} = XT(K) + Q7(K)

TF (W7(K) .G6T. D7(K)) GO T® 22

IF (W7(K) .LT. 37(K)) D7 (K} = W7(K)

X7(L) = X7(K) - D7(K) + Q7(K}
DB(K) = S8% (ALP1 = U1(K) - U1A(K) - DELT)
08 (K) = .07*Q7(K)/.83

IF (K .LE. 4) @QB({K) = Q80a

WB(K) = X8(K) + Q8(K)

TF (WB(K) +GT. DB(K)) 60 T@ 204

IF (W8(K) .LT. DBB(K)} DB{K) = #8(K)
xX8(L) X8.(K) + C8(K) - DB(K)

P9 (K) = S9%*DEL1

Q9(K) = .10%*Q7 (K)/.83

IF (K .LE. 4) Q9(K) = Q90A

WI(K) = X9(K) + @9(K)

IF (W9(K) .GT. D9{K)) GO TO 26

IP {¥9(K} .LT. D9(K)) D9(K) = W39 (K)
X9(L) = X9(K) -~ D9 (K} + Q9(K)

D10 (K) = 510% (ALP1 = U1(K) -UIA(K) - DEL1T)
W10 (K) = X10(K) + Q10(K)

IF (W10(K) .GT. D10(K)) GO ToO 28

I (W10(K) .LT. D10 (K)) D10 (K) = W10(K)

t

X10{L) = X10(K) = D10(K) + Qi0(K)
D11(K) = S11%(ALP1 = U1(K) - UTA(K) - DEL1)
W11(K) = X11(K) + Q11 (K)

IF (W11(K) .GT. D11(K)) €0 TO 30

IF (w11(K) .LT. D11(K})) D11{K) = W11(K)
X11(L) = X11(K)y + Q11{K) = D11 ({K)

D12 {K) = S12*¥DEL1

W12 (K) = X12(K) + Q12(K)

IF (W12(K) .6T. D12(K)) GO TO 32

Figure D-1. Continued.



LA

32

C *xak

34

36

38

40

42

44

ook

&6
o
€ kK

229

IF (W12(K) .LT. B12(K)) D12(K) = WI12(K)
X12(L) = X12({K) + Q12(K) - D12(K)

INTERSECTION 560 BYRNE-ARLINGTOR

913 (K) = .69% (D10(M) +D2 (¥) +DE(H)}

IF (K .LE. 4) Q13(X) = Q130

D13 (K) = $13*%02 (K}

F13(K) = X13(K) + Q13(K)

IF (W13¢(K) .GT. DI1I{K)) GO TO 34

IF {(¥13(K) .LT. D13(K)) DI3(K) = W13(K}

X13{L) = X13(K) + @13(K) - D13(K)
DI#(K) = S14*DEL2
QI (K) = .3T*Q13(K) /.69

IF (K .LE. 4) Q14{K) = Q0

H14(K) = X14(K) + Q14(K)

IF (W14 (K) .GT. DI4(K)) GO TO 36

IF (W18 (K) .LT. DM (K))} D14 (K) = WI4(K)
XM (L) = XT4(K) + QI4(K} - DT4(K)
D15(K) = S15% (U2(K) - DEL2}

015 (K) = .94% (D25 (M) +D21({¥) +D23 (%))

IF (K -LE. 4) Q15(K) = Q150

W15 (K} = X15(K) + Q15(K)

IF (W15(K) .GT. D15(K)) GO T@ 38
IF (W15(K) .LT. D15(K))} DIS(K) = ®15(K)
X15(L) = X15(K) + Q15(K) - D15(K)

Di5 (K} = S16%(U2(K) - DEL2)

Q16(K) = .06%Q15 (K} /.94

IF (K .LE. 4) Q16(kK) = Q160

R16(K) = X16(K) + Q16(K)

iF (W16(K) .GT. D16(K)) GO TO 40

IF (F16(K) .LT. D16 (K}) D16(K) = W16 (K)

X16 (1) = X16(X) + Q16(K} = D16(K)
DI7{K) = S1T*(ALE2 - U2(K) + .2%DELZ)
H17(K) = XT17(K} + Q17(K)

IF (W17(K) .GT. D17(K)) GO To 42

IF (W17¢K) .LT. D17(K)) D17 {K) = W17 (K)
X17(L) = X17{K) = D1T{R) + Q17(K)
DIB(K) = S18% (ALP2 ~ U2 (K))

W18 (K) = X18(K) + Q18(K)

IF (W18 (K) .GT. D1B(K)) G@ TO 44

iF (W18(K) .LT. DIB(K)} D18(K) = R18(K)
X18(L) = X18(K) - D18(K} + Q18 (K}

INTERSECTION A BYRNE-GLENDALE

D1S(K) = S19% (a1P3 = U3 (K) - UIA(K) = DEL3}
W19{K} = X19(K) *+ Qi9(K)

IF (W19(K) .GT. D19(K)) GO TG 46

IF (W19(K) .LT. DB19(K}) DI9(K) = W19(K)
$19(1) = X19(X) ~ D19(K} + Q19(K)

INTERSECTION 413 BYRNE-~HEATHERDOWNS

Figure D-1. Continued.
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62

D20 (K)
W20 (K)

non

230

S20% (ALP3 = U3 (K) - U3A{K) - DEL3)
X20 (K) + Q20 (K)

IF (W20(K) .GT. D20(K)) GG TO 48
IF (¥20(K) .LT. D20 (K)) D20 (K) = W20 (K)

X20 (L)
D21 (K}
W21 {KX)

X20(K) - D20(K) + Q20(K)
S21*DEL3
X21(K) + Q21(K)

IF (W21(K) .GT. D21(K)) 60 TO 50
IF (W21(K) .LT. D21(K)) D21(K) = W21(K)

X21 (L)
D22 (K)
Q22 (K)

0nin

X21(K) + Q21(K) - D21(K)
$22% (ALP3 - 03(K) - U3A(K) —-DEL3)
0.41% (D104 (NN) +DI6 (NN} +D100 (NN))

IF (K .LE. 12) Q22(K) = 0220

W22 (K) = X22(K) + 022 (K)

IF (W22(K) -GT. D22(K)) GO TC 52

IF (W22(X) .LT. D22(K)) D22(K) = W22(K)

X22 (L}
D23 (K)
Q23 (K)

I H

X22(K}y - DB22(K) + Q22(K)
§23% (ALP3 ~ U3 (K) -U3A({K) ~.5*DEL3)
+33%Q2Z2(K) /.41

IF (K .LE. 12) Q23(K)=g230

W23 (K} = X23(K) + 023 (K) 7

IF {W23(K) .GT. D23(K)) 60 TG 54

IF (W23(K) .LT. D23(K)) D23(K) = W23(K)

x23 (L)
D24 (K)
Q24 (K)

i

X23(K) - D23(K) + Q23(K)
S24% DEL3
.260%Q22 (K) /. 41

IF (K .LE. 12) Q24 (K)=Q240

W24 (K) = X24(K) + Q24 (K)

IF (W24 (K) .GT. D24 (K)) GO T@ 56

IF (W24 {K) .LT. D24{K)) D24(K) = W24 (K)

X24 (L)
D25 (K)
025 (K)

o

X24 (K) + Q24 (K) - DZU(K)
S25%U3 (K) .
.7t4% (D31 (K¥) +D4 1 (KM) +D39 (KK) +, 5%D90 (NN} +,5%DI2 (NN))

IFP (K .LE. 12) Q25(K)=0230

W25 (K) = X25(K) + Q25(K)

IF (W25(K) .GT. D25(K)) GO TG 58

IF (W25(K) .LT. D25(K)} D25(K) = W25(K)

%25 (L)
D26 (K)
026 (K)

X25(K) — D25(K) + Q25(K)
$26%03 (K)
L24%025 (K) /. T4

IF (K .LE. 12) Q26(K) = Q260

W26 (K) = X26(K) + Q26(K)

IF (W26(K) .GT. D26(K)) GO TO 60

IF (W26(K) .LT. D26{K)) D26 (K) = W26 (K)

X26 (L)
D27 (K)
Q27 (K)

X26(K) - D26(K) + Q26(K)
S27% 032 (K)
0.02%Q25 (K} /0. 74

IF (K .LE. 12) Q27 (K) = Q270

W27 (K) = X27(K) *+ Q27(K)

IF (W27{K) .GT. D27(K)} GO To 62

IF (W27(K} .1LT. D27(K}} D27(K) = W27 (K}

X27 (1)
D28 (K)
Q28 (X)

It

X27(K) + Q27 (K) - D27 (K}
S28*0U3 (K)
L65% (D13 (M) #+D18 (M)

Figure D-1. Continued.
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IF (K .LE. 4) Q28(K) = 0280

W28 (K) = X28(K) + Q2B (K)

IF (W28(K) .GT. D2B(K)) GO TO 64

IF (W28 (K) .LT. D2B(K)) D2B(K) = W28(K)

X28(L) = X28(K) + 028(K) - D2B(K)
D29(K) = §529*03(K)
Q29 (K) = .26%Q2B(K) /.65

IF (K .LE. 4) Q29(K} = Q290

W29 (K) = X29(K) + Q29(K)

IF {W29(K) .GT. C29(K)) GO TO 66

IF (¥29(X) .LT. D29(K)) D29(K) = W29(K)
X29(L) = X29(K) - D29(K) + Q29(K)

D30 (K) S30%U3A (K)

Q30(K) = .09%*0Q28 (K) /.65

IF (K .LE. 4) @30 (K)=Q300

W30 (K) = X30(K) + Q30(K)

IF (¥30(K) .GT. D30(K}) GO TO 68

IF (W30(K) .LT. D3D(K)) D30(K) = €30 (K)
X30(L} = X30(K} - D30(K) + Q30(K)

n

INTERSECTION 413 BYRNE-HEATHERDOWNS

D31 {K) 531*04 (K)

Q31 (k) 0.73*% (D43 (MK) +.91%D52 (1K) )

IF (K .LE. 1) @31(K) = @310 _
H31(K) = X31(K) + 031 (K}

IF (W31(K) .GT. D31(K)) GO Ta 70

IF (W31(K) .LT. G31(K)) D31{K) = W31(K)
X31(L) X31(K} - D3P (K) + @31(K)

D32 (K) S32*% Ul (K)

32(K) = .24%Q371(Kj/.73

IF (X .LE. 1} @32(K) = Q320

W32(K) = X32(K) + 932(K)

IF (W32(K) .GT. D32(K)) GO T® 72

IF (W32(K) .LT. D32(K)) D32(K) = W32(K)
X32(L) ¥X32(K) - D32(K) + Q32(K)

D33 (K) S33%DELY

233(K) = .03*Q31(K)/.73

IF (K .LE. 1) Q33(X) = Q330

W33 (K) = X33(K) + @33 (K)

IF (W33(K) .GT. D33{K)) GO To 74

IF (W33(K) .LT. D33(K)) P33 (K) = W33(K)
X33(L) = X33(K) + Q@33(K) = D33(K)
D34(K) = S53u4% (U4 (K) ~ DELY)

034 (K) = .55%.8% (D28 (KN) +D20 (KN) +D24 (KM))
IF (K .LE. 7) Q34 (K) = Q340

W34 (K) = A34{K) + Q3I4(K)

IF (W34 (¥K) .GT. D34(K)) GO TO 76

IF (W34(K) .LT. D34({K)) D34(K) = W34(K)
IF (MK .LT. 1) W46 (MK)=X46 (1) +Q460

IF (MK .LT. 1) W47 (MK)=X47(1)+Q870

TP (MK .LT. 1) W48 (MK)=X48(1)+Q480

IF (W46 (MK) .GE. XM46) D34(K)=0.

I¥ (W47 (MK) .GE. XMU47) D34 (K)=0.

n

Figure D-1. Continued.
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IF (W4B(MK) .GE. X448) D34 (K)=0.

X34 (L) = X38(K) - D38(K) + Q34(K)
D35(K) = S535% (U4 (K) - DEI4)

035(K) = .45%034(K) /.55

IF (K .LE. 7} 035(K) = 0350

W35(K) = X35(K)} + Q35(K)

IF {(W35(K) .GT. D35(K)) GO To 78

IF (W35(K) .LT. D35(K)) D35(K) = W35(K)

X35(L) = X35(K) - D35{K) + 035(K)
D37 (K) = S37* (ALP4 - U4 (K} - UGA(K))
W37(K) = X37(K) * 037(K)

IF (W¥37(K) .GT. D37(K)) €0 Ta 82
IF (W37{K} .LT. D37(K)) D37 (K) = W3T{K)

X37(L) = X37(K) - D3T(K) + Q3T(K)
D3B(K) = S38% (ALP4 - U4 (K) =~ U4A(K) + DELY)
¥3B(K) = X3B(K) + Q38(K)

IF (W38(K) .GT. D38(K}) GO TO 84

IF (W3B(K) .LT, D38(K)} D3B(K) = W3B(K)
IF (MK .LT. 1) W46 (BK)=X46 (1) +QU460

IF (MK LT. 1) W4T (MK)=X4T(1)+Q470

IF (MK LT. 1) W48 (MK)=X48 (1) +Qu80

TP (W46 (MK) .GE. XM46) D38(K)=0.

TP (W47 (MK) .GE. XM47) D38 (K)=0.

IF (W48 (MK) .GE. XM48) D38(K)=0.

X38(L) = X38(K) - D3B{K) + Q38(K)
D39 (K) = 539%042a(K)
W39(K) = X39(K) + Q39(K)

IF (R39(K) .6T. D39(K)}) 6O TO 86
IF (W39(K) .LT. D39(K))} D39(K} = W3IG(K)

X39(L) = X39(K) + Q39(K) = D3IU(K}
DUO (K) = SuO* (ALB4 -~ U4 (K) — USA(K))
QUO (K) = .78%.5%(D90(JJ}+D92(IF))

IF (K .LE. 13) QUO(K) = Q400

W40 (K} = X40(K)Y + QUO (K}

IF (W40(K) .GT. DUO(K)) GO TO 88

IF (W40 (K) .LT. DUO(K)) DUO(K) = W40 (K)
X40{L) = XUO(K) + QUO(K) -~ DHO(K)
D41(K) = SUT*(ALPY = TU(K) - U4A(K})
QU1{K) = .1u*Qu0({K) /.78

IF (K .LE. 13} Q41(K) = @410

W41(K) = X41(K) # Qu1(K}

IF (W41(K) .GT. D41(K)) G0 To 90

IF (RU1(K) .LT. DUI(K)) DUI1(K) = WUT(K)

X4T(L)y = X4T1(K) + QU1(KX) ~ DUI(K)
DU2 (K} = SU2*UUA (K)
QU2(K) = .0B*Q4O(K)/.78

IF (K .LE. 13) Q42(K) = Qu20

W42 (K} = X42(K) + QU2(K)

TP (N42(K) .GT. D42(K)) GO TO 92

TP (W42(K) .LT. DU2(K)} D42(K) = W4Z(K)
IF (MK .LT. 1) W46 (MK)=Xu6 (1) +Qu60

IF (MK .LT. 1) W47 (MK)=X47{1) +Q470

IF (MK .LT. 1) W48 (MK)=X48 (1) +Q480

IF (W46 (MK) .GE. XM46) DU2(K)=0.

Figure D-1. Centlnued.
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IF (W47 (MK) .GE. XM47) Du2(X)=0.
TF (W48 (MK) .GE. XM4B} DUu2(K)=0.
XU2(L) = XU2(K) + QU2(K) - DU2(K)

INTERSECTION 588 BYRNE-GLANZBAN

D43 (K) = S43*0U5(K)

Qu3(K) = .93%D53B (KL)

IF (K .LE. 6) QU3(K) = Qu30

W43 (K) = X43(K) + QU3(K)

TF (R43(K) .GT. D43(K)) GO TO 94

IF (W43 (K) .LT. DU3(K)) DU3(K) = W43 (K)
IF (MK .LT. 1) W31(MK}=X31(1)+0310

IF (MK .LT. 1)} W32 (4K)=¥%32{1)+0320

IF (MK .LT. 1) W33(¥K)=X33(1)+0330

IF (W31(MK) .GE. XM31) D43 (K)=0.

IP (W32(¥K) .GE. XM32) Du3(K)=0.

IF (W33 (MK) .GE. X%33) Du3(K)=0.

X43{L) = X43{K) + Q43 (X) - Du3(K)

DUL (K) = SU4*TS (K)

Qulh (K} = .03%Qu3 (K)/.93

IF (K .LE. 6) Q44 (K) = Qu40

WUL (K) = XLO(K) + QUi (K)

TF (W4L{K} .GT. DUl (K)) GO To 96

IF (W4L{K) .LT. DBU(K)) Dud4(K) = W4l (K)
XUG4 (L} = X4U (K} + QUU(K) = Dul(K)

D45 (K) = SUS*DELS

QU5 (K) = .O4*Qu3(K)/.93

IF (K .LE. 6) QU45(K)=QU450

WUS{K) = XU5(K) + QUS5(K)

IF (W45(K) .GT. D45(K)) 60 TO 98

IF (W45(K) .LT. D45(K)) DUS(K) = Wu5(K)

o

(e

Y45 (L) = X45(K} - D4S(K) + QH5(K)
DUE (K) = SHE*US (K)
QU6 (K) = .58% (D34 (MK)+D38(NK)+D42(MK))

IF (K .LE. 1) Q46 (K)=QU60

W46 (K) = XUB(K) + QUE(K)

IF (W46(K) .GT. D46 (X)) 60 TO 100

TF (W46(K) .LT. DUE(K)) DW6(K) = W46 (K)

X46(L) = XU6(K) - DUE(K) + QUE(K)
D47 (K) = S4T*US(K)
QU7(K) = .0B*QU6 (K) /.58

IF (K .LE. 1) Q47(K) Qu70

W7 (K} = XU47(K) + qu(K)

IFP (W47(K) .GT. DU7(K))} GO0 T0 102

IF (W47(K) .LT. D4T(K)} D4T(K) = WHT(K)
X47 (1) XUT(K) - DU4T(K) + QU7(K)

D48 (K) §48*DELS

QU8 (K) = .3u4xQu6(K)/.58

IF (K .LE. 1) QU8(K) = Qusl

U8 (K) = XU4B(K) + Qu4B(K)

IF (W48({K) .GT. D48(K}) GO TO 1ou

IF (W48(EK) -LT. DHS(X)) DUB(X) = RUSB(K)
X4B(L) = X4B(K) - DU4B(K) + QUB(ER)

Figure D-1. Continued.
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D49 (K) = S49% (ALBES - US5(K) - DELS5)

W49 (K} = XHO(K) + Q49(K)

IF (R49(K) .GT. D49 {¥)) GO TO 106

IF (W49(K) .LT. D49(K}) D49{K) = WLI(K)
X49(L) = X49(K) + QH49(K) - D49 (K)

D50 (K) = SS0%*(ALPS - U5(K) - DELS)

W50 (K) = X50(K) + Q50 (K)

IF (W50(K) .GT. D50(K)) GO TO 108

IF (W50(K) .LT. D50(K))} D50 (K) = W50 (K)
X50 (L) = X50(K)} - D50 (K) + QS0(K)
D51(K) = S51% (ALP5 - US(K) - DEL5)

Q51 (K) L07% (DAL (ML) +DBE (ML) )

IF (K .LE. 9) 051(K) = 0510

WS51(K) = X51(K) + Q51(K)

IF (W51(K) .GT. D51(K)} GO TO 110

iF (W51(K) .LT. D51(K)) D51(K) = W51(K)

L]

X51(L) = ¥51(K) - D51(K) + @51(K)
D52 (K) = S52% (ALBS - .5%U5(K) - DELS)
Q52(K) = .93% (D84 (ML) +D86 (XL))

IF (K .LE. 9) Q52(K) = Q520

W52(K) = X52(K} + 052 (K)

IP (W52(K} .6T. D52(K)) GO To 112
IF (W52(X) .LT. D52(K)) D52 (K) = ®52(K)
IF (MK .LT. 1) W31(MK}=X31(1)+0310
IF (MK .LT. 1) W32{MK)=X32(1)+0320
IF (MK .LP. 1) W33 (MK)=X33(1)+0330
IF (W31(¥K) .GE. XM31) D52 (K)=0.
IF (¥32(MK) .GE. X¥32) D52(K)=0.
IF (W33(MK) .GE. XM33} D52 (K)=0.
X52(L) = X52(K) + Q52(K) — D52(K)

INTERSECTION 360 BYRNE~COPLAND-FOLKSTONE

D53 (K) = S53%{U6(K) - DELG)

Q53(K) = .86%(.2B6%D70 (K¥)+.974*D68 (KN))
IF (K .LE. 3) 053(¢(K) = Q530

W53 {K) = XS53(K) + Q53(K)

IF (W53(¢(K} .GT. D53(K})) GO TO 114

IF (K53(K) .LT. DS53(K)) D53(K) = WS3(K)
IF (MK .LT. 1) WS3B(MK) = X53B(1)+Q530+.7%Q620
IF (W53B(MK) .GE. XM53B} D53 (K)=0.
X53(L) = X53(K) -~ D53(K) + @53(K)
DS3B(K) = S53B*UEB(K)

Q53B(K) = D53(K) + .7*D62(K)

IF (K .LE. 3) Q53B8(K) = @530+.7%Q620

IF (W53B(K) .GT. XMS53B) Q53B(K) = 0.
WS3B({K) = X53B(K) + Q53B(K)

IF (WS3B(K) .GT. D53B(K}} GO To 115

IF (WS3B(K) .1LT. D53B(K)) DS3B(K) = WS3B(K)
X53B (L} = XS3B(K) = D53B(K) + Q53B(K)
DS54 (K) = S54*{U6(K) ~ DELE)

Q54 (K) = .14*%Q53 (K) /.86

IF (K .LE., 3) Q53(K) = Q530

W54 (K) = X54.(K) + @54(K)

Figure D-1. Contlnued.
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IF (W54(K) .GT. D54(K)}) GO TO 116

IF (§54(K) .LT. D54(K)) DS4(K) = W54 (K)
X54 (L) = XS54 (K) - D54 (K) + QS4(K)

D55 (K) = 555%U6E (K}

Q55(K) = .76% (DUE (NL) +D50 (NL}})

IF (K .LE. 6) Q55(K) = Q550

W55(K) = X55(K) + 055 (K)

TP (W55{K} .GT. D55(K)) GO TO 118

IF (W55(K} .LT. D55(K}} D55 (K) = ®55 (K)
IF (MK .LT. 1) W64 (MK} = X64 (1) +0640
IF (WG4 (MK) .GE. XN64) D55(K) = O.

IF (WS57(MK) .GE. XM57) DS5(Kj} = O.

¥X55(L) = X55(K) + Q55(K) - D55(K)
DS6(K) = 556%0638 (K}
@56 (K) = .01*Q055(K}/.76

IF (K .LE. 6) Q56(K) = Q560

W56 (K} = X56 (K) + 056 (K)

IP (W56(K) .GT. D56(K)) GO TO 120

IF (W56 (X) .LT. D56(K)) D56 (K} = W56 (K)
X56 (L) = X56(K) + Q56{K} — D56(K)
D57(K) = SS7T*DEL6

057 (K} = .23%D55(K)

IF (W57 (MK) .GT. XMS5T) @57(K) = O.

W57 (K} = X57(K) + Q57(K)

IF (W57(K) .GT. D57(K)) GO TO 122

IF (W57(K) .LT. DST(K)) D57(K} = W57 (K)

X57(L) = X57(K) + @57 (K) - D57(K)
D58 (K) = S558% {ALP6B ~ UGB(K})
W58 (K) = X58(K) + Q5B(K)

. TF (W5B(K) .GT. DSB(K)} 60 TO 124

124

126

128

130

IF (W58{K} .LT. DS8({K}) D58 (K) = W58 (K)

X58(L) = XSE(K) + 05B8(K) - D58(K)
D59(K) = S559% (ALPEB - UG6B{K))
W59 (K} = X59(K) + Q59(K)

IF (WS9(K) .GT. D59(K)) GO TO 126

IF (W59(K) .LT. D59(K)) D5b9(K} = W59(K)
IF (ME .LT. 1j R64 (MK) = X64 (1) +QuU60
1IF (W6U (MK) .GE. XME4) DS9(K) = 0.

X59 (L) = X59({K) - D59(K) + Q59(K)

D60 (K} = S60* (ALP6B = U6B(K})

WE0 (K} = X60Q(K) + Q60 (K)

IF (W60 (K) .GT. D60(K)) GO TO 128

IF {W60{(K) .LT. DG6O{E}) D60 (K) = W60 (K)
IF (MK .LT. 1) WEL (MK} = X64(1)+Q640
IF (W6l (MK) .GE. XM64#) D60 (K) = 0.

f

X60 (L) = X60(K} - DEO(K) + Q60 (K)
D61(K) = S61* (ALP6 - U6 (K})
P61(K) = .03% (DBO(KN) + D72(KN) + D76 (KN))

IF (K .LE. 3} Q67°(K) = Q610

RE1(K) = X61(K) + Q61(K)

IF (W61(K) .GT. D61(K)) GO To 1390

IF (W61(K) .LT. DE1{K}} D61{K) = W61(K)
X61(L) = X61(K) - D61(K} + Q61(K)
DE2(K) = 562% (ALPG - O6({K) + DELB)}

Figure D-1, Continued.
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QB2 (K} = .83%(DBO(KN)+D72{KN) +DT6(KN))
IF (K .LE. 3) Q62(K) = Q620

W62 (K) = X62(K) + Q62(K)

IF (W62{K) .GT. D62(K)) GO TO 132

TIF (W62(K} .LT. D62(K)) D62(K) = W62(K)
IF (MK .LT. 1) W53B(MK) = X53B(1)+0Q530+.7%0620
IF (W53B(MK) .GE. XM53B) D62(K) = 0.
X62 (L) = X62(K) - D62(K) + Q62(K)

D63 (K) = S63% (ALP6 -~ U6 (K))

063 (K) = .14%Q62(K) /.83

IF (K .LE. 3) Q63(K) = Q630

W63 (K) = X63(K) + Q63(K)

IF (W63(K) .GT. D63 (K)) GO TO 13¢

IF (W63(K) .LT. D63(K)) D63(K) = W63(K)

X63(L) = X63(K) + Q63(K) - DE3(K)
D64 (K) = SE4*UE (K)
Q64 (K) = .T7*DS5 (K) +D59 (K} +.7%D60 (K)

IF (W64 (K) .GT. XME64) QE4(K) = O.

W6l (K) = X64(K) + Q64 (K)

IF (W64 (X) .GT. D64 {K)) GO TO 136

IF (W6U (K} .LT. D64 (K))} D64 (K} = WEU(K)
X6U (L) = X64(K) — D64 (K} + Q6L (K)

INTERSECTION 361 BYRNE-DETROIT

D65 (K) = S65% (ALP7 - U7 (K)}

Q65 (K) = .93% (D64 (KN)+D63(KN))

IF (K .LE. 3} Q65(K) = Q650

WE5({K) = X65(K) + Q65 (K)

IF (W65(K) .GT. D65(K)) 60 TO 138

IF {¥65(K) .LT. DES{K)) D65 (K) = W65(K)

X65(L) = X65(K) - DES(K) + Q65 (K)
DES (K) = S66% (ALP7 - D7 (K))
066 (K) = .07%Q65(K)/.93

IF (K .LE. 3) Q66(K) = Q0660

W66 (K) = X66(K) + Q66 (K)

IF (W66 (K) .GT. D66(K))Y GO TO 108

IF (W66(K} .LT. D66 (K)) D66 (K} = W66 (K)

X66 (L) = X66{K) + Q66(K) - D66 (K}
DET(K) = S67*UT(K)
WET (K} = X67(K) + Q67(K)

IF (W67(K) .GT. D67(K)} GO TO 142
IF (W67{(K) .LT. DE7(K)) D67(K) = W67 (K)

X6T7(L) = X67(R) - D&T7(K) + Q67T(K)
D68 (K) = S68%DEL7
W68 (K) = X68(K) + Q66 (K)

TP {WAA(K) .GT. DEB(K)) GO To 144
TF (W68(K) .LT. D68 (K)) D68 (K) = WEB(K)
X6B (L) = X68(K} - D68(K) + Q6B(K)

D69 (K) = S69% (U7 (K} - DEL7)

Q69 (K) = .79%{D71(M)+D78 (M) +D82 (M)
IF (K .LE. %) @69(K} = Q690

WES (K) = X69(K) + Q69 (K)

IF (W69(K) .GT. D6I(K)) GO TO 146

Figure D-1, Continued.
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IF (R69(K) .LT. D69(K)) DEV(K) = WEI(K)
X69(L) = X69(K) + Q69(K) - D69(K)
DTID(K) = S70% (UT(K) - DEL7)

Q70 (K) = .21%Q69(K) /.79

IF (K .LE. 4) Q70(x) = Q700

W70 (&)Y = XT0(K) + Q7T0(X}

IF (W70(K)} .GT. D70(K)) GO TO 148

IF (H70(K) .LT. D70(K)) DTO(K} = W7O(K)
X70(L) = X70(K} + Q70(K) - D70(K)

INTERSECTION B DETRGIT--COPLAND

D71 (K} S571#%08 {K)

Q71 {K) .7C* (DA3{KM)+DBT(KH))

IF (K .LE. 7) 2A71(¥} = Q710

WH71(K) = XTT1{K) + Q71(K)

IF (W71(K) .GT. D71(K)} GG TO 150

IF (W71(K) .LT. DT1(K)) D71(K}) = ¥71(K)
X7T1(L) = XT1{K) + Q71(K) - D71(K)

D72 (K) S72*08 (K)

072 (K) L20%071(K) /.70

IF (K .LE. 7) Q72(K) = Q720

W72(K) = X72(K) + Q72(K)

IF (W72(K) .GT. DV2(K)) GO T@ 152

IF (W72(%) .LT. D72(K)} D72(K} = W72(K)

o

X72 (L} = XT2(K) + Q72(K} ~ D¥2{X)
D73 (¥) = S73*DELS o
@73 (%) = . 10*Q71(K) /.70 L

IF (K .LE. 7} Q73(K) = Q730

W73 (K) = X73(K) + Q73(K)

IF (W73(K) .GT. D73°&)) Go To 154
IF (W73(K) .LT. D73(K}} D73(K) = W73 (K)
X73(L) = X73{(K) + Q73(K} - D73(K})

D74 (K) = STU*UB(K)

Q74 (K) = .70% (D67 i{M)+D6E6 (M)}

IF (K .LE.4) Q74(K) = Q740

W74 (K) = X74({K) + Q74 (K)

IF (W74 ({K) .GT. DT4(K)) GO 20 156

IF (W74(K) .LT. D74 (K}) D74 (K) = R74(K)
XT4L) = XTU(K) + Q74(K} — D74(K)

D75 (K) 575+ U8 (K}

@75 (K) L 20%Q 74 (K) /.70

IF (K .LE. 4) Q75(K)=Q750

W75 (K) = X75(K) + Q75{K)

IF (W75(K) .GT. D75(K)) 6O TO 158

IF (KT75(K) .LP. D75({K)}) D75(K) = WT5(K)

.

X75(L) = XT5(K) - D7S(K) + Q75(K)
D76 (K) = ST6*DELSE
Q76{K) = .10%Q7U{(K)/.7C

IF {K .LE. #) Q76 (K)=0760

W76(K) = X76({K) + @76(K)

IP (W76 (K) .GT. L76(K}) GO To 160

IF (W76 (K) .LT. D76(K)} D76 (K) = W76 (K)
X76 (L) = XT6(K) — D76(K) + RT6(K)

Figure D-1. Continued.
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D77 (K) §77% (ALP8 - UB(K) - DELE - DELS8)
Q77 (K) . 70% (.929%D54 (KN) +D57 (KN))

IF (K .LE. 3) Q77(x) = Q770

W77(K) = X77T(K) + Q77(K)

IFP (W77(K) .GT. D77(K)) GO TO 162

IF (W77(K) .LT. D77{K)) D77{K) = WT7(K}

162 X77(L} = X77(K) - D77(K) + Q7T(K)
D78(K) = S78% (ALPS - UB(K) - DEL8 - DELB)
Q78 (K} = .20%Q77(K)/.70

IF (K .LE. 3) Q78(K) = Q780

R78 (K} = X78(K) + Q7B({K)

IF (W78(K; .GT. D7B{K)) GO TO© 164

IF (W78(K} .LT. D78(K)) D7B(K) = W78 (K)
164 X7811) X78 (R} — DVB(K} + Q7TB(K)

D79 (K) = S79%DELS

Q79 (K) . 10%977(X) /.70

IF (K .LE: 3) @79(K) = Q790

W79(K) = X79(K)} + Q79(K)

IF (W79(K) .GT. D79(K)) GO TO 166

IF (W79(K) .LT. D79(K)) D79(R) = W7T9(FK)

o

166 X79(L) = X79(K) + Q79(K) - DT9I(K)
D8O (K) = S80% (ALP8 - U8 (K} - DEL8 =DEL8)
WBO (K) = XBO(K) + Q80 (K)

IF (W80(K} .G6T. D80(K)) GO TO 168

IP (WBO(K) .LT. DBO(K)) DBO(K) = WBO(K)
168 X80(L) = XBO0(K) - DBO(K) + @BUO(K)

D81(K) = SB1*(ALF8 - UB(K) - DEL8 - DELB)

W81(K) = X81(K) + 081(K)

IF (WB1(K) .GT. DB1(X)) 6@ TG 170

IF (W81(K) .LT. D81(K)} D81(K) = WE1(K)
170 X81{L) = X81{K) = D81(K} + QB1(K)

D82 (K) S82%DELS

W82 (K) = XB2(X) + @82 (K)

IF {(W82(K) .GT. DB82(K}) GO TO 172

IF (W82(K) .LT. DB2(K)) DB2IK) = HB2(K)
172 XB82(L) = X82{K) * Q82(K} = DB82(K)

L]

€ #%* INTERSECTION € DETROIT-GLANZMAN

DB3 (K) = S83% (U9(K) ~ DEL9)

Q83 (K) = .40%* (D89 (KM)+DI3(KM))

IF (K .LE. 7) 083(K) = Q830

W83(K) = X83(K) + 083 (K)

iF (WB3(K) .GT. D83(K)) GO To 174

IF (W83(K) .LT. DB3(K)) DB3(K) = W83(K)
474 X83(L) = X83(K) - DB3(K) + @83(K)

DBY {K) = S5BU*(ALP9 - DELY)

QBU.(K) = .60%Q83(K) /.40

IF (K .LE. 7) QB84{K) = QBUO

R8U (K) = XB4(X) + QBY (K)

IF (W84 (K) .GT. D84 (K)}) GO TO 176

~ IF (WB4(K) .LT. D84 (K)) D84 (K) = WBH(K)

176 X84{L) = XBY4(K) = DBY (K} + QB64(K) -

DB5{K) = SB85%09 (K)

B

Figure D-1. Cantinued.
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Q85 (K) = .B82% (D74 (KM)+D79 (KK)+D81 (KM))
IF (K .LE. 7} QB5(K) = Q850

WB5(K) = X85(K) + Q85 (K)

IF (W85(K) .GT. D85(K)) GO To 178

IF (W85(K) .LT. D85(K)) DB5{K) = W85(K)

X85(L) = X85(K) + Q85(K) ~ D85(K)
D86 (K) = SB6*DELY
Q86 (K) = .18%Q85(K)/.82

IF (K .LE. 7) @Q86(K) = Q860

W86 (K) = XB6(K) + Q86 (K)

IF (WBA(K) .GT. DB6(K))y GO TO 18D

IF (W8u(K) .LT. DB6(K)} DB6({K) = W86 (K)

XB6(L) = XB6(K) + Q86(K) - D86 (K)
D87 (K) = S_7*(ALE9 = UI(K})
QB7(K) = .08% (.667*DUl (NL)+.986+*D48 (ML})

IF (K .LE. 9) QB7(K) = Q870

WB7(K) = XB7(K)} + @87(K)

TP (W87(K) .GT. DB87(K)) GO TGO 182

IP (W87({K) .LT. DBB7(K)) DBT(K) = WBT(K)

X87(L) = X87(K) + QBT (K) - D87 (K)
DBB (K) = S88% (ALPY - U2 (K))
QB8(K) = .92% (.667*DUl (ML) +,986%DUB (ML)})

TP (K .LE. 9) @B88(K) = (0880

W8B(K) = XBB(K) + @B8(K)

IF (W8B(K} .GT. DBB(K))} GO To 184

IF (WB8(K) .LT. DBB(K}) DBB(K) = W8B(K)
X88(L) = X88(K) + Q8B(K) - DSB(K)

INTERSECTION 378 DETROIT-SCHNEIDER

D8Y (K) = S$89* (U10 (K) - DEL1D)

Q89 (K) = .73% (D95 (KN)+D102 (KN) +D106 (KN))
IF (K .LE. 3) Q89(K) = @890

WB9 (K) = X89(K) + 089 (K)

IF (WB9(K) .GT. DBI(K)) GO TO 186

IF (WB9(K) .LT. DBY(K)} D8I(K) = WBI(K)
XB9(L) = XB89(K) + QBI(K) - DBI(K)

DY0 (K} = 590* (U10(K) - DEL10)

290 (K) .27%Q89 (K) /.73

IF (K .LE. 3) Q90(K) = 0900

W90 (K) = X90(K) + Q90 (K)

IF (W90 (K) .GT. D9O(K)) GO TO 187

IF (W90(K) .LT. D90 (K)) D90 (K) = W90 (K)

o

¥90 (L) = X90(K) - DIO(K) + Q90(K)
DII(K) = S91*U10 {K)
Q91 (K) = .95%(D85(XM4) +DBB(KM))

IF (K .LE. 7) Q91(K) = @910

W91 (K) = X91(K) + @9U1(K) _

IF (W91(RK) .GT. D91(K)) GG TC 188

IF (W91(K) .LT. D91(K)) DY1(K) = WI1{K)
X91(L) = ¥91(K) = DI91(K) + Q91(K)

D92 (K) = S92%#DEL10

Q92 (K} <05*%@91 (K} /.95

IF (K .LE. 7) Q92(K} = Q920

Figure D=Ll. Continued.
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W92(K) = X92(K) + @92(K)

TF {W92(K) .GT. D92 (K}) GO TO 19C

IF (W92 (K) .LT. D92{K}} D92({K) = W92(K)

K92(L) = X92(K) + Q92(K) - D92 (K}

D93 {XK) = S593*(ALP10 - U10{K))

993 (K) = .08% (.20% (D28 (NN) +D20 (NN} + D24 (NN} ) +D37 (JJ) +D32 (I7))
IF (K .LE. 13) Q93{K) = 0930

W93 (K) = X93(K) + Q93 (K)

IF (W93 (X) .GT. D93(K)) 6O TO 192

IF (W93 (K) .LT. DI3(K}) D93(K) = WI3(K)

X¥93({L) = X93(K) - D93 (K) + Q93(K)
D94 (K} = S9u* (ALP10 - U10(K})
Q94 (K) = .92%Q93{K) /.08

IF (K .LF. 13) QS4(K) = Q940

WU (K) - = X94({K) + Q94 (K)

IF (W94 (K) .GT. DOL(K)) GO Te 193

IF (W94 (K) .LT. D94 (K})) D94 (K} = WI4(K)
X94 (L) = X94 (K} - DI4(K) + Q94(K)

INTERSECTION 203 DETROIT-~GLENDALE

D95 (K) = S95%U11(K)

W95{K) = X95(K) + 295 (K)

TP (W95(K) .GT. DI5(K)) GO To 194

IF (W95 (K) .LT. DS5(K}) D95 (K) = W95(K)
X95 (L} = X95(K) + Q95(X) - DI5(K)
DI6{K) = SY6%U11 (K)

HO6 (K} = X96(K) + Q96 (K)

IF (W96(K) .GT. DI6(K)) GO TO 196

iF (§96(K) .LT. D96(K)) DI6(K) = WI6(K)

I}

X96(L) = X96(K) *+ Q96(K) - D96 (K)
DI7(K) = S9T*DEL11
W97iK) = X97(K) + Q97 (K)

IF (W97(K) .GT. D97(K}) GO TO 197

IF (W97 (K) .LT. D97 {K)) DI7(X) = WIT(K)
¥97 (1) X97(K} + Q97(K) - D97(K)

D96 (K) 598%011 {K)

Q98 (K} = .52* (DI1(KN)+D94(KN))

IF {K .LE. 3) @98(K) = Q980

W98 (K} = X98(K) + Q98(X) _

IF (W98(K) .GT. D98 (K}) GO TO 198

IF (WN943(K) .LT. DIB(K)) D98 (K) = WIB(K)

nau

X98(L) = X9B(K) + Q98(K) - DIB(K)
DII(K) = S99* (UT1(K) +UT1A(K))
Q99.(K) = .38%Q98 (K)/.52

IF (K .LE. 3) Q99(K) = @990

W99 {K) = X99(K) + Q99 (K)

I¥ (W99(K) .GT. DI9(K)) 6O T@ 200

IF (W99(K) .LT. D99 (K}) DIYI (K) = WIO(K).

'X99 (L) = X99(K) - D93 (K) + QI9(K)
D100 (K} = S100*DEL1Y

Q100 (K} = .10*%Q98(K) /.52
IF (K .LE. 3) QY00(K) = 010¢0

l

W00 (K} = X100 (K) + Q100 (K)

Figure D=1. CGontinued.
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IF (W100(K} .GT. D100(K)) GO TO 202
IF (W100(K) .LT. D100 ({K)} D100 (K) = W100 (K)
202 X100(L) = X100(X)} + Q100(K) - DI00(K)
D101{K) = S101%*(ALP11 - U11(K) - U11a(K) - DELIY)
Q101(K) = .78% (D19 (NN)+D26 (NN)+D30 (¥N))
IF (K -LE. 12} Q101{(K) = 91010
W101(K) = X101(K) + @101 (K)
IF (W101(K) .GT. D101{(K)) GG TO 204
IF (W101(X) .LT. DID1(K)) DI0OI{K) = WI01(K)
204 X101(¢1) X101(K) = D101(K) + Q101(K) o
D102 (K) $102% (ALP11 ~ 011 (K) - U11A(K) - DEL1Y)
Q102 (K) .04*Q101 (k) /.78
IF (K .LE. 12) Q102(K) = 91020
W102 (K} = X102(K) + Q102(K)
IF (¥102(K) .GT. D102(K)) GO TO 206
IF (W102(K) .LT, D102(K))} D1C2(K) = WI02(K)
206 X102(L) = X102({K) = D102(K) + QMI02(K)
D103 ¢K) = S5103%011A(K)
0103(K) = .18%Q101(K)/.78
IF (K .LE. 12} Q103(K) = Q1030
W103 (K} = X103(K) + @103 (K)
IF (N103(X) .GT. D103 (K)) G0 To 208
IF (W103(K) .LT. D103(K)}) D103(K) = W103(K)
208 X103 (L) X103 (K) + ©103(K) - D103(K)
D10 U (K) 5104%* (ALP11 - U11(K) - U11A (K} - DEL1Y)
w104 {K) X106 (K) + Q104 (K)
IF (W104 (K} .GT. DI0U (K)) GO To 270
IF (W104 (K} .L7. D104(K)) D104 (K) = WIDU(K)
210 X104 (L) = X10U(X) + Q104 (K) - DTOU(K) )
D105 (K) = S105*(ALP11 =~ 0U11(K) = U11A(K) - DBEL11)
H105 (K) = XT105(K) + Q105(K)
IF (W105(K) .GT. D105(K)) 60 TOo 212
IF (W105(K) .LT. D105(K)) D10S(K) = W105(K)
212 XHOS(L) = X105(K) + Q185(K) = D105 (K)
D106 (K) = S106*0112a (K)
R106(K) = X106 (K) + Q106 (K)
TP (Wi06(K) .GT. D106 (K}) GO TO 214
IF (W106(K) .LT. BY06(K)) D106(K) = W186 (K)
214 T106(L) = X106(K) + Q106(K} - D1U6(K)
220 CONTINUE
P=0.,
DO 245 J=91,91
21&w1(3)$*2+w2(J)**2+ﬁ3135**2+wu(aj**2+H5(q)**2+ﬁ6(a)**zwwv(a)**z
14 HB (J) ¥*24 WG (I} **24 W10 (J) **2+ W11 (J) **24 W12 (J) ¥#24W 13 (I} **2
24W14 (J) **24+W15 (J) **24+ W16 (J) **2+ W17 (J) ¥*2+W18 {J) #*2+W19 (J) *¥2
3¥H20(J)**2+ﬂ21(J)**2+W22(J)**2+H23{J)**2+R24(J)**2+H25(J)**2
G4H26 (J) ¥*24 W27 (J) ¥*2+H2B (J) **¥2+ 029 (I} #*2+W30 (J) ¥*$24W 31 (J) **2
S4N32 (J) #*24 W33 (T) F*2+W3 4 (J) #*¥ 24035 (J) ¥* 24 W37 (J) **2
E+WIE (J) RHX2+WIG (J) #*24 NUO (J) ¥E24 WU (J) ¥*2+RL2 (T) **2+WL 3 (J) **2
TRUG (J) #X24HY5 (J) *#*2+HUE (J) FR2NUT (J) **2+WUB (J) *¥*2+ WU (J) **2
BHNS0 (J) *#*#2+ R5 1 (J) ¥* 24052 (J) ¥+ 2+H53 (J) **2
P=P+P1
" 245 CONTINUE
pe 250 J=91,91

[ ]

A

. Figure D=1. Continued.
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P2=W 538 (J) *#*24W5Y4 (J} #%x 24 W55 (J) ¥ ¥ 24056 (J) ** 2+ W57 (J) **2+W58 (J) **2
THHSO (J) ¥*24W60 (J) $*24 W61 (J) *¥*%2¢ W62 (J) ¥*¥ 2+ W63 (J) **¥24W6 Y (J) **2
F4NES5 (J) #*24 K66 (J) #X2+4HET (I) *¥*24WEB (J) ¥ *2+F6G (J) *¥*¥ 24870 (J) **2
G4NT 1 (J) #*24H7 2 (J) $*24W73 (J) #* 24074 (J) #*¥2+ W75 (J) **2+ V76 (J) **2
S+WTT (J) #*2+WT B {J) ¥*% 24 W79 (J) **24WB0 (J) **2+W81 (J) #*24HB2 (J) **2
6+WB3 (J) **2+WBH (J) *#* 24 HB5 (J) ¥* 2+ W86 (J) **2+ W8T (J) ¥+ 2+ W88 (J) *¥*2
THHE9 (J) #*24WI0 (I} ** 24091 (T) ¥*24 W92 (J) %2+ W93 (J) **2+ W94 (J) **2
B+WOS (J) ##24 HO6 (J) %*%2+ W97 (J) **2+¢HIB (J) **24WI9 (J) **24W100 (J) **2
94H10T (J) **24¢W102 (J) ** 2+ W 103 (JY**2+4W 104 (J) #+ 2+ W105(J) **2
A+W106 (J) #*2

P=P+pP2

CONTINUE

DO 260 J=91,91

P3=RA* ({U1(J) ~. 0234) *%x2) +R1A* ((U12 (J) =.0167) **2)
14R2* ((U2 (J)=.070) *%2) +R3* ( (U3 (J) ~.0400) **2)
2+R3A% ((U3A(J) =, 010) #%2) +R4* ( (UL (J) -.QU0) **2)
3+RUA* ((ULA (J) =.036) **2) +R5#* ((U5 (J} ~.030) *%2)
Y4+R6* ( (U6 (J)~.0UT)**2) +R6B* ( (U6B (J) ~.060) **2)
S4RT* ({U7 {(J)—. 052) **2) +REB* ( (UB (J) =.052) **2)
64+RO* ({U9 (I} ~.0UQ) ¥*2} +R10% ( (010 (J) -.0571) **2)
THR1L1* ( (U3 () —.030) **2) +R1TA* ((U11a (I) ~.015) *%3)

P=P+P3

CONTINUE

P = p/103.

IF (P .pLT. 1.000) P=pP**.5

TMINA = P

RETURN

END

it

Figure D-1. Concluded.
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