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SUMMARY

This paper describes why large computer systems need to be more fault-forgiving, or fault-tolerant, in order to be viable. The need for fault-tolerant computing is addressed from the viewpoints of (1) why it is needed, (2) how to apply it in the current state of technology, and (3) what it means in the context of the Phoenix computer system and other related systems. To this end, the value of concurrent error detection and correction is described from the viewpoints of (1) user protection, (2) program retry, and (3) repair. The technology of algebraic codes to protect memory systems and arithmetic codes to protect arithmetic operations is discussed.

PROLOGUE

Historically, at any point in time, the sizes of contemporary computers have been classified as small, medium, or large primarily on the basis of price and performance. At present, operational computers such as ILLIAC-IV (I4), Texas Instruments' Advanced Scientific Computer (ASC), Control Data Corporation's STAR-100, and Cray Research's CRAY-1 can be considered as large computers. For those organizations that are charged with the operational responsibility of these large computers, the increase in awareness of system reliability during the last few years has been phenomenal. At the Institute for Advanced Computation (IAC), Ames Research Center, one could claim that this has been prompted by the ILLIAC-IV experience. There are, however, several other considerations which prompted the current level of awareness about enhancing system reliability by incorporating fault-tolerant computing. These came from private industries, government agencies, professional societies, and academic research communities.

The concept of fault-tolerant computing is a technique for designing digital computer systems that can function properly despite the presence of faulty hardware components. In present technology, the principal technique used is to introduce redundancy into the system for the concurrent detection and correction of errors and the automatic hardware replacement of faulty functional modules. The principal interest in redundancy techniques arises from the lack of perfect components and perfect system fabrication methods. Even in Biblical times, when David carefully selected five smooth stones out of the brook in preparation for his battle with Goliath (ref. 1), the value of equipment redundancy was qualitatively recognized.
Nearly 25 years ago, in January 1952, on the California Institute of Technology campus, the first comprehensive statement of the challenge of fault-tolerant computing and the value of component redundancy was delivered by John von Neumann during five lectures (ref. 2). In the 1950's redundancy was used in the SAGE air defense computer system (refs. 3 and 4). This was a large vacuum-tube system with 30 duplex computers. Each computer had about 60,000 tubes.

In the 1960's, redundancy was used both in commercial computers and aerospace computers. To name a few, redundancy was used in the (OA0) data processor (ref. 5), the Bell Laboratories Electronic Signal Switching (ESS) computer (refs. 6 and 7), the SATURN V guidance computer (ref. 8), the IBM System/360 computers (refs. 9, 10, and 11), the JPL-STAR computer (ref. 12), and the MIT Multics System (ref. 13).

By the 1970's, redundancy found wide acceptance. It was used in the IBM System/370 computers (ref. 14), the Amdahl 470V/6 (ref. 15), the Raytheon aerospace computer called (SERF) (refs. 16 and 17), the Hughes (ARMMS) Computer (ref. 18), the generic design from IBM Research (ref. 19), and the Modular Spacecraft Computer MSC (ref. 20).

In large computers such as the ILLIAC-IV, the TI-ASC, and the CRAY-1, where fault-tolerant computing is sorely needed to enhance system reliability, it is surprising to find an almost complete absence of it. In the case of the TI-ASC, it is reported that a Hamming Code is used in the memory for single-bit error correction (ref. 21). In the CRAY computers, it is informally reported that, in subsequent models, a Hamming Code will be used for memory error correction.

Government agencies and professional societies have also provided impetus for the awareness of fault-tolerant computing. For example, the Office of Naval Research and Westinghouse Electric Corp. joined forces in sponsoring a Symposium of Redundancy Techniques for Computing Systems, held in Washington, D.C. on February 6 and 7, 1962 (ref. 22). In 1971, the IEEE Computer Society and Jet Propulsion Laboratory of the California Institute of Technology joined forces in sponsoring the first symposium on fault-tolerant computing, which was chaired by the very able A. Avizienis. Subsequently, this symposium was held annually.

It is in the areas of concurrent detection and correction of errors, redundancy techniques for replacement, and program checkpoints and retry that academic and other research communities have made advances in fault-tolerant computing. In this paper, these advances are articulated by way of examples and available new methods; however, no attempt is made to present any theory. The lack of a theoretical treatment is largely owing to the pioneering stage of fault-tolerant computing, and is somewhat application oriented.
INTRODUCTION

The problem of reliability, availability, and serviceability (RAS) is of continuing interest to both designers and users of computer systems since the building of the first computer in the 1940's. As presented in the Prologue, fault-tolerant computing has applied principally to three classes of computer systems: Aerospace Computers, Military Computers, and large ground-based computers. In this paper, the discussion is limited to large ground-based computers only. The issue of software reliability will not be discussed.

No matter how carefully constructed, computer systems fail. The larger the system, the higher the probability of failure. This is primarily caused by the absence of perfect components, the absence of perfect manufacturing methods, and human errors. Thus, computation without error remains an illusive goal. These points were well appreciated by system reliability theorists and were well proven in large computer systems, principally the ILLIAC-IV. No attempt is made here to report on the system reliability of the ILLIAC-IV. A comprehensive ILLIAC-IV history and system development can be found in an article by Falk (ref. 23).

According to system reliability theorist Professor D. Siljak of the University of Santa Clara, "We all know that, when a system becomes too complex, and it has too many interdependent parts, it eventually will reach the point of collapse" (ref. 24). The situation for large computer system reliability is not all that hopeless. Although complete protection against component failures may not be possible in practice, a limited degree of protection can be provided by designing the system for fault-tolerant computing. If this limited degree of protection is implemented properly, then, in most cases, it is possible to reduce the system unreliability to an acceptably low level.

The basic approach to fault-tolerant computing is to introduce protective redundancy into the design of the system early in the project phase of system architectural planning. The causes of system unreliability are expected to be present and to induce failures during a computing process, but their disrupting effects are automatically counteracted by the redundancy. The resources allocated to the increase in reliability are spent on protective redundancy. Minimizing the effects of faults involves: (1) the detection (or correction) of error, (2) the replacement of faulty modules (perhaps automatically), and (3) the restart of the program from the previous checkpoint.

Although, to date, the principle of fault-tolerant computing is not widely used in commercial systems, there are a number of developmental efforts in this direction. One principal development in this direction is the Amdahl 470V/6 Computer. The general lack of usage is principally owing to the intended application of most commercial systems, which can usually tolerate a system failure if the Mean Time Between Failures (MTBF) is within acceptable limits. In applications that cannot tolerate a system failure, like the banking and security institutions, a dual-system is generally used.
A failure of one system, at most, would degrade the system performance, but not cause a complete system failure. Thus, the prevailing attitude tends to be that fault-tolerant computing is a preamble for assuring the viability of large computer systems.

It is felt that the basic knowledge pertaining to fault-tolerant computing is now understood, at least from the standpoint of being able to make sound engineering judgements concerning the utilization of various techniques. How to provide it is a question being addressed by many designers and scholars (refs. 25 through 28). The suggested approaches differ considerably, to some extent, because there are as yet no agreed-upon figures of merit for the required system, and no single date by which they must be in the field.

The purpose of this report is to address three areas of fault-tolerant computing relevant to large computer systems development at IAC. Basically, the areas addressed are (1) why it is needed, (2) how to apply it, and (3) its application to the Phoenix System (ref. 29). The Phoenix System currently is an active IAC research project to develop a computer system to succeed ILLIAC-IV. No unified figure of merit or solidification is attempted in this report. Rather, it is a representation of the consensus of opinion of one group of designers, with experience in large computer system operation, concerning the most feasible approach to fault-tolerant computing for large computer systems in the 1976 to 1982 time frame.

The author gratefully acknowledges the influence and continuous encouragement received from his colleagues G. F. Feierbach and D. K. Stevenson. He also wishes to thank his colleagues and J. Korpi for reading and commenting on the work reported herein.

FAULT-TOLERANT COMPUTING FOR LARGE SYSTEM VIABILITY

In this section, the application of fault-tolerant computing is described from the viewpoints of (1) increased system reliability and availability, and (2) system integrity. System reliability and availability are described from the viewpoints of component reliability and the improvement of reliability if error corrections were provided. System integrity is described from the viewpoints of (1) error detection for user protection, (2) error detection for program retry, and (3) error detection for repair.

Reliability and Availability

The primary motivation for fault-tolerant computing in large computer systems is to increase the reliability to a degree that will allow the system to be used for solving large-scale problems. Large-scale problems that require vast amounts of computing power are the simulation of three-dimensional aerodynamic flow equations, simulation of climate models and
weather predictions, seismic modeling, and various applications involving linear programming. Even on large-scale computers, the computation time for these large-scale problems can be long — in some cases, 12 h or longer. This implies that the computer system must be operating correctly during the entire computational period. Here, "operating correctly" means the correct execution of a program, rather than the continued correct functioning of all the components of the system. In order to achieve such a level of reliability, the large computer system must be designed to be more fault forgiving. That is, the system must be able to tolerate a few errors and still function correctly. This leads to the concept of fault-tolerant computing. As described earlier, the basic approach to fault-tolerant computing is to introduce protective redundancy into the design of the system for concurrent error detection and correction. If the error is uncorrectable, the system should automatically reconfigure itself to replace the bad components and continue with the computation.

For small computer systems, the deployment of full-scale fault-tolerant computing may not be economically justified. For these systems, error detection in the form of word parity is generally regarded as sufficient. As an example, consider a memory system using a 1024-bit Random Access Memory Integrated Circuit (RAM IC). Off-the-shelf IC's generally have a failure rate of 0.1% per 1000 h. If the IC's are properly screened and burned-in, a failure rate of 0.01% per 1000 h or better probably can be obtained with currently available technology. With a device failure rate of 0.1% per 1000 h, a small memory system consisting of 4096 16-bit words using 64 IC's would have a mean time between failure (MTBF) of

\[
MTBF = \frac{1}{d\lambda} = \frac{1}{64 \times \frac{0.001}{1000 \text{ h}}} = 15,600 \text{ h}
\]

where

\[d = \text{total number of IC's used}\]

\[\lambda = \text{IC failure rate}\]

However, a large memory system consisting of \(1.024 \times 10^6\) 64-bit words (8 megabytes) using 65,536 of these IC's would have an MTBF of

\[
MTBF = \frac{1}{65,536 \times \frac{0.001}{1000 \text{ h}}} = 15 \text{ h}
\]

A memory size of 8 megabytes is very common in the current technology. For example, the commercial computer Amdahl 470V/6 has this size memory. In the case of the ILLIAC IV (as installed), the memory size is 256K 64-bit words. Assuming that the IC's have the same \(\lambda\), the MTBF would be 64 h.
Thus, for large computer systems, error correction is not only very attractive, but necessary.

The theory and methods of implementing error correction codes (ECC's) are well known (refs. 30 through 34). Also, the mathematics of reliability are now understood (refs. 35 and 36). If single-bit error correction is applied to the $1.024 \times 10^6$ 64-bit words memory system, the reliability can be improved by 27 times (ref. 37). This increases the MTBF from 15 to 405 h. For this MTBF, and if the mean time to repair (MTTR) is less than 405 h to prevent the occurrence of a double-error, then the practical attainment of a fault-tolerant memory system is fulfilled, at least from the viewpoint of IC failures.

Although they are understood, the mathematics of reliability are complex subjects, and therefore no attempt is made here to dwell on such details. As an overview, the relationship between MTBF, MTTR, and the number of errors N, and, for small N, can be shown to be

$$\frac{1}{MTBF_e} = \frac{MTTR^{N-1}}{MTBF^N} + \frac{1}{MTBF_{ecc}}$$

where

- MTBF = intrinsic MTBF of system calculated from component reliability.
- MTBF<sub>e</sub> = effective MTBF of system with MTTR taken into consideration.
- MTBF<sub>ecc</sub> = MTBF of error correction circuit.

For N = 1, the above equation shows MTBF<sub>e</sub> = MTBF. This is the correct result because MTTR has not been taken into consideration. For N = 2, and ignoring the MTBF<sub>ecc</sub> term, the above equation shows

$$MTBF_e \approx MTBF \times (MTBF/MTTR)$$

If MTTR < MTBF, then the effective MTBF is improved by the factor (MTBF/MTTR). Other examples of computer system reliability with and without periodic maintenance can be found in reference 38.

The relationship between availability, MTBF, and MTTR is defined by

$$\text{Availability} = \frac{\text{uptime}}{\text{uptime} + \text{down time}} = \frac{1}{1 + (\text{MTTR}/\text{MTBF})}$$

Again, if MTTR << MTBF, availability approaches unity.

In summary, system reliability and availability are directly affected by component failure rate, system MTBF, system MTTR, and system error correcting capability. At any given time, the component failure rate is fixed by the technology at that particular time. Any improvement on system reliability
and availability must come from improving system MTTR and providing some system error correcting capability. System MTTR is an illusive matter. It depends on how easily the system can be maintained, the resources of the maintenance staff, and the like. On the other hand, system error correction is real and very effective. As described later (in the section on current technology), a single-error correcting (SEC) Hamming Code requires only 7 parity-check bits to protect a 64-bit word memory system. If a SEC code is provided, then the system can fail only if two errors occur. If the single-error failure can be repaired before a double-error failure occurs, then the system MTBF is equal to \( \text{MTBF}_e \) for \( N = 2 \). This effective MTBF is improved by the factor \( \text{MTBF}/\text{MTTR} \).

Although only memory system MTBF improvements are discussed in this section, the same type of discussion can also be applied to arithmetic units. Techniques for detecting errors in arithmetic operations are described in the section on current technology.

Protecting System Integrity

The secondary motivation for fault-tolerant computing is to provide the large computer system with the following attributes for protecting system integrity:

(1) Error detection for user protection
(2) Error detection for program retry
(3) Error detection for repair

These attributes are briefly described herein.

**Error detection for user protection**— Computer users, whether they are scientists, engineers, architects, or businessmen, use computers to perform complex calculations. Based upon the answers received from a computer, some important decisions are often made. If a computer is fault-intolerant, if it is incapable of signaling whether errors occurred during computation, then it is certainly not desirable to rely on results from such a computer. This is particularly true when large sums of money or other important factors depend on the decision. These other factors may occur when human safety is involved, such as in the design of a high-rise building, a bridge, or an aircraft. On the other hand, if a computer is fault-tolerant, automatic detection of errors provides protection to the user by: (1) signaling when an error has been detected, informing the user that the results or the program being run are probably wrong, and (2) by telling the user when the system is no longer operating correctly.

The automatic detection and correction of errors are not obtained without cost in performance and equipment, but, in large systems, the cost is justifiable and is small when compared to the overall system. The added equipment can also cause errors since it also has a certain MTBF. The issue here is not what causes the error, but, rather, the detection of errors. If
errors occur, regardless of the source, these errors should not be allowed to propagate through the system without being detected.

Within the context of error detection for user protection, it is good practice for the user to write the program to protect against programming errors and operator errors that may not be machine detectable. However, if there is a high degree of hardware error detection, the operational program need detect only a minimal class of errors, if any at all. This simplifies the programming, and perhaps decreases program running time.

**Error detection for program retry**—In a large computer system, a substantial percent of the detected errors are caused by intermittent errors. Intermittent errors are those errors that do not occur every time an operation is attempted. From the viewpoint of the user, an intermittent error could result in a stoppage of his program. The user must correct any resulting errors in his data and restart the computation. Such interruptions are not only inconvenient, but costly as well.

It is possible to design the system with program checkpoints and automatic program rollback to restart the computation interrupted by an intermittent error. Such an automatic recovery procedure is called a program retry. The program checkpoints can be implemented by hardware, software, or both. In a program checkpoint, it is necessary to save information about program status and any actions taken by the program for input and output of data.

**Error detection for repair**—In a large computer system, the cost of providing maintenance is very high. The task of designing a computer is a one-time effort, but the task of maintenance is a continuing effort throughout the lifetime of the system. Most of the cost is in preparation for eventual machine malfunctions rather than in the actual repair cost. These preparations include writing diagnostic software, writing repair documentation, training, and deployment of trained personnel for unscheduled maintenance.

Another factor in the high cost of maintenance is the difficulty in diagnosing trouble symptoms. In a large system without any effective error detection, the maintenance cost not only is very high, but the situation sometimes seems very hopeless. It should be pointed out that the cause of intermittent errors is very hard to diagnose without error detection. This is because the evidence of intermittent error is quite vague for a machine with no error detection. If the status of the machine is known immediately after the occurrence of the intermittent error, it is often possible to pinpoint the failing hardware to within a few replaceable components.

If error detection hardware is designed into the system to aid maintenance, the cost of repairing system malfunctions should decrease. For a memory system, the detected error can be automatically corrected and logged. This kind of error is transparent to the user and, hence, causes no program stoppage. The logged errors can be repaired during scheduled maintenance time. On the other hand, if the memory system has no error correction, any error will, at best, cause user program stoppage and also a
call for unscheduled maintenance. A computer with such a fault-intolerant memory may not be justified for certain applications.

For an arithmetic unit, the unit can also be designed to be fault-tolerant by detecting and correcting errors in arithmetic operations. The discussion on this topic is presented in the section on current technology.

Summary

In this section, reliability and availability were described in terms of IC failure rates, system MTBF, and system MTTR. System operation integrity and trustworthiness were described in terms of concurrent detection and correction of errors and program retry. The improvement of system MTBF and system integrity by fault-tolerant computing was described. The key issue here is that the system must be made trustworthy; that is, there must be enough confidence in the system that good answers can be reliably recognized as good answers.

CURRENT TECHNOLOGY

At the present time, the technology of fault-tolerant computing is somewhat in its infancy. The basic requirement of fault-tolerant computing, and perhaps the most difficult one, is the ability to detect and correct errors. The theory of algebraic codes, generated from the algebra of polynomials over finite fields, can be used to protect against errors in data transmission and in memory systems. The theory of arithmetic codes, based on the algebra of residue numbers, can be used to protect against errors in arithmetic operations. The theory of algebraic codes is now relatively well understood, at least from the viewpoint of being able to make sound engineering judgments concerning the application of various techniques (refs. 30 through 34 and 39 through 45). What is needed is more research and development directed toward practical applications. It should be pointed out, however, that error correction should be applied to compensate for unexpected imperfections, but not to compensate for an immature hardware technology. For such technology, it is probable that no error codes, no matter how powerful, can make the system viable.

Errors in Memory Systems

In random-access memory (RAM) systems, the primary sources of errors are defective transistors in a storage cell, open circuits, short circuits, and timing errors. These errors are called hard errors, and they can occur randomly and independently. Backplane wiring noises, cross-coupling signals, and other accidental transients can also occur randomly and independently. These errors are called soft errors. Because of the random and independent nature of the errors, systems can be designed so that memory failures are usually single-bit errors.
In recording storage media, such as magnetic tapes and magnetic disks or drums, surface defects include loss of oxide, scratches, dirt particles, and wrinkles. The effect of such disturbances can accumulate until the data are no longer readable. These defects typically assume sizes up to 0.00254 cm, and, since data usually are recorded serially on these media, the results are short burst of errors.

Correcting Errors in Memory and Data Transmission

The cyclic code, generated by an ideal in the algebra of polynomials, can be used for error correction in computer memory systems and also in data transmission. The cyclic code is chosen because of its ease in implementation. It can be implemented to correct errors in RAM systems where data transmission is in parallel, and where errors occur randomly and independently. The Hamming code is an example; today it is used in practically all large RAM systems that use any code at all.

The cyclic code can also be implemented to correct errors in rotating memory systems where data transmission is serial, and errors occur in bursts. The Fire Code is an example; it is used principally in IBM, or IBM compatible, equipment (ref. 44). Because of the mathematical complexity in the high-speed decoding of this code, the industry, in general, does not have the resources to understand it fully. For this reason, non-IBM-compatible equipment usually does not offer error correction.

The basic Fire Code was used as an inner code for the UNICON 690 laser memory. It is an 80-bit code, of which 64 bits are data. It is generated by

\[ g(x) = (x^{10} + 1)(x^6 + x + 1) \]

The error correcting capability is a single-burst of length \( b \leq 6 \). Also, an outer Fire Code with high-speed decoding was proposed for use in the UNICON 690 (ref. 45).

Another code, the Reed-Solomon Code, is also a cyclic code suitable for correcting errors in RAM systems, as well as in disk memory systems. The Interlaced Code is yet another interesting code. As described later, it decomposes a burst error into random error.

Hamming Codes from GF(2)— The Hamming Codes with code symbols from a Galois field of two elements GF(2) are a subclass of the BCH codes. BCH codes are cyclic codes discovered by Bose and Chaudhuri in 1960 and, independently, by Hocquenghem in 1959. The Hamming Codes are single-error correcting codes generated by a primitive polynomial \( g(x) \) of degree \( m \). This code has the following parameters:
Code length (bits): $n = 2^m - 1$

Number of parity-check bits: $n - k = m$

Number of information bits: $k = 2^m - m - 1$

Error-correcting capability: $t = 1$

Minimum distance: $d = 2t + 1 = 3$

To protect this code for decoder failure during the occurrence of a double-error, an overall parity check in the form of $(x + 1)$ can be appended to $g(x)$. This increases the minimum distance of code from 3 to 4. For example, in order to protect a 64-bit word length RAM system, the $(n,k) = (127,120)$ code can be used. This $(127,120)$ code has $n - k = 7$, and it can be shortened to a $(71,64)$ code. If double-error protection is required, the total redundancy is 8 bits, or 12.5%. The implementation of this code is easy. It can be implemented by table look-up using read-only memories (ROM), or it can be implemented by using XOR gates. Either way, the complexity is at most 35 IC's. Using currently available high-speed logic, the decoding time for the $(71,64)$ code is 10 ns or less. Thus, for a large memory system, the decoder is not an issue. What is an issue is the 12.5% redundancy. If the memory system is destined to be used in a large computer system, the 12.5% redundancy is well justified for that peace of mind.

Fire Codes from GF(2)—The Fire Codes, discovered by Philip Fire in 1959, are a class of cyclic codes that can be constructed systematically for correcting a single burst of error in a codeword of $n$ bits. The codes are rather efficient, and they can be implemented with feedback shift registers. In a manner similar to the Hamming Code, the implementation of the Fire Code is easy, and therefore it is not an issue.

An error burst of length $b$ is defined as a vector whose incorrect components are confined to $b$ consecutive bit positions, the first and last of which are incorrect. It is clear that for a given $k$ and $b$, the objective is to construct an $(n,k)$ code with as small a redundancy $n - k$ as possible. From coding theory, it is known from the Reiger bound that the number of parity check bits of a $b$-burst-error correcting code is

$$n - k \geq 2b$$

This is an upper bound, and codes that meet the Reiger bound are said to be optimal. The ratio

$$Z = (2b)/(n - k)$$

is a measure of the burst correcting efficiency of the code. An optimal code has $Z = 1$. The Fire Code at best has

$$Z = \frac{2b}{3b - 1} \leq \frac{2}{3}$$
which is not very optimal with respect to the Reiger bound. Despite this suboptimal condition, the Fire Code is an efficient code when it is used to protect a long record of data. For example, in the IBM 3830 disk controller, 56 bits are used to protect a record of data with lengths up to about 100 000 bits.

A Fire Code with code symbols from GF(2) that can correct any burst of length \( b \) or less and simultaneously detect any burst of length \( d > b \) is best described by its generator polynomial

\[
g(x) = p(x) \ (x^c + 1)
\]

where

\[
p(x) = \text{an irreducible polynomial of degree } m \text{ whose roots have order } e; \text{ that is, the period of } p(x) \text{ is } e
\]

\[
c \geq b + d - 1
\]

\[
d \geq b
\]

\[
m \geq b
\]

\[
(c,e) = 1, \text{ that is, } c \text{ and } e \text{ are relatively prime}
\]

For pure error correction purpose, the best choice is to set \( m = b \) and \( d = b \). This results in a Fire Code with the parameters

\[
n = \text{LCM } (e,c) = ec
\]

\[
n - k = c + m = 3b - 1
\]

\[
k = ec - (3b - 1)
\]

Another version of the Fire Code, which is the half-length version, has the code parameters

\[
n = \left( \frac{c}{2} \right) e
\]

where \( c \) is an even integer

\[
n - k = 3b - 2
\]

\[
k = \left( \frac{c}{2} \right) e - (3b - 2)
\]

In the conventional decoder implemented by shift registers, decoding the Fire code requires \( 2n \) shifts; \( n \) shifts for parity checking and another \( n \) shifts for error correction. Since the first \( n \) shifts attributed to parity checking are concurrent with the reading operation, no time delay occurs in this operation. The second \( n \) shifts needed to locate the error burst and correct it is a time delay due to error correction. If \( n \) is very large, like 16 384
bits in a TENEX page, then this long time delay may be intolerable in real life operation. However, if there exists, within easy reach, some power for general computation that is resident either within the host computer or within the controller of the storage system, then the second $n$ shifts can be reduced to the minimum of $(e + c - 2)$ and the computation time. This is essentially the technique used in the IBM 3830 disk controller.

In the UNICON 690, a $(630, 614)$ Fire Code shortened to a $(80, 64)$ code was used. Since $n = 80$, on-line decoding was implemented.

Reed-Solomon Codes from $GF(2^m)$ — The Reed-Solomon (RS) codes are non-binary codes with code symbols from a Galois field of $2^m$ elements $GF(2^m)$. From coding theory, if $p$ is a prime number and $q$ is any power of $p$, there are codes with code symbols from a $q$-symbol alphabet. The codes are called $q$-ary codes. The RS codes are a special subclass of $q$-ary BCH codes. A $t$-error-correcting RS code has the following code parameters in $GF(2)$:

- Code length (bits): $n = m(2^m - 1)$
- Number of parity-check bits: $n - k = 2mt$
- Minimum distance: $d = 2t + 1$

Note that each code symbol is an $m$-tuple over $GF(2)$, the RS code with error correcting capability $t$ can be used to correct any of the following errors:

1. All single bursts of length $b_1$, no matter where it starts, if $b_1 \leq m(t - 1) + 1$
2. Two bursts of length $b_2$ each, no matter where each burst starts, if $b_2 \leq m \left(\lceil t/2 \rceil - 1 \right) + 1$
3. Or any $p$-burst of length $b_p$, no matter where it starts, if $b_p \leq m \left(\lceil t/p \rceil - 1 \right) + 1$

From these equations, it is concluded that the RS code can be used to correct random errors, single-burst errors, or multiple-burst errors.

The decoder of the RS code is very complex when compared to the Hamming Code and the Fire Code from $GF(2)$. For this reason, this code should be used only if there are no other alternatives.

Interlaced Codes — The Interlaced Code is a burst-error-correcting cyclic code. This code has two interesting properties: (1) it decomposes burst errors into random errors, and (2) it reduces the problem of searching for a long efficient burst-error-correcting code to searching for a good short code.
Given an \((n,k)\) cyclic code, it is possible to construct a \((\lambda n,\lambda k)\) cyclic code by interlacing. This is done by arranging \(\lambda\) code vectors in the original code into \(\lambda\) rows of a rectangular array and then transmitting them column by column. The resulting code is called an Interlaced Code. The code length is \(\lambda\) times as long with \(\lambda\) times as many information digits. The parameter \(\lambda\) is called the interlacing degree.

No matter where it starts, a burst of length \(\lambda\) will affect no more than one digit in each row of the array. Based on this concept, the error correcting capability of the Interlaced Code can be summarized as follows:

<table>
<thead>
<tr>
<th>Original Code Capability</th>
<th>Interlaced Code Capability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single errors</td>
<td>Single bursts of length (\lambda) or less</td>
</tr>
<tr>
<td>(t) errors</td>
<td>(t) bursts of length (\lambda) or less</td>
</tr>
<tr>
<td>Single burst of length (b) or less</td>
<td>Single burst of length (\lambda b) or less</td>
</tr>
</tbody>
</table>

Arithmetic Codes

Arithmetic codes are based on the concept of linear congruence from number theory. If \(a_1 \equiv b_1 \mod m\), \(a_2 \equiv b_2 \mod m\), \ldots, \(a_\kappa \equiv b_\kappa \mod m\), then

\[
a_1 + a_2 + \cdots + a_\kappa \equiv (b_1 + b_2 + \cdots + b_\kappa) \mod m
\]

\[
a_1 \cdot a_2 \cdot \cdots \cdot a_\kappa \equiv (b_1 \cdot b_2 \cdot \cdots \cdot b_\kappa) \mod m
\]

\[
a_1 - a_2 \equiv (b_1 - b_2) \mod m
\]

The above equations suggest an easy way to check the operations of addition, multiplication, and subtraction. A similar equation for division does not exist. Therefore, division must be checked indirectly. For implementation purpose, the concept in the above equations can be written

\[
R(N_1) + R(N_2) \equiv R(N_1 + N_2) \mod m
\]

\[
R(N_1) \cdot R(N_2) \equiv R(N_1 \cdot N_2) \mod m
\]

where \(R(N_1)\) is the residue of \(N_1\) \(\mod m\). Subtraction is a subset of addition since, in most modern computers, subtraction is performed as 2's-complement (or 1's complement) addition.

There are two basic classes of arithmetic codes: separate and nonseparate. In practice, separate residue codes are used because of their ease of implementation. Let \(N\) be the number to be protected. Let \(R(N)\) be the check-symbol of \(N\) computed as residue of \(N\) \(\mod m\). Then \([N, R(N)]\) forms a codeword in the separate code, where \(N\) and \(R(N)\) can be separately
processed. As an example, consider the case of adding $N_1 = 43$ and $N_2 = 55$, with the check-base $m = 15$. If the addition has no error, then
\[
R(43) + R(55) \equiv R(43 + 55) \mod 15
\]
\[
13 + 10 \equiv R(98) \mod 15
\]
\[
8 \equiv 8 \mod 15
\]

Note that the codeword for $N_1 = 43$ is $[43,13]$. The error detecting capability is in the check-base $m$. For $m = 15$, the code can detect a burst length of 3. Since $m = 15$, the code requires 4 check bits to represent $R(N)$.

For checking additions only, there is another method of detecting single-failure errors in an adder. This method is called parity-prediction, and IBM has implemented this method in the adder of System 360 Model 50 (ref. 10).

APPLICATION TO PHOENIX SYSTEM

The goal of the Phoenix project is to develop a computer system to succeed ILLIAC IV. Currently, ILLIAC IV has a total of 64 Processing Elements (PE's) that operate at a speed of about 40 megaflops (millions of floating-point operations per second). The design goal of Phoenix is to have 1024 PE's that can operate at about 10,000 megaflops (ref. 29). With this number of PE's and the expected operating speed, system reliability is a high priority consideration in the project. At this preliminary writing, the Phoenix system will have the following major subsystems:

- Array Processing Elements
- Array Buffer Memory
- Problem Memory
- Staging Memory
- Archival Memory
- Instruction Buffer
- Instruction Memory
- PE Data Permutation Network
- Control Units

This section briefly describes how to make each subsystem fault-tolerant.

Array Processing Elements

The Phoenix System initially will consist of some multiple of 64 Processing Elements (PE's), and be capable of expanding to 1024 PE's. The PE will be organized around a high-speed pipelined floating-point arithmetic unit. The performance of this arithmetic unit will be approximately that of
a modern large-scale computer. The data word length is 64 bits. The number system to be used will be the conventional binary system. Although residue number systems (RNS) have inherent error detecting and correcting capability, RNS will not be chosen for the Phoenix System because these number systems have not yet advanced far enough for practical applications (refs. 46 through 49). In the notation of Sterbenz (ref. 50), the floating-point arithmetic chosen is

\[ FP(r, p, R) = FP(2, 48, op) \]

where \( r \) is the base of the number system, \( p \) is the precision that designates the number of \( r \) digits contained in the mantissa, and \( R \) specifies how the arithmetic is to be rounded. Either optimum rounding in the definition of Yohe (ref. 51), or ROM rounding in the definition of Kuck (ref. 52) will be used. The exponent field is 15 bits and its bias is 16384.

Arithmetic operations in the PE will be protected by a Separate Residue Code for error detection. The check-base \( m \) for the code is selected to be

\[ m = 2^c - 1 = 15 \quad \text{for} \quad c = 4 \]

This choice of \( m \) will simplify the residue checking logic, since \( c \) divides \( p \), and thus \( (2^c - 1) \) divides \( (2^p - 1) \), hence

\[ |2^p - 1|_m = |2^{48} - 1|_{15} = 0 \]

where the notation \( |A|_m \) means the residue of \( A \) modulo \( m \). Also, this choice of \( m = 15 \) will detect all single arithmetic errors as well as all single burst errors of length \( b \leq 3 \). The implementation of this mod-15 residue checker requires approximately 20 IC's with a total delay of 12 ns.

During user program computation, any error detected in a PE will automatically start a retry from the previous program checkpoint. If the retry fails, a standby spare PE will be logically activated to replace the faulty PE. At this writing, the ratio between active PE's and standby PE's is 64 to 1.

Other operations in the PE such as shift, rotate, complement, and some logical operations can also be protected either by Residue Codes or by parity checks. However, the detail of such discussions will not be presented here.

Array Buffer Memory

The Array Buffer Memory, or Buffer Memory (BM), is the working memory. It holds the working data set during computation, and it is also used as a data buffer by the Permutation Network during data routing between PE's. The BM communicates with a backup memory, called the Problem Memory (PM), for swapping working data sets. The BM will be divided into smaller modules,
one module per PE. The size of each module is 4096 64-bit words. For 1024 PE's, the total BM capacity is $2^{22}$ words, or 4 million words.

The design of the BM will use static RAM IC's. In the 1980 time frame, one can expect the availability of a 4096-bit static RAM with an access time of 15 ns. To build a 4-million-word BM, 65 536 IC's are required. As previously noted, the expected IC MTBF for $\lambda = 0.02\%$ per 1000 h is 75 h. The BM system MTBF is about 50 h when all other supporting hardware such as data path registers, cable transceivers, and the like are included.

In order to increase the BM system MTBF, the (127,119) Hamming Code shortened to a (72,64) code, described in an earlier section, will be used. The expected system MTBF is increased to 167 000 h, assuming a 24 h MTTR.

**Problem Memory**

The Problem Memory (PM) is a large backup memory used to store the entire program data base. It is desirable that PM be a random-access memory with a cycle time of about 200 ns. For this performance, the PM design can use MOS RAM's. At this writing, the size of PM is 0.5 million words per PE. For 1024 PE's, the total PM capacity is $34 \times 10^9$ bits.

In the 1980 time frame, one can expect the availability of a 65 536-bit MOS RAM with the specified performance. To build this PM, each module associated with the PE requires 512 IC's. For 1024 PE's, a total of 524 288 IC's are required with an expected system MTBF of about 5 h. With the total system divided into smaller modules of 0.5 million words each and the Hamming Code used in conjunction with a MTTR of 24 h, the system MTBF can be increased to about 3066 h.

**Staging Memory**

The Staging Memory (SM) is a large rotating disk memory used to stage Phoenix-bound programs. It is used principally as a staging device between the Archival Memory and the PM. At this writing, the size of SM should be about twice that of PM. The design of SM will use proven technology, as do today's 400 megabyte disk systems. The total system capacity is about $10^{11}$ bits. The system reliability will be further enhanced by on-line error-correcting Interlaced Code to be implemented in the SM Controller.

**Archival Memory**

The Archival Memory (AM) is a very large storage system used to store all user data and programs. The system capacity is at least $5 \times 10^{13}$ bits. The reliability of the system must be at least as reliable as today's disk memory systems. At this writing, the exact technology used to implement the AM is not known. However, one observation on today's research in very large storage systems is that up to about $10^{13}$ bits, the most feasible technology
is magnetic. Beyond $10^{13}$ bits, the electronic ion technology is promising. The laser technology, on the other hand, is also emergent, but more research is needed on the problems of high-density tracking (3000 tracks per inch) and data obliterated by dirt.

Instruction Memory and Instruction Buffer

In the Phoenix System, the user program will be separated into two parts: the instructions and the data. The data part, as mentioned earlier, is stored in PM. The instruction part is stored in the Instruction Memory (IM). The size of IM is about two million 64-bit words. At this writing, a 64-bit instruction word length is contemplated. The exact word length will be known as soon as a formal description of the instruction set is available.

The Instruction Buffer (IB) is a buffer that holds the instructions to be executed. IB fetches its instructions from IM in a look-ahead manner. The size of IB is 128 instructions, which is the same as that in ILLIAC IV.

The design of IM will be similar to that of the Array Buffer Memory, for which a 4096-bit static RAM will be used. To build a 2-million word IM, 32,768 IC's are required, which is the same size as BM. Again, the Hamming Code will be used to increase the system reliability. This Hamming Code will protect both the IM and the IB, since the decoder will be located in IB. The 10 ns decoding time will be masked in IB by an instruction look-ahead feature.

PE Data Permutation Network

The PE Data Permutation Network (PN) is a data routing network capable of simultaneously routing data between PE's within the Phoenix System (ref. 53). It is a much more powerful routing network than that used in the ILLIAC-IV computer. The complexity of PN is about 40,000 IC's, with an expected system MTBF of about 127 h. It is desirable to increase this MTBF by about 10 times to at least 1000 h. The Hamming Code will be used to protect the data paths. At this writing, the PN path is 16 bits, and thus a (21,16) Hamming Code can be used for single-bit error correction. For the protection of the control logic, the method of error detection for combinational and sequential circuits, described in reference 41, can be used.

Control Units

The Control Units (CU's) of the Phoenix System are divided into two levels. The first level of control is the Central Control Unit (CCU). The second level of control is the Sextant Control Unit (SCU). For reliability enhancement, error-correcting codes, error-detecting logic, and duplications will be used, depending upon the circuit to be protected. In control
circuits, where the use of codes is not possible, combinational and sequential error-detecting logic and duplications will be used.

CONCLUSION AND PROSPECTUS

This report, in a somewhat tutorial manner, addressed the concept of fault-tolerant computing and its application to large computer systems. Fault-tolerant computing was introduced from the viewpoints of (1) concurrent error detection and correction, (2) program rollback and retry, and (3) replacement of faulty components by standby spares. Large computer systems, in the class of ILLIAC-IV or larger, have problems in the areas of reliability, availability, and serviceability. Based upon operational experiences with ILLIAC-IV and observations of other large computer systems currently in operation, the consensus of opinion at IAC is that fault-tolerant computing is a preamble for assuring large computer system viability.

Research and development of large computer systems is currently in its infancy. Based upon our present assessment of relevant large-scale computational problems, one can foresee that the demand for large computer systems will probably increase rather than decrease in the future. To make these large systems viable, fault-tolerant computing will probably become a standard design requirement for these systems. Exactly how fault-tolerant computing is to be designed for future large systems will, of course, evolve with changing technologies.
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This paper describes why large computer systems need to be more fault-forgiving, or fault-tolerant, in order to be viable. The need for fault-tolerant computing is addressed from the viewpoints of (1) why it is needed, (2) how to apply it in the current state of technology, and (3) what it means in the context of the Phoenix computer system and other related systems. To this end, the value of concurrent error detection and correction is described from the viewpoints of (1) user protection, (2) program retry, and (3) repair. The technology of algebraic codes to protect memory systems and arithmetic codes to protect arithmetic operations is discussed.
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