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INTRODUCTION

RESEARCH PROPOSED

Background:

The research covered by this grant was aimed at the development
of practical tools which can extend the state of the art of moving
base fl1ight simulation for research and training purposes. OQur pri-
mary consideration is the use of visual and vestibular cues to mini-

mize the actual motion of the simulator itself.

Over the_last'several years, we have taken a variety of approaches
to this probliem. For the period of this grant, we planned to continue
our investigation of optimum programming of motion cues based on our
physiological model of the vestibular system to yield "ideal washout

logic" for any given simulator constraints.

Specifically, we planned the evaluation of the two washout
logics in use at the Langley Research Center faciiity utilizing
Ormsby's (1974, 1976) modél of perception based on vestibular cues
in hopes that this model Q111 prove successful in predicting the
benefits of these logics without extensive pilot testing. The com-
puter simuiation based on the Qrmsby model as used in the washout
evaluation would be extensively documented. We planned to work
with the staff of the Langley Simulation Group in rewriting our
PDP-11/RT-11 FORTRAN IV based program so that it will run on the

Langley CDC~175 computer.



Analytical Evaluation of Washout Circuits:

The use of Tinear and nonlinear adaptive washout Togic at the
Langley Research Center has shown that the nonlinear adaptive washout
logic rates at least one category higher than the 1inear washout in
terms of overall ajrplane Teel. This is felt to be caused by the
elimination of the ﬁnoma]ous rate cues present in the system with

linear washout logic.

We had proposed to analytically investigate the differences in
these tﬁo washout systems using the Ormsby model for vestibular per-
ception. It is hoped that‘the differences in predicting response
will be such that the desirability of the nonlinear system is
apparent. Such a test result would enhance the validity of the
model as a predictor and make it available for general washout

evaluation purposes.

The actual evaluation was planned as follows: taking a typical
landing pattern as a nominal test and recording actual Vision and
Motion Simulator (VMS) cab motions imposed as delivéred by each of
these washout circuits, we would run both of the motion profiles
through the model to Qeye]op a prediction of the pilot perception
of orientation for each washout circuit. These perceived orientations
would then be compared with the predicted pilot perceptions in flight
as calculated by running the simulated ajrplane accerations rather

than the simulator accelerations through the same model.



Finally, the simuilation validation program based on the Ormsby
model was to be implemented on the computer at Langley Research

Center. A1l of these goals were accomplished.
THE RESEARCH

Use of Washout and Visual Cues in Simulation:

Constraints in position, velocity and acceleration of a simu-
lator Timit the capability of producing a desired motion exactly.
The problem is to present the sensations of a wide range of motion,
and to do this in a very limited space. This prcb1ém is solved with
the use of washout filters in each axis of motion, in order to attenu-
ate the desired motion until it falls within the constraints of the

simulator.

An important aspect of motion §jmu1atidn has not yet been
mentioned - the visual cues available to detect motion. Peripheral
visual cues seem to be the most important in presenting the sensation
. of motion. The peripheral field may be stimulated by a moving pattern

of stripes or dots, or by an actual "out-the-window" cockpit view.

Taken together, washout filters and visual stimulation perform
the function of simuation in which motions seem to go beyond the
constraints of the simulator. The motion is duplicated to the point

of constraint in a given axis. Then the washout filter takes over



énd attenuates the motion to meet the constraint. Meanwhile, the
visual field is stimulated so as to give the impression of continued
motion, motion beyond the capability of the simulator. In this way,
a wide range of motions can be simulated using a very restricted

motion base.

This research tried to answer the following questions:

Can the observed differences im simulation
fidelity between two filters be explained
ising a physiological model of human
dynamic orientation?
What are the implications of this model -
as a drawing board tool for simuiator design?
the two filters of interest in this comparative study are

the following:

A Tinear filter, essentially a Schmidt and Conrad
coordinated washout.

A nonlinear filter, coordinated adaptive washout.

Basically, the two filters are versions of the Schmidt and Conrad
coordinated washout. This scheme uses washout filters in the three
translational axes, and only indirectly washes out the angular motion.
The primary difference between the 1inear and nonlinear schemes is in
the type of translational washout filters employed. The linear scheme
~uses second order classical washout filters in the three axes, while
the nonlinear scheme uses coordinated adaptive filters for tongitu-

dinal and Talteral washout and digital controllers for vertical washout.



These schemes differ in their presentation of the rate cues, for
a pulse input. The Tinear scheme presents an anomalous rate cue
when the pulse returns to zero. THis behavior is not observed with

the nonlinear scheme.

The Physiological Model:

A model which predicts human perceptual response to motion
stimuli has been developed at our Laboratory by Ormsby. The model,
which exists as a FORTRAN computer program, is based on the known
physiology of the. vestibular system. While 1ittie is known about
the processing of the specific forces and angular accelerations
received from the vestibular organs, the simplifying assumptions
made about this process produce a model which agrees with available

neurophysiological and physiological data.

DATA AND RESULTS

The data used in this work consists of four runs made with a
linear or a nonlinear washout on the Langley simulator. Not only
were the simulated motions recorded, but also the commapded motions
of the aircraft. This allows evaluation of both the computer simu-
lation of the motion and the actual simulator motion. This data
was reéorded at Langiey on the CDC 6600 computer. For each of the



four cases there are two simulated motion histories and one

commanded motion history.

The input to the Ormsby model is a subroutine known as STIM.
The input to STIM is the time in seconds into the motion history.
This is computed in the main program. The output from STIM consists
of three vectors - a specific force vector in ¢'s, a unit vector in
the direction of gravity in g's, and‘an angular velocity vector in

radians/second.

The output of the program is discussed below for each individual

cue.

Aileron Roll Cues:

Time histories of perceived angu]af velocity in response to °
aileron roll cues were studied using both linear and noniinear
washout schemes. In each case, the perceived motion is approxi-
mately the same for the first 13 seconds. The angular velocity
rises gradually to a peak of 0.6 rad/sec (3.5 deg/sec}. This is
consistent iwith the expected response to the 5 deg/sec input roll
velocity of the pulse~type aileron cue. It is after this peak
perceived velocity is reached that-the interesting differences ..

occur.

It is just at 13 seconds when the second pulse is input. The
tinear and noniinear washouts cause the perceived velocity to change

direction. In the linear case, this change in direction does not



occur until the end of the run, while in the noniinear case it

occurs at 15 seconds. In both cases, there is apparent confusion
of direction. Just as there was in the first pulse, there should
be a delay before the perceived angular velocity begins to return
to zero. The experiment actually ends too soon, so that the zero

Tevel is never reached.

A real difference can be seen in comparing the simulated
cases with the commanded case. The commanded case behaves as pre-
dicted -~ there 1s a gradual increase to the maximum perceived
angular velocity, and then a Tleveling off. Preéumab?y, if the
experiment had been carried past the second pulse, there would

be a gradual return to zero in angular velocity.

In this case, then, the nonlinear filter acts to contain the
confused perception involved in transferring the second pulse %o
the motion base. While it performs better than the linear filter,
it presents motion cues which are not quite able to duplicate the

desired motion perception.

Aileron Yaw Cues:

The perceived angular velocities output from the Orméby model
were also studied. In this case, the difference between the Tinear
and nonlinear washouts is evident. Again, the first 13 seconds for
each case are about the same -- the expected response.to a pulse

input is the slow rise to a maximum angular velocity, then a leveling



off. This is the same response observed for the roll cues.

Thirteen seconds into the motion history, the second pulse
is introduced. In the case of the roll cues, the motion trans-
ferred to the simulator was rather rough. But for the yaw cues,

the simutation was very close to the desired motion.

As before, the commanded motion to the simulator is smooth
and presents the expected response. A comparison shows that the
noniinear filter presented the second puise with very Tittle dis-
turbance, while the Tinear filter caused a noticeable discontinuity
in the motion. This is the anamalous rate cue which pilots héve

reported.

Rudder Rol11 Cue:

The situation here is different than the previous aileron:
cases, simply because the motion hisfory in the rudder cue cases
is much more complicated than in the aileron cases. It is not
clear that the Ormsby.model is equipped to handle such.rapidly
varying motion histories, and this must be kept in mind during

the ana]xsis.



It does appear, however, that even in this more complex case,
the nonlinear filter is able to contain the confused perceptions
associated with transferring the pulse train to the motion base.

It was shown that even the commanded input has wide motion discon-
tinuity, which might lead to the conclusion that the Ormsby model
has trouble handling this complex pﬁ1se train. Again the perceived
velocity gradually increases to a maximum, at about ten seconds.
Had the experiment been run past 19 seconds, the zero perceived
velocity level would presumably be reached. While there is some
room for argument that the nonlinear filter better presents the

motion cues in this case, it is a tentative argument at best.

Rudder Yaw Cues:

As in the previous case of rudder roll cues, the motion history
is a complicated pulse-like wave train. But unlike the roll cues,
the yaw cues seem to be transferred to the motion base more neliably.

This was also true of the aileron inputs.

The motion histories for rudder yaw cues are similar for the
first ten seconds. This is attributable to the slow rise in angular
velocity perception seen previously. The ten second rise time agrees
with the rudder roll cue case. The nonlinear filter again does a

better job of containing the discontinuous motion than does the
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the linear filter. The commanded case is smoother than the simulated
case, but the nonlinear filter does not change the commanded motion

very much in the transfer to the motion base.

RESULTS

The purpose of this investigation was to determine whether or
not there is a vestibular expianation for the results obtained by
Parrish and Martin. These results indicated that a nén?inear washout
scheme provided better simulation fidelity than did the linear washout
scheme. This result was not due to the fact that the nonlinear filter
presented more of the motion cue, rather, it eliminated the false

rate cue which arises in the use of a linear filter.

In order to accomplish the goal -of providing a vestibular expla-
nation for the ahomalous.rate cue, the motion histories from the
Parrish and Martin study were input to the Ormsby human dynamic orien-
* tation model. Included were aileron and rudder motions with yaw and
roll cues, for each of the two washouts. The output from the model

is the perceived angular velocity of the_pilot during. simulation.
The outputs for each of the motion histories were presented in
the previous section. Several results can be pointed out:

The yaw cues provide the most compelling case

for a vestibular explanation. In the - aileron
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yaw and the rudder yaw cases, the perceived
angular velocities were "smoothed" considerably
with the use of the noniinear washout scheme
as opposed to a Tinear washout scheme. The
term “smooth” refers to the ability of the
nonlinear filter to present a continuous

motion closely resembling the commanded motion,
rather than the discontinuous motion presented
by the linear filter. The discontinuity which
accompanies the use of the linear filter has
previously been described as the fundamental
difference between the two filters -- the
anomalous rate cue. This false cue manifests
itself in the form of a-jump in the perceived

angular velocity of the pilet.

The results obtained for roll cue inputs were

not so corroborative of the Parrish and Martin
study as were the results for the yaw cue inpufs.
They did, however, show some of the characteristics
exhibited in the yaw cue case. The nonlinear filter
contained the discontinuous jumps induced by the
pulse train to a greater extent than the Tinear
filter. The nonlinear filter was better able to
transfer the commanded input to the motion base

than the Tinear filter.
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The explanation for the differences between the
roll cues and the yaw cues most Tikely cou]d‘be
found in examining .the mechanical differences
between motion in the two axes. Intuitively,
it can be argued that the yaw motion simulation
(twisting about earth vertical) is an easier
task mechanically than roll motion simuiation
(twisting about the horizontal axis). No doubt
a careful examination of the simulator base will

reveal the cause of the differences observed.

A comparison of the outputs for aileron and

rudder inputs sheds some 1ight on the usefulness

of the Ormshy modg]. The aileron input consisted
of two pulses, separated by 13 seconds, while the
rudder input was a train of pulses. The Ormsby
model has never been used with complicated input
such as the rudder input. But despite the fact

that the output contains large motion discontinuities,
even for the commanded case, it is still possible to
make a comparison between the linear and nonlinear
schemes, and arrive at a conclusion similar to

that reached in the aileron input case. Indeed,

it does appear that the nonlinear filter contains
the discontinucus perceived angular velocity more

effectively than the linear filter.

ORIGINAL PAGE IS
OF POOR QUALITY
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Thus it is seen that the Ormsby model provides a vestibular
explanation for the subjectively acquired difference between the
two washout schemes. The Tinear filter presents an anomalous rate
cue as output from a pulse input, which the vestibular system trans-
forms into a discontinucus perceived angular velocity. The nonlinear
fiTter does not present this false cue, and the resulting vestibular
transformation provides a much "smoother" perceived angular velocity.
In addition, the comparison between the Ormsby model outputs from the
aileron and rudder cue inputs gives insight into the model's use as

a simulator design tool.

CONCLUSIONS

The work described here was carried out by Susan Reidel as
part of her Master's thesis work. The detailed description of the

experiments, programs and data are given in her thesis A Comparison

of Washout Filters using a Human Dynamic Orientation Model. A copy

of this thesis is attached.
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ABSTRACT

The Ormsby model of human dynamic orientation, a discrete
time computer program, has been used to provide a vestibular
explanation for observed differences between two washout schemes.
These washout schemes, a linear washout and a nonlinear wash-
out, were subjectively evaluated by Parrish and Martin. They
found that the linear washout presented false rate cues, caus-
ing pilots to rate the simulation fidelity of the linear scheme
much lower than the nonlinear scheme., By inputting the motion
histories from the Parrish and Martin study into the Ormsby mo-
del, it was shown that the linear filter causes discontinuities
in the pilot's perceived angular velocity, resulting in the sen-
sation of an anomalous rate cue. This phenomenon does not oc¢c-
cur with the use of the nonlinear filter.

In addition, the suitability of the Ormsby model as a sim-
ulator design tool was investigated. It was found to be a use-
ful tool in predicting behavior of simulator motion bases, even
when the mechanical motion base is replaced by a computer sim-
ulation. Further investigation of the model could provide sim~
ulation designers with a tool to predict the behavior of motion
bases still in the drawing board stage.
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CHAPTER I

INTRODUCTION

For many applications it is often desirable to simulate

a particular vehicle motion without using the actual vehicle:

®* The Federal-Highway Department sponsors many
drunk driver studies. In orxder to insure the
safety of the driver, the thicle and the ex-
perimenters, these experiments are often car-
ried out in a moving base simulation of an

automobile,

s The U.S. Navy has commissioned studies of the
habitability of lérgéihigh-speed surface-eff-
ect-ships. It is necessary to understand to
what extent crews will be able to function on:
these ships even before a prototype is builg.
This research is carried out on a motion gen-
erator, which simulates the expected rénge of

motion of thesSe ships [7].

« The U.S. Air Porce makes extensive use of both

stationary and moving base. aircraft simulators
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in pilot training programs. Simulators pre;
sent no risk to the pilot, and avoid the costs
of fuel and repair or possible loss of an air-

craft.

The above examples illustrate three of the many possible
uses of simulators - to c¢arry out driver-vehicle studies with-
out using an actual vehicle, to predict crew habitability on
board a ship not yet built, and to train aircraft pilots with-
out risking the pilot or the plane, B&s vehicles become in-
creasingly complicated, and costs continue to rise, motion

simulation takes on a new importance,

There are many types of cues a person uses to sense motion,
The basic inputs are specific force and angular acceleration,
which can influence the vestibular system in the inner ear, the
tactile sensors at points of contact with the vehicle, and the
proPrioceétive sensors as muscles are -stretched and compressed.
In a simulator, it is not always possible to reproduce a par-
ticular motion history exactly. Often, some cues can be pre-
sented only at the expense of neglecting other cues. The basic
-goal in motion simulation is to arrive at a compromise in pre-

senting the cues, in order to best represent the desired motion.
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1.1 The Physiology of Motion Simulation

Simulation technology now makes heavy use of digital
computers to present as much of the motion cue as possible.
High speed processing allows the use of very complex linear
filters,and fecently, of nonlinear adaptive filters. Micro-
proce;sor technoleogy has also ﬁade much of the slower elec-

trical circuitry obsolete.

But the goal of simulation has not really changed - try
'to present as many of the specifiic force and angular acceler=~
ation cues as possible, without exceeding the conétraints of
the simulator [18]. This has always been the most straight-
forward approach, since it is the specific force and angular

acceleration cues which are most readily available.

]

Once a good understanding of the physiological aspects
of motion simulation is attained, a physiological model of the
human operator will be a valuable tocl in simulator design.
The comparison of actual motion and simulated motion using 'such
a model would be useful in determining the realism of the sim~
ulation in a quantitative way. This model would alsoc be help-
ful in comparing two different simulation schémes, providing

a quantitative measure of their differences.



17

1,2 The Use of Washout and Visual Cues in Simulation

Constraints in position, velocity and acceleration of a
simulator limit the capability of producing a desired motion
exactly. The problem is to present the sensations of a wide
range of motion, and to do this in a very limited space. This
problem is solved with the use of washout filters in each axis
of motion, in order to attenuate the desired motion until it

falls within the constraints of the simulator.

An important aspect of motion simulation has not yet been
mentioned - the visual cues available to detect motion. Peri-
pheral visual cues seem to be most important in presenting the
sensation of motion. The peripheral field may be stimulated
by a moving pattern of stripes or dots, or by an actual "out -

the - window" cockpit view [2,5].

Taken together, washout filters and visual stimulation
perform the function of simulation in which motions seem to go
beyond the constraints of the simulator. The motion is dupli-
cated to the point of constraint in a given axis. Then the wash-
out filter takes over and attenuates the motion to meet the
constraint, Meanwhile, the wvisual field is stimulated so as to
give the impression ¢f continued motion, motion beyond the cap-
abilities of the simulator. In this way, a wide range of mo-

tions can be simulated using a very restricted motion base.
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1.3 Thesis Objectives and Organization -

It is obvious from the previous discussion that the wash-
out filters in a simulator are critical to the fidelity of the
simulation. The research leading to this thesis compares two
different types of washout filters currently in use, in order
to quantify the differences between them. The means of com-
éarison is a physiological model of human dynamic orientation,
based largely on the known physiology 6f the vestibular system.
This work attempts to answer a specific guestion and a general

question:

e Can the observed differences in simulation
fidelity between the two filters be expiainn
ed using a physiological model of human dy-

namic orientation?

s What are the implications for this moedel as

a drawing board tool in simulator design?

Chapter II presenté the two washout filters in detail, and
discusses the previous work which led to the research present-

ed in this thesis.

Chapter III describes the human vestibulax system and the

model of human dynamic orientation developed by Ormsby.

Chapter IV describes the data in this work, as input to
the model, and then presents the perceived angular velocities.

as output from the model.
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Finally, Chapter V presents the conclusions which can be
drawn from the results presented in Chapter IV, in light of
the questions posed in the above- section. Also included are

suggestions for further research in this area.
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CHAPTER 1I

THE WASHOUT FILTERS

The two washout filters of interest in this comparitive

study are the following:

* A linear filter, essentially a Schmidt and Conrad

cooxrdinated washout [16,17].
o A nonlinear filter, coordinated adaptive washout.

Basically, the two filters are versions of Schmidt and Conrad's
coordinated washout. This scheme uses washout filters in the
three translational axes, and oni§4gndirectly washes out the
angular motion. The primary difference between the linear and
nonlinear schemes is in the type of translational washout £il-
ters employed. The linear scheme uses second-order classical’
washout filters in the three axes, while the nonlinear scheme
uses coordinated adaptive.filters for longitudinal and lateral
washout and digital conﬁrollers for vertical washout. These
schemes differ in their presentation of the rate cues, for a
pulse input. The linear scheme presents an anomalous rate cue

when the pulse returns to zero., This behavior is not observed

with the nonlinear scheme.
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The next two sections.discuss the filters in greater de-
tail. The final sections present the differences between the
filters and the results of a previous subjective analysis of

the washout schemes.

2.1 The Linear Washout

-The purpose of washout circuitry is to present transla-
tional accelerations and rotational rates of the simulated air-
craft. It is necessary to obtain coordination between trans-
lational éhd rotational cues in order to accomplish certain

motion simulations:

e A sustained horizontal translational cue can
be represented by tiltihg the pilot, The
gravity vector is then used to present the
cue. But in order to make this process be-
lievable, the rotation necessary to obtain-
the tilt angle must be below the pilot's ab-
ility to perxceive rotation. The solution is
to start the cue with actual translational
motion of the simulator until the necessary
tilt angle is obtained. In this manner, the
pilot will sense only translational motion,

long after such motion has actually ceased.

*» In a similar sense, it can be seen that a de-

sired roll or pitch cue cannot be represented
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by means of rotation alone. This would result
in a false translational cue, because the gra-
vity vector is misaligned. In order to present
a rotational cue, translational motion must be
used at the start, to offset the false trans-

lational motion cue induced by the rotation.

The two cases abave clearly illustrate the need for ccor-
dination in'translational and rotational motion. Schmidt and
Conrad's coordinated washout scheme fulfills this need. Fig-
ure 2.1 presents a block diagram illustrating the basic con-

cepts,

The desired motions.of the simulated aircraft are trans-
formed from the center of gravity of the aircraft to the cen-
troid of the motion base. This transformation provides the de-
sired motion at the pilot's seat. The motions of the base are

based on the desired motions of the centroid.

Vertical specific force is transformed to vertical accel~
eration Ed by use of a second~order classical washout filter.,
The longitudinal and lateral accelerations are also obtained
from the longitudinal and lateral specific forces, First, these
specific forces are separated into steédy-state and transient
parts. The steady-state part of the cue is obtained from a
tilt angle to align the gravity vector. The transient part of
the cue is transformed into the longitudinal acceleration, idf

and the lateral acceleration, ?d, by a second-corder classical

¢
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washout f£ilter.

Braking acceleration is then used to keep the motion with-
in the prescribed position, velocity and acceleration limits

of the motion base.

The rotational degrees of freedom are only indirectly
‘washed out through elimination of false g cues. Rotational
rate cues are represented by angular and translational motion,
just as longitudinal or lateral cues. But in this case, the
translational moticn is used oniy to eliminate the false g cue
induced by roﬁational movement, and thereby makes no direct

contribution to the rotational cue.

After the six posiﬁion commands (xd,yd,zd,¢,6;¢) are ob=
tained from the washout circuitry, lead compensation is pro-
vided to compensate for servo lag of the bhase., The actuator

. extension transformation is then used to obtain the correct

actuator lengths used to drive the motion base.

The actual filter evaluated in this work is a Schmidt’ and
Conrad coordinated washout, adapted by Langley Research Center
{14]. The major difference is that the Langley washout is car-
ried out in the inertial refererce frame, rather than the body
axis system. A block diagram of this filter is shown in Fig-

ure 2.2.



XIFTVOD 9004 J0

o1 @ovd TYNIDIEO

Figure 2,2 Block diagram

AIRCRAFT a a F_, PRELIMINARY
INPUTS ) | FILTERS
1 b 0 ¢ A
BODY TO INERTIAL Py FiyEins TRANSLATTONAL
TRANSFORMATION WASHOUT
* * oy
Fix iy Fiz L
SIGNAL BRAKING
SHAPING ACCELERATION
NETWORK CIRCUIT
‘ » L] L ]
A Pp Op b *a ¥4 %4
|
|
K] INERTIAL TO BODY INTEGRATTON
TRANSFORMATION
- ' b 8¢ a
P, 4 ' ' '
a2 ‘a "a | p' q'r X5 Yq 24
TRANSFORMATION TO R MOTION
EULER RATES BASE

for Langley linear washout ccheme [13]

Y4



26

2.2 . The Nonlinear Washout

The nonlinear filter of interest here is again essentially
a Schmidt and Conrad coordinaﬁed washout, The difference be-
tween the nonl;near Langley filtér and the Schmidt and Conrad
filter are that the Langley filter uses the inertial reference
frame rather than the.body axis system, and nonlinear filters
are used for the wasﬁout rather than the linear filters used
by Schmidt and Conrad. Hence, the designation "nonlinear wash-

out” is used.

Figure 2.3 presenﬁs a block diagram for this nonlinear
scheme, It is seen that two different types of nonlinear f£il-
ters are used - cooxrdinated adaptive filters for 1ongitudi?al
and lateral cues, and digital controllers for.vertical cues.

These two types of filters will{be‘discussed in- turn.

Coordinated adaptive filters [}i} are based on the prin-
ciple of continucus steepest deséent.' They are used in this
washout scheme to coordinate surge and pitch in presenting the
'longitudinal cues, and sway and roll in presenting the later-
al cues. Derivation of these filters can be found in the liter-
ature [11,12]. Basically, they perform thé same functions as
the second-order classical filters used by Schmidt and Conrad
by providing'translatiohal spécific force cues and rotational

rate cues.,

Digital controllers, the second type of nonlinear filters,

are used to provide the uncoordinated heave and yaw cues. A
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first—order digital controller provides the yaw rate cue, while
. a second-order controller provides the vertical specific force
cue., These filters are designed to present as much of the on-~

set cue as possible before switching to the washout logic.

Figure 2.4 illustrates the design concept for a first-
order digital controller. From 0 to Ty the controller presents
a scaled version of the commanded input. At Ty @ linear decay
is applied to reduce the command to the motion base constraint ‘
value, B. Washout then occurs at the constrained value, unless

anothex input is commanded, as at Toe

The second=-order digital controller used for the vertical
specific force is similar, although mathematically moxe’

complex,

2.3 A Comparison of Washout Schemes

Essentially, the two washout schemes of interest are
Schmidt and Conrad washouts. The so-called linear washout
contains second-crder clgésical washout f£ilters which trans-
form the specific forces in each axis to translational accel-
‘erations in each axis. The Langley washout performs these
transformations in the inertial frame rather than the body

axis frame used by Schmidt and Conrad.

The nonlinear washout scheme uses two types of nonlinear
filters to provide the translational acceleration cues. A

coordinated adaptive filter is used to coordinate surge and
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pitch for longitudinal cues, and sway and roll for lateral
cues. A digital controller is used for the uncoordinated
heave and yaw motions. Again, the Langley nonlinear scheme

washes out in the inertial frame,

In Figure 2.5, amplitude and phase versus frequency is
shown for the three t&pes of washout filters - linear, adaptive
and digital controller, Both the first-order and secoﬁd—order
cases are shown. The motion base characteristics ére the same
in all cases. Since the amplitude and phase response of the
nonlinear adaptive filter changes with the magnitude of the in-
put, the worst case for the.nonlinear filter is presented here.
As is shown, the digital controller has the best'response char-
acteristics, and the adaptive filter is bettex than the linear
filter. This holds true for both the first- and second-order

cases.

In terms of motion cues, there is a fundamental difference
between the linear filter and nonlinear filter for the first~-
order case., Figure 2,6 shows the response of the two filters
to a pulse input. The difference between the filters is the
anomalous rate cue presented by the linear filter as the pulse
input returns to zero. This false cue is most noticeable for
pulse-type inputs, and disappears as the input becﬁmes sinu-
soidal. Since the differences between the linear and nonlinear
filters vary with input, performance of a given filter is depen-~

dent on pilot input and simulator responsiveness in each axis.
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2.4 " Empirical Comparison of Washout Filters

* Parrish and Martin, the major investigatofs-of these two
washout schemes at Langley, devised a subjective test to deter;
mine the differences between the two filters in actual simula-
tion [13]. Seven pilots flew a six~degree-of-freedom simulator
equipped with both linear énd nonlineaf washout schemes.”_The
pilots were asked to rate the motion cues presented by each
scheme for throttle, column, wheel and pedal inputs about a

straight~and~level condition during a landing approach.

The results of this evaluation process are presented in
Table 2.1. Each pilot determined his own criteria for evalua~
tion. In addition to rating the cues for each input, the pilots
were asked to rate the overall airplane feel = that is, how
successful the overall motion was in representing the actual
airplane. In the table, the open symbols represent the rating
of the linear method, while the sdiié symbols represent the
rating of the nonlinear method. The washout methods were ap-
plied to a 737 CTIOL aircraft simulation, and four of the pilots
(represented by the triangular symbols) had previous 737 cock-

pit experience.

The pilot ratings for the throttle input are the same for
each method, as shown_in Table 2,1. Even given the methods
back to back for comparison, the pileots could not detect that
a change had been made. Figure 2,7 shows the time histories

for such a change in throttle setting. .Longitudinal accelera-



34

1

RATING HALF HALF HALF HALF | UN-
EXC. | = Goop | -~ |FAIR| -~ |PoOorR| -  aAccep-
WAY WAY WAY WAY ‘PABLE
INPUT
O AVD 4
oo
THROTTLE
) PAY R
4
D a
A o |apw | © a
COLUMN
& 4 & [
°a
pdAY AV S
FHEEL | por, . ® > |40 o
AND
Paay
bEDAT, | YAW v o [P o lav b AGE
OVERALL
AIRPLANE @ P4 TEHER O D a 'S avy i
FEEL . ) |

PILOT NO. LINEAR WASHOUT NONLINEAR WASHOUT

1l Jay ‘ A
2 v v
3 > »
4 & 4
5 g |-
6 G &

®) Q

Table2.1 Pilot rating of motion cues for two washout
filters [13]

B 1S
ORIGINAL PAG
OF POOR QUALITY



35
60_

1 - ] i

9a /\_-
deg/sec 0 .

=1 ’ 1 -1 !

Commanded input to motion base

I%j
deg?sec %5(//,ﬁ\\‘hﬁ\\\,/»””_
j-

] H [

Linear washout response

q
deg/sec

1
=
L = DY

1

i
Q 5 10 15
TIME sec

Nonlinear washout response

Figure 2.7 Time histories for throttle input

20



36

tion and pitch rate are the inputs to the washouts from the
simulated aircraft for such a maneuver. The figure shows very
little difference between the washout schemes, as the pilot
ratings indicated. The fundamental difference between the two
pitch rate filters is obscured in order to correctly represent

the decrease in longitudinal acceleration at six seconds.,

An elevator doublet was input to rate the motion cues for
a column input. Again, the pilots found little difference be-
tween the linear and nonlinear washout schemes, as shown in
Table 2.1. Four pilots rated the filters the same, while the
other three rated the nonlinear filter slightly higher. The
time histories for the elevator inputs are shown in Figure 2.8.
As in the throttle input case, the fundamental difference be-
t&een the pitch rate filters is not apparent, due to the coor-
dination between pitch rate and longitudinal acceleration. In
addition, the pitch response of the 737 is not at all pulse-

like, which lessens the difference in performance of the filters.-

Wheel inputs were evaluated using ailerons to bank the
simulator 20° for a 30° heading change with a return to straight-
and-level flight. The pilots preferred to separate the wheel
inputs into roll cues and yaw cues to evaluate these cues in-
dividually. Figure 2.9 shows the time histories for roll cues
in the maneuver described. The anomalous rate cue is present
for the linear washout, This is reflected in the pilots' rat-

ing, as seen in Table 2.1. All seven pilots felt the nonlinear
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filter to be at least one and one-half categories higher than

the linear filter.

Figure 2.10 shows the time histories for yaw cues during
the same aileron maneuver., Again, the anomalous rate cue is
present for the linear filter scheme. The pilots were parti-
cularly aware of a negative rate cue when the simulated air-
craft rate returned to zero during maneuvers of this tfpe.
The ratings in Table 2.1 are at least one category higher for
the nonlinear scheme, reflecting the unnateral feel of the

linear rate cue,

Bach pilot filew a set‘of rudder maneuvers for both wash-
outs to evaluate roll and yaw cues. There were no changes in
the ratings from those 6btained using the wheel. ?his is re-
flected in the time histories for roll and yaw, shown in Fig-

ures 2.11 and 2.12, respectively.

Finally, each pilot was asked to rate the two washout
schemes in tefms of overall airplane feel., Table 2.1 shows
the large contribution made by roll representationi;-the.over-
all airplane simulation. All pilots rated the nonlinear wash-
out at least one and one-half categories higher than the lin-

ear washout. They specifically objected to the anomalous rate

cue presented by the linear filter in both roll and vaw.

From this study, Parrish and Martin concluded that the non-
linear washout scheme better represents actual airplane motions

than does the linear washout method, at least in an empirical
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sense. It appears that the nonlinear scheme does not present
more of the motion cue; it merely eliminates the false cue pre-

sent in the use of the linear washout.

The woxk presented in this paper attempts to quantify the
results obtained in the subjective analysis made by Parrish
and Martin. In order to accomplish this, the motion histories
from the Parrish and Martin study are input to a model of human
dynamic orientation. The output from the model will provide
a vestibular explanation for the sensation differences between
the two filters. Results of this work are presented in Chap-

ter 1IV.
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CHAPTER III

THE PHYSIOLOGICAL MODEL

A model which predicts human perceptual response to mo-
tion stiﬁuli has been developed at M.I.T.'s Man-Vehicle Labor-
atory by Ormsby [10]. The model, which exists as a FORTRAN com-
puter program, ié'baseé on the knoﬁn‘physiology of the vesti-
bular system. While little is known about the processing of
the specific forces and angular accelerations received from the
vestibular organs, the simplifying assumptions made about this
process produce a model which agrees with available neurclogi-

cal and physiological data.

This chapter first presents an overview of the vestibular
system, and then goes on to discuss the mathematical modelling
of the system ﬁﬂiéh leads to the current FORTRAN model, More
detailed descriptions of the vestibular system may be found in
the literature [9,15,19,20]. The complete derivation of the
model of human dynamic priéntatioﬂ is found in Ormsby. And a
description of the actual FORTRAN programs and their use is

available in the appendix to this thesis.
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3.1 The Human Vestibular System

The vestibular system, or labyrinth, comprises the non-
auditory portion of the inner ear. It is composed of three
semicircular canals, one utricle and one saccule in each ear,
The semicircular canals are the rotgtional motion sensors.,

They consist of three approximately orthogonal circular tor-
oidal canals. The canals are filled with a water-like fluid
called endolymph. When the head undergoesAangular accelera-
tion, the endolymph tends to lag behind the motion of the canal
walls. The motion of the endolymph relative to the canal walls
displaces the cupula, a gelatinous mass which completely ob-
structs one section of the canal called the ampulla. Sensory
hair cells embedded at the base of the cupula detect its dis-
placement. As a result, the deformation of the cupula is trans-
formed into an afferent firing rate which provides a signal of
rotational motion to the central nervous system. {see Figure

3.1).

In a particular canal, all of the hair cells have the same
polarization. When the flow of endolymph displaces the cupula
in a single direction, the hair cells are either all excited
or all inhibited, As shown in Figure 3.2, the canals on either
side are essentially coplanar with the other side. Thus, they
are pairwise sensitive to angular accelerations about the same
axis. Since a pair of canals which are sensitive about the

same axis have opposite polarities, it is assumed that the high-
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er processing centers respond tb_the difference in afferent

firing rates.

Two otolith organs, consisting of a utricle and a saccule,
are located in each ear. The otolith is sen?itive to changes
in specific force. PFigure 3.3 depicts the basic structure of
the otolith organs. The otolith consists of a gelatinous
layer containing calcium carbonate crystalg, known as otoconia,
This layer is supported by a bed‘of sensory hair cells. An
acceleration of the head shifts the otoconia relative to the
surrounding endolymph, due to the higher specific gravity of
the otoconia. This shifting causes the sensory hair cells to
bend, sending a change in afferent firing rate through the af-

ferent nexrve fibers to the central nervous system.

As shown in Figure 3.4, the utricles are oriented such
that their sensitivity is in a plane parallel to the plane of
the horizontal semicizcular canals. The sensitivity of the
saccules is in a plane perpendicular to the horizontal canals.
The hair cells in the utricle are sensitive in all directions
parallel to its plane of orientation, while the hair cells in
the saccule make it predominantly sensitive to accelerations

perpendicular to the utricular plane,
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3.2 The Ormsby Model

The mqthematical model of the semicircular canals consists
of several parts., The first part is the mechanical model of
the cupula deflection caused by motion of the endolymph. The
second part includes the interaction between the mechanical
movement and the afferent f£iring rate. The third part concerns
measurenent noise, which is that portion of the afferent sig-

nal found to be independent of the mechanical stimulus input.

Figure 3,5 depicts the afferent model of the semicircular
canals as arrived at by Ormsby. COCbservation of éupula motion
led to the torsion pendulum model [9], suggesting that the over-
damped system reacts to angular velocity rather than angular
acceleration. The results of the model are expressed as a

transfer function of the following form:

FR (s) = (57.3)(300s%) (.0ls+1)
¢ w(s)

{18s+4+1) (.005s5+1) {30s5+1)

+ SFR + n(t) (3.1)
s
The model of the otolith system is composed of two parts
~ the mechanical model of the otolith sensor, and the affer-
ent response to oteolith displacement. Figure 3.6 presents the
afferent model of the otolith system used by Ormsby. The me-
chanical model of the otolith is that of a fluid-immersed mass

retained by a spring. The resulting transfer function relat-
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ing afferent firing rate to specific force. is:

FR_(s) = (18000) (s+.1)
© SF(s) + SFR + n(t) (3.2)
(s+.2) (s+200) S

The input to the model consists of a stimulus composed of
specific forces and angular accelerations in each axis of the
head ccordinate system. Each of these afferent inputs is then
transformed into sensor coordinates, From this sensor stimula-
tion, the afferent firing rates are derived, using the trans-

fer functions presented above.

At this point, the process becomes purely guesswork. Even
assuming that these afferent firing rates are available to some
central processing system in the brain, the form which this
processing takes is simply a guess. Ormsby guessed that the
central processor performs a type of least mean squares error
optimization to make an estimate of the specific force and
angular velocity inputs based on the afferent firing rates out-

put from the vestibular system sensors.

In this case, such a least mean squares estimator is a
Kalman filter {4,8]. The input is unknown except for an ex-~
pected range of magnitude and a frequency bandwidth, and an ex-
pected measurement noise. Also, the input and the noise stat-
istics are time invariant, which makes the filter a steady-
state Kalman (or Wiener) filter. This steady-state Kalman f£il-

ter is used by the model to produce estimates of specific force
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and angular velocity from the afferent firing rates. These
estimates are tuned, using the Kalman filter gains, to yield
estimates which fit the available neurological and physioclogi-

cal data for known inputs.

The filters used for canal processing are tuned such that
the estimates produced for the angular velocities are essential=-
iy unchanéed from the afferent inputs. This observation is in
agreement with available data, suggesting that very little
central processing is performed. The otolith filters must be
tuned so tﬁat a more dramatic effect by the filters on the aff-
erent input is observed. This suggests that more central
processing is required, or. that the model of the afferent re-
sponse is missing a term which has subsequently been attribut-
ed to the central processing mechanism in the tuning procedure.
Basically, the filter acts as a low pass filter with a time
constant of 0.7 seconds. The utricle and saccule differ only
in the Kalman filter gains, where the saccﬁle gains are twice

the utricle gains.

Once the specific force and angular vélocity estimates
have been obtained from the Kalman filters, the saccule non-
linearity must be accounted for. This is done by means of a
nonlinear input-output function, and allows the model to in-
clude obserxved attitude perception inaccuracies known as Au-
bert or Mueller effects [6]. The resulting specific force and

angular velocity estimates are transformed back to head coor-
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dinates.

These estimates must now be combined to yield new estimates
of perceived position, velocity and acceleration. In the model

this is accomplished by a separate scheme, known as DOWN. DOWN

is a vector of length 1 g in the direction of perceivéed ver-
tical; as such, it is the model's prediction of the perceiv-
ed vertical. The basic assumptions used in combining the spe-
cific force and angular velocity estimates to arrive at DOWN

are the following:

* ® The system will rely on the low frequency por-
tion of the specific force estimates provided

by the otoliths.’

« The system will use that part of the canal in-
formation which is in agreement with the high
frequency content of the rotational informa-

tion provided by the otoliths,

This loéic is presented in Figure 3.,7. Blcck A produces
the estimate of rotational rate from the input specific forces
assuming SF is fixed in space.‘ The low frequency component of
this estimate is filtered out in Block B. Block C isolates
the component of the low frequency angular velocity estimate
which is perpendicular to SF and DOWN. This is the mechanism
discussed in Chapter 1II, which allows cancellation of canal
signals arisiné when prolonged rotations are stopped sudden-

ly. The effect of the three blocks is to produce a rotational
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vector which represents the low frequency rotational informa-

tion available from the otoliths.(Roto).

Block D confirms whether or not the high fregquency portion
of the canal rotational information is consistent with the high
frequency portion of the otolith rotaticnal information. The
inconsistent part of the canal information is sent through a
high pass filter (Block E) and is then combined with the con- .
sistent portion of the canal information., The component of
the resulting rotation vector parallel to DOWN is then elimi-~
nated, leafing a rotational vector due to canal information

(R }. The total estimate of the rotation rate of the outside

ssc
world with respect to the last estimate .of DOWN, Rtot‘ is com-
puted by subtracting Rssc from Roto' The net result of Blocks
H and I is to produce an estimate of DOWN which is the same as
the estimated specific force vector. This is accomplished by

a slow reduction in the discrepancy between SF anégéégﬁ, elim-
inating any accumulated errors resulting from the integration

of rate information.

Figqure 3,8 illustrates -the model for predicting perceived
rotational rate. The angular velocity vector parallel to DOWN
becomes the perceived parallel-angular velocity. The perpen-

dicular angular velocity is computed in three steps:

1, Calculate the difference between the com-
ponent of angular velocity perpendicular

to DOWN, and the angular velocity consis-
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tent with the rate of change of the direc-

tion of DOWN (Block K).
<. High pass filter this difference.

3. Combine the filtered result with the DOWN-

consistent angular velocity.

This process assures that the canals provide the high frequency
component of the rotational rate, while the low frequency com~
ponent is the rotational rate consistent with DOWN. The total
gsense of rotation is thus the sum of the parallel and perpen-

dicular components.

This completes the description of the form of the Ofmsby
model used in this work. A complete description of the model
may be found in Ormsby's thesis. Figure 3.9 presents an over-
view of the entire model. At this point, a few important ob-

servations should be made:

¢ The Ormsby model was tuned using inputs with
kﬁown outputs for a certain set of discrete
time intervals - namely, an afferent update
interval of 0.1 seconds and a Kalman filter
.estimate update interval of 1,0 seconds, In
this thesis, due to the characteristics of the
input data, the afferent update interval is
0.03125 seconds, and the Kalman filter esti-
mate update interval is 0,25 seconds. In order

to use these two intervals, the model had to
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be retuned by changing the Kalman gains. This
process, which is necessary each time the update
intervals are changed, is described in more de-

tail in the appendix.

s One important assumption made by this model is
that the inputs are unknown prior to their pro-
cessing. It was noted in the introduction to
this thesis that specific force and angular ac-
celeration act on the body as a whole, provid-
ing visual, tactile and proprioceptive, as well
as vestibular, cues, This model takes account
of the vestibular cues only, although the tun-
ing process may force it -to consider certain
aspects of the other sensory cues. Thus, when
this model is applied to cases where the sub-
ject might have prior knowledge, or at least
an expectation of the motion, the results must
be interpreted in light of the limitations im-

posed by the model,

The Ormsby model of human dynamic orientation was used
this work as a FORTRAN program implemented on a PDP 11/34,
The main program, as well .as all associated subroutines, is

documented in the appendix.

in
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CHAPTER IV

DATA AND RESULTS

As a logical consequence of the two previous chapters, it
is desirable now to evaluate the two washout schemes using the
Ormsby model of human dynamic orientation. Such an evaluation
could serve the purpose of quanfifying the differences between
the two filtexs which Parrish and Martin found in-their subjec-
tive study. In addition, this evaluation could shed some-light

on the gquestion of the model's usefulness in simulator design.

This chapter presents the data used for this study, and

the results of the processing of the data by the Ormsby model.

4.1 Data Description

The data used in this work consists of four runs made
with a linear or a nonlinear washout on the Langley simulator.
These runs coincide with Figures 2.9, 2,10, 2.11, and 2,12,
Table 4,1 lists the definitions of the wariables measured dur-
ing these simulation runs, - Note that not only are the simula~
tor motions recorded, but also the commanded motions of the

aircraft. This allows evaluation of both the computer simula-
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Table 4,1 Variables recorded during simulation runs

VARIABLE DEFINITION

TIME time

DELA aileron deflection

DELE elevator deflection

DELR rudder. deflection

THRIL throttle input

Pa - roll rate of airplane

PADOT roll acceleration of airplane

oa : pitch rate of airplane

QADOT pitch acceleration of airplane

RA K vaw rate of airplane

RADOT yaw‘acceleration of airplane

AXA longitudinal acceleration of airplane

AYA lateral acceleration of airplane

PSIA Y of airplane ‘

THEA 6 of airplane

PHIA ¢ of airplane

P roll rate command to simulator

Q pitch rate command to simulatoxr

R yaw rate command to simulator

PDOTM roll acceleration measured on simulator
QDOTM Qitch acceleration measured on simulator
RDOTM yaw acceleration measured on simulator
AXCM longitudinal acceleration measured on simulator
AYCM lateral acceleration measured on simulator
PSIMB P of simulator

THEMB 0 of simulator

PHIMB ¢ of simulator

XDDMB longitudinal acceleration of simulator without

gravity component
YDDMB lateral acceleration of simulator without grav-
ity component
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tion of the motion and the actual simulator moticn. This data

was recorded at Langley on their CDC 6600 computer,

Figure 4.1 presents the aileron and rudder inputs to the
simulation schemes, as previously shown in Chapter II., Table
4.2 illustrates the four separate runs, and the data taken
from each for use in the Ormsby model. Thus, there are twelve
separate cases under evaluation. Both the rudder and the ailer- .
on inputs are simulated using the linear‘and nonlinear filters,
For each of these four cases there are two simulated motion

histories and one commanded motion history.

The input to the Ormsby model is a subroutine known as
STIM. The input to STIM is the time in seconds into the mo-
tion history. This is computed in the main program. The out-
put f£rom STIM consists of fhree vectors - a specific force
vector in g's, a unit vector in the direction of gravity in
g's, and an angular velocity vector in radians/second. The
particular STIM subroutine used for this work can be found in
the appendix; Basically, it reads the data from a file on
disk in consecutive time order and places.the desired data in
the correct vector location. for example, when running the

linear aileron roll data, the twentieth data item in the twen-

ty-nine item list (see Table 4,1) is read into the first loca-

tion of the andgular velocity vector, after transforming it
from an acceleration in degrees/second2 to a velocity in radi-
ans/second. Thus, the STIM subroutine must be changed each

time the model is run, to accomodate the new data.
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AXIS -
ROLIL Y2AW
INPUT
L .Linear }Nonlinear Linear Nonlinear
Simulator|Simulator|(lSimulator |Simulator
{PDOTM) i (BDOTM) {RDOTM) (RDOTM)
ATLERON i
Command Command
{PADOT) {RADOT)
Linear iNonlinear |[L.inear Neonlinear
§Simulatorisimu1atbr Simulator |Simulator
ii (PDOTM) . (PDOTM) (RDOTM) {RDOTM)
RUDDER . & !
i
f Command Command
: (PADOT) (RADOT)
1

Simulator -~ recorded motions of the moving
base simulator

Coenmmand

~ reqguested motions of the moving

base simulator made by the sim-
ulation routine

Table 4,2 Data used as input to'Ormsby model
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The following four sections present the output of the
model for the four major categories - aileron roll cues, ai-

leron yaw cues, rudder roll cues and rudder yaw cues.

4.2 Aileron Rell Cues

Figures 4.2, 4.3 and 4.4 present the time histories of
perceived angular velocity in response to aileron roll cues,
using the linear and nonlinear washout schemes. In addition,
the response to the commanded aileron roll is also shown. In
each case, the perceived motion is approximately the same for
the first thirteen seconds. The angular velocity rises grad-
ually to a peak of .06 radians/second (3.5 degrees/second).
This is consistent with the expected response to the 5°/second
input roll velocity of the pulse-type aileron cue. It is after
this peak perceived velocity is reached that the interesting

differences occur.

But it is just at thirteen seconds when the second pulse
is input. The linear and nonlinear washouts cause the perceiv-
ed velocity to change direction; as indicated by the sign c¢hange.
In the linear case, this change in direction does not occur un-—
til the end of the run,'while in the nonlinear case it occurs
at fifteen seconds. In both cases there is apparent confusion
of direction. Just as there was in the first pulse, there
should be a delay before the perceived anqular velocity begins
to return to zero. The experiment actually ends too soon, so

the zero level is never reached.
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A real difference can be seen in comparing the simulated
cases with the commanded case. As can be seen in Figure 4.4,
the commanded case behaves as predicted - there is a gradual
increase to the maximum perceived angular velocity, anrd then a
leveling off. Presumably, if the experiment had been carried
past the second pulsé, there would be a gradual return to zero

in angular velocity

Iin this case, theﬁ, the nonlinear filter acts to contain
the confused perception involved in transferring the second
pulse to tﬂe motion base. While it performs better than the
linear filter, ié presents motion cues which are not quite able

to duplicate the desired motion perception.
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4.3 Aileron Yaw Cues

Pigures 4,5, 4.6 and 4.7 present the perceived angular
velocities output from the Orﬁsby model, for inputs of vaw
cues for aileron motions. In this case, the difference between
the linear and the nonlinear washouts is evident. Again, the
first thirteen seconds for each case are about the same - the
expected response to a pulse‘infut is the slow rise to a max-
imum angular velocity, then a leveling off, This is the same
response observed for the roll cues, as seen in Figures 4.2,

4.3 and 4.4.

Thirteen seconds into the motion history, the second
pulse is introduced. In the case of the roll cues, the
motion transferred to the simulator was rather rough. But for
the yaw cues, the simulation was very close to the desired mo-
. tion. This can also be seen by comparing Figure 2.9 with Figure

2.10 - notice how smooth the nonlinear response is in Figure

2.10 compared to the linear response in Figure 2.9,

as befo;e, the commanded motion to the simulator is smooth
and presents the expected response. A comparison of Figures
4.5 and 4.6 shows that the nonlinear filter presented the séc;
ond pulse with very little disturbance, while the linear filter
caused a noticeable discontinuity in the motion. This is the

anomalous rate cue which the pilots reported on in Table 2.1,
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4.4 Rudder Roll Cues

Figures 4.8, 4.9 and 4.10 present the perceived angular
velocities obtained from the rudder roll cue inputs. The sit-
uation here is different from the previous aileron cases, sim-
ply because the motion history in the rudder cue cases is much
more complicated than in the aile:pn cue cases (see Figure 4.1).
It is not clear that the Ormsby model is equipped te handle
such a rapidly varying motion history, and this must be kept
in mind duriné an ahalysis.

It does appear, however, that even in this more complex
case, the nonlinear filter is gble to contain the confused per-~
ceptions asscciéted with transferring the pulse train to the
motion base. Figure 4,10 shows that even the commanded input
has wide motion discontinuity, which might lead to the conclu-
sion that the Orm§by model has trouble haﬁdling this complex
pulse train. Again, the perceived velocity gradually increases
to a maximum, at about ten seconds. Had the experiment been
coﬁtinued past nineteen seconds, the zero perceived velocity
level would presumably gradually be reached. While there is
some room for argument that the nonlinear filter better presents

the motion cues in this case, it is a tenative argument at best.
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4.5 Rudder Yaw Cues

Figures 4.11, 4,12 and 4.13 present the final case - the
perceived wvelocities obtained from rudder yaw cues. As in the
previous case of rudder roll cues, the motion history is a com-
plicated pulse~like train. But unlike the roll cues, the yaw
cues seem to be transferred to the motion base more reliably.

This was also true in the case of aileron inputs.

The motion histories for rudder yaw cues are similar for
the first ten seconds. This is attributed to the slow rise in
angular velocity perception seen previocusly. Tﬂe ten second
rise time agrees with the rudder roll cue case., The nonlinear
filter again does a better job of containing the discontinuous
motion than does the linear filter., The commanded case is
smoother than the simulated case, but the nonlinear filter
does not change the commanded motion very much in the transfer

to the motion base.
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4.6 Results

The purpose of this investigation was to determine wheth=-

er or not there is a vestibular explanation for the results ob-
tained by Parrish and Martin, These results (reported on in
Chapter II) indicated that a nonlineér washout scheme provided
better simulation fidelity than did the linear washout scheme.
This result was not due to the fact that the nonlinear filter

presented more of the motion cue; rathef, it eliminated the

false rate cue which arises in the use of the linear filter,

In order to accomplish the goal of providing a vestibular
explanation for the anomalous rate cue, the motion histories
from the Parrish and Martin study were input to the Ormsby hu-
man dynamic orientation model, Included were aileron and rud-
der motions with yaw and roll cues, for each of the two wash-
outs. The cutput from the model is the perceived angular vel-

ocity of the pilot during the simulation.

The outputs for each of the motion.histories weré present=-
ed in the preceding sections. Several results can be pointed

out:

» The yaw cues provide the most compelling case
for a vestibular explanation. In the aileron
yaw and the rudder yaw cases, the perceived
angular velocities were "smoothed" considerably
with the use of a nonlinear washout scheme as

opposed to a linear washout scheme, The term
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"smooth" refers to the ability of the nonlin-
ear filter to present a continuous motion clo-
sely resembling the commanded motion, r&;her
than the.rdiscontinuous motion presented by the
linear filter. The discontinuity which accom-
panies the use of the linear filter has previ-
ously been described as the fundamental differ-
ence between the two filters -~ the anomalous
rate cue, This false cue manifests itself in
the form of a jump in the perceived angular

velocity of the pilot.

The results obtained for roll cue inputs were
not so corroborative of the Parrish and Martin
study as were the results for yaw cue inputs.
They did, however, show some of the character-
istics exhibited in the yaw cue case. The non-
linear filter contained the discontinuous jumps
induced by the pulse train to a greater extent
than the linear filtgr. The nonlinear filter
was better able to transfer the commanded input
to the motion base than the linear filter.

This is evident in comparing Figures 4,11, 4.12

and 4,13.

The explanation for the differences between the

roll cues and the yaw cues most likely could be
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found in examining the mechanical differences
between motion in the two axes. Intuitively,
it can be argued that the yaw motion simulation
(twisting about earth vertical) is an easier
task mechanically than roll motion simulation
(twisting about the horizontal axis). No doubt
a careful examination of the simulator base -
will reveal:the cause of the differences cobser-

ved,

A comparison between the outputs for aileron
and rudder inputs sﬁeds some '1ight on the use-
fulness of the Ormsby model, The aileron in-
put consisted of two pulses, separated by thixr- -
teen seconds, while the rudder input was a
train of pulses. The Ormsby model has never
been used with a complicated input such as the
rudder input., But despite the fact that the
output contains large motion discontinuities,
even for the commanded case, it is still pos-
sible to make a comparison between the linear
and nonlinear schemes, and arrive at a conclu~
sion similar to that reached in the aileron in-
put case. Indeed, it does appear that the non-
linear filter contains the discontinuous per-

ceived angular velocity mére effectively than
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the linear filter,

Thus it is seen that the Ormsby model provides a vestibu=-
lar'explanation for the subjectively acgquired difference between
the two washout schemes. The linear filter presents an anoma-
lous rate cue as output from a pulse input, which the vestibu-
lar system transforms into a discontinuous perceived angular
"velocity. The nonlinear filter does not present this false cue,
‘and the resulting vestibular transformation provides a much
“"smoother" perceived angular velocity. In addition, thé com;
parison between the Ormsby model outputs from aileron and rud-
der cue inputs gives insight to the model's use as a‘simulator

design tool.
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CHAPTER V

CONCLUSIONS

This thesis began with a discussion of the importance of
motion simulation in general, and went on to examine a parti-
cular aspect of simulation - the washout filters used to con-
strain the motion of the simulator and maintain the fidelity
of the simulation, The two washout schemes examined hetre were
a linear washout and a nonlinear washout., They differed in the
types of filters used to washout translational cues. The lin-
ear washout was seen to present a false rate cue in response
to a pulse input.. A subjective %;giysis of these two filters
revealed that this false cue causes pilots to rate the fidelity

of a simulation using the linear filter much lower than the

same simulation using the nonlinear filter.

Examination of physiological models of human dynamic orien-
tation led to the notion that such a model could be useful in
comparing simulation schemes, Tﬂe model used in this work,
conceived by Ormsby, draws primarily on knowledée of the orien-
tation information provided by proceésing information from the

vestibular organs. Time histories for different motions were
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input to the model in ordex to-evaluate the vestibular reac-
tion to the linear and nonlinear filtering schemes. It was
found that indeed the wvestibular system reacts differently to

the motion histories produced by the two filters,

The next two sections present the -conclusions of this work as
they relate to the following two questions, first posed in the

introduction:

s Can the observed differences in simulation
fidelity between the two filters be explain~
ed using a physioclogical model of human dy-

nanic orientation?

» What are the implications for this model as

a drawing board tool in simulator design?

The final section suggests avenues for furthexr research in this

area.

5.1 The Vestibular Explanation Question

Figures 5.1 and 5.2 present a recapitulation of figures
shown in Chapter IV, They are the OQOrmsby model outputs for
aileron yaw_and rudder yaw cues, respectively, and they pre-
sent the best cases for a vestibular explanation of the sub-—
jectively observed anomalous rate cues. In each case, the per-
ceived angular velocity shows the expected gradual rise in re-
action to the first acceleration in yaw. In the linear case,

the second pulse {or pulses) causes discontinuities in the per-
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83

ceived velocities. 1In the nonlinear cases, these disturbances
are considerably reduced. This.is best seen in comparing the
simulated velocities with the commanded velocities. It can be
seen that the nonlinear filter is better able to transfer the

commanded motions than the linear filter.

So, thé physiological model enables a quantitative eval-
uat?on of the differences in washout schemes to become a real-
_ity. It is now possible to know the outputs from the vestibuw
lar sensors and to deduce a reason for thg subjective ratings
of the two methods. Indeed, there is an anomalous rate cue
sensed by the vestibular system - it manifests itself as a dis-
continuous perceived-angular velocity when the linear washout
scheme is used, and that discontinuity is lessened considerably

when the nonlinear scheme is used.

?he physiological model has performed the task demanded
of it = it provided a vestibular explanation for the subject-
ively obsexved differences between the two washout schemes.
That difference was found in the differing perceived angular

velocities which are the outputs from the model.

-

While this was only a limited test of the perceptions in-
volved in phe motion simulation, it seems to wvalidate the con-
clusions reached in the Parrish and Martin stucdy. It is also
an additional validation of. the model - since the predicted re-
sponse to a pulse ingut is a gradual rise in perceived angular

velocity to a maximum, and this is. what was seen in every case,
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the model appears to be functioning at a level consistent with

available knowledge of the vestibular output.

5.2 The Suitability as a Design Tool Question

The question of the physiological model's appropriateness
- for use as a simulator design tool is a more difficult question
to answer than the previous one., Certainly one could imagine
the usefulness of such a model in simulation design. But the
present case is a very limited one, and the small scope of this
work should be taken into account in any conclusions which are

drawn.

Figures 5.3 and 5.4 present the roll cue- input cases, as
first presented in Chapter IV. The roll inputs did not propose
as compelling a case for a vestibular explanation as the yaw
inputs. But these figures are offered so that a comparison be-
tween the aileron and rudder cases can be made. It is import-
-ant to remember that the inputs‘for the two cases are very dif-
ferent ~ the aileron input is basically a pulse doublet, but
the rudder input is a train of pulses., From this narrow inves-
tigation it is hard to say whether the model really gives an
accurate picture of the response to a complicated motion his-

tory such as the rudder pulse train input.

Assuming tha model is proven to accurately portray the ves-
tibular response to a complicated input, it appears that the

model is applicable for simulation design purposes. In this
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case, had the washout schemes been simulated on the computer
rather than using a computer only to simulate the aircraft
which in turn drives the motion base,'the same motion histories
could have been obtainedf ’Theggwithdﬁt the necessity of set~
tiné up an actual mot&on base, the same time histories could
have been procured. vOnce input to the Ormsby model, the out-
put would have shown the differences in simulation fidelity be-
tween the two washout schemes, The same conclusions could have

been reached without ever having to use an actual mechanical

simulator.

Thus, assuming the motion higtory of the part of the sim-
ulator to be analyzed is sufficiently defined such that a com-
puter simulation progfam can be written, the Ormsby model can
predict pilot perceived angulgr velocities froﬁ that motion
simulation. There is no need to_use‘an actual mechanical sim-
ulator, and norneedrto eﬁploy pilots for subjective analyses.

The model is able to do the comparisons and predictions with

confidence.



S.3

g8

Suggestions for Further Research

This work opens up several areas for further research:

1. It would be useful to understand how certain
parameters in each of the washout schemes affects the
resulting motions of the simulator base, and the re-
sulting perceived angular velocities of the pilot. By
varying different parameters (such as in the preliminary
filters or braking acceleration logic} new motion his=
tories could be obtained., These, in turn, when input to
the Ormsby model, could provide new insight into the

workings of washout schemes.,

2. There are several revisions which suggest them-
selves in regards to the Ormsby model. The necessity for
tuning could be eliminated were the Kalman filters to be
replaced by continuous Kalman filters, rather than the
discrete filters currently in use. Also, more work should
be done to verify that the model is indeed capable of
handling complex motion histories. Finally, the model

might be expanded to include visual and tactile cues, as

_well as the vestibular cues it now employs.

3. The model should be subjécted to more rigorous
tests of its ability to be used as a simulator design
tool. One way which immediately suggests itself is to
take a case such as the one examined here and do the

testing in the opposite order. That is, run the motion
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nistories through the model, and then let the pilots do
a subjective analysis. More extensive use of the model
will suggest areas for improvement, and begin to perfect

it as a simulator design tool.
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A-P_PENDIX

This appendix contains programming maﬁerial used in the
work presented in this thesis. The Man;Vehiéle Laboratory's
PDP 11/34 was the coméuter used for these FORTRAN programs.
Most of the documentation for the main Ormsby programs and aé-

sociated subroutines is taken from Borah [31.

aA.l Human Dynamic Orientation Model

The listing which follows is the main module which imple-
ments the Ormsby model of human dynamic orientation., Several
changes have been made to the original program (the first three

by Borah):

1, Statements and routines which allowed, foxr varying
afferent base rates and additive random noise have
been eliminated., Thus,” all responses are average
responses, and firing rates are those:above the spon-

taneous rate,

2, Statements were added to allow for non-zero long time

constant, T (variable TW in the program).

3. Comment cards were added for clarification.
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4, Statements were added to calculate state transition
matrices for any given update interxval, for both
canals and otoliths., Vectors TC, TPC, TO and TPO

are no longer data entries,
5., . DATA statements replace data input cards.

6. Kalman gains GKO and GKS were calculated for a .25
second update interval, rather than the 1.0 second

interval used by Ormsby and Borah.

Table A.l lists the variables found in thié program and -
their definitions. Several subroutines are needed to use this
program and they are described in the next sections. Following
the listing is a sample page of output. Table A.2 describes

the output variables seen on this page.
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OGYNen L CRUSNTATION FROGRAM

T s

s Y FN L RO vy YOS e ZN(F 7 2 MU R v O S 2 T 35
FpZOC TN BTULI3)Y yLTNC3 3 v VBRC(I Iy VBROCIY = {3 2o AL(3) »
e THHI S TRHOS ) y THH B3y TUHS IS ) » TABCE) v M F s W37 Y (S
Gre WDy NS (I EMHL I EAH I hWRARE(I) s WRERF (I s WTR

i

Yo RGFUNTIY MO (T o MNCL ) 2 FNIS 3 o X33 2 V0T VEIT »VF (3D

STATEHEMTS

IFR /57.29578.

T /.2 SOOOOOOQOF 30/

:E{{x JPI"

NOT 240/

NYE A0 22ai GG70F =045 0, 473001 20E-03y 0. 4¥580180E~02/

CU /=0,23878500E 02»=-0.11318880E 04y—0,63718350E U4y
Q. AT&HAI070F N3/

B o0, o TR~ 0% 0L B LA LTS3 0E-0G 0L 1B03T LI 20R-03y
O, 305390 0E-01/

FECD Z1.370B0000E 00/

THRORD - 0,33 000 0D/

G000 F-CLTURAQQOUE DO/

LiMG 0. 47000l -03a G, AVOSESAQE~QR/

L0 SL,80000 00307 071, 80000000 0440, 000000001 00/

GRO 70, 80073 00E~00r 0. 9010465080500, iuéidﬁb”" OEH

GES SN 1 RTRGLTE-- O G 10ADTERE-OA 21205 1E-~

U0 L2500 0us

p— R
TOFO e XAE L D0
ST e ) LTI o0

Wiyl s o vde St e WA

SANITHE S0 SN0 N0
REFG 4 500008 0L/
vy

THOGT Ja e Tadndgil 00y

HUN S0 NS00l 0y QL NEO0RR00E  0U a0, RO 00E 0.

QL OGGHLADNT OO/
FOW e 00gnnit OG0 OOIDCGIAED D00, GOOCHHNOE D5 .

Q. QO0QQG0LOT N/
ZCH AL, 00000000 U0 0. 02Q00000E GOy, QUGGHINUE DUy

QL DO0GORDLT D0/
KR A=0 e 0lB2nieo00i-01 ¢ -3, QAAACGUOE-OAy —0 L 2000GO0O0NR Oy
YO 70, Q00702000 Q3G Q0000000E Q00,0000 00/
L0 =0 1 LAMEOMI-01 » =00 T RAT0UDOE0GH v =0, A2 GEO00ds G007
AC 000000 GO 0L Q0000000 00y GL000Qu0uEL Ul
TU A g lT A0« 0, 0000 0E 00«0, 000000 O QY
SO0 0BT tare O GGG iy O Quddosudis S/

MO O A0 0d00 0N D0 O 0000000 00 00 0uaauddal 00
MU, o, QOue 0T oy O OO0 O O Goe D QUODQuaagn Qul
FARREPETS S RS R A WSl U, B PR A T S SAES B IR 4 JICS B

Yol SO,000300g0fF 000, 00000000E (0,

A VIR NS AFUNTIIC R 6 M VKRR b SN PR T A A AL R § Py i

ORIGINAL PAGE IS
OF POOR QUALITY

TOH REPO201T . TO4) s TO(Z»J3 » TRPC(32 3 v TRO (2 2) »OVE (33 »
Yy OOy COCE T » THOA Y 2 R PH(4)¥YPH(4)v{LH(4)yFQ(K)yXDH(3)y
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0ATA DOLD Z0,.00000000E 00vG.0000QCGO0E 00y ~2 . 00000000E 00/
LDATA WSFO /0.00000000E 0Gs0,.00000000E 0050.00000000E 00/
TATA WOF Z70.00000000E Q02 0. 000U00000E 0020.000000008 00/
DATA TOVEL /3.30000000E 01/

naTa TRFOS 74,00000C00E OL/

DATA THLC /0,25000000E 00/

OAaTa FHOIBE /0.00000000E OO/

SET UFP FILE ASSIGNMENTS

CALL. ASSIGN(2L, ‘DRIIORLT.NONY)
CALL ABSIGN(22,  LN1IIRESULT.SAR )
WRITEL(Z2Z»3D
FORMATC " LIMEAR ATLEROH ROLL 1 73

WRITE(22y700) LOTsNITP
WRITE(Z225705)

CaNal SFPECIFICATIONS

Call. STHMCLOTsNITFTRCTE)

ng 10 I=i.4 - .
WRITEC(Z2,710) TOIeddeTCCI v 23, TO(IsS)2TO(Tr4)
ng 135 I=1.3

WRITECRZZ2:7320) TRO(I»1d s TRC{I 2o TRCA(T v 3o LIVELTD
WRITE(2E,730) COCLYsCOCR2) s COL3 0 L0LA)
WRITEC(IZy740) GRC{1)GRC(2Y-GRC{3) yGRE(S)
WRITE(Z2:730) FSLCC-TECL, 8800

Cat.l. EULER(FBCLsTELC,H8CCCTD)

WRITE(ZD» J&3)

OTOLITH SPECIFICATIONS

Call, STHMO(DT«NITFTFO«TO?

Hy 20 I=1:3

WRITEC 22770 TOLTIedyeTO(Ts2)« TO(L 3R

ng 25 f=L.0 ;
WRITFOD2, 78300 TROCE- L2 -TPO(I 25 00T
WRITEC(22:,720) COCLY»COL2)+COCE) )
WRITE(Z2Z22800 GROCL) yCRAOUY v BGROSY v GRS LI v GRE(2) oGRS (3
WRTTEST?Z 810 FurfTOT-30T0 880000 » 048 Uy IHA0
Call. BEULERIFOIO TOTI:807T0CT0:

Ty 27 I=l:X

SLT 00T RBACFAC
WRTTECIT825)

THITIALEIATION

LG SR AR

WRLTEC2Zy8300 KCHOPY o YOHLCT) »Z0HLT)
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ACLI=KCHM(43
A{RY=YCH(4)
A(3Y=ZCH{4)
CalLl, COTRN{(N-CTCy1sWD)
U0 3& I=1.3
36 WRITE(22y8346) XOH(I YOR{LI) 2 ZO0H(I)
ACLI=XOHO3)
AL2y=YOH(3Y
A{3)=Z0H(3)
Caill. COTRN(AyCTO1s0A0)
0 4% I=1+3

43 HRITR(22,RE0) XC(IYoYOC(IXLZUC(TD
ng 56 I=sie@
a0 WRITE(ZZ,85%) X0(D)Y0L(D)»ZO(I)

WRITE(ZZ,8735) DOLDCL) »DOLDCZ) yDOLICE)
FRr=1,0-EXF{(-DT/TOFOE)

Fh=THVE]L

WRITE(ZZ,880) TOVEL TOFOS THC.FFFNOISE
S FNCL)=EXP(-DT/TNE) -
FN23=THNCR (L« =FROL2DY/ATT-FN{L
FROZI=L~THROR(L o ~FHR{LY 3 /0T

[
C MAIN PROGRAM CYCLE
[
C THO CURRENT STIMULUS TH HEAD COORGIMATES
G {(EVERY UT/MLTF BEC.): )
C 1. AaNgliiaRk ROTHACION VECTOR (TUH) AT (TIMES.
C 2. GPEQIFIC FORCE VECTOR (TaM)y AT (TIME+HDRTA2).
£ 3. TRLE HMIN VETTOR AT {(TIME+DT/2).
C
0 4%0 ITIME=L-NDT
DO 100 I=leMITR
TIME={ I TIME-L )BT+ IR T A ANTTR
Call STIM(TIME TWHs FAHy TIO)
C
G TRAMSFORMT TO STENLSDR COORTINHATES
C
Call, COTHMITWECTC 09 THE
Challl. COTRMOTASHCT O TAHAS S
C
c BEMSUR STIHULATION (FEYERY NT/AITFP SED.¥
c USGING CURIEENT 8TIMULUS WnllUER: UPDATE STaTeE
G VECTORS FOR 3 UCANALS {(XU»Y0 aRb ZCre oMl
o S OTOLITHS (AU YU AND Z0 . ANT DOHFUTI
c AFFIEIRENT FIRTNG HATES ‘CO8X08Y 087 08X 08 11570,
(M

Bx=THS (1)
Coll BVURLUIKE TPCyuVC» 5 C8X ey CL 39 4D
S=TWE(E)
Crlude SVLIFDYCy TT O PNCy B2 UBRY » TG 37 4.
Be=THE )Y
Coabll SULTH TR QU B DR DN v 40

ORIGINAL PAGE 1B
OF POOR QUALITY
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S=TAS (1) .
CALL SVUFTI(XO, TRFODUD S 08X, G022 3)
S=TAS(2)

CALL SVURD(YDsTFODVO: 52 08Y»C0»253)
8=TAS(3)

CALL SYUFTICZ0s TG OUDyS» 05Zy0Sy 2+ 3)

QFTIMAL ESTIMATOR (URDATE EVERY DT SEC.)3
GET CANAL AND OTOLITH SYSTEM STNTE ESTIMATES FROM
STEADLY STATE RaLMAMN FILTERS.

CALL SHRF{XCHyCEX»TL LR GREy4)
CALL S8RFA(YCHUBY»TCyCCyGRCy 4)
Call SSKF{ZCHCBZ,TCyLOGRE 4D
CALL SSKF(XOH 08XsTO-COrGRO23)
Call. SERF(YOM,08YTOyCO»GROY 3D
CALL SSKRF(ZOH-08Z»TOLErGREY 3D

ENTER ROTATION RATE ESTIMATE VECTOR (CANAL ESTIMATE).
EWE(1=XCH(4)

EWS(2)=YCH(4)
EWS(3)=ZCH(4)

ENTER SFECIFIC FORCE ESTIMATE VECTOR (OTOLITH ESTIMNATE) .

EAS(1)=X0H{3)
EAS(Z2=Y0H{3)

SACCULE NON-LINEARITY
EAS{3)=AMNRKL (. AR (ZOH{3 I+, 41671~ 4186 — 41 49)
REGTORE MAGINITULRE OF OTOLITH ESTIMATE TO VALUL HELU
BEFORE CONSTRERATION OF SACCULE MON-LINEARITY.
(THEREFORE » NON-LINEARITY EFFECTS OMLY DIRECTION OF
OTU.ITH ESTIMATES .
Chall, MORMJEAS YD
) 130 I=1-3
DM Y =XOH{ SRR IEVORIZ IR THZON 3 ) k2
EAS(L)=8RRT(DUHMY )XY (L)
TRANSFORM TO HEAD COORITMATES

Colll., COTRM(EHRSCTCO Lo EWHD
CalLl COTRN(EAS:CTOr1iskAH)

FRINT STIMUILUS, SENBOR AND OPTIMAL ESTIMATOR VaLUES.,

WRETE(22:900) TINME
WRITEST2yF10Y TWHOTY»THS L) vOSXyEWHE LY TAM LY TRECL Y
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1 OQS8XEAMLLY» TOH (LS
HRITF(M&rwio) TUH{ZI > TUS (23 yCOY s EHH(R2) » TAH(Z2 » TAS(2)
1 OBY+EAH(2Y y TRH(2)
HRITE(EE??iO) TWH(3) > TWE(3) yCEZyEWM(3) » TAH(3) » TAS(3 ) »
1 O8Z EAM(3) » TOM (3D
WRITE(22,920)
C
c DOWN AND W ESTIHATOR (UFDATE EVERY DT SEC.).
C COMBINE QTOLITH AMD CaNAL ESTIMATES TO FORH
™ NEW ESTIMATE OF:
G 1+ PERCEIVED DOWN (UNEW)Y &7 (TIMEHDT/2).
e 2, PERCEIVED ACUCELERATION (ACC) AT (TIME+DT/2).
c J. PERCEIVED aANGULAR VELDQCITY (HTOTY T (TIHED .
e .
CALL TOWN(DOLD EWHyEAH>ADvWSFO»FD T TOFOS»BFAC WOF »
i WNCOs WNEL s FND
450 CONTINUE
[
c FORMAT STATEMENTS
G
700 FORMATL //5° UFDATE INTERVAL='sF3.22 ‘SECONDS. ‘s
1 NUMBER ITERATIOMS FPER INTERVAL=Y»13.//2
7035 FORMAT(/ /v’ SEMI-CIRCULAR CANaAL SYSTEM SFECIFICATIONS  »/)

710 FORHATL CANAL TRANSITION MATRIX="94E15.8)
730 FORMATC 7 CANAL 8SYS UFPDATE MATRIH="3E15.89

1 ’ CaNal. DRIVING VECTOR=/ELS.82
730 FORMAT(/ 97 CaMaL. 8YS OUTRUT MATRIX='»4EL1G.8v/3
7490 FORMAT( 7 CANAL 8YS KaLMAN GAINE =',4E15.8)
730 FORMATC(/ 9’ CANAL ORIENTATION WRT HEADL FHI='EL12.3v
1 T THETA='E12.5y ¢ FEI="2[E12.5«/)
745 FORIATA /A ! OTOLITH B8YBTEM SPRCIFICATIONDG </

770 FORMAT( 7 OTOLITH TRANSITION MATRIX=',3E15.8)
780 FORMATL( 7 OTOLITH SYS8 UFDATE MATRIX=7,2E10.d»
1 ! QTOLITH DRIVING VECTOR='»E13.8)
790 FORMATLA o7 OTOLITH 8Y8 OQUTRUT MATRIX="»3E15.8)
800 FORHOYT (/9 7 UTR KAl GAINS=/»3CE12.57 O8AL Kak GAIRNS=’.

1 AE12.5)
810 FORMAT (A9 OTOLTTH ORIEMTATION WRT HEAD  FHT=.
B | EL2.37  THETA= 12,0877 POI=/ yEL1Z.0e/ s
2 £ BACFNU=" yEL12,.5 7 0 BENS FER G=7»
3 E12.5s7 0 8YS GAIM (IFAC)="9E12,3+/3

823 FORMAT L /7 97 SYSTEM INITIALLIZATION »//)
830 FORMATC ¢ INITIAL STATE ESTIMATES. XCHeYCHeZCH="y

1 3E1T.8)
836 FORMATC 7 TMITIAL -8TATE ESTIMATES, XOHYOHy Z0M="»
1 JELS.8)
830 FUuRMAT( ¢ TRUE CANAL STATE VECTORS Xu»YDs2Z0=
1 AELG.8)
BaT FORMATO f PRl OTOLTTH %Tﬁfr UELTORS XD YRe70=/ 337 15,87
B79 FORMATL ¢ * QLRI Ly 2y 3= v FEL2.50 /0
EaG FORMNT (/e TOWN RATE Tee/ L2, 597 TOWM FOB T/ 913, 0y

ORIGINAL PAGE 1S
OF POOR QUALITY
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¢ NON COMF T CONG=’sEL12.5,7 FUS ERROR [FRC=

1
2 E12.99/¢” graNal. HOISE FAalTOR FNDIGE="rE12.35
3 tLis//w! BYSTEM SIMULATION 3/ /7770
200 FORMAT(Y T=’sFé+25” W HD W SENS ¢ BIG
1 g EST W MO . 8F HD gF SENS 0 8IG
2 <0 EST SF DOWN HO' )
F10 FORMAT (' ‘yPELRL.E)Y -
220 FORMATC(! ° RECE ROTO RFOS
1 WRARE WPERF WTOT ONEW " »
2 ! Atl -’}
STOF
END

5TOF -
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Table A.1 Variables used in main proéram

20(I)
cc(I)
co(1)
Cs (1)

CSX(I), CSY(I), CSZ(I)

cTC(I,J)
CT0(I,J)

DFAC
DOLD{I)
DPR

DT
DVC(I)
DVO{I)
EAH{I)

EAS(I)
EWH(I)
EWS(I)

FD

FN(I)

FNOISE

FoTO, SOTO, TOTO

FP
FSCC, SsCC, TsSCC
GKC{I)

GKO({I)
GKS(I)

old otolith estimate
canal sensor output
utricle sensor output
saccule sensor output

current canal state vectors, sensor
coordinates

direction cosine matrix between head
and canal, sensor coordinates

direction cosine matrix between head
and otolith, sensor coordinates

steady~-state gain of otolith estimate
old DOWN value (=.46)

degrees per radian {(=57.29578)

update interval for DOWN estimator
canal sensor driving vector

otolith sensor driving vector

current otolith specific force esti-
mate, head coordinates

current otolith specific force esti-
mate, sensor coordinates

current canal angular velocity esti-
mate, head coordinates

current canal angular velocity esti-
mate, sensor coordinates

= TDVEL
constants for first-order filter
signal~to-noise factor

Fuler angles for head and otolith sen-
sor coordinate transform

position error factor

Euler angles for head and canal sen-
sor coordinate transform

canal Kalman gains
otolith (utricle) Kalman gains
otolith (saccule) Kalman gains
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Table A.,1 continued

NDT
NITP

OSPG

OSX(I), OSY(I), OSZ(I)

SACFAC
TAH(I)

TAS(I)
TC(I,J)}

TDH(I)
TDPOS

TDVEL

TIME
TNC

TO(I,J)
TPC(I,J)
TPO(I,J)
TWH (1)
TWS (1)

WNCL (I)
WNCO(I)

WO(I)
WOF (I)

length of motion history
number of sensor updates pexr DT
otolith afferent firing rate per g

current otolith state wvectors, sensor
coordinates

saccule factor (=.5)

current stimulus specific force,
head coordinates

current stimulus specific force,
sensor coordinates

state transition matrix for canal
Kalman filters

DOWN _
60 second time constant for DOWN
position

35 second time constant for DOWN
angular velocity

current time in seconds

«25 second time constant for uncon-
firmed canal estimate

state transition matrix for otolith
Kalman filters .

state transition matrix for canal
sensor update

state transition matrix for otolith
sensor update

stimulus angular velocity, head
coordinates

stimulus angular velocity, sensor
coordinates

low frequency portion of WNCO

previous unconfirmed canal angular
velocity estimate

old otolith estimate

low frequency portion of otolith
angular velocity estimate
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Table A.,1 concluded

WSFO (I)

Xc(I), ¥c(I), 2C(I)
XCH(I), YCH(I), ZCH(I)
Xo(I), ¥o(I), zo(I)

XOH(I), YOH(I), ZOH(I)

previous otolith angular velocity
estimate

old canal state vectors, sensor
coordinates

current canal state vectors, sensor
coordinates

0ld oteclith state vectors, sensor
coordinates

current otolith state vectors, sensor
coordinates
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0.25 W Ho W BEMS C SIG L EST W Hi HF HO SENS 0 sin 0 EST SF DIWN HIt
=Q.2AYYOE-03-0, 14733E—03 0 46307E-02~0 . 220U2E~03 G, 00000&%00*0 4 DLRCH00-0, 5397661020, 70889E-02 0.00000K100
0, 00000EFO0 ©, 14733E-0% 0,44307E-02 0,50927E~11 0.00000E100-0,15114E-05-0,120504E-0F 0,57644E-06 0, 00000E100
0. 00000E OO0 0.971GBE~04 Q,30537E-02 0,727460E~11-0,10000E+01~0.,90431E100~0. 57076E+02-0.47331E+00-0, 1QG00E401
RSLE RUTD RPOS WFARE WEERF WwroT LNEW AGE
0+ 3H896E-~04 0/22FLAE-08-0414106E~06~0,55394E~12 0, 00000E+00-0 HEIP4E~12-0 . 10020E-03 0, 78428E-02
~0HOABOE~12 Q.30579E-04 0.49609E-04 0,19214E-12 0.00000E100 0,19214E-12 0.347I7E-04 0,15412E~04
=01 933F0E-0F 0.,00000E100 0.243F34E~08~0.11056E-07 0,00C00E100~0,11056E-07-0.10000E401 0, 13D04E~01
0,50 W HD W SENS € SIF G EST W HD SF Hh HF SEND 0 sIG 0 EST 5F DoOWH HI
=0, 13214E-02-0,84497E~03-0,244655E-~01 0,1 1467E~02 0, 0O000E100-04 422625 100-0,S50000E4 020, 69644E-02 0, 00000E4 00
0. 00000E100 0.B45697E-03 0, 244655E-01~0,4B552E-10 0,000006400-0,15114E-05-0,114{7E~-03 0.48120E~06 0.,00000E100
0.,00000E+00 0,S5854E-03 0, 17578E-01~0,58208E-10~0. 10000K F01 -0, PO4BIEF00-0  SILTE 02=0, A7107EL00~0, 10000E4 01
REGC RITO RPDS WRARE WFERP WreT IIHEW ALC
0. 15%14E-03-0,12441E~06—~0 . 004S0E~04-0,37364E-10 0.00000E F)0-0,27344E~10-0,2070E~03 0.646B4E-02
0+12034E-10 0.50930E~04 0,57570E=04 0. 20176E-10 0,00000E100 0.20174E-10 0,192P2E~03F 0, 08294504
=0 2000ZE-07 DA7N27E-08 0.11079E-07-0,17718E-04 0.00000E+00-0,1771BE-06~0, LOQ0OEFOL 0, T1B7UE-0L
6.75 W HL W SEHS ¢ sig G EST W Hi SF Hh 8F SENS 0 sI6 0 E8T §F NULN HI
~031713E~03-0, 5234 4E-03~0, 14397E-01~0,3Z0PAE-04 &, 00000E100-0,A2242E HO0-0, 46234E4 02~0, 20U724E~02 0. 00000E100
0.00000E100 0,52F64E-0F 0,16397E-01 0,3A253E-10 0,00000E+00~0.15114E~05~0., 10TURE-03 0, 41163E-04 0.00000E100
0.00000E100 0,34533E-03 0, 10013€~01 0,246379E~10-0,10000E+01~0P0431E4 00-0, 490H75E+02-0, 4631 0E400-0. 100006401
RECC ROTO RPOS WPARE WPEKFP WTOE HHEW AGe
—0+11744E~03-0,3554BE-04-0:30HPPE-04~0, 14374E-11 0.00000E100~0.14374E-11-0,234F6E~03 0.21634E-02
~0.14900E-10 D BZ139E~05 0.19544E~04 Q. PO417E~12 0.00000EH)0 0.98417E-12 Q. 74R04E~04 (. 34036E-04
0, 25000607 0.17559E-08 0,153469E~0B=0,73480E~00 0.00000E100-0,73400E-068-0,10000E401 0.20?6“[—0"
1.00 W Hh W SENS [ ) C EST W HI GF HO SF BENS ¢ 516 0 EST &F DEWN HD
0414502100 0.87039E-01 0.27349E+0L 0. 13112E400 0., Q0000E100-0, A2LAZEN00=0, 4246456402 0, 76209E-03 0, 00000E100
0. 00000E100-0,B7049E~01~0,27349E101 0, 20177E-00 0,00000E100-0,15114E-05-0. PIP06E-04 9.35678E-046 0,00000E4 00
0. 00000E100~0.57390E-01~0, 1B0O3LE 01 0, 74504E~00~0. L0000EH01-0, P03 1E400-0, 497 26E1 020, 44656E4+00-0. 10000101
RGBCE ROTO RPOS WFARE WRERF uToi TINEW ALC
-0, 2074FE~01~0,17033E~-05 0.85415E~04 0,575B5E-08 0.82726L-01 0. BR724E-01-0,1R20PE-03-0.14664E-03
=04 16061 E-06-0. 460075E~04~0, 7BIIBE-05 0. 28218E-04 0,219246E-0TF 0, 21954E~03-0,204609E-01-0, P4H03E-00
0, 44351E-05-0.30041E-08 0.14592E-06 0. 27480E~04-0, 195076 -04 0.789340-05~0, 9997201 00-0.13347E-01
1.23 W HTY W SLHE C 8IG C EQT W Hb 8F HI SF SEMNS o0 816 + EST &F LIOKWN KD
0, 43301F 100 0,40547E 100 0. 12494E402 0,53352E-H00 0. 00000E100-0, 42242E+00-0,IP2F0EL02 0, 39591E~02 0.00000E100
0. 00000E1 000, A05ETE 00 =01 24P6E H)2=0, 16337607 0,00000E100~0,15114E-05~0,84627E~04 0, 31G17E-04 0. 00000E100
0 00000E100~0, 247G2E 000, A372154H0E 0, 00000E+00=0,10000EH01~0, POSI1EI00~0, 42064E+02-04 4269 LES 000 1000081 01
RECEC ROTO RFOS WFARE WPERF WioT TINEW ACE
~Q.74074E-01 0.34791E-14 0,37403E-03 O.1242GE~07 0.2U265E100 0,28265E100-0,12547E~03-0,40170E-02
~0 ATPIIE-QE6-04 LHHV7E-QA—C , IBALTE-04 0, AFB4SE-05 0,22297E-03 0,22754E~03-0.91144E-01-0,41720E~-01
0. 12351E-04 0,341108E-04 0,344B7E~05 0, 0818446E-04-0.560746E-04 0,25770E~-04-0,7950AE400-0,31174E-01
1.50 W HI 1 SENS L 861G C EST W HD SF HIQ §F SENS 1 SIG 0 EST &F DOWN HD

0, &H281E+00 (0 41834E400 0, 12946E+02
0, 00000 100-0 4 410568 100-0, 12946E 102
0. 000008 FO0-0 . 27BHPE+00~0 . BFI74AEHO]
RELL ROTO RPDS
0.17321E-01 0429975E-04 0.29762E-03
=0, 74995E-04~0,40210E-0%5~0.73862E-04
-0+20444E~05 0.54732E-06 0,54345E-05

0, 25746EH00 0. 0000084 00=0,42242E4+00~0.IEFBLEL0T ), 73B46E-02 0.00000E100

0.02002E-07 0.,00000E4+00~0. 1511 4E-085~0, 75725E-04 0,28413E-04 0.00000E400

0,74504E~08=0 ,10000E101-0, 9083 1EHO0-0, 30S81E1 02~04 40442E400-0,10000E101
WPARE WPERP WTaT DNEW AGU

0.1B757E-08~0,70400E-01-0.70400E-01-0,449B1E-04-0,74053E-02

0,18104E-05 0,322178- 03 0,323920E-03-0,73508E~01-0,B30837E~01

0. 21200E-04-0,20578E-04 0. 13295E-05~0,9972PE400-0,543356-01
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Table A.,2 Variables output from model

W HD
W SENS

C 8IG
C EST W HD

SF HD
SF SENS
0 SIG

O EST ST
DOWN HD
RSCC
ROTOQ
RPOS
WPARE
WPERP
WIOT

DNEW
ACC

angular velocity vector, head coordinates

angular velocity vector, sensor coordi-
nates

canal signalﬁ affgrent firing rate from
three canals

canal estimate of angular velocity vector,
head coordinates

specific force vector, head coordinates
specific force.vector, sensor coordinates

otolith signal: afferent firing rate from
three otoliths ’

otolith estimate of specific force vector,
head coordinates

unit vector in direction of gravity, head
coordinates

canal contribution to DOWN, head coordi-
nates

otolith contribution to DOWN, head coor-
dinates

rotation vector to null difference between
SF and DOWN

angular velocity perception parallel to DOWN,
head coordinates

angular velocity perception perpendicular to -
DOWN, head coordinates

total perceived angular velocity, head coor-
dinates

perceived DOWN vector, head coordinates

perceived acceleration vector, head coordi-
nates )

ORIGINAL PAGE 8
OF POOR QUALITY
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A.2 Subroutine STIM

Subroutine STIM is the ¥timulus routine called'by the
main progrém. It is this program whicﬁ is altered for differ-
ent applications of the model. The particular subroutine
1isted-here is the one used in this thesis research. Basic-
ally, it reads the data from the Langley motion histories from
a file on a disk.‘ The deéired angular velocities are placed
in the proper angular velocity vector locations by this pro-'_
gram, Table A,3 lists the filenames, data locations and vector
locations for each of the twelve cases examined.. Table A.4

lists the variables used in this program,and their definitions,

Note that the STIM routine must return staggered angular
velocity and specific force values, as required by the main
program, The value of W must correspond to time T, while the
values of A and D must correspond to time T+DT/2. This reéuire—’
ment is illustrated.in Table A.5, which also gives the print-
out times for the variables which are output from the main pro-

gram.

ORIGINAL PACE 12

OF POOR QUALIES
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SURROUTINIE STIM{TeWeAas )
DTMENSTION W(IY+A{3)» 037 UNTACSD
ORFR=57,29578

BO 10 I=1:3

W{TI=0.0

ODiI)=0,0

BETY=0,0

A{3)=-1,0

D(3)=—1.9

00 20 T=1,59

READC2L » 1S BERR=14) (DATACLY »I=1:8) .
FORMATC(IX»6F135,54)

G0 TD ig

WRITE(7715) (OATAR) yK=1s6)
IFCYEQ.2Y WlL=DATALL IRT/IFR
CONTINUE ) '
RETURN

END
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Table A.3 Twelve test cases used by STIM

CASE

Simulated aileron .

linear roll

Simulated aileron
nonlinear roll

Commanded aileron
roll

Simulated aileron
linear yaw

Simulated ailerxon
nonlinear yaw

~ Commanded aileron
yaw

Simulated rudder
linear roll

Simulated rudder
nonlinear roll

Commanded rudder
roll

Simulated rudder
linear yaw

Simulated rudder
nonlinear yaw

Commanded rudder
yaw

FILE NAME

DBLT.LIN
DBLT .NON
DBLT.LIN

DBLT.LIN

_DBLT.NON

DBLT.LIN

RUDDR,LIN

RUDDR.NON

RUDDR.LIN

RUDDR.LIN

RUDDR.NON

RUDDR.LIN

DATA NAME &
LOCATION *

PDOTM
PDOTM
PADOT
RDOTM
ﬁDOTM
RADOT
PDOTM
PDOTM
PADOT
RDOTM
RDOTM

RADOT

(4,2)
(4,2)

(2,1)

(4,4)

(4,4)
(2,5)
(4,2)
(4,2)
(2,1)
(4,4)
(4,4)

(2,5)

ANGULAR VELOCITY
VECTOR LOCATION

1

1

* Data location taken from a 5 X 6 matrix of variables
listed in Table 4.1
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Table A.4 Variables used in STIM

-

AlIl) stimulus specific force, head coordinates

D{I) unit vector aligned with gravity, head coor-
dinates

T current time in seconds

W(I) stimulus angular velocity, head coordinates

ORIGINAL PAGE Is
OF POOR QUALITY]



117

Table A.5 STIM variables and printout variables [3]

STIM - COMPUTE PRINTOUT

VARIABLE CQOORDINATE UNITS VALUES AT TiMES = VALUES AT TIMES
IR T+DT/2 T T+DT/2 T
A head g ' X
head g
W head rad/sec, ' X
W HD head .  rad/sec ' 'x
W SENS _ sensor rad/sec X
~_C sIiG sensor ' ips X
C EST W head rad/sec X
SF HD head g x
‘ SF SENS seﬂsor g X
Q siIG sensor ' ips X
QO EST SF head ’ g X
DOWN HD head _ g X
RSCC head 7 rad X
ROTO head rad X
RPOS heaﬁ“ rad X
WPARE : head rad/sec X
WPERP head rad/séc X
WTOT head rad/sec X
DNEW _ head g <

ACC head g X
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A.3 Subroutine DOWN

. Subroutine DOWN implements the logic for determining the
perceived direction of gravity and the .perceived angular vel-
ocity. Figures 3.7 and 3.8 illustrated this logic, and it was
discussed in Chapter III. Table A,6 provides the list of var-

iables used in the subroutine along with their definitions.
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SUBRROUTINE DOWNLDOLD» WNSMe SOy WEFOy T LT » TIFS y
FFAC s WOF s WNCO » WNIL_ s FND

IOWN ESTIMATOR AND W ESTIMATOR

DOWM IS DETERMIMED BY RELYIMG ON LQW FREQUENCY
OTOLITH ESTIMATES, CANAL ESTIMATES WHICH ARE

CONSISTENT WITH HIGH FRERUENCY OTOLITH ESTIMATESs

AMIN HIGH FREQUENCY PORTION OF CaNAL ESTIMATES
NOT CONFIRMED RBRY OTQOLITHS.

W I8 DETERMINEI BY CANAL ESTIMATES FaARALLEL TO
LOWK: ROTATION RATE OF DOWNe: ANT HTIGH FREQUENECY
FORTION OF CanNpl ESTIMATES FERFENDICULAR TO
DOWN MINUS ROTATION RATE OF IOWNM. '

DIHENSIDN DOLDCE) s WN{3) r SNE3) 1 80(3) s WEFO(I) v F (3D »

WEBF (3 y X(3) yWOF () P RECT (I »ROTO(3I + RTOT(3) v

DNEWL3Y s RPOS(3) 1 WFERP (3, DAVG(3) » WFARE (3D 5
WTOTC(3) s ACC (3 v ANG (I )y WOLCE) 1 WHTIINCS ) o

WNCOC3) s WINL {32 » FN(I )y WNC (32 WUNCH{3) yHROTO 32

SFraG= SQPTfSN(l)$$2+8H(2)$*2+SN(3)$$2)
FPROS=1,0-EXF{—({(SFHAG/DFAT YRR { . 25) 3ROTATIFS)
TOVEL=T

F(LI)=EXFP{~UT/TOVEL)
FL2Y=TDVELX(L «=F (L) /UT-F(1)
F(3y=1,-TOVELY{(L.-F{L)Y» /07

Céonl., CROBS (S0 BN R

ol NORMOWEEF )

Cubl VANGISU SNy AlNGEF)

ng 10 I=1+3

WEF (L I=ANGEFRX{T)
WOF{I)=F{LdRWOF (L3R (2D RUSFOCI TR (30 RHEF(T)
WORCI)=WEF (T )~WOF (T}

WSFOCLI=WEF (1) :

WOTF=SGRT (WOUC L 23R4 W00 2 ek 2+ 000 (3 y kel s
Calll, NORMOWOLWOON?

W= MN(ll.SGuH(1;+MN(“)$MDHRR PN (I P RNODNCE
TFLHCREDY 1213211

WOFWI=0 .0

HEnG=—-dCPHTROT

0 13 I=l+3

XOTraWODNO L ROMIHL (WMAG WM

WHC Ty (DI RDT~X (1)

WL L y=FNCLIRWUNL CT Y FFN2 yRRRCO{E 3 +FFMOI Y EWNC (DD
WHNCOCT ) =N CT Y

WMCHL Ty = RHC (T y-WNL (T

MOT1=% T Y WNGHOT ) :

Conlol, CROSSCDOLU 8N 00700

CALL NORMOROTY M)

ORIGINAL PAGE 15
OF POOR QU
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WOPARs=E0F CL Y EF L WO {23 RF (20 HH0OF (3 Y HF (3Y
DO 1% I=1+3

ROTOCEy=lgniiiiir (0D

HEOTO(Y 3"”'\111'[3{1;)!.. ¢

Coaid, maTTE O G OTR e F )

WOFARM=A L ar CLIFAIZ (213 %F (3D
oo 20 I=1-3

ROSCCCI =15 Ly ~WOCPAalMFF (T Y)

BETOT T peneatt L 0041

CaHlL ROTATEGHUY RTOT « ONEWD

CALL YaNR/ UEWy SN FEES

FHI=FPOS%FEE

Uil CROST{DNELy BN PO

Call NORMRFPOB X

o 30 I=1.37

REPUS{L =i HLEAsL)

Call, ROTATEIDMEWRFOS8 20

CALL BORITCSTREY)

0o 40 I=1:3

XD FONLGI Dy T RMER T Y

GALL Miie vk 04000

WEARM=WN CLY X0AVE CLYHHN (20 % DAVE (2) HWUN {3 1 X DAVE (3)

Coll DRASSI0HTHL DL T WPERF)

ALl P R N

Ood Ll VRGO D TIMFE Y e S S

00 &g b=

WiFERF (T

WFAR E(J }

ETI R R R QR

QU(}.)”—T?!*’ T}

ETIIT L Ly ws P BRSO Y

AUEECT Y= nUt oM L -sRUTI

WRITE(D2e La0y RSO0y RAOTHGL D o RFOS I o WPFARECT Y s WRPERF (T 3 »
WTOT{I Y »OMEW{T) » TG CID

T
c
4 .c‘\-.'

AT RFHTINT
==|, i"xF\H“{IlHUf"f.E)

RN
TS

CONTINUE

FOFMaT{” oy
RETURM
Bl

12533

Fl'l
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Table A.6 Variables used in subroutine DOWN

ACC
ANGSF
DAVG(I)
DFAC
DNEW (I)
DOLD(I)
DT

FEE
FN(I)
FPOS
HROTO (I)
PHI ,
ROTO(I)
RPOS (I)

RSCC(I)
RTOT(I)
SFMAG
SN(I)

SO (1)

T

TDPS
TDVEL
WCPARM
WCPWD(I)}

WMAG
WN(I)
WNC{I)

WNCH(I)
WNCO (I}

perceived acceleration vector

angle between SO and SN

unit vector in the direction of DOLD + DNEW
steady-state gain of otolith estimate
current value of DOWN

0ld value of DOWN

update interval for DOWN estimator

angle between DNEW and SN

. constants for first-order filter

o~DT/TDPS

ROTO/2
FEE*FPOS
component of WOF perpendicular to SN and DOLD

rotation vector to eliminate integration
errors

canal contribution to DOWN

RSCC+ROTO

specific force magnitude

current otolith specific force estimate

old otolith specific force estimate

=TDVEL

time constant for DOWN position

time constant for DOWN angular velocity
magnitude .of canal angular wvelocity estimate

canal estimate parallel to high frequency
angular velocity otolith estimate

angular velocity magnitude
current canal estimate of angular velocity

current canal estimate of angular velocity
not confirmed by otolith estimate

high frequency portion of WNC
old WNC



Table A.6

WNL (1)
WOD
WODM
WOF (I)
WOPARM
WPARE (I}
WPARM(I)
WPERP (I)

WSF(I)
WSFO(I)
WTOT (I)

122

concluded

low frequency portion of WNC

WSEF - WOF

magnitude of WOD

low frequency portion of WSPF

magnitude of otolith angular velocity esfimate
canal angular velocity parallel to DNEW -
canal angular velocity perpendicular to DNEW

system angular velocity perpendicular to
DNEW

angular velocity of otolith estimate
old WSF
WPARM + WPERP
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A.4 Subroutine libraxry

The next listing contains the rest of_tﬁé subroutines
used by the model, They are mostly self-explanafory. Sub~
routines STMO and STMC are new routines designed to calculate
state transition matrices for any given update interval. They

implement the equations for the systems described in Tables

A.7 and AQB.
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SURROQUTINE SVUPD{LTeUeSeYsCoNs M)

STATE VECTOR UFDATES

AONEW)=T#HX(DLD + D%S
Y (NEWI=CKX (NEW)

WHERE
N I8 DIMEMSION OF STATE VECTOR
X I8 BTATE VECTOR
T I8 TRANSITION MATRIX
U I8 MHUEVING VECTOR
§ IS STIMULUS
Y I8 DUTFUT (AFFERENT FIRING RATE)D
G I8 DUTFUT MATRIX ;

DIMENSIUN X(M)sTINsM) o TN 2 TUMY v R(PD
10 5 I=1lsN

R{I)=X{T)

0 10 I=1isN
X(Iy=N{I%8

R0 10 J=lei

KD )=X (1 0+T(L s YRR
Y= {1 RS

TG 20 I=1iWN

YaY+O{T IRl

RETURN

ENL

SUBROUTIHNE MORM (A AN
AN = UNIT VECTOR IN DIRECTION OF VECTOR &

DIMEMSIOM N(ZYeaMI3)

AM=SEART AL YRR D24 n (32 HR2)
TF M -1 E~0Q8) S5eG0 4

A=l . F~04

8 10 I=123

AT =00 T2 AN

RETURN

END

BURRQUTINE SENF(XHy Yy THy T GRN)

STEADY-ETATE KalHnN FILTER (UWFUATE GBVERY UT SECOMUS)

AHONEW) = THRXHOOLTY + GRECY-CRTHEXHD

WHERE ’ PAGE
I8 BTATE VEGTOR ESTINATE 53
XH I8 STATE VECTOR ESTIRATE GRIGINAL



Do an

40

aganag

10

OO0

oo oo
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T™ I8 TRANGITION MATRIX
GK I8 KAaLMAN GAIN MATRIX
¥ I8 SENSOR SYSTEM QUTRFUT
C I8 OUTFUT HMATRIX

DTMENSION XHN) s TM{N=M) »CINIyGR{NY »5(9)
B0 40 I=1sN

S(I)=0,0

Lo 49 J=l»H )
SCIY=8(I>FTHM Ly IXRXH(ID
EM=0,0

00 45 I=1sN

EM=EM+Q(T ykC(I)

o 50 J=lsn

XHC D=8 (IXERODIR{Y-EM)
RETURN

END

SUEBRDUTINE ROTATE(AsRyAR)

AR = A ROTATED AROUT R BY AN ANGLE (RALDD

EQUalL. TO THE MAGNITUDE OF R

DIMENSION A(3)sRIZTI»ARIE) s AF (3 v AFNI3)
CALL CROSS(R-A7AF)

Chall. NORM{AFsAFPND
AMAG=5QRT (A (LY RZ+A (2 Ak2FA (3 K2
FHI=SORTROLDI AU FRDIREIFROIIRERD)

Lo 10 I=l.3

- AR =AMAGRSIN(PHIDXARPNC(D FCOS(FHI Y RA (L)

RETURNM
ENDI

SUBROUTINE COTRN(AsBsN+L)

COORIINATE TRANSFORIS
FROM HEALR TO SENSOR IF N=0

FROM SENSUR TO HEAL IF N=1

A = DRIGINAL VECTOR
C = TRAMNSFORMED VUFCTOR
B = TRANSIFORIATION MATRIX
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DEMENSION ALY «R{323):0(3)

TFONY 10y10220

Lo b5 I=1y3

CCLI=BAIo L)AL FRALy 23 HA(2ITE(I» 3D XA(3)
GO TQ 30 .

0a 25 I=1.3 . .
CCI)=R1,TORACLIFB(2y TORA(DIFR(3 2 TIXKA(E)
RETURN

ENL

SUBROUTINE VANGCAsHsFHT)
FHI = ANGLE RBETWEEN & AND B

DIMEMSTON AC3)B(I) »AN(3I»BN(3)

CALL MORI{ArAN

CALL NORM{BE:BM)
X=ANCLYRBEN (I FANC2IRBENC2IFANTI I RBN(3)D
IF(X.GT. 1.0 X=1.0

Y=GRRT (L, —ANR2)

FHI=ATAN2(Y » X

RETURM

EnD

SUEBRGUTIME CRUSS(AR-U)
C=h8 XEB

OIMENSLION ACSY B3 203D
CCLr=m{ 23R -Ac3IRB(E)
CO2y=N (3Bl - L)RBOE)
ClaYy=a LB (2N {20 EL
RETURN

ENE
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PRODUCE D EECTIB“ COSINE HATRXX (T GIQEN
EULER ANGLEE (F»T AND S,

DIMENSION CT(3-3) -
CT(lr1)»CGS(S)*CQS(F)—COS(T)*SIN(F)*SfN(Q}
CT{(2y1)=~(8IN(SI%COS F)+CUS(T)$SIN(r;%CGS(S)J
CT(3-1)=3INLTIRSIN(F)
CT(1>2)=COS(S)XSINLFI+COS(TIXRCOS(FIXSIMN(SG)
CT(2»2)=COS(TIRCOS(FIXCOS(SI-SIN(SIKEIN(F)
CT{3y2)=-5IN{TIXCOS(F)

CT(1s3)=SINLTIXSIN(E)

ET{2,3)=8LN(TYXRCAS(S)

BT(S,3)=Ca8(T)

.BC 10 I=1,3

WRITE(22,100) CT(I:i}rCT(I,E)pCT(I,3)
FORHAT(? - CT=/,3E15.8}

RETURM

END

SURBROUTINE STHO(DTNITP-TRPO»TO)

SUBROUTINE TO CALCULATE QTOLITH STATE
TRANSITION MATRICES
nT - UPDATE INTERVAL FOR KALMAN FILTER
NITP — NUMBER OF SENSOR UFDATES FER DT
TPO - X2 §TH FOR OTOLITH SENSOR UFDATE
TO - IR3 §TH FOR OTOLITH RaLMAN FILTER SYSTEM

| DIMENSION TRO(2s2)sT0(3s3)

CALCULATE TFC
=0T/NITP
TPOC1s1)=(200,XEXF(~, 24T )=, 2XEXF(~200.%T)) /199,58
TEO(2s 1) =(EXF (=, 2% T ~EXF (=200, %T)) /199.8
TRFO(Ls2)=A0RLEXP (=200 . AT I~EXP (=, 28T ) /199.8
TRO(2r2)=(200, XEXP (=200 . KT ) —, JKEXF (=2 2571 ) /199,3
CALCULATE 7O :
T=0T
TOCLr1)=(200, KEXP (= 2T )= . DXEXP(=200,%T))/199,8
TO(E:l)=aCXPx—._?T)-EYP(-”OO XT))/199.3
TO(351)=(EXP (~200.4T)) /39740, 2+ (EXF (=, 24T)) /159,84
—fEXP(-T;)/*SQ
TOCL»2) =508 ENF (=200 XTI=EXF (=, 24T) ) /199, 8
TD(2,2) =220, KEXP (=200 , KT )= 2AEXP (=2 2KT) 1/159.3
TO(Sr DI ={EXF (~T) ) /159, 2= ( LOKEXF (-, 2%T) ) /159,94
~(200. *FVL\—Q“ﬂ+iI"/397éO¢2
TO¢(123)=0.0
TO(2:3)=0,0


http:TO(3,!)=(EXP(-200ocT))/39760.2+(EXP(-.2T))/159.84

6O oOoOnoOooD

i

F
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TO(3:3)=EXP(-T)
RETURM
END

SUBROUTINE STMC(OT NITF»TFC»TC)

© SUBROUTINE. T CALCULATE SEMICIRCULAR CANAL .
STATE TRANSITION MATRICES
onT ~ UFDATE INTERVAL FOR RALMAN FILTER
NITF - RUMBER QF SENGOR UPDATES FER 0T
TFC - 343 8TM FOR CaMal. BENSOR UFUATE .
TG ~ 4X4 5TM FOR CANAL RALMAN FILTER SYSTEM

DIMENSION TC(4+4)sTRPC(3,3)
CALCULATE TFC
T=IT/NITF

TRC(Iy 1 )= OB576REXF (—. 0332320 T )~ O3F22REXF{~, 05576 T 13 /. Q2254

TFE(2y 1)=—200, 0ITKREXF (~, 05576%T) /4. 50674
200, 05EEREEXR (-, 033224T Y /4, 50725
+. OBFREXP (~199, 9990KT ) /39982, 118 ‘
TRC(F s LY =EXF (=199, 9998KT ) /35982, L18+EXF (~, 03322%T) /4, 50725
—EXP (~, OEETERT) /4, 50474 -
TRE(Ls2) ==, B7037X (EXF (- 199, §978%KT ) /39982 . 118+
EXF (=, 03F22KT) /4, GO725-EXF (= 05576%T) /4, 50674 )
TRC(2,2) =2, 4749 2KEXF (~  05576XT ) =1 s 474 4REEXF (~, 0Z3Z2%T)
=1 000 44A5ZKEXF (=199, 9998KT)
TPC(3y R )= 0SE74KENF (~, 05S74%TI /4450474
— OBTRRKEHR (~, 0OZZR2AT) /4, 50725
~199, SOORRENF (~ 199, $PPRHTI /TPV0% . 118
TRC(Ly 33, F2037%OB322KEXRP (-, QF322XT I /74,5073
199, QOOTRER (=199, 9PTRKT) /3IPER, 118
e QADFEREXF (~ QTS 76XT I/ 4. 504674)
TRC(2y3)=~17 . FP6EKC L 0FAFSKENF (~, OS574KT) /4, 50674
— 01 24RAERI (~, 0B3RRRT I /4, 50725
~199  PFPREUF (~199, $9YBXT) /39982 . 116)
TEC(Zr3)=1 . 000 44GKELF (159 P99HKT 242 0002438 IREXF (=, VFI DL )
T =L DOOSEPIRENT (~ . 055 7AKT )
CALCULATE TG
T=T
TECL 1) =( O5S76KEXF (=« 033 T2KT ) —« OFE2HEXP (=, DGE7EHT I ) /4 G200
TC(2r1)=—~200 . 03ZKEXF (-, O5576%T) /4, 50474
200, QSESERERF (=, 0332247 ) /4., 50735
+ L DBYRERF (199, 9908 T /399R2.118
TE(3y 1Y =EXF(~ 199, 99PBET) /TOPRD L LLGHITNF (-, 033208 () /5 5O 720
Xy QB 76KT ) /4550674 :
TCCA» Lo=EXI (=T, KT I/94788 S EXD (= v QITALRTIADE L3865 .
- —EXF (=199, 9O9RKT ) /7794506 » TH-EXP (=, QHEZAKT Y 722, 2019

TOCLy @) == F7OF7REXP (- 199, 9Q0WRT 1/ 30082, LIBHEWRF (= Qodh i ) /4.

—EXF (=, QUIE78KTI/ 4, 508740

072
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TE(Rr2)=2, 4749 DKEXP (= OBF78XT ) ~1, 4744BUEXF (~ 4 0FI22%KT)
-, 0004850KEXF (~199 , 999GKT )
TC(3v2) =, 05576XEXF (~ . 0SE76XT) /4, 50674
—  O3ZD2DREXE (-, 03I22KT ) /4. 50725
2199, 999BKEXF(~199,9998%T)/39982,118
TC(ArD) =, 0G57EXEXP (=, 0BS76KTY /22, 28034
+199 . GPIBREXF (199, FPPBRTI /7796506 « T5~5  XEXF (=5, %T) /4788,
~ O3ZADKEXE (~ 4 OB3I22KT) /22,3865
TC(Lr3)=,37037%(,03322KEXF (~, 03322KT) /4, 50725
+199, 99FBKEXF (- 199, P9F8KT ) /39982, 118
— O5S76KEXF (=, OB576XT) /4. 504674)
TO(293)=—17,7964%( ,OB4PEKEXF (~, OF574XT) /4, 50474
QL ZAIRENF (=, 03322UTI /4, 50725
~199,999EKEXF(~199 . 9998%T) /39982, 118)
TE(353)=1,000445KEXP (=199, 9998KT 1+, 00024484KEXF (~+ OZI22KT)
~ s QO0SBIPREXF (=~ OGT7EKT )
TC(453)=25,KEXP (=5, %XT) /4788, 6+.001L104KEXF (~, 033224 T) /20,3845
~ 0031 LKEXF (-, 05576%T) /22,2824
~39999, YOREXF (=199, 9998KT) /7794504 , 55
TC(174)=0,0
TC(254)=0,0

- TC(3:4)=0.0

TC(4y4)=EXF{-5.,%T)
RETURN
END


http:39999.92*EXP(-199+9998*T)/7796506.55
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Table A,7 Otolith state equations

SENSOR UPDATE

¥ = Ax + Bf
¥y =CXx + 8FR + n

where
0 0 0 .
A= B = c = [1800 18000
-40, -200.2 1
. _ §+200.2 -1
¢ = LsI - é} Yo L
- {s+200) (s+.2) 40 s

KALMAN FILTER UPDATE

% = Ax + Bf
y = Cx + SFR + n

where
0 1 0 0
A =" |-40. =200.2 1 B= |0
0 0 -1 1
c = [i1sc0 18000 o}
o= [s1 -2 "t= 1 <
{(s+1) (s+200) (5+.2)
{s+1) (s+200,2) -{s+1) 1
40 (s+1) s{s+l) ]
0 - 0 (s+200)(s+.2U
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Table A,8 Canal state equations

SENSOR UPDATE

% = Ax + Buw
y=Cx+ SFR+n

where
[ o 1 0 0
A= 0 0 1 B = {0
-.37037 =.17.7966 =200.0888 1
C = [-23.5785 =1131.89 ~6371.86]
2= [st -al"t = L .

(s+199.9998) (s+.03322) (s+.05576}

(s+199.9998) (s+.08898) -{s+200.0838) 1
-.37037 s (s+200.0888) -s
.37037s -17.7966 (s+.0208) 52

KALMAN FILTER UPDATE

£ =2ax + Bw
vy =Cx + SFR + n

where )
0 1 o o o
o . 0 1 0

-.37037 -17.7966 =200,0888 1
0 0 0 -5 ' 1




Table A.8 concluded

¢ = (st ~al™t =

¢ = [-23.5785 =-1131.89 ~6371.86 63.6620)

1
X
(s45) (s+199.9998) (s+,03322) (s+,05576)

(s+5) (8+199.9998) (s+.08898) =(s+200.0888) (5+5) {5+5)
~.37037(5+5) s(s+5) (s+200,0888) -3 {8+5)
.37037s (5+5) ~17.7966 {s+5) (s+.0208) s (s+5)

0 0 0

(5+199,9998) (8+.03322)
(s+.05576) |

CET -
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A.5 Kalman gains subroutine

The next listing is a program which calculates Kalman
gains for the otolith system. This program calculates only
the utricle gains - remember that the saccule gains are twice
those of the utricle. This iterative routine makes the fol-

lowing calculations until the Kalman gainé reach a steady state:

l. Calculate state estimate,

2. Calculate propagated error covariance,
J3. Update state estimate.

4, Update error covariance.

5. Calculate error covariance.,

Once steady state gains are obtained (in this case, after
240 iterations), they must be tested in the main program for a
known input-output case. This is for the purpose of tuning

the model. The following iterative procedure is used:

1, Run main program with Ormsby update intervals of .1
and 1.0 seconds for a known input~output case ( for
example, a constant yaw acceleration of 1.5°/second
for 120 seconds, then a sustained yaw rate of 1800/

second for 120 seconds}. Plot WIOT for this case,
2. Calculate new Kalman gains for the desired intervals.

3. Run main program with same stimulus for new gains.

Plot WTOT.

4, If the plots do not match, vary the input variance,
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measurement noise variance and input power (QU, QM and

D) to calculate new gains.

5. Continue this process until the WTOT plots are similar.

Note that the gains are changed for the otoliths only. This
was done for simplicity, since the Kalman filters for the canals

do not change the afferent firing rates appreciably.

Table A.9 lists the variables used in the Kalman gains

routine and their definitions.

ORIGINAL PAGE 15
OF POOR QUALITY
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CALCULATES KALMAN GAINS FOR OTOLITH SYSTEM

DIMENSION PX(E?S)sFF(3v3}yTM(3v3)9TH(9)9C(3)vPK(3)yS(3;?)rTT(?)
aTa C /0.18000000E+0420.18000000E+4+0520.00000000E+00/
DATA FX /0,10000000E-0150,.00000000E+00y0.00000000E+00,
0.+ 0000Q000E+00,0,1L0000000E~0190,00000000E+Q0
0., 0000CG000E+00570,00000000E+0070, 10000000E~0L/
DaTA 0 /L.22500000E4+00/
DATA QU 70,400/
DaTa QM /712.8000000/
nATA  IT /.25000600060/
NATA NIT 7240/

CALL ASSIGN(30: "IRK1IIKALMAN.DTO’ )

CALCULATE TRANSITION AND COVARIANCE
MATRICES

CAaLL STMO(UT,THM)

WRITE(30s2) ({TM(IsJ)s»I=1:3)s.0= 193}

FORMAT(’/ TRANSITION MATRIX ‘s3E14.7/19Xy3E14.7/19Xs3E14,7)
CaLl ICMOCOT»TT)

o0 3 JTH=1,9

THOSTHI =TT (ITH I RQURIRRS

WRITE(30Gy4) (TH(I)»I=1+92

FORMAT (4 COVARIANCE MATRIX ‘s3E14.7/19X:3E14.7/719Xs3E14.7)

T=0,0
0o 85 M=1sNIT

CALCULATION OF S=FX¥TM TRANSFOSE

T=MEDT

o 10 I=1-3

ng 10 J=1-3

§(IyJ)}=0.0

0 5 K=1-3

S(Iv =8Iy DHPFAC(IRIKTH(IKD
CONTINUE

CALCULATION OF FFBFﬁFﬁTEH -ERAROR COVARIANCE MATRIX
FR=TH¥E+TH

IC=0

Lo 20 I=1,3

no 20 J=1s3

IFCTWGT.d) GO 7O 20

IC=IC+1

IF(IE.EQ.Z)Y GO TO 22

PRI DD=TH(IC)

Lo 10 K=1+3

FROQ D) =FR Ty JY+TMOTKIRS (Ko )
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FRLIy L) =FRCT 200
CALCULATION OF SCls1)2=(CXPPXCHAM)

G113 =002

Lo 25 [=is3

ST+ 20=PPlI s LIRCOLIEPP (I 2IXC{2YIPP (L s 32RC{3)
SClvld=803, 1300y ABT 20

CALCULATION OF KALMAN GAING GR=FPXC/S5(1-1)

g 30 I=L.,3
GROLI=BL(E v 23780110

CALCULATION OF S{I»0)=(I=GKXC

Do 45 t=1.3

no 4% J=1.3
S{leJd=-BRITYICTD
D 50 I=1:3

G loIdadiz ¥l

CALCULATION OF NEW FRROR COVARTANCE MATRIX

PR e

Tl S Jege
FX(Ird)=0,
LG 55 W=l
FXAT e Jy=0 0T o KPR IR X HRX(L s 1)

P T Py
Fd iF

Pl =Ty

0 o I=Ly

»

% o I TR ¥Y

-~

- -yt
) ]

A
L

Wit L TE

: Ay BROL Y BRO2Y 2 BICEY
FORMAT

- . ¥
TOTIME= T 2F7 .2y TTERATION NUMBER="»
I3 Kabldn™ GRiNS= "y 3E14.7)

WRITE{3w-70 PAVLrR Yo {20 e PRIy 3 o FX(22 22 s PY 2y 3 v PG 5D
FORMAST(SE LY, 7Y

CAUNT IR

BTaP.

ERI
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Table A.3 Variables used in Kalman gains programs

c(I)

.D
DT
GK(I)
NIT
PP(1,J)
PX(I,J)
QM
QU
TH(I,J)
TM(I,J)

TT(I,J)

C matrix (see Table A,7)

input power

update intérval

Kalman gains

number of iterations

propagated error covariance matrix
system covariance matrix

variance of measurement noise
power of input noise

TT*QU*D2
state transition matrix

input covariance matrix
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A.6 Kalman gains subroutine library

The last listing is that of the subroutines called by
the Kalman gain program. Subroutines STMO and STMC were de=—
scribed in section A.4. Subroutine ICMO calculates the oto-
lith input covariance matrix used by the Kalman gains routine,.

It implements the following equations:

T -
28 g2 BT 8T at

where .0
g& = input covariance matrix
$ = otolith state transition matrix (see Table A.7)
B = otolith B matrix (see Table A.7)
Q = variance of measurement noise

The variables used in these subroutines are defined in the

listing.

]

L aataad <

L& POOR qUALL

5
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SUBRQUTINE STHO(DT.TOD

SUBROUTINE TO CALLCULATE OTOLITH STATE
TRANSITION MATRICES
T - UPDATE INTERVAL FOR RALMAN FILTER
TO - 3X3 5THM FOR OTOLITH KaLMAN FILTER SYSTEM

DIMENSION TO(IE»3)
Cal.CULATE TO
T=0T7T
TO(L 23 )= (200  KEXF (= 2XT )=, 2REXP (=200, 4T} /199.8
TO2p L Y= (E{P(~  3XTI-EXF(-200.,%T>)/19%.8
TO(I v L) ={EXF (200 XT 32 /39760, 24+ (EXP(-,2XT) ) /152,84
~{EXF(~-T))¥/159.2
TO(L e 2y =40 R (EXP {200, ZTI~EXF (-, 2%TY)/19%9.8
TOCZ vy 2= 200, REXF (~200, XTI~ ZKEXP (-, 2%T))/19?7.8
TO{E 2 = (EXP{-TI)) /109 2= c2UEXF(~ . 2%T3/1599.84
. {200, XEXP(~200. XTI 3/397460.2
TO(Le 33200
TO(2:32=0.0

TOCI vy 3I=EXF(-T
RETURN
ENI

COSTREINT TR

SUBROUTIN

SUBRDUTINE TR LALUCULATE SEMICTRCULAR CANAL
STATE TRANSITION MaTRICES

T = UPDATE INTERVAL FOR KALHAN FILTER

TC - 4X4 BTM FOR CaANAL KALMAN FILTER SYSTEM

DIMENSION TC(4s4
CoLEULATE TO

T=0T -

TECLy 1) = QEUTERENF (=, O33IRDKT) —, OFFRRUENF (~. 0557647 )/, 022549

TL(R25 1) ==090, 03IREXF (~ . DUS7EKT) /4, 50574
$200, HUSTEREXF (~, 0FI22XT ) /4, FOTLS
+5 OBORENF (=199, PPYULT) /IPFRD. 118

TC(By LY=EXF(~199.999B%T) /39982, LLHEXF (-, 033224T) /4,150725
—EXF (=, O5S74KT ) /4. 50674

TECd7 1Y =EX (=0 4T ) /4788, 6+EXF (~, OBI22AT ) /22, 3845

=ERE O L R YRET S S TTOLAB0S W HE-ERM O - ORGP AT I /22 2804

TECL e ) == IPOIPH IR (- L9, 990K T 1 /739982, LLIBHEXF (~ 03320247 74,0072

~EXF (- OBE74KT) /4, 50574)

TOLR oD =2, A7APIRERF (—, OEFT 6K T ) -1 - 47 44BKEXF (=, 0FI22KT)
= U0V AGIREN ( 199 299ERT)

TCLEs D)=, 0557 CUTINF (-, OSEZ4KT) /4. 50674

. EENE TN N S L fN T TE b et % PP —
RN Sl 5 ¥ fJ..:,L,_‘.,IK 11/74,007500

1
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~190 , PVOLLELR (-1 92, 9998XT) /39982, 114
T Ay 2 = NS FAFITNYP{—, QS 760THA12, 28244

v T ERRREXF (- OITZD2RT I/ 22,3849
TCLL e B3y =, 3703700 LOBEI0FENE (-, 03322 TI 4, 50725
FIVPLFRYBRENF (- 1GR9 %Y ) 39982, LILE
—.Oﬁﬁ?é*EXF(—»OEﬁ?é*T)f4.506?4)
TC{Re3d==17,79004(, ﬁ34?o$EXP{~.055?6*T}/4,506?4
.Oqu”xE“Fk~ou¢3hh$T)/4'u02
—1%9 . 99PEREXP (129, 9?95<T)i39?8£;118)
TC(3r 3 =1, 000A45KEXF (~199 . P9P8KT Y+, 000444 KEXF (—, OII22KT )
oOOOéB??mEXF("QO D76XT)
TG 3 =20 ¥ER (B . KT /79788, 54, 001 104XEXP (- 03322RT1/22,3345
.00311$EKF(—»Q“”?ékT)KEE.QQ“4
. ~3FP0F ,IRREXAF (199, FPYBRT I/ 7790506, 53
TCCLed 20,0 .
TC(D2 40,0
TC(3r4)=0.0
TClA4r4Y=EXP(-5.%T)
RETURN
EMLE

+197, 9998 L’lt“I¥V¢W°?8*T)///9&q06eGb“a+$EXP(~5¢$T)/4788+1

C BUBROUTINE ICHMODT»TT)

Beal

BUBRGUT INE 0 CALCUATE OTOLITH INFUT
COVARTANTE TinfRIX

nY LI Oa T INEEﬂb%L FOR RalMaN FILTERSB
Y~  pPuf COUARGRILE MATRIX

DIFENSION TT(Y?

=0T

TT L ym—FXF (= 3T TRY ~;&Ji””5F“QJ + EEF {1 20T 5 Rea, B34y sbhdE-00

SAROATE-00 TraBATHAL -

TT(Ey=~EXF (-1 [ ZHTIRTR, ‘QﬂﬁdTL U ESF (e TV EL PR F0R67E-00
FERF (~2  ORT I RLL Y F2HOEVE- SQOOOILEE-OT

TT(3}=“E”bI“!rHV7‘$H--J514;4?“9$ TP (-2 OXT 33, 140703503
S DR AN IGE YA

TTf%}ﬁ*EX:£~E~a¢T*F},”“”Wﬂ§?F OF 4+ EXEO-1 08T okl QOR300
SERP - Ry LA FLO0 -8 b L 0TS AT hE-0

TTCRI==Erb =0 8T FE 140,708 r—“q + ERF - L 2T L. 0407073708

P =L L B R TPV -t 7
EmRE (-2 0i T 5 ’s-

U -

TR ORI~ 0
TVEAYs ~RHRI(-0, G5 e300 8

TT{7)=0.0

TVLHY 5.0

TT(9)=0.0 ORIGINAL PAGE IS
OF POOR QUALITY
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RETURN
END

STOR -
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