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ABSTRACT

The Ormsby model of human dynamic orientation, a discrete
time computer program, has been used to provide a vestibular
explanation for observed differences between two washout schemes.
These washout schemes, a linear washout and a nonlinear wash-
out, were subjectively evaluated by Parrish and Martin. They
found that the linear washout presented false rate cues, caus-
ing pilots to rate the simulation_gzaelity of the linear scheme
much lower than the nonlinear scheme. By inputting the motion
histories from the Parrish and Martin study into the Ormsby mo-
del, it was shown that the linear filter causes discontinuities
in the pilot's perceived angular velocity, resulting in the sen-~
sation of an anomalous rate cue. This phenomenon does not oc-
cur with the use of the nonlinear filter.

In addition, the suitability of the Ormsby model as a sim-
ulator design tool was investigated. It was found to be a use-
ful tool in predicting behavior of simulator motion bases, even
when the mechanical motion base is replaced by a computer sim-
ulation. Further investigation of the model could provide-sim-
ulation designers with a tool to predict the behavior of motien
bases still in the drawing bodard stage.
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CHAPTER 1

INTRODUCTION

- For many applications it is often desirable to simulate

a particular vehicle motion without using the actual vehicle:

* The Federal Highway Department sponsors many
drunk driver studies. In order to insure the
safety of the driver, the vehicle and the ex-
perimenters, these experiments are often car-
ried out in a moving base simulation of an

automobile,

s The U.S. Navy has commissioned studies of the
habitability of large high-speed surface-eff-
ect-ships. It is necessary to understand to
what extent crews will be able to function on
these ships even before a prototype is built.
This research is carried out on a motion gen-
erator, which simulates the expected range of

motion of these ships [7].

s The U,S. Air Force makes extensive use of both

stationary and moving base aircraft simulators
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in pilot training programs. Simulators pre-
sent no risk to the pilot, and avoid the costs
of fuel and repair or possible loss of an air-

craft.

The above examples illustrate three of the many possible
uses of simulatoxrs - to carry out driver-vehicle studies with-
out using an actual vehicle, to predict crew habitability on
board a ship not yet built, and to train aircraft pilots with-
out risking the pilot or the plane; As'vehicles become in-
creasingly complicated, and costs continue te rise, motion

simulation takes on a new importance.

There are many types of cues a person uses to sense motion,
The basic inputs are specific force and angular acceleration,
which‘can influence the vestibular system in the inner ear, the
tactile sensors at poinfs of contact with the vehicle, and the
proprioceptive sensoxrs as muscles are .stretched and compressed.
In a simulator, it is. not always possible to reproduce a par-
ticular motion history exactly. Often, some cues can be pre-
sented only ‘at the expense of ﬂeglecting other cues. The basic
goal in motion simulation is to arrive at a compromise in pre-

senting the cues, in order to best represent the desired motion.
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1.1 The Physiology of Motion Simulation

Simulation technology now makes heavy use of digital
computers to present as much of the motion cue as possible.
High speed processing allows the use of very complex linear
filters,and recently, of nonlinear adaptive filters. Micro-
processor technology has also made much of the slower elec-

trical circuitry obsolete.

But the goal of simulation has not really changed - try
tc present as many of the specific force and angular acceler-
ation cues as possible, without exceeding the constraints of
the simulator {18]. This has always been the most straight-
forward approach, since it is the specific force and angular

acceleration cues which are most readily available.

Once a good understanding of the physiological aspects
of motion simulation is attained, a physiological model of the
human operator will be a valuable tool in simulator design.
The comparison of actual motion and simulated motion using such
a model would be useful in determining~the realism of the sim-
ulation in a quantitative way. This model would alsc be help-
ful in comparing two different simulation schemes, providing

a quantitative measure of their differences.
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1.2 The Use of Washout and Visual Cues in Simulation

Constraints in position, velocity and accelerxation of a
simulator limit the capability of producing a desired motion
exactly. The problem is to present the sensations of a wide
range of motion, and to do this in a very limited space. This
problem is solved witﬁ the use of washout filters in‘each axis
of motion, in‘order to attenuate the desired motion until it

falls within the constraints of the simulator,

An important aspect of motion simulation has not yet been
mentioned - the visual cues available to detect motion., Peri-
pheral visual cues seem to be most important in presenting the
sensation of motion. The peripheral field may be stimulated
by a moving pattern of stripes or dots, or by an actual "out -~

the -~ window" cockpit view {2,5].

Taken together, washout filters and wvisual stimulation
perform the function of simulation in which motions seem to go
beyond the constraints of the simulator. The motion is dupli-
cated to the pbint of constraint in a given axis. Then the wash-
out filter takes over and attenuates the motion to meet the
constraint. Meanwhile, the visual field is stimulated so as to
give the impression of continued motion, motion beyond the cap-
abilities of the simulator. In this way, a wide range of mo=-

tions can be simulated using a very restricted motion base,
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1.3 Thesis Objectives and Organization

It is obvious from the previous discussion that the wésh-
out filters in a simulator are critical to the fidelity of the
simulation. The research leading to this thesis compares two
different types of washout filters currently in use, in ordex
to quantify the differences between them., The means of com-
parison is a physiological model of human dynamic orientation,
based largely on the known physiology of the vestibular system.
This work attempts to answer a specific question and a general

gquestion:

e Can the cbserved differences in simulation
fidelity between the two filters be explain-
ed using a physiological model of human dy-

namic orxientation?

s What are the implications—for this model as

a drawing becard tool in simulator design?

Chapter II presents the two washout filters in detail, and
discusses the previous work which led to the research present-

ed in this thesis.

Chapter III describes the human vestibular system and the

model of human dynamic orientation developed by Ormsby.

Chapter IV describes the data in this work, as input to
the model, and then presents the perceived angular velocities

as output from the model.
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Finally, Chapter V presents the conclusions which can be
drawn from the results presented in Chapter IV, in light of
the questions posed in the above section., Also included are

suggestions for further research in this area.
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CHAPTER II

THE WASHOUT FILTERS

The two washout filters of interest in this comparitive -

study are the following:

* A linear filter, essentially a Schmidt -and Conrad

coordinated washout [16,17].
¢ A nonlinear filter, coordinated adaptive washout,

Basically, the two filters are versions of Schmidt and Conrad's
coordinated washout. This scheme uses washout filtexrs in the
three translational axes, and oni;ggndirectly washes out the
angular motion. The primary difference between the linear and
nonlinear schemes is in the type of translational washout £il-
ters enployed. The linear scheme uses second=-order classical
washout filters in the three axes, while the ponlinear scheme
uses coordinated adaptive filters for iongitudinal and lateral
washout and digital controllers for vertical washout. These
schemes differ in their presentation of the rate cues, for a
pulse input. The linear scheme presents an anomalous rate cue

when the pulse returns to zero, This behavior is not observed

with the nonlinear scheme.
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The next two sections discuss the filters in greater de-
tail. The final sections present the differences between the
filters and the results of a previous subjective analysis of

the washout schemes.

2.1 The Linear Washout

-The purpose of washout circuitry is to present transla-
tional accelerations and rotational rates of the simulated air-
craft. It is necessary to obtain coordination between trans-
latiqnal and rotational cues in order to accomplish certain

motion simulations:

¢ A sustained horizontal translational cue can
be represented by tilting the pilot. The
gravity vector is then used to present the
cue. But in order to make this process be-
lievable, the rotation necessary to obtain:
the tilt angle must be below the pilot's ab=-
ility to perceive rotation. The solution is
to start the cue with actual translational
motion of the simulator until the necessary
tilt angle is obtained. In this mannexr, the
pilot will sense only translational motion,

long after such motion has actually ceased.

* In a similar sense, it can be seen that a de-

sired roll or pitch cue cannot be represented’
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by means of rotation alone. This wﬁuld résult
in a false translational cue, because the gra=-
vity vector is misaligned. 1In order to present
a rotational cue, translational motion must bhe
used at the start, to offset the false trans-

lational motion cue induced by the rotation.

The two cases abave clearly illustrate the need for coor-
dination in translational and rotational motion. Schmidt and
Conrad's coordinated washout scheme fulfills this need. Fig-
ure 2.1 presents a block diagram illustrating the basic con-

cepts.

The desired motions of the simulated aircraft are trans-
formed from the center of gravity of the aircraft to the cen-
troid of the motion base. This transformation provides the de-
sired motion at the pilot's seat. The motions of the base are

based on the desired motions of the centroid.

Vertical specific force is transformed to vertical accel~
eration ﬁd by use of a second-order classical washout filter.
The longitudinal and lateral accelerations are alsoc obtained
from the longitudinal and lateral specific forces, ¥First, these
specific forces are separated into steédy—state and’ transient
parts. The steady-state part of the cue is obtained from a
tilt angle to align the grawvity vector. The transient part of
the cue is transformed into the longitudinal acceleration, ﬁd,

and the lateral acceleration, ?d’ by a second-order classical
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washout filter,

Braking acceleration is then used to keep the motion with-
in the prescribed position, velocity and acceleration limits

of the motion base.

The rotational degrees of freedom are only indirectly
washed out through elimination of false g cues. Rotational
rate cues are represented by angular and tranélational motion,
just &s longitudinal-or lateral cues. But in this case, éhe
translational motion is used only to eliminate the false g cue
induced by rotational movement, and thereby makes no direct

contribution to the rotational cue,

After the six position commands (xd,yd,zd,¢,6,¢) are ob-
tained from the washout circuitry, lead compensation is pro-
vided to compensate for servo lag of the base. The actuator
extension transformation is then used to obtain the correct

actuator lengths used to drive the motion base,

The actual filter evaluated in this work is a Schmidt and
Cénrad coordinated washout, adapted by Langley Research Center
[{14]. The major difference is that the Langley washout is car-
ried out in the inertial reference frame, rather than the body
axis system. A block diagram of this filter is shown in Fig-

ure 2.2.
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2.2 - The Nonlinear Washout

The nonlinear £ilter of interest here is again essentially
a Schmidt and Conrad coordinated washout. The difference be-’
- tween the nonlinear Langley filter and the Schmidt and Conrad
filter are that the Langley filter uses the inertial referencé
frame rather than the.body axis system, and nonlinear filters
are used for the washout rather than the linear filters used
by Schmidt and Conrad. Hence, the designation "nonlinear wash-

out"” is used.

Figure 2.3 presents a block diagram for this nonlinear
scheme. It is seen that two different types of nonlinear f£il-
ters are used - coordinated adaptive filters for longitudinal
and lateral cues, and digital controllers for vertical cues.

These two types of filters will be discussed in turn.

Coordinated adaptive filters—[1l] are based on the prin-
ciple of continuous steepest descent. They are used in this
washout scheme to coordinate surge and pitch in presenting.the
'longitudinal cues, and sway and roll in presenting the later-
al cues. Derivation of these filters can be found in the liter-
ature [11,12]. Basically, they perform the same functions as
the second-order classical filters used by Schmidt and Conrad
by providing translational specific force cues and rotational

rate cues,

Digital controllers, the second type of nonlinear filters,

are used to provide the uncoordinated heave and yaw cues. A
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first-order digital controller provides the yaw rate cue, while
a second-order controller provides the vertical specific force
cue. These filters are designed to present as much of the on-

set cue as possible before switching to the washout logic.

Figure 2.4 illustrates the design concept for a first-
order digital controller. From 0 to Ty the controller presents
a scaled version of the commanded inpu;. At T, @ linear decay
is applied to reduce the command to the motion base constraint
value, B. Washout then occurs at the constrained value, unless

another input is commanded, as at Ty

The second-order digital controller used for the vertical
specific force is similar, although mathematically more

complex.:

2.3 A Comparison of Washout Schemes

Essentially, the two washout schemes of interest are
Schmidt and Conrad washouts. The so-called linear washout
contains second-order classical washout filters which trans-
form the specific forces in each axis to translational accel-
.erations in each axis., The Langley washout performs these
transformations in the inertial frame rather than the body '

axis frame used by Schmidt and Conrad.

The nonlinear washout scheme uses two types of nonlinear
filters to provide the translational acceleration cues. A

coordinated adaptive filter is used to coordinate surge and
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pitch for longitudinal cues, and sway and roll for lateral
cues, A digital controller is used for the uncoordinated
heave and yaw motions. Again, the Langley nonlinear scheme

washes out in the inertial frame.

In Figure 2.5, amplitude and phase versus frequency is
shown for the three tfpes of washout filters - linear, adaptive
and digital controller. Both the first-order and second-order
cases are shown. The motion base characteristics ére the same
in all cases. Since the amplitude and phase response of the
nonlinear adaptive filter changes with the magnitude of the in-
put, the worst case for the nonlinear filter is presented here.
As is shown, the digital controller has the best response char-
acteristics, and the adaptive filter is better than the linear
filter. This holds true for both the first- and second—order

cases.

In terms of motion cues, there is a fundamental difference
between the linear f£ilter and nonlinear filter for the first-
order case. Figure 2.6 shows the response of the two filters
to a pulse input. The difference between the filters is the
anomalous rate cue presented by the linear filter as the pulse
input returns to zefo. This false cue is most noticeable for
pulse-typé inputs, and disappears as the input becomes sinu-
soidal, Since the differences between the linear‘and nonlinear

filters vary with input, performance of a given filter is depen-

dent on pilot input and simulator responsiveness in each axis.
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2.4 Empirical Comparison of Washout Filters

* Parrish and Martin, the major investigators‘of these two
washout schemes at Langley, devised a subjective- -test to deter-
mine the differences between the two filters in actual simula-
tion {13]. Seven pilots flew a six~degree-of-freedom simulator
equipped with both linear and nonlinear washout schemes.._The
pilots were asked to rate the motion cues presented by each
scheme for throttle, column, wheel and pedal inputs about a

straight-and-level condition during a landing approach.

The results of this evaluation process are presented in
Table 2.1. Each pilot determined his own criteria for evalua-
tion. In addition to rating the cues for each input, the pilots
were asked to rate the overall airplane feel - that is, how
successful the overall motion was in representing the actual
airplane. In the table, the open symbols represent the rating
of the linear method, while the 561;; symbols represent the
rating of the nonlinear method. The washout methods were ap-
plied to a 737 CTOL aircraft simulation, and four of the pilots
(represented by the triangular symbols) had previous 737 cock-

pit experience.

The pilot ratings for the throttle input are the same for
each method, as shown in Table 2.,l. Even given the methods
back to back for comparison, the pilots could not detect that
a change had been made. Figure 2,7 shows the time histories

for such a change in throttle setting. Longitudinal accelera-



34

RATING HALF HALF HALF HALF | UN-
Exc. | - |goop| - |[Farr| - |PoorR| - Accep-
WAY WAY WAY WAY TABLE
INPUT
& AVD 4
oo
THROTTLE
PAVYEa
4
D @
A O | <4p v o) u
COLUMN
' FN ¢ & L
ey
PLAY : AY D
HEEL| pora, . & @ | > |40 .
AND :
bead
bEDAL | YAW vo [Pt o lav b AGT
OVERALL
AIRPLANE @ a4 o |TEH A O ) O avl
FEEL )
—1_ ¥

PILOT NO. LINEAR WASHOUT NONLINEAR WASHOUT

1l N b
2 v v
3 > v
4 4 £
5 o = ORIGINAL PAGE 18
6 o & OF POOR QUALITY
7 @) @

Table2.1 Pilot rating of motion cues for two washout
filters [13]



35

60
45, i
« T
deg 30«
15-
1 1 1 }
‘Throttle input
10~
a
deg/sec N
_10 ) ! 1 i |

Commanded input to motion base

. !
deg/sec %y//,ﬁ\\\‘%\\\//’tiiT

1 1 1

=10 )
Linear washout response
ig-
5
. q C
deg/sec
-5 .
=10 | I ] |
0 5 1o 15

TIME sec
Nonlinear washout response

Figure 2.7 Time histories for throttle input

20



36

tion and pitch rate are the inputs to the washouts from the
simulated aircraft for such a maneuver., The figure shows very
little difference between the washout schemes, as the pilot
ratings indicated. The fundamental difference between the two
pitch rate filters is obscured in order to correctly represent-

the decrease in longitudinal acceleration at six seconds,

An elevator doubl?t was input to rate the motion cues for ‘
a column input. Again, the pilots found little difference be-
tween the linear and nonlinear washout schemes, as shown in
Table 2.1, Four pilots rated the filters the same, while the
other three rated the nonlinear filter slightly higher, The
time histories for the elevator inputs are shown in Pigure 2.8,
As in the throttle input case, the fundamental difference be-
tween the pitch rate filters is not apparent, due to the coor-,
dination between pitch réte and longitudinal acceleration. In
addition, the pitch response of the 737 is not at all pulse-

like, which lessens the difference in performance of the filters.-

Wheel inputs were evaluated using ailerons to bank the
simulator 20° for a 30° heading change with a return to straight-
‘andﬁ;evel flight, The pilots preferred to separate the wheel
inpﬁts‘into roll cues and yaw cues to evaluate these cues in-
dividually. Figure 2.9 shows the time histories for roll cues
in the maneuver described. The anomalous rate cue is present
for the linear washout. This is reflected in the pilots' rat-

ing, as seen in Table 2,1, All seven pilots felt the nonlinear
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filter to be at least one and one-half categories higherxr than

the linear filter.

Figure 2.10 shows the time histories for yaw cues during
the same aileron maneuver, Again, the anomalous rate cue is
present for the linear filter scheme. The pilots were parti-
cularly aware of a negative rate cue when the simulated air-
craft rate returned to zero dufing maneuvers of this type. |
The ratings in Table 2.1 are at least one category higher for
the‘nonlinear scheme, reflecting thé unnateral feel of the

linear rate cue.

Each pilot flew a set of rudder maneuvers for boeth wash-
outs to evaluate roll and yaw cues. There were no changes in
the ratings from those obtained using the wheel, ?his is re-
flected in tﬁe time histories for roll and yaw, shown in Fig-

ures 2.11 and 2.12, respectively.

Finally, each pilot was asked to rate the two washout
schemes in terms of overall airplane feel., Table 2.1 shows
the large contribution made by roll representationi;.the over-—
all airplane simulation. All pilots rated the nonlinear wash-
6ut at least one and one~half categories higher than the lin-
ear washout. They specifically objected to the-anomalous rate

cue presented by the linear filter in both roll and yaw.

From this study, Parrish and Martin concluded that the non-
linear washout scheme better represents actual airplane motions

than does the linear washout method, at least in an empirical

ORIGINAL PAGE 18
OF POOR QU
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sense.. It appears that the nonlinear scheme does not present
more of the motion cue;.it merely eliminates the false cue pre-

sent in the use of the linear washout.

The work presented in this paper attempts to quantify the
results.obtained in the subjective analysis made by Parrish
and Martin. In order to acéomplish this, the motion histories
from the Parrish and Martin study are input to a model of human
ldynamic orientation. The output from t@e model will provide
a vestibular explanation for the sensation differences between
the two filters. Results of this work are presented in Chap-

ter IV.
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CHAPTER III

THE PHYSIOLOGICAL MODEL

A model which predicts human perceptual response to mo=-
tion stimuli has been developéd at M.I.T.'s Man-Vehicle Labor-
atory by Ormsby [10]. The model, which exists as a FORTRAN com-
puter program, is based on the known-physiology of the vesti-
bular system., While little is known about the processing of
the specific forces and angular accelerations received from the
vestibular organs, the simplifying assumptions made about this
process produce a nodel which agrees with available neurologi-

_— -~

cal and physiological data.

This chapter first presents an overview of the vestibular
system, and thén goes on to discuss the mathematical modelling
of the system which leads to the current FORTRAN model, More
detailed descriptions of the‘vestibular system may be found in
the literature {9,15,19,20]. The complete derivation of the
model of human dynamic orientation is found in Ormsby. And a
description of the actual FORTRAN procgrams and their use is

available in the appendix to this thesis.
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3.1 The Human Vestibular System

The vestibular system, or labyrinth, comprises the non-
auditory portion of the inner ear. It is composéd of three
semicircular canals, one utricle and one saccule in each ear,
The semicircular canals are the rotational motion sensors.

They consist of three approximately orthogonal circular tor- -
oidal canals., The canals are filled with a water-like fluid
called endolymph. When the head underéoes angular accelera-
tion, the endolymph tends to laé behind the motion of the canal
walls. The motion of the endolymph relative to the canal walls
displaces the cupula, a gelatinous mass which completely ob-
structs one section of the canal called the ampulla. Sensory
hair cells embedded at the base of the cupula detect its dis-
placement. As a result, the defbrmation of the cupula is trans-
formed into an afferent firing rate which provides a signal of
rotational motion to the central nervous system. {see Figure

3.1).

In a particular canal, all of the hair cells have the same
polarization. When the flow of endolymph &iSplaces the cupula
in a single direction, the hair cells are either all excited
or all inhibited. As shown in Figure 3.2, the canals on either
side are essentially coplanar with the other side. Thus, they
are pairwise sensitive to angular accelerations about the same
axis. Since a pair of canals which are sensitive about the

same axis have opposite polarities, it is assumed that the high-
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er processing centers respond to the difference in afferent

firing rates.

Two otolith organs, consisting of a utricle and a saccule,
are located in each ear. The otolith is sensitive to changes
in specific force. Figure 3.3 depicts the basic structure of
the otolith organs. The otolith consists of a gelatinous
layer containing calcium carbonate crystals, known as otoconia,
This layer is supported by a bed of sensory hair cells. An
acceleration of the head ghifts the otcconia relative to the
surrounding endolymph, due to the higher specific gravity of
the otoconia. This shifting causes the sensory hair cells to
bend, sending a change in afferent firing rate through the af-

ferent nerve fibers to the central nervous system.

As shown in‘Figure 3.4, the utricles are oriented such
that their sensitivity is in a plane parallel to the plane of
the horizontal semicircular canals. The sensitivity of the
saccules is in a plane perpendicular to the horizontal canals.
The hair cells in the utricle are gensitive in all directions
parallel to its plane of orientation, while the hair cells in
the saccule make it predominantly sensitive to accelerations .

perpendicular to the utricular plane.
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3.2 The Ormsby Model

The mathematical model of the semicircular canals consists
of several parts. The first part is the mechanical model of
the cupula deflection caused by motion of the endolymph, The
second part includes the interéction between the mechanical
movement and the afferent firing rate. The third part concerns
measurement noise, which is that portion of the afferent sig-

nal found to be independent of the mechanical stimulus input.

FPigure 3,5 depicts the afferent model of the semicircular
canals as arrived at by Ormsby. Observation of cupula motion
led to £he torsion pendulum model [9]; suggesting that the over-
damped system reacts to angular velocity rather than angular
acceleration, The results of the model are expressed as a
transfer ‘function of the following form:

FR {s) = (57.3)(300s%) (.0Lls+1)
[ =
w(s)

{18s+1) (,005s+1) (30s+1)

+ SFR + nl(t) (3.1)
S
The model of the otolith system is composed of two parts
- the mechanical model of the otolith sensor, and the affer-
ent response to otolith displacement. Figure 3.6 presents the
afferent model of the otolith system used by Ormsby. The me-
chanical model of -the otolith is‘that of a fluid-immersed mass

retained by a spring. The resulting transfer function relat-
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ing afferent firing rate to specific force is:

FR (s) = (18000} (s+.1)
© SF(s) + SFR + n(t) (3.2)
{s+.2) (s+200) S

The input to the model consists of a stimulus composed of
specific forces and angular accelerations in each axis of the
head coordinate system. Each of these afferent inputs is ?hen
- transformed. into sensor coordinates. From this sensor stimula-
iion, the afferent firing rates are derived, using the trans-

fer functions presented above.

At this point, the process becomes purely guesswork. Even
assuming that these afferent firing rates are available to some
central processing system in the brain, the form which this
processing takes is simply a guess. Ormsby guessed that the
central processor performs a type of least mean sguares error
optimization to make an estimate of the specific force and
angular velocity inputs based on the afferent firing rates out-

put from the vestibular system sensors.

In this case, such a least mean squares egtimator is a
Kalman filter [4,8]}. The input is unknown except for an ex-
pected range of magnitude and a frequency bandwidth, and an ex=-
pected measurement ncise, Also, the input and the noise stat-
istics are time invariant, which makes the filter a steady-
state Kalman (or Wienex) filter., This steady-state Kalman fil-

ter is used by the model to produce estimates of specific force
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and angular velocity from the afferent firing rates. These
estimates are tuned, using the Kalman filter gains, to yield
estimates which fit the available neurological and physiologi=-

cal data for known inputs.

The filters used for canal processing are tuned such that
the estimates produced for the angular velocities are essential-
ly unchanged from the afferent inputs. This cbservation is in
agreement with available data, suggesting that very little
central processing is performed. The otolith f£filters must be
tuned so that a more dramatic effect by the filters on the aff=-
erent input is observed, This suggests that more central
processing is required, or that the model of the afferent re-
sponse is missing a term which has subseguently been attribut-
ed to the central processing mechanism in the tuning procedure.
Basically, the filter acts as a low pass filter with a time
constant of 0.7 seconds. The utricle and saccule differ only
in the Kalman filter gains, where the saccule gains are twice

the utricle gains.

Once the specific force and angular velocity estimates
have been obtained from the Kalman filters, the saccule non-
linearity must be accounted for, This is done by means of a
nonlinear input-output function, and allows the model to in-
clude observed attitude perception inaccuracies known as Au-
bert or Mueller efiects [6]. The resulting speqific force and

angular velocity estimates are transformed back to head coor-
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dinates.

These estimates must now be combined to yield new estimates

of perceived position, velocity and acceleration. In the model

this is accomplished by a separate scheme, known as DOWN., DOWN
is a vector of length 1 g iﬂ the direction of perceived ver-
tical; as such, it is the model's prediction of the perceiv-

ed vertical. The basic assumptions used in combining the spe-

cific force and angular velocity estimates to arrive at DOWN

are the following:

* The system will rely on the low frequency por-
tion of the specific force estimates provided

by the otoliths,’

s The system will use that part of the canal in-
formation which is in agreement with the high
frequency content of the rotational informa=-

tion provided by the otoliths.

This logic is presented in Figure 3.7. Block A produces
the estimate of rotational rate from the input specific forces
assuming SF is fixed in space.. The low frequency component of
this estimate is filtered out in Block B. Block C isolates
the component of the low freéuency angular velocity estimate
which is perpendicular to SF and DOWN. This is the mechanism
discussed in Chapter II, which allows cancellation of canal
signals arising when prolonged rotations are stopped sudden-

ly. The effect of the three blocks is to produce a rotational
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vector which represents the low frequency rotational informa-

tion available from the otoliths (Roto)‘

Block D confirms whether or not the high freguency portion
of the canal rotational information is consistent with the high
frequency portion of the otolith rotational information. The
inconsistent part of the canal information is sent through a
high pass filter (Block E) and is then combined with the con- .
sistent portion of the canal information. The component of
the resulting rotation vector parallel to DOWN is then elimi-
nated, 1eafing a rotational vector due to canal information
(R__.). The total estimate of the rotation rate of the outside

S8C

world with respect to the last estimate of DOWN, R is com-

tot’

puted by subtracting Rssc from Ro The net result of Blocks

to®
H and I is to produce an estimate of DOWN which is the same as
the estimated specific force vector. This is accomplished by
a slow reduction in the discrepancy between SF and DOWN, elim-

inating any accumulated errors resulting from the integration

of rate information.

Figure 3.8 illustrates the model for predicting perceived
rotational rate. The angular veloci:ty vector parallel to DOWN
becomes the perceived parallel angular velocity. The perpen~

dicular angular velocity is computed in three steps:

¥

1. Céitul?te the difference between the com-
ponent of angular velocity perpendicular

to DOWN, and the angular velocity consis-
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tent with the rate of change of the direc=

tion of DOWN (Block K).
2. High pass filter this difference.

. 3., Combine the filtered result with the DOWN=-

consistent angular velocity.

This process assures that the canals provide the high frequency
component of the rotational rate, while the low,frequency con-
ponent is the rotational rate consistent with DOWN. The total
sense of rotation is thus the sum of the parallel and perpen-

dicular components,

This completes the description of the form of the Ormsby
model used in this work. A complete description of the model
may be found in Ormsby's thesis. Figure 3.9 presents an over-
view of the entire model, At this point, a few important ob~

servations should be made:

e The Ormsby model was tuned using inbuts with
known outputs for a certain set of discrete
time intervals - namely, an afferent update
interval of 0,1 seconds and a Kalman filter
estimate update interval of 1.0 seconds, In
this thesis, due to the characteristics of the
input data, the afferent update interval is

0.03125 seconds, and the Kalman filter esti-
méte update interval is 0.25 seconds.: In oxder

to use these two intervals, the model had to
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be retuned by changing the Kalman gains. This
process, which is.necessary each time the update
intervals are changed, is described in more de-

"tail in the appendix.

* One important assumption made by this model is
that the inputs are unknown prior to their pro-
cessing., It was noted in the introduction to
this thesis that specific force and angular ac-
celeration act on the body as a whole, provid-
ing visual, tactile and proprioceptive, as well
as vestibular, cues. This model takes account
of the vestibular cues only,; although the tun-
ing process may force it to consider certain
aspects of the other sensory cues. Thus, when
this model is applied to cases where the sub-

-ject might have prior knowledge, or at least
an expectation of the motion, the results must

be interpreted in light of the limitations im-

posed by the model.

The Ormsby model of human dynamic orientation was used in
this work as a FORTRAN program implemented on a PDP 11/34.
‘The main program, as well as all associated subroutines, is

documented in the appendix.
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CHAPTER IV

DATA AND RESULTS

As a logical consequence of the two previous chapters, it
is desirxable now to evaluate the two washout schemes using the
Ormsby model of human dynamic orientation., Such an evaluatinn
could serve the purpose of guantifying the differences between
the two filters which Parrish and Martin found in their subjec-
tive study. In addition, this evaluation could shed soﬁe-light

on the question of the model's usefulness in simulator design.

This chapter presents the data used for this study, and

the results of the processing of the data by the Ormsby model.

4,1 Data Description

The data used in this work consists of four runs made
with a linear or a nonlinear washout-on the Langley simulator.
These runs coincide with Figures 2.9, 2.10, 2.11, and 2.12.
Table 4,1 lists the definitions of the variables measured dur-
ing these simulation runs. Note that not only are the simula-
tor motions recorded, but also the commanded motions of the

aircraft. This allows evaluation of both the computer simula-

FEIGEDING: PAGE: BLANK NQT Fil&sice
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Table 4,1 Variables recorded during simulation runs

VARIABLE DEFINITION

TIME time

DELA aileron deflection

DELE elevator deflection

DELR rudder deflection

THRIL throttle input

PA roll rate of airplane

PADOT roll acceleration of airplane

Qa pitch rate of airplane

QADQT pitch acceleration of airplane

RA yvaw rate of airplane

RADOT yaw acceleration of airplane

AXA . longitudinal acceleration of airplane

AYA lateral acceleration of airplane

PSIA ¥ of airplane

THEA - 8 of airplane

PHIA ¢ of airplane

P roll rate command to simulator

Q pitch rate command to simulator

R yvaw rate command to simulator

PDOTM roll acceleration measured on simulator
QDOTM pitch acceleration measured on simulator
RDOTM yaw acceleration measured on simulator
AXCM longitudinal acceleration measured on simulator
AYCM lateral acceleration measured on simulator
PSIMB P of simulator

THEMB 8 of simulator

PHIMB ¢ of simulator

XDDMB longitudinal acceleration of simulator without

gravity component
YDDMB lateral acceleration of simulator without grav-
ity component
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tion of the motion and the actual simulator motion. This data

was recorded at Langley on® their CDC 6600 computer.

Figure 4.1 presents the aileron and rudder inputs to the
simulation schemes, as'previously shown in Chapter II. Table
4.2 illustrates the four separate runs, and the data taken
from each for use in the Ormsby model. Thus, there are twelve
separate cases under evaluation, Both the rudder and the ailer=-
on inputs are simulated using the linear and nonlinear filters.,
For each of these four cases there are two simulated motion

histories and one commanded motion history.

The input to the Ormsby model is a subroutine known as
8TIM., The input to STIM is the time in seconds into the mo-
tion history. This is computed in the main program. The out-
put from STIM consists of three vectors - a specific-force
vector in g's, a unit vector in the direction of gravity in
g's, and an angular velocity vector in radians/second. The
particular STIM subroutine used for this work can be found in
the appendix. Basically, it reads the data from a f£ile on
disk in consecutive time order and places the desired data in
the correct véctor location. éor.example, when running the

linear aileron roll data, the twentieth data item in the twen-

ty-nine item list (see Table 4.1) is read into the first loca-

tion of the andgular velocity vector, after transforming it
from an acceleration in degrees/second2 to a velocity in radi-~
ans/second. Thus, the STIM subroutine must be changed each

time the model is run, to accomodate the new data.
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ESimulator%Simulator Simulator |Simulator
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PPN

Simulator - recorded motions of the moving
base simulator

Command

- requested motions of the moving

base simulator made by the sim-
ulation routine

. Table 4,2 Data used as input to Ormsby model
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The following four sections present the output of the
model for the four major categories -~ aileron roll cues, ai-

leron yaw cues, rudder roll cues and rudder yaw cues.

4,2 Aileron Roll Cues

Figures 4.2, 4.3 and 4.4 present the time histories of
perceived angular velocity in response to aileron roll cues,
using the linear and nonlinear washout schemes. In additiom,
the response to the commanded aileron roll is also shown. In
each case, the perceived motion is approximately the same for
the first thirteen seconds. The angular velocity rises grad-

- ually to a peak of .06 radians/second (3.5 degrees/second)}.
This is consistent with the expected response to the 5°/second
input roll velocity of the pulse-type aileron cue. It is after
this peak perceived velocity is reached that the interesting

differences occur.

But it is just at thirteen seconds when the second pulse
is input. The linear and nonlinear washouts cause the perceiv-
ed velocity to change direction; as indicated by the sign change.
In the linear case, this change in direction does not occur un=
til the end of the run, while in the nonlinear case it occurs
at fifteen seconds. In both cases there is apparent confusion
of direction. dJust as there was in the first pulse, there
should be a delay before the perceived angular velocity‘begins
to return to zero. The experiment actually ends too soon, sO

the zero level is never reached,
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A real difference can be seen in comparing the simulated
cases with the commanded case. As can be seen in Figure 4.4,
the commanded case behaves as predicted_- there is a gradual
increase to the maximum perceived angular velocity, ard then a
leveling off. Presumabiy, if the experiment had beern carried
past the second pulsrf_‘,l there would be a gradual return to zero

in angular velocity

In this case, then, the nonlinear filter acts. to contain
the confused perception involved in transferring the second
pulse to the motion base. While it performs better than the
linear filter, it presents motion cues which are not guite able

to duplicate the desired motion perceptibn.
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4.3 Aileron Yaw Cues

Figures 4.5, 4.6 and 4.7 present the perceived angular
velocities output from the Ormsby model, for inputs of yaw
cues for aileron motions. In .this case, the difference between
the linear and the nonlinear washouts is evident. Again, the
first thirteen seconds for each case are about the same - the
expected response to a pulse input is the slow rise to a max~
imum angular velocity, then a leveling off. This i$ the same
response observed for the roll cues, as seen in Figures 4.2,

403 an-d 4.'4.

Thirteen seconds into the motion history, the second
pulse is introduced. In the case of the roll cues, the
motion transferred to the simulator was rather rough, éut for
the yaw cues, the simulation was very close to the desired mo-
tion. This can also be seen by comparing Figure 2,92 with Figure
2.10 - notice how smooth the nonlinear response is in Figure

2,10 compared to the linear response in Figure 2.9,

As Béfo;e, the commanded motion to the simulator is smooth
and preseq;g.the expected response. A comparison of figures
4.5 and 4.6 shows that the nonlinear filter presented the sec-
ond pulse with very little disturbance, while the linear filter
caused a noticeable discontinuity in the motion, This is the

anomalous rate cue which the pilots reported on in Tabkle 2.1.
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4.4 - Rudder Roll Cues

Figures_4.8, 4,9 and 4.10 present the perceived angular
velocities obtained from the rudder ro%l cue inputs. The sit-
uation here is different from the previous aileron cases, sim-
ply because the motion history in the rudder cue cases is much
more complicated than‘in the aileron cue cases (see Figure 4.1).
It is not c¢lear that the Ormsby model is equipped to handle
such a rapidly varying motion history, and this must be kept

in mind duxing an analysis.

It does appear, however, that even in this more cémplex
case, the nonlinear filter is able to contain the confused per-
ceptions associated with transferring the pulse train to the
motion base. Figure 4.10 shows that even the commanded igput
has wide motion discontiﬁuity, which might lead to the conclu-
sion that the Ormsby model has trouble handling this complex
pulse train. Again, the perceived velocity gradually increases
to a maximum, at about ten agconds.‘ Had the experiment been
continued past nineteen seco;d;;:ﬁhg'zerq perceived velocity
level would presumably gradually be feééﬂed. While there is

some room for argument that the nonlinear filter better presents

the motion cues in this case, it is a tenative argument at best.
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4.5 Rudder Yaw Cues

Figures 4.11, 4,12 and 4.13 present the final case - the
perceived velocities obtained from rudder yaw cues. As in the
previous case of rxudder roll cues, the motion history is a com-
plicated pulse~like train. But unlike the roll cues, the vaw
cues seem to be transferred to the motion base more reliably.

This was also true in the case of aileron inputs.

The motion histories for rudder yai cues are similar for
the first ten seconds. This is attributed to the slow rise in
angular velocity perception seen previously. The ten second
rise time agrees with the rudder roll cue case. The nonlinear
filter again does a better job of containing the discontinuous
motion than does the linear filter., The commanded case is
smoother than the simulated case, but the nohlinear filter
does not change the commanded motion very much in the transfer

to the motion base,
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4.6 Results

The purpose of this investigation was to detérmine wheth-
er or not there is a vestibular explanation for the results ob-
tained by Parrish and Martin, These results (reported on in
Chapter II) indicated that a nonlineér washout scheme provided
better simulation fidelity than did the linear washout scheme.
This résult was not due to the fact that the nonlinear filter

presented more of the motion cue; rather, it eliminated the

false rate cue which arises in the use of the linear filter.

In oxrder to éccomplish the goal of providiné a vestibular
exXplanation for the anomalous rate cue, the motion histories
from the Parrish and Martin study were input to the Ormsby hu-
man dynamic orientation moéel. Igcluded were aileron and rud-
der motions with yaw and roll cues, for each of the two wash-

outs. The output from the model is the perceived angular vel-

ocity of the pilot during the simulation.

The outputs for each of the motion.histories were present-
‘ed in the preceding sections. Several results can be pointed

out:

» The yaw cues provide the most compelling case
for a vestibular explanation. In %ﬁe aileron
yvaw and the rudder yaw cases, the perceived
angular velocities were "smoothed" considerably

with the use of a nonlinear washout scheme as

opposed to a linear washout scheme, The term
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. "smooth” refers to the ability of the nonlin-
ear filter to present a continuous motion clo-
sely resembling the commanded motion, rather
than the.discontinuous motion presented by the
linear filter. The discontinuity which accom-
panies the use of the linear filter has previ-
ously been described as the fundamental differ~
ence between the two filters - the anomalous
rate cue, This false cue manifests itself in

- the form of a jump in the percei%ed angular

velocity of the pilot.

The results cobtained for roll cue inputs were
not so corroborative of the Parrish and Martin
study as were the results for yaw cue inputs.
They did, however, show some of the character-
istics exhibited in the yaw cue case. The non-
linear filter contained the discontinuous jumps
induced by the pulse train to a greater extent
than the linear filtgr. The nonlinear filter
was better able to transfer the commanded input
to the motion base than the linear filter.

This is evident in comparing Pigures 4.11, 4.12

and 4.13.

The explanation for the differences between the

roll cues and-the yaw cues most likely could be
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found in examining the mechanical differences
between motion in the two axes. Intuitively,
it can be argued that the yaw motion simulation
{twisting about earth vertical) is an easier
task mechanically than roll motion simulation
(twisting about the horizontal axis). No doubt
a careful examination of the simulator base
will reveal -the cause of the differences obser-

ved,

A comparisbn between the outputs for aileron
and ruddex inputs sheas some light on the u;e-
fulness of the Ormsby model. The aileron in-
put consisted of tweo pulses, separated by thir-
teen seconds, while the rudder input was a
train of pulses. The Ormsby model has never
been used with a complicated input such as the
rudder input, But despite the fact that the
output contains large motion discontinuities,
even for the comﬁandgﬁ case, it is still pos~
sible to make a comparison between the linear
and nonlinear schemes, and arrive at a conclu-
sion similar to that reached in the ailerbn in-
put case, Indeed; it does appear that the non-
linear filter contains the discontinuous perx-

ceived angular velocity more effectively than
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the linear filter. -

Thus it is seen that the Ormsby'model provides a vestibu-
lar explanation for the subjectively acquired difference between
the two washout schemes. The 1inear filter presents an anoma=-
lous rate cue as output from a pulse input, which the vestibu-
lar system transforms into a discontinuous perceived angular
velocity. The nonlinear £f£ilter does not present this false cue,
and the £ESulting vestibular transformation provides a much
"smoother"” perceived angular velocity. 1In addition, tﬁe con=-
parison between the Ormsbhy model outputs from aileron and rud=
der cue inputs gives insight to the model's use as a-simulator

design toocl.
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CHAPTER V

CONCLUSIONS

This thesis began with a discussion of the importance of
motion simulation in general, and went on to examine a pérti-
cular aspect of simulation - the washout filters used to con-
strain the motion of the simulator and maintain the fidelity
of the simulation. The two washout schemes examined here were
a linear washout and a nonlinear washout. They differed in the
types of filters used to washout translational cues. The lin-
ear washout wag seen to present a false rate cue in response
to a pulse input. A subjective analysis of these two filters
revealed that this false cue causes pilots to rate the f£idelity
of a simulation using the linear filter much lower than the

same simulation using the nonlinear filter.

Examination of physiological models of human dynamic orien-
tation led to .the notion that such a model could be useful in
comparing simulation schemes. The model uéed in this work,
conceived by Ormsby, draws primarily on knowledge of the orien-
tation information provided by processing information from the

vestibular organs. Time histories for different motions were
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input to the model in order to-evaluate the vestibular reac-
tion to the linear and nonlinear filtering schemes., It was
found that indeed the vestibular system reacts differently to

the motion histories produced by the two filters.,

The next two sections present the conclusions of this work as
they relate to the following two guestions, first posed in the

introduction:

*Can the observed differences in simulation
fidelity between the two filters be explain-
ed using a physiological model of human dy-

namic orientation?

e What are the implications for this model as

a drawing board tool in simulator design?

The final section suggests avenues for further research in this

ared.

5.1 The Vestibular Explanation Question

Figures 5.1 and 5.2 present a recapitulation of figures
‘shown in Chapter IV. They are the Ormsby model outputs for
aileron yaw and rudder yaw cues, respectively, and they pre-
sent the best cases for a vestibular explanation of the sub-
jectively observed anomalous rate cues. In each case, the per;
ceived angular velocity shows the expected‘gradual rise in re-
action to the first acceleration in yaw. In the linear case,

the second pulse (or pulses) causes discontinuities in the per-
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ceived velocities. In the nonlinear cases, these disturbances
are considerably reduced, This is best seen in comparing the
simulated velocities with the coﬁmanaed velocities. It can be
seen that the nonlinear filter is better able to transfer the

commanded motions than the linear filter.

S0, the physiological model enables a guantitative eval-
uation of the differences in washout schemes to become a real-
‘ity. It is now possible to know the outputs from the vestibu-
lar sensors and to deduce a reason for the subjective ratings
of the two methods. Indeed, there is an anomalous rate cue
sensed by the vestibular system - it manifests itself as a dis-
continuous perceived angular velocity when the linear washout
scheme is used, and that discontinuity is lessened considerably

when the nonlinear scheme is used.

The physioclogical model has performed the tésk demanded
of it - it provided a vestibular explanation for the subject-
ively observed differences between the two washout schemes.
That difference was found in the differing perceived angular

velocities which are the outputs from the model.

While this was only a limited test of the perceptions in-
volved in the motion simulation, it seems to validate the con-
clusions reached in the Parrish and Martin study. It is élso
an additional validation of the model - since the predicted re-
sponse to a pulse input is a gradual rise in perceived angular

velocity to a maximum, and this is what was seen in every case,
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the model appears to be functioning at a level consistent with

available knowledge of the vestibular output.

5.2 The Suitability as a Design Tool Question

The questioﬂ of the physiological model's appropriateness
for use as a simulator design tool is a more difficulé question
to answer than the previous one. Certainly one could imagine
the usefulness of such a model in simulation design. But the
present case is a very limited one, and the small scope of this
work should be taken into account in any conclusions which are

drawii.

Figures 5,3 and 5.4 present the roll cue: input cases, as
first presented in Chapter IV. The roll inputs did not propose
as compelling a case for a vestibular explanation as the yaw
inpﬁts. But these figures are offered so that a comparison be-
tweenlthe aileron and ruddexr cases can be madé. It is import-
ant to remember that the inputs for the two cases are very dif-
ferent - the aileron input is basically a pulse doublet, but
the rudder input is a train of pulses. From this narrow inves-
tigation it is hard to say whether the model really gives an
accurate picture of the response to a complicated motion his-

tory such as the rudder pulse train input.

Assuming the model is proven to accurately portray the ves=-
tibular response to a complicated input, it appears that the

model is applicable for simulation design purposes. In this
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case, had the washout schemes been simulatéd.on the computer
rather than using a computer only to simulate the aircraft
which in turn drives the motion base, the same motion histories
could have been obtained. fThen, without the necessity of set--
ting up an actual motion base, the same time histories could
have been procured. Once input to the Ormsby model, the out-
put would have shown the differences in similation fidelity be-
tween the two washout schemes. The same conclusions could have
been reached without ever having to'ﬁse an actual mechanical

simulator.

Thus, assuming the notion hi§£ory of the part of the sim~-
ulator to be analyzed is sufficiently defined such that a com-
puter simulation program can be written, the Ormsby model can
predict pilot perceived angular velocities from that motion
simulation. There is no need to use an actual mechanical sim-
ulator, and no: need to employ pilots for subjective analyses.
The model is able to do the comparisons and predictions with

confidence,

"
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Suggestions for Further Research
This work opens up several areas for further research:

l, ‘It would be useful to understand how. certain
parameters in each of the washout schemes affects the

resultzng motions of the simulator base, and the re-

‘sulting perceived angular velocities of the pilot. .By

lvarying different parameters (such as in the preliminary

filters or braking acceleration logic) new motion his~ -
tories could be obtained. These, in turn, when input to
the Ormsby model, could provide new insight into the

workings of washout schemes,

2. There are several revisions which suggest them-
selves in regards to the Ormsby modei. The necessity fox
tuning could be eliminated were the Kalman filters to be
replaced by continuous Kalman filters, rather than the
discrete filters currently in use. Also, more work should
be done to verify that the model is indeed capable of

handling complex motion histories. Finally, the model

might be expanded to include visual and tactile cues, as

.-well as the vestibular cues it now employs.

3. The model should be subjééted to more rigorous

‘tests of its ability to be used as a simulator design

tool., One way which immediately suggests itself is to
take a case such as the one examined here and do the

testing in the opposite order., That is, run the motion



99

histories through the model, and then let the pilots do
a subjective analysis. More extensive use of the model
will sugéest areas for improvement, and begin to perfect

it as a simulator design tool.
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APPENDIX

This appendix contains programming material used in the
work presented in this thesis. The Man-~Vehicle Laboratory's
PDP 11/34 was the coméuter used for these FORTRAN programs.
Most of the documentation for the'main Ormsby programs and és-

sociated subroutines is taken from Borah [3].

Al Human Dynamic Orientation Model

The listing which follows is the main module which imple-
ments the Ormsby model of human dynamic orientation., Several
changes have been made to the orxriginal program (the first three

by Borah):

1. Statements and routines which allowed for varying
afferent base rates and additive random noise have
been eliminated. Thus, all responses are average
reéponses, and firing rates are thoser.above the spon-

taneous rate.

2. Statements were added to allow for non=-zero long time

constant, 1, (variable TW in the programj.

3. Comment cards were added for clarification.
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4, Statements were added to calculate state transition
matrices for any given update interval, for both
canals and otoliths, Vectors TC, TPC, TO and TPO

are no longer data entries.
5. . DATA statements replace data input cards.

6. Kalman gains GKO and GKS were calculated for a .25
second update interval, rather than the 1.0 second

interval used by Ormsby and Borah.

Table A.,l1 lists the variables found in this program and
their definitions. Several subroutines are needed to use this
program and they are described in the next sections. Following
the listing is a sample page of output. Table A.2 describes

the output variables seen on this page.
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HUHEAND OYMA T GRIENTATION FROGRAM

g 5 QT S

[ I

DIMENSTIOMN REF(20LI»TO(4y4) s TOL(3»3) v TRC(32 30 v TROC(2:2) »DVEL{3) 5
TUOC2Y y COCA y ORI THR(E) s XCH(AY o YOH 4 Y v ZCH (4 y (RS « XOH{3) »
CIRER S I EFE DD IPIAL K RO D3 N ST 5 IERATR GC B A W QO D AU EOAD R ) AR IS LHER N Ot O
GRES{I) s Z0CI 2 CTC(3 23 CTO(3 s 3y y VBRC(3 ) »yVBRO(S) + (33 NE(3 0 »
GICOA Dy THHOZ 2 TARCEY s TUHLZ) 2 TUES (S) » TASC3) » AUCI 3 2 WOCI) o Y (32
DL y D S0y EWS{ 30 EMH IR v EAHIIY v HFORE (I s WFERPF (S Y WTUTF (3
EAS {3 s WEBFOLE h WHEDCE ) v WHECL (F) » FM{I Y v X(F) 2 VO3 A VGB{TI o UF (ED

DATA STATERENTS

LDATA DPR /57 .205787

OATA DT /.2300000000E 00/

DATH oI7F r 87

TUATA NIOT /2407

LDaTa OUC A0,2041R070F-04- 0. 47300120E~03 0. 495801 80E~02/

DATA CC /-0,2557831008 02s-0.11318880E 045,-0.637185E0E 04y
) Q438419708 Q7

DTN B A0 ML PTTINE-0R e G 81415820500, 0, L5025 L 2UE-03

Q. 3OSTYCROE~0L/

DATA FSCC /1.370B0000E 00/

DaTh TEED /A-0.13033000E 00/

Tty BEEG A0 FEE4000U0E 00/

DATe DUD S0 370000y 03 G A7 0UEERA0E-0

DaTa S A1.2000000058 GF,1,.80000000% 0450.00000000E 06/

DAaTe GhO A0.07 773800063 0,.53L06060E-0G50, 10502550 E-027

UnTh BRSO O LRMEELIVE-050 0, 104821 33E-04 0212050 LE-QL/ -

unia 7070 AL.O7GR0R OUS

DT TEFD o= AR50 407

2 e

HOTA GUOO Sl S 0w uns
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PAaTHE I8PG A4,.3800008 GL/

DaYe UEAT 20,0000 087

TaTa ACH A0 000000007 D00 03030 00E Qv 0. 00N0EO00E (0.
QL0060 00/

GATA YO Aot on O0r Q. 000N0NS0E Q0. 000000 00K 0.
8, UQOQON0M, O/

GATA ZOH A0.000000005 00-0,000000008 0000000480008 YUy
QQuAGHT g/

DATA XD A=0.05080000E-01 v~ 0. 04850000CE~ 03y~ TQO000 N 00/

BATA YO 00000800008 Or 0000000001 GO0, 0000001 VTS

DATH 70 A=0, 17 o0EN0GE 0L p 0. L28F0000E-06 v =0, AHG0000L R 00

IATE WG 20000000000 2000, G00I0000E Q0 y 3, 0O0QG0UGL Ohy

DA LS YO A0 00000 G000, 000000E 00«0, 0000000 0E OO/

Uy 20 70,00 00000007 Guw 0 00O DE Juy G uGU0000ET g

A Ti UMD SO 0 D30T e, GOUQUUN0LE GO 0, QOUIGIOUTT D0
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aTa noLy £0.000000008 00-0.000G0000E Q0 —1.Q00000000C 0O/
DATA WSO Z70.00600000E 0020.00000000E 3070,00000000E 00/
LDATA WOF /0.0000000GE Q0r0.00000000E 00, 0.00000000E 00/
Lnata TOVEL /3.30000000E 0L/

DATA TOFOS /6.00000000E 0L/

DaTa THC /0.25000000E 00/

OATA FNOISE 70.00000000E 00/

SET UF FILE ASBIGNMENTS

o000

CALL ASSIGN(21y ‘DRKLIJUBLT.NON)
CALL ASSIGN(22, "OK1IRESULT.BAR7)
WRITE(22,3)

FORMAT(Y LEINEAR AILERON ROLL L 7D

[ R R R

WRITE{(22y700) DTyNITPF
WRITE(2257035)

CANAL SPECIFICATIONSG

o o

CALL. STMC(DTsNITFTFCyTLC)
oo 1o I=1-:4 .

10 WRITE(ZDy710) TOI v 1) pTCCI v 22 TET» 322 TECL 9 42
D8 15 T=1:3

i3 WRITE(22,72G) TRC(Ir1)yTRECUI» 22 TRC(T 30y IVEC T
WRITE(22,730) COCLr QO sCU(3 300045
WRITE(22,740) GROC(LY »BRC(2Y2GKO(II yGREC(4)
WRITE(Z2:790) FSCL-TRCC» 880N
Cai.l EULER(FSCL-THECO,85CC,CTED
WRITE{22 745

OTOLITH SFECIFICATIONS

LR I e

Callle STMOCUT»NITFTFOTO)
no 20 T=1:3
WRITHE(EZ:770) TOCI:13,TOCT v 2 TO(T 232
g 23 L=4+2 .
25 WRITE(ZZZROY TPOCT- Ly e TPOLIT 2 TIGOLLY
kthk(”’y??U; COcL)»COC2Y-L0CFD
WRITE(IZy8G0Y GROCL) ER0I2)Y s GROC3) v GRECLI s BRE ) v GRE{T
HHITE(”” 103 FOTQ1TO70 8078, 8alFally O8F Gy DF AT
Cat.l EULER RFGIUrTDTGyadTOyCFU)
ﬁU 27 I=1»3

Fd
=

27 BIIIFLOCTAEACFAC
u“mu; SELP

-

£ INET Lol f2nTLIOn

o
I T feiga

WRITEC2Z2y 830 XKCHOLY o YOLICTI ) v ZCHLT)

RS )
b
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Bl1r=XCH{4)

A2 =YOH(4)

A(EF=ZCH4)

CalLl COTRN{A-CTCy15W0)

o0 36 I=1,3

WRITE(2Z2s836) XOH(I ) YOHIL ) » Z0OH(I)
A1 I=X0OH(3)

ALZI=YDH(E)?

A{II=Z0MLE)

Call. FDThN(ﬁ:GTU?l?ﬁD)

g 43 IT=1,3

WRITE(RZ2:850) XC(IXesYOC(IZ»Z0(I)

) 50 I= lyh

WRITE(22y855) X0CIVYRLI»Z0(10
MRITE(EE?Q?S) DOLDCL s DRLBIC2Y » DOLDICE)
FRr=1.,0-EXF(-DT/TOFOS)

Fh=TOVEL

WRITE{2D880) TDUELyTﬂPUSrTNF!FF&FNQISE

- FN{LDY=EXF{-BT/TNC) -

FNCEY=TNORCL . ~FROLIY/TIT-FNILY
FMAZ Y=L . ~TRCRCL.=FN(L) AT

MAIN FROGRaAM CYCLE

FIHD CURREHT STIMULUS IN HEAD COORUDINATES

(EVERY DT/MITR BEC.)?
1. aNGUH.AR ROTATION VECTOR (TWHY AT {(TIMED.
2, GPECIFIC FORCE VECTOR (TaH» AT (TIMEFRT/3) .
3. TRUE DIWM VECTOR AT (TIME+DT/Z2),

L0 . 450 ITIHU:JvNDT

DO 100 I=1yNIT
TIHEﬂiITIHE—l}?HT+I$BTKNITP
CALL BSTIM(TIME»TWH» TAM THHY

TRAEMEFOGRIT TQ SENSOR COORDINATES

Chll, COTRMITWHCTC 02 TWED
Cabtl, COTRMNATAHCTO 0. THSY

BSENSOR STIMULSTION (EVERY UT/7NHTE SEC.):
USIHG CURRENT STIMUM US UaLURE, UPDATE STATE
VECTORS FOR 3 CANaALS (RG.7Y0 allll ZC)» AlD
I OV LTHS (X000 aND 20 ANG COMPUTE
AFFIERENT FIRING RATES (CHEXyLRY O8Z, 058X, 05Y (057D,

SG=THG(1)
Call SUIFLGCEC TRCyOVE 8y D8R CL+ B9 40
S=TWE (D)
CALL. SBUUFDIYL, T - C 8 L8Y T Cs304).
S=THELZY
oLl S8WITED s TRC- 0V, 8y 0N E-Ghr 35 40
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B=TAK{L) .
CAaLL SVUPIHXDy TRPODVOy 208X, 002 253)

S=TAG(2) .
Calll sVUPRD(YD»TFG,DVO»8,08Y,C0+3253)

S=TAG{(3)>

Caltl SYURPD(ZOTRG- UV 8»08Z.C5 2033

OFTIMAL ESTIHMATOR (UFDATE EVERY DT SEC,.)S .
GET CaANAL AND OTOLITH SYSTEM STNATE ESTIMATES FROM
STEADY STATE Kal.MAM FILTERS. .

CALL SSKF{XCHO8XTCLLrGKCr 4)
Cakl S8RKF(YCH,CBYyTC»CT»GKC 4)
Call. SSRKF(ZCH,CBZ,TLyCOyGRO v 4)
Lall. S8KF(XOH,08XsTUC0-GR0O-3)
CaLL SSKRF{YOH,08Y» TOyCOsGRAY 3)
CaLl. SSKF(ZOR.08Z,TOCHy GRS »3)

ENTER ROTATION RATE ESTIMATE VECTOR (CANAL ESTIMaATE?,
EWS(1y=XCH{4)

EWS(2)=YCH{4)
EWS(3)y=ZCH({4)

ENTER SFECIFIC FORCE ESTIMATE VECTOR (OTOLITH ESTIMATE).

EASC(L)=X0H(3)
EAS{2y=Y0OQH(3)

SACCULE NOR-LINEARITY
EAS{S)=AMAXL (AR {Z0H{I I+ 41691+, 814P s~ 4169)
RESTORE HMAGIMITURE OF OTOLITH ESTIMATE TO VALUE HELD
BEFORE CONSIDERATION OF SACCULE MNON-LINEARITY.
(THEREFORE , MON-LIHEGRITY EFFECTS ONLY GIRECTION OF
DTOLITH EBTIMATE)Y .
Chal.L HORMIENS Y )
Do L30 I=L.3
DLIMY =X OH CE YRR YO 3D 2R 2P Z0H (F ke
EAS (T )=80RT (DUMMY »%RY (1)
TRANGFORM TO HEAD COORNIHNATES

Coll COTRN(EHSCTCy1yEWH)
Call CUTRNLEASLTOr i elnH)

FRINT STIHUWL.USy SENROR oND OFTIMAL ESTIMATOR ValueEs,

WRITE{22,200) TTHE
WRTITECIZy P10 TR v THS LY s CEYyFHHLL) s TAHIY « TAS (L) =
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1 08X EAHCLY = TIH (L) .- ) )

WRITE(RZ,210) THH{Z » THR(Z) pCOY s FWHO2Y 2 TAHCI ) » TAG{IY »
1 OSY yEAHCZ) » TIH(Z)

WRITE(2Z2,9210) TUH(Z) s TUS{3) »COZ EWHIZ) »TAH(Z) s TAS(3) »
1 U8Z,EAH(3) » TOH(3)

WRITE(ZZ2:92200

DOWN AND W ESTIHATOR (URUATE EVERY DT SEC.).
COMBINE QTOLITH AMD CAMAL ESTIMATES TO FORM- ~
NEW EBTIMATE OF:

1. PERCEIVED DOWN (INEW) AT (TIME+DT/2).

2+ PERCEIVED ACCELERATION (ATC)Y AT (TIME4DT/2).

3. FPERCEIVED ANGULAR VELOCITY (WTOTY AT (TIHE).

OooaOnaoa

CALL DOWN(DOLIERHs EAH AQ WSFO-FIUT TORPOS » IF AL s WOF »
1 WHCO s WMECL s FND
S0 CONTINUE

FORMAT STATEMENTS

NO0H

¥

700 FORMAT( //9¢ UFDATE INTERVAL=’sF3.2, BECONDE. 7
1 ‘NUMBER ITERATIUONS PER INTERVAL=':I3+//)
705 FORMAT(/ /97 SEMI-CIRCULAR CﬁNHL QYSTEM GFECIFICATIONGS »
710 FORMAT{( 7 CANAL TRAMSITION MATRIXN=",401135.8)
T 7E0 FORMAT( 7 CaANNL 8YS UFDATE MATRIX=/,3Ei5.8»
1 d CANAL, DRIVING VECTOR='E135.82
73G - FORMAT(/s° CAMAL BYS OUTPUT MATRIX='24E13.8+/)
740 FORMAT( ¢ CaMalL 8YS KaLHAN GAING =/,4E1%.8)
730 FORMWAT(/ 9. CANAGL ORIENTATION WRT HEAD FHI="E12.3»
i Y THETOA=Y «E12.57 7 FEI=72EL10. 0/
7465 FORMAT (A /7 OTOLITH SY8TkM SFPECIFICATIONG <)
777G FORMAT( ¢ OTOLITH TRANSITION MATRIX=’.3FK15.8)
780 FORMAT( OTOLITH 8YS UPDATE MATRIX='y2E135.8»
1 ‘ QTOLITH DRIVING VECTOR=/»E1H,8)
7370 FORMAT (/=7 OTOLEITH SYS QUTPUT MATRIX='-3E153.82
500 FORMAT (/7 UTR KAl GAINS='»3EL2.3y7 SAC KAl DAING=" .
AE12.30
8210 FORMAT (/7 OTOLITH ORTENTATION WRT HREADL FHI=’.

[

.1 E12,%5: 7 THETA=/2ELIR Hs’ PFSI=/yEL2. 5/
2 T BACFAC= s ELR, 57 0 SENS FER G=7y
. 3 E12,5¢/ 0 8Y8 GAIM (DFACY=/»E12.%:/)
825 FORMAT( 17/ e/ /78" SYSTEM INITIALIZATIONs//)
830 FORMAT. ¢ INITIAL STaTE ESTIMATES, XCHeYCHyZOH=’»
i 3E15.8)
8136 FORMAT( ¢ INITIAL STATE ESTIMATES.  XOHe Yo Z0H-= -
i 3ELIR.8)
850 FORMAT( - TRUE CANAL STATE VECTONRS XUy YCyZO0='y
1 IELS.)
855 FORMAT( ¢ TRUF OTOLLTH STATE VUFECTORS XOsYQv70=/ X7 [543
B74 FORMATC v 7 DOLOCL»2:33=" 312,59y /)
a0 FORMOT(/y 7 NOWN RATE T=7sEL2.5y7 DO FNS T=73E12,0y

ORIGINAL PAGE I8
OF POOR QUALITY
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s/ NON CONF T CUHS=’5E12‘5y".POB‘ERRDR FAG="1

1
2 E10.5e /% STEMAL NOISE FACTOR FUDISE='sEiZ2.S:/»
3 19/ " gYSTEM SIMULATIONY »////7)
200 FORMAT (Y T=’sF&.277 W HR W SENS C BIG
1 ‘oOEST W oHN gF HI 8F QENS 0 SIG
2 ‘0 EST 8F oOWN HD)
210 FORMAT( FYOELIRLSY - )
920 FORMATCY RSECC. ROTO RFOS
1 ' WEARE WRERP WTOT T TINEWS r
2 ‘ acC’ ) :
STOF
END

STOQF -
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Table A,1 Variables used in main program

A0(I)
cc (1)
co(I)
Cs(1)
Csx(1), CsY(I), Csz(I)

cre(z,d)
CcTo(1,d)

DFAC
DOLD (I)
DPR

DT
DVC(I)
DVO(I)
EAH(T)

"EAS (I)
EWH(X)
EWS(I)

FD

FN(IX)

FNOISE

FOTO, SOTO, TOTO

FP
¥SCLC, S5CC, TSCC

GKC (1)
GKO (1)
GKS (I)

cld otolith estimate
canal sensor output
utricle sensor output
saccule sensor output

current canal state vectors, sensor
coordinates

direction cosine matrix between head
and canal, sensor coordinates ’

direction cosine matrix between head
and otelith, szensor coordinates

steady-state gain of otolith estimate
old DOWN value (=.46)

degrees per radian (=57.29578)

update interval for DOWN. estimator
canal sensor driving vector

otolith sensor driving vector

current otolith specific force esti-
mate, hezd coordinates

current otolith specific force esti-
mate, sensor coordinates

current canal angular velocity esti-
mate, head coordinates

current canal angular velocity esti-
mate, sensor coordinates

= TDVEL
constants for first-order filter
signal-~to-noise factor A

Euler angles for head and otolith sen-
sor coordinate transform

position error factor

Euler angles for head and canal sen-
sor coordinate transform

canal Kalman gains
otolith (utricle) Kalman gains
otolith {(saccule) Kalman gains

ORIGINAL PAGE I8
OF .POOR QUALITY]
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Table A.l1 continued

NDT
NITP
OSPG
0SX(I), OSY{I), 0SzZ(I)

SACFAC
TAH(I)

TAS(I)
TC(I,JT)

TDH(I)
TDPOS

TDVEL

TIME
TNC

TO(1,J)
TPC(I,J)
TPO(I,J)
TWH({I)
TWS (1)

WNCL({I)
WNCO(I)

WO (I)
WOF(I)

length of motion history
number of sensor updates per DT
otolith afferent firing rate per g

current otolith state vectors, sensor
coordinates

saccule factor {=.5)

current stimulus specific force,
head coordinates

" current stimulus specific force,

sensor coordinates

state transition matrix for canal
Kalman filters

DOWN

60 second time constant for DOWN
position

35 second time constant for DOWN
angular velocity

current time in seconds

«25 second time constant for uncon-
firmed canal estimate

state transition matrix for otolith
Kalman filters

state transition matrix for canal
sensor update

state transition matrix for otolith
sensor update

stimulus angular velocity, head
coordinates

stimulus angular velocity, sensor
cocordinates

low frequency portion of WNCO

previous unconfirmed canal angular
velocity estimate

old otolith estimate

low frequency portion of otolith
angular velocity estimate
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Table A,1 concluded

WSFO (I)

Xc(I), YC(I), ZC(I)
XCH(I), YCH(I), ZCH(I)
X0(I), YO(I), 20(I)

XOH({I), YOH(I), ZOH(I)

previous otolith angular velocity
estimate

old canal state vectors, sensor
cocrdinates

current canal state vectors, sensor
coordinates

old otolith state vectors, sensor
coordinates

current otolith state vectors, sensor
coordinates
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0.25 W HD

=0 2PPO0E-03-0.14733E-03-0.443

111

W BENS

CB

i
07E-(2~

GEST W HI

SF HI

SF HENG

1 816

0 EST &F

1rOWN HI

0.22002E-03 0, 00000E100-0,42260E100=0,.53974E102~0.70889E-02 0. 00000E 100

04 00000EH00 0.1473FE-03 0.44307E-02 0.50927E~11 0, 00000E100-0,15114E~05-0, 12504E=03 0.57654E-06 0.00000E+00
0. 00000E 00 0.9710BE-04 0.30537E-02 0472740E-11-0, 10000E4+01-0.9043I1E100~0,57074E+02-0, 473016 FOO=0 4 10000E4 01

RECC

0.34876E~04 0,22366E-0B-0,141046E-06~0,55394E~12 0, 00000 +00-0,55394E~12-0, 1 0020E-03 0,7B426E~02
—0.80480E-12 0.30599E-04 0.49605E-04 0,19214E~12 0, O0000E 00 0.19214E~12 0, I47S7E-04 0,15412E~04
—0.333P0E-0% 0.00000E+00 0,24334E-08~0.11056E-07 0,00000E100-0,11058E=07=0.10000E+01 0. 13004E-01

Q.50 W HD

RAOTO

W SENS

RPOS

€ 8IB

WPARE

G EST W HO

WFERF

SF HD

WiDT

8F SENS

LNEW

0 816G

AL

D EST SF

NOWN HIO

—0.13214E-02-0, BAE97E~03~0 4 24655E-01~0, 11447E~02 0, C0OGOE1 00-04 42242E FO0=0, SOO0HE L 02-0, 65644E~-02 0, 000004 00
04 00000E+00 0, 84497E-03 0,26655E-01~0,4B552E-10 0.00000E400~0,15114E-05-0,114L7E-03 0.4B120E-06 0.00000E100
0.00000E 0 0,55854E-03 0, 17578E-01~0,5B208E-10~0.10000E +01-0, 904 FLE+00~0 , 53D0E 1020, A7 187E FOO=0, 10000E4 01

RBEC

0.15%14E-03-0,10441E~08-0 4+ BOASOE~(4-0, D7EE6E-10 D, 00000F { 00-0, 27ZA4E~10-0. 2087 0E~07 0. S&ALBLE-OT
0.12036E~10 0,50930E~04 0.57570E-04 0,20174E~10 0,00000E1+00 0,201746E-10 0,19399E~03 0.BEI0AE-04
—020002E~07 0,17827E-08 0,11079E~07-0,1771BE-06 0. 000001 00-0,17718E~04-0, LOODOEHOL 0, 116875601

0479 v HD

7070

W SENG

RPO&

C §I6

WFARE

€ EST # HD

WFPERP

&F HL

WTOT

SF SENS

HNEY

0 gIb

ACC

0 EST 8F

OOWN Hh

=0, BL713E~03- 0, 52346E-03-0,16TP7E-01~04 3I0F9AE~04 O, GO000E100-0, 422428 KOO0, AS2BAES 02-0, 227 24E-02 0. 00000E41 00
0+ GO000E+00 0,52364E~03 0,14F97E-01 0.3A253E-10 0,00000E100-0,15114E-0%5~0, 10302E-03 O, 41163005 0. 00000100
0. 00000EL0) 0,34TIZE-03 0,10813E-01 0.26375E-10~0,10000E+01~0,904FLES 00=0, 49575E+02~0, 46210E4 000, 10000E4 01

RECE

04117448030, 3554BE- 040 Z0HPYE~04~0424374E-11 0. 00000E 1 00=0, 14F74E—11~0, IFSFEE~0F 0, 2146I4E-02
~0.149008-10 048713PE~05 0.19546E~04 0.90417E-12 0.00000E+00 0,9F417E-12 0,74086E-04 0.340356E-04
0.250228=07 0,17559E~0B 0.15369E-08~0,734B0E-08 0. 0CO00E L 00=0,73400E-08-0. 10000E401 0, I0P42E~02

1.00 W HI

0 135R2E4100 0,B7039E~01 0, 27349401
0. 00000E1H00-0,8703FE-01-0, 27349E+01
0. 00000E100-0.573Y3E-Q1-0, 1B03SE+D1

ROCH

=0 2074PE~01~-0,17833E~05 0.B5415E-04
=0 16061E-04-0, 46027E~04~0, 78335E-05
0. 44351E-05-0.3004LE-08 0,14592E-04

1.25 W Hn

0414633016400 0,40567E4H00 0, 124P6E402

ROTO

W SENS

ROI0

W SLis

REOS

C 816G

RPOS

L sIG

WPARE

C EST W HD

WRARE

C EUT W HO

WPERF

8F HD

WRERF

8F HI

wior

8F SENS

UuTOHl

SF SENS

[IEW

0 BIG

DHEW

D 516G

ALC

0 EST &F

(1M

0,37505E-08 0,82724E-01 0. A27246E£-01-0, 1B20FE~03~0, 84446 6E-03
0,2BALEE=04 0.21904E~0F 0. 21954E-03-0,20609E-01-0, P4803L-02
0, 274D0E-04-0.19507E -04 0.70934C~05~-0,29979E400~0,13347E-01

0 ESI &5F

DOWH HO

0.13112EHD0 04Q0000EI00=0,420420400~0, 42645E402 0. 74209E-03 0. Q0000E100.
0, 20497E~00 0,00000E4 00=0, 151 14E~05-0, P3PB4E~04 0, 3T47BE~06 0.00000E100
04 74504E~00~0,10000EH01-0, P056ILEHO0-0 . 4AG724E4 02-0, 44 8656E1 000, 10000E101

QN HI

0, 3A2BLELF00 Q4 00000E FGO-0, 42246204000, IP2I0E402 0.39S91E-02 0, 00000E100

0. 00000 H00-0, A0G47E100 -0, 124626E4 02-0, 143376-07 0.Q000DE+O0-0,15114E-05~0,344627E~04 0, 31517E-06 0. 000008100

QQ0000E00-0,24752E 1000, 83721E FOL

RSCC

=0.71074E-01 Q.347P1E-DA4 0. 37403E~03

ROTO

RPOS

WPARE

=0 A7924E-046~0, 16877E-04~0, 3841 3E-04 0, 45BASE~-0S 0,

0. 1T351E-04 0,34118E-04 0434887E-05

.50 W HI

0+&N2BLEHO0 0. 41834EH00 0, 1239446EH02
0. QOO00E00-0, AL DI4E FO0~0, L 29468 02
0. QGO00E +00-0, 27 5H9E400-0,BSI74E4+01

RECOC

0.,17321E-01 0,29975€-04 0,29742E-03
=0, 74998E~04~0, 6021 2E-05-0,730462E~04
=0+ 20444E~0F 0.54732E-08 0.54345E~05

W SENS

ROTO

C B6IG

RPOS

C EST W HD

WFARE

WFPERP

SF HD

WPERF

wi1oT

8F SFNG

wTor

DHEW

0 816

DNEW

ACC

0412625E~07 Q.2024BE100 0.20285E100=0,12567E~03-0,40170E-02
22297E-03 0.202754E-03-0. 711446~ 01-0,41920E~01
0 H1BESE~D4=0 1 TE076E-04 0.257P0E-04-0  PPHBAEF00-0. 31174601

n EST 8F

ACL

0,18757E-08~0,70600E~01~0.70400E-01-0, 4478 1E-04~0, 74053E~0D
0.18104E~05 ¢.32217E- 03 0.3239HE-03~0.735506-01-0,33837E-01
0.21908E-04-0,205708E~04 0, 13295E~05~0, P9729E+00-0,54335E-01

01 00000E400-0, LO0OOEHNLI-0. POAZLET 00~0 ¢ 420S4E FO2~0 . A26Y1E4 00~0, 10000E +01

DOWN HD

0+ 28746EH00 04 00000E+G0-0,42242E4 000, 3ISFHLEF02 O, 73D44E-02 0. D0000E4 00
0,82002E~-07 ,00000L FO0~0, 151 14E~05-0,75725E--04 0,20412E-06 0. 00000E400
0+74508E-08~0,10000E101-0,P0831LE HOO -0, FASHLE+02-0, 4044264 00~0, 10000E+ 01
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Table A.2 Variables output from model

W HD
W SENS

C SIG
C EST W HD

SF HD
SF SENS
0 8IG

¢ EST ST
DOWN HD
RsCC
ROTO
RPOS
WPARE
WPERP
WTQOT

DNEW
ACC

angular velocity vector, head coordinates

angular velocity vector, sensor coordi-
nates

canal signal: afferent firing rate from
three canals

canal estimate of angular velocity vector,
head coordinates

specific force vector, head coordinates
specific force vector, sensor coordinates

otolith signal: afferent firing rate from
three otoliths

otolith estimate of specific force vector,
head coordinates

unit vector in direction of gravity, head
coordinates

canal contribution to DOWN, head coordi-
nates

otolith contribution toc DOWN, head coor—
dinates

rotation vector to null difference between
SF and DOWN

angular velocity perception parallel to DOWN,
head coordinates

angular velocity perception perpendicular to
DOWN, head coordinates

total perceived angular velocity, head cooxr-
dinates

perceived DOWN vector, head coordinates

perceived acceleration vector, head cooxrdi-
nates
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A,2 Subroutine STIM

Subroutine STIM is the Stimulus routine called by the
main program. It is this program which is altered for differ-
ent applications of the model. The particulﬁr subroutine
listed here is the one used in this thesis research. Basic-
ally, it reads the data from the Langley motion histories from
a file on a disk. The desired angular velocities are placed
in the proper angular velocity wvector locations by this pro-
gram. Table A,.3 lists the filenames, data locations and vector
locations for each of the twelve cases examined., Table aA.4

lists the variables used in this program,and their definitions.

Note that the STIM routine must return ;taggered angular
velocity and specific force values, as required by the main
progran., The value of W must correspond to time T, while the
values of A and D must correspond to time T+DT/2. This require-
ment is illustrated in Table A.5, which also gives the print-~
cut times for the variables which are output from the main pro-

gram,
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BUBROUTINE STIMI(TsWsA»10
DIMEMGTON W32 A(33:0037UATALSD
LFR=57, 29578
OGO 10 I=1:3
W{Iy=0Q.0
BCIV=0.0
10 Aalli=0.0
A{3)==1.0
D{3)=—1.0
o 20 I=1.9 X
: REAB{ZL 19 ERR=146) (DATA(J)vd=ls4)
15 FORHAT(L1X-S5E13. 47

GO T 18
L6 WRITE(7 13 (DATARI siN=1r4)
i8 TFETLER. 2 U =TATALYRT/OFR
20 CONTINUE

RETURN

EMD

STOF ——

ORIGINAL PAGE I8
OF PGOR QUALITY
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Table A.3 Twelve test cases used by STIM

DATA NAME & ANGULAR VELOCITY

CASE FILE NAME LOCATION *™ VECTOR LOCATION
Simulated aileron DBLT.LIN PDOTM (4,2) 1
linear roll .

Simulated aileron DBLT.NON PDOTM (4,2) 1
nonlinear xroll ’

Commanded aileron DBLT.LIN PADOT (2,1) 1l
roll

Simulated aileron DBLT.LIN RDOTM (4,4) 3
linear yaw

Simulated aileron .DBLT.NON RDOTM (4,4) 3
nonlinear yaw .
Commanded aileron DBLT.LIN RADOT (2,5) 3
vaw

Simulated rudder RUDDR.LIN PDOTM (4,2) 1
linear roll

Simulated rudder RUDDR.NON PDOTM (4,2) 1
nonlinear roll

Commanded rudder RUDDR.LIN PADOT (2,1) 1
roll

Simulated rudder RUDDR.LIN RDOTM (4,4) 3
linear yaw

Simulated rudder RUDDR.NON RDOTM (4,4) - 3
nonlinear yaw

Commanded rudder RUDDR.LIN RADOT {2,5) 3
yaw

* “Datailocaﬁion'taken from a 5 X 6 macrix of variables
listed in Table 4.1
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Table A.4 Variableé use& in STIM

Al{I) stimulus specific force, head coordinates

D(Z) unit vector aligned with gravity, head coor-
dinates

T current time in seconds

W(I) stimulus angular velocity, head coordinates
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Table A.5 STIM variables and printout variables [3]

STIM - COMPUTE PRINTOUT
VARIABLE COORDINATE UNITS VALUES AT TIMES  VALUES AT TIMES
ERAME T+DT/2 T T+DT/2 T
a head g
head g X
W head rad/sec X
W HD head rad/sec X
W SENS sensor rad/sec X
N C s1IG sensor ips X
C EST W head rad/sec X
SF HD head g X
SF SENS seﬁsor g X
© SIG sensor ips X
O EST SF head g X
DOWN HD head g X
RSCC head rad X
ROTO head rad X
RPOS head rad X
WPARE head rad/sec X
WPERP head rad/sec X
WTOT head rad/sec X
DNEW head g <

ACC head g X
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A.3 Subroutine DOWN

. Sabroutine DOWN implements the logic for determining the
perceived direction of gravity and the perceived angular vel-
ocity. Figures 3.7 and 3.8 illustrated this logic, and it was
discussed in Chapter III., Table A.6 provides the list of var-

iables used in the subroutine along with their definitions.
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SUBROUTINE DOUNCOOLDyWNe S SO WEFO T OTy TIHFS »
1 BFAC > WOF s WNCO » WL » FND

HOWN ESTIMATOR ANI W ESTIMATOR

DOWM IS5 DETERMINED BY RELYIMG ON LLOW FREQUENCY
OTOLITH ESTIMATES, CANAL ESTIMATES WHICH ARE
CONSISTENT WITH HIGH FREGUENCY OTOLITH ESTIMATES
AND HIGH FREQUENCY PORTION OF CaNaL ESTIMNATES
NOT CONFIRMED RBY OTOLITHS.

W IS DETERMINED BY CAMAL ESTIMATES PARALLEL TO
DOWNs ROTATION RATE OF DOWNy aAND HIGH FREQUEMCY
FORTION OF CaNal ESTIMATES FERFPENDIICULAR TO
DOWN MINUS RDTATION RATE OF DOWN.

DIMENSION DOLDC(3) sWN(3I) s BNCI) yBO(3) s WEBFO(3I s F(3)»
WEF (3 y X3 vy WOF (32 7 RBCC(3) 2 ROTO(3) yRTOT(3) 5
INEW(3) s RFOS (3 y HFERF(3) yDAVG (3) » WFPARE(S) ¢
HTOT(Z) rACC{3 )y ANG (33 » WOD (3 ) » WODN(S ) »
WNCO (3 s WML (B s FNCI ) 2 WHC (30 tWNCH(3) s HROTO (3D

S Gl R

SFHALG=SART(EN(L ) k2SN (2 RE2L8N (T YRR
FROS=L0-EXF{~{(SFHMAR/TIFACIER (293 x0T /THOFS)
TOVEL=T
FL)=EXP{~-TOT/TRVEI.)
F{2y=TOVELHR(L+—-F LY/ 0UT-F{L)
FO3r=1.,~TOVEL®R {1l . ~FCL»)/Nn7T
CrLl CROSS(S0:8HHEBF)
CALL MNMORMIWSF ¥
Corl . UAKGIED» BN« AMNGEF )
L 10 I=1-3
HSF (I )Y=AMNGEFXX{T)
WOF(EY=F Ly EWOF (PR (23R MSFOCE Y HF (3 RESE(T S
HODOT y=L&F{TY-W0FE{T
WEFOC(I)=WSF(1)
WOTHM=SORT (WONCL YRR H0n 2 702+ W0u (3 ks
CAall., MORMIWAT  BODN Y
WOF W= LGOI L 3PN 2 RWOON 2 ) F RN S XWOTHI(S)
IFCHMTFWID 12012011
WP I=0 O
WEaG=-WCPETTROT
nng 13 I=1:3
KOT)=WOON LYRAMIMT (WHMAE WD
WO =W I ANIT-X{1)
P T F eFNOT TRHNL T P2y KUNCDCE RN Y KWNGC (T ) -
WHCO{L )= (T Y
BINCHOL Y=t T —WNLCD)
KT =X 00y WNOH T
Call, UROSW(UOLD . SNT0TOY
CALL MORMIERATU[7)
' AL PAGE 8

RIGIN
%thOORrQUAlIrY
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WOF A=W L Y EF (LU 20 RF (20 HUOF (32 RF (3
B0 15 (=10
ROTOCF y=i=mbtn T )
13 HEOTO(L =201 0T YA 2,
DAl ROTHTE OO G RYOTNG Y
WORARF-=X Ly ek (LA {20 (3PS RF (3
o 20 =13
RETC I )= (K0T ~WekalMeF (1)
20 RTOTCE y=mBlC I +HRAOTOCE
Call ROTATE(DOLNRTOT - DNEWD
Coall UANGIONEW BNy FERD
FHI=FFOASYFIEE
Call CROYSSUN W BNRFOS)
CALL NORM{RFOS:X)
0 30 I=1a.3
30 RFPUSC L =R RIRR{I)
CaLl ROTATEONEM.RFOE2 XD
CALL™ HORITC UMEN ) '
00 40 I=1¢3
30 NOT e OO ) P
CALL, ML O Donllg
WRPARM=WN(LYADAVE (L yHUN(2IRTAVG (23 FUN (S RDAVE (3)
Call DROSSODHEW TR U NPRERFS
Bl M (BT RP X0
Chb L SR LR e TINE Y o *H L 2
HO 5 i=1.3
WRFRERF O = Ty Pt ANT
WRFARE (L Yy =HPARNMEDAVEL L)
BOLOCT T3
SU(I)'“HKT‘
LTIy lr RES L3 ML 0 (Y
ALCCIL Y= hrnbﬁurrﬂtn)—tﬂ(l)
45 WRITE(ZD D00 REUSOE Y »ROTU(D) yREFOES{I Y v WPARECTY s WPERF (T 3 ¢
1 WTOT(LY o OHEW(T } w ACR(TY
50 CONT IMUE
109 Falmiyn o fedll2 )
RETLUSM
EMI

STOF -
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Tahle A.6 Variables used in subroutine DOWN

ACC
ANGSF
DAVG(I)
DFAC
DNEW (I)
DOLD (I)
DT
FEE
FN(I)
FPOS
HROTO (1)
PHI
ROTO{I)
RPOS (I)

RSCC(1)
RTOT {I)
SFMAG
SN{I)
SO(I)

T

TDPS
TDVEL
WCEARM
WCPWD{I)

WMAG
WN (I)
WNC{I)

WNCH(I)
WNCO (I)

pexceived acceleration vector

angle between SO and SN

unit vector in the direction of DOLD + DNEW
steady~state gain of otolith estimate
current value of DOWN

old value of DOWN

update interval for DOWN estimator

angle between DNEW and SN

constants for first-order filter

e—DT/TDPS

ROTO/2
FEE*FPOS
component of WOF perpendicular to SN and DOLD

rotation vector to eliminate integration
errors

canal contribution fo DoWN

RSCC+ROTO

specific force magnitude

current otolith specific force estimate

old otolith specific force estimate

=TDVEL

time constant for DOWN position

time constant for DOWN angular velocity
magnitude of canal angular velocity estimate

canal estimate parallel to high freguency
angular velocity otolith estimate

angular velocity magnitude
current canal estimate of angulaxr velocity

current candl estimate of angular velocity
not confirmed by otolith estimate

high frequency portion of WNC
old WNC



Table A.6

WNL(I)
WOD
WODM
Wor (1)
WOPARM
WPARE (I)
WPARM (I}
WPERP (I)

WSF(I)
WSFO (I)
WTOT (I)

122

concluded

low frequency portion of WNC

WSF - WOF

magnitude of WOD

low freguency portion'of WSF

magnitude of otolith angular velocity esfimate
canal angular velocity parallel to DNEW -
canal angular velocity perpendicular to DNEW

system angular velocity perpendicular to
DNEW

angular velocity of otolith estimate
old WSP
WPARM + WPERP

ORIGINAL, PAGE 18
OF PQQR QUALITY
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A.4 Subroutine library

The next listing contains the rest of the subroutines
used by the model. They are mostly self-explanafory. Sub~-
routines STMO and STMC are new routines designed to calculate
state transition matrices for any given update interval. They
implement the equations for the'systems described in Tables

A.7 and A,.8.
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SURRQUTINE SVUPTIC e T2DrSe Yy CoNs M2
STATE VECTOR UPDATE?

ACNEW ) =THACOLT + DRSS
YINEWI=CRX{NEW)

WHERE
N I8 DIMENSION OF STATE UECTOR
X I8 STATE VELTOR
T IS TRANSITION MATRIX
O IS5 niivIsG VECTOR
8 IS STIMULUS
Y IS QUTRUT (AFFERENT FIRING RATE)
C IS8 DUTFUT MATRIX

DIMENSIUON X(NY s TON=N) sTH{NY »CUMI v R(®)
0 5 I=LiyiN

RCIY=X(I)

U0 10 I=1isN
X(I)=D{TI%S

00 10 J=1»N
XEDy=X (D) +T(Iy . DERSY
Y=0{M) %S

[0 20 I=1i+d

Y=Y4+C (II%X (T

RETURN

EMD

SUBROUTINE NMORM{AyAND
AN = UNIT VECTOR IN DIRECTION OF VECTUR &

DIMEMSION A(3YAME)

AM=SART (A (LI E24+A T2 HA2+a (32 X3)
IF (-1 .E~04) Sy5rd

AM=1.,E-04

A0 10 =13

ANCIY=A0T /0N

RETURN

END

SUBROUTINE S8NF(OXH Y THyC 6K N
STEADY~-E5TATE KalHAN FILTER (UPDATE EVERY UT SECONUTS)
AMOMEWY = TIHEXHOOLY)Y & GBIV -CRTHKXHD

WHIZRIE .
XH I8 8TATE VECTOR LUOTENATE

ORIG

& IS
OF POOR QUALITH
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TM I8 TRAOMSITTON MATRILX

GK I8 KaLMAN GAIN MATRIX

Y IS SENSOR SYSTEM QUTRUT -
€ IS OUTFUT MATRIX

DIMENSION XHHY » TMONN) yCINY yGR(NI v 8(F)
0o 40 I=1sN

5(I¥=0.,0

00 40 J=1l+N
S(I)=G(I)+TH{I»JIRXH (D)
EM=0.0

D0 43 I=1vN
EM=EM+S(TIRC(I)

D0 S0 J=1.N
XH{Jy=8 (4G (JIR(Y-EM)
RETURN

END

SUEBROUTINE ROTATE(A-RsAR)D

AR = A ROTATED ARDUT R BY AN ANGLE (ﬁﬁﬁ)

EQUal. 7O THE MAGNITULE OF R

GIMENSION A3 yRIBIAR(ZII pAF(Z) v AFMI3)
CaLl CROSS{RrAsaF)

Cal.L. NORMAINF 2 AFNY
AMAG=8ART (A (L) HEZHA (2 IRADFA (T I20k2)
FHI=SQRT(R{IDREDFR(2 BRI IFR (I KD

ng 10 I=1+3

- AR =AMAGKSIN(PHIIRXAFNC D) +COS(FHIIXA (T

RETURH
NI

SUBROUTINE COTRNCAYBsMeD)

COORDINATE TRANSFORNM:
FROM HEAD TO SEMSUR TF N=Q

FROM SENSUR TO HEAU LF N=)

A = ORIGINAL VECTOR
L = TRANGFORMED UECTOR
B = TRANSFORMATION MATRIX
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LDEMENSION A3 rB(3,3):0(3)
IFINY 1010020
Lo 15 I=1.3

COI =R{l DDAACLIIR(T 23O (2)+B(E»3) A3

GO TG 30
00 3% I=1+3

CCDy =R DXALIFRIZ,IIXA(DIFR (3> 12%A(3)

RETURMN
END

SUBROUTTINE UANG(AsReFHI
FHI = ANGLE RBETWEEN A AND R

DEMENSION AC3YyBL3) v AN(II 2 BN(SJ

Call NORF{A:AN

Call NORM{B2EBH)
X=ANCIORBNCL)FANC2IREN () FAN{IIXRBN(S)
IF{X,6T.+1+0) X=1.0

Y=8RRT (1« ~A%E2

FHEI=ATANZ(Y %)

RETURH

END

SUBRGUTIME CitUSE{AasR2 [
C=aXE§

DIMENBION A{3)B(XY-0(3)
C{li=A200R{3)-a{3XRB(2)
Ce2r=n{3YEE(1 Al L)EE(3)
GO3 =L P B2 = (20 FR{L D
RE FURN

END

SUBROUTINE EUWMER(F+TyS»0CTI
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PRGDLC“ DIRECTIOH CDbINE ﬁATRKX {ETY GIOEN
EULER ANGLES (F-T AND S).

DIMENSION CT(373)
CT(1,1)=COS(S)YRCOS(F)I-COS(TIXSIN(FIXGIN(S)

CT(2sLi=—(SIN(SI¥COB(F)+COB(TINSIN(F ) XCNS (8} )
CT(Is1)=SIN(TIXSINLF)

< CT(172)=COS(5)XSIN(F)+COS(TIXCOS(FIXSINIG)

CT(2y2)=CO3(TIRCOS(FIRCOS(SI-SINISIKSIN(F)
CT(3»2)==8IN(TIRCOUSL(F)
CT(1,3)=8IN(TIXSIN(E)
CT(Z2,3)=8IN(TIXCONS(E)

LCT(3.30=CA8(T)
.00 10 I=1:3

WRITE(225100) CT(I21)sCT(Ivy23+CT(I»3)
FORMAT(” CT=/»3E13,.8)

RETURN

ENI.

SUBROUTIMNE STHMO(DTNITP,TPO»TQ)

SUBRDUTINE TO CALCULATE OTOLITH STATE
TRANSITION MATRICES
T -~ UPDATE INTERVAL FOR KALMAN FILTER
NITP - NUMBER OF BENSOR UPDATES PER DT
TPO -~ ZX2 8TH FOR OQTBLITH SENSOR UPRDATE
TO - 3X3 5TH FOR OTOLITH RKALMAN FILTER SYSTEM

DIMENSION TPO(2s2)»TO(3s3)
CALCULATE TRC
T=DT/NITF
TPO(1r1)={200,%EXF (=, 2KT )=, 2KEXP(~200.4T) ) /199.5
TEO(Ry 1 )= (EXP (=, 2¥T ) ~EXF (=200.XT2)/199.8
TFOUL12) =40K (EXP (=200 . XTI =EXP (=2 2%T) ) /199,83
TRO(2s2)=(200, KEXF (=200 XT )= 2XEXF(~. 2%T) ) /199,3
CALCULATE 70 :
T=0T
TOCLr1)=CZ00 4 KEXF (=o 2T I = . RXEXF (=200, XT) ) /199, 3
TO(R:1)={EXP {~. 2T ~EXP(~200,XT)3/159.3
TO(3,1)=(EXP (=200, 47) ) /39750 24 (EXP (=2 24T) ) /159,84
~(EXF(=T))/159.

TO(1s2) =802 {EHF (200, ﬁT)-””F(—,ZkT)}/i?Q 9
TO(2,2)=(290. KEXF (=200, KT)—, JAEXF (=, 24T) 1 /1998
TO(3r2)=1SXF(~T)I/159. DHEXF (-, 2%T))/159.84
-(2 ﬁO»KEiP(—hQG‘aI:)/a?”éO.h

TO(1:3)=0.0

T3{(2,3)=0,0


http:1)=(EXP(-200.AT
http:T)-EXP(-200.cT
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TOA(R e 32 =EXF{~T)
RETURN
ENT

SUBROUTINE STHMU(DTyNITRTRC-TC)

SURBROUTINE TO CALCULATE SEMICIRLCULAR CANAL
STATE TRANSITION MATRICES

nr = UFDATE INTERVAL FOR KalLMaN FILTER

NITF — NUMBER 0QF SENSDR UFDATES PER OT

TREC - 3X3 8TH FOR CnaMal SEMSOR UFOATE

TG - 4X4 STh FOR CaNAL KalMaN FILTER SYSTEM

DIMENSION TC(4:4)yTRPL(353)
CaLDULATE TRC

T=0T/NITF

TRC{1sL)=(, 0557AXEXP (-, 03322%T )~ Q3322KEXF (-, 03576%T ) /02254

TRC(2y1)=-200, 033KEXF (~ QES74ET I /4. 504674
F200., 00BTOFEAP (- 0332247 ) /4. 50735
+.0BPHEXF(~199,9998%T)/37982.118

TRC(3s L=EXP(~199.9998%T) /39982, L184+EXF (~, 0332247 ) /4., 30723
=ERP (=~ QI376RTHI/4,.304674

TRC(L:2)=-, 37037R{(EAF(~-199.9928RT)/39982. 118+
EXF(~03322%T) /4, 50725~-EXF (-~ QOE78%TI/4,508674)

TFC(2y2)=2, 4749 2XEXP (-, Q0S78KT I~ 1 + A7A4BREXF (= 03I E2%T)
~ QOO4AGIREXP(~199.9998%T)

TRC(3 2= 0057 8EXP (-, QGE7E6XT I /4, 530874
—e OFFL2RERP (. Q3322XT 214, 50725
~1 90, GPORMEXFL -1 8, P9PRLT I /39V02. 118

TRPO(Ls 3=, 370378 ( QI3 22REXF (-, Q332275 /4, 20725
+196. PORHAEX (~109 . 2998BXT) /39PHBE. 118
~s OGS7SREXP (—. GEEVONT I /4. 506742

TRC(2:3)=—17 . 7966K L OB4FERKEXP (-, O05576XT) /4. 50674
s QL PARRELR (~, OEFLLEKTI A4 50725
=l9PFIPREXF(~199.9998%T) /399081182

TRC(3s 3=l  QOOA45RELRF (~ 199 . 2998%1 )+, 000244 84KEXP (~, 03322% [

) = QOOHRPPREXF (-, DESZANT)
CALCULATE TC
=07

TCLe )= 0857 6XEXP (= O3322KT ) - QFFADHEXF(~ OTF7ERT ) 2/, G304

T2 L)==200 . 033KEXF (-, Q576X T /4. 504674
1200 CEGEERERM (-, Q332 3 /74, 50725
+L OBYREXF (197, 978X T /39PH32,.118

TC(3v L I=EXF (199, 9998 4T) /G908 LL8HIXP (-, 033224 1) 7 4.50 700
~EXF (= 0357687 /4. 504674

T4y L) =EXH (~9, kT /4788, $HEXF {(~, 03F2LATI /22,3865
—EXF(-199,.9998KT) /77946704 + FE~EXF{~ QFHR7AXTY /22,2624

T Ly 2 7=~ 37037 EXP (~L5F9 . Q998K ) /39982, L18HIF (~, G3322371 17925072
=EXF (= OB574KTI /4. 304674)
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TC(2y2) =2, 4749 2KEXF (=, 055746XT Y =14 47 448REXF (~, 03322KT)
~»Q0044E2REXF (~199 . P998%T)

TC(3s 2=, 0357 6XKEXP (-, 05376XT) 74.50674

~ Q3322 EXF (-, 03I22XTI /4. 50725
~19%9 . 99PHREXF (-1992.9998%T) /399282,118
TC(A452)=, 0087 8REXP (-, 085746X%T Y/ 22,2824+
+19F.299BREXF(~1992,.9998XT) /7796506 . 35-~-5. XEXF (~3.%T) /4788,
= O3F22KEXF (-, 03B22KT )Y 22,3885
TC(1,3)=,37037%(,Q3322KEXP (-, 03322XT>/4.50725
+199.9998KEXP(-179.2998B%T) /39982, 118
-+ O5S7SREXF (-, 055746XT)/4.50474)
TC(2s3)=—17+7266K( +Q34PERXEXF (~, 03578KT ) /4.,.50674
~ s QLRAZREXF(~, 03322%T /4. 50725
~199.7978KEXF(~199.,.9998%XT)/39982.118)
TC{393)=1,000445REXF (=199, 92928XT)+.Q0024484KEXF (—, 03 322XT)
~ 4+ 000&LBP2PNEXF (~ . 03T76%T)
TC{4,3)=20.XEXP(-D.XT)/4788,6+. 0011 04XEXF (-, 03322%T) /22,3845
=+ DOFLLRKEXF (~, 033F748%T ) /25,2824
~39999 FAREXAFP (=192, 9998BXT) /779465046, 55
TC(1-4)=0.0
TC(2543=0.0
TC(3:4)=0.0
TC(454)=EXP(-5.%T)
RETURN
ENI
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Table A.7 Otolith state equations

SENSOR UPDATE

% = ax + Bf
y=Cx + SFR + n
where .
0 0 0 _
A= B = c = (1800 18000]
-40, =~200.2 '
_ ' s+200,2 -1
¢=LsI-A]-'1= 1
{s+200) (s+,2) 40 s
KALMAN FILTER UPDATE
% = Ax + Bf
'y =Cx + SFR+n
where
0 10 0
A= |-40, -200,2 1 B= |0
0 0 -1 1
c = [1800 18000 0]
-1
2= [st -4 "= 1 "
(s+1) (s+200) (s+.2)
(s+1) (5+200.2) - (s+1) 1
40(s+l) s {s+l) -5
0 0 (s+200) (s+.2)]
GE 15
AL P2y
Gﬂﬁﬁﬂ AL
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Table A.8 Canal state equations

SENSOR UPDATE

% = Ax + Buw
y =Cx + SFR + n

where
B 1 0 0
a= 0 0 1 B =10
1

-.37037 -.17.7966 =200.0888

¢ = [~23.5785 ~-1131.89 -6371.36]

1

9= [s1 - a7t = %
(s+199.9998) (s+.03322) (s+.05576)
(s+199.9998) (s+.08898) - £s+200. 0888) 1
.37037s ~17.7966 (s+.0208) g2
KALMAN FILTER UPDATE
% =Ax + Bw
y=Cx + SFR + n
where . ' ) i
0 1 0 0 0
A = 0 0 1 0 5o |0
-.37037 =17.7966 -200.0888 1 0
0 0 0 . =5 1

- P Tl
4,



Table A.8 concluded

C= [—23.5785 -1131.89 -6371.86 63.662@

2= [s1-a]"t = !

X
(s+5) (s+199,9998) (s+.03322) (s+.05576)

(s+5) (s+199.9998) (s+.08898) - (s+200,0888) (s+5)

(s+5) -1 |
-¢37037(s+5) s (s+5) (s+200,0888) -3 (8+5) s
.37037s (s+5) ~17.7966 (s+5) (s+.0208) 82 (s+5) ~g?
0 0 0 (s+199,9998) (s+.03322)
- (5+.05576) |

(AN

o EHVA TVNIOEO

gIrTvno ¥00d 40
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A.D Kalman gains subroutine

The next listing is a program which calculates Kalman
gains for the otolith system. This program calculates 6nly
the utricle gains -~ remember that the saccule gains are twice
those of the utricle. This iterative routine makes the fol-

lowing calculations until the Kalman gains reach a steady state:s

1. Calculate state estimate,

2. Calculate propagated error covariance.
ﬂ3. Update state estimate.

4, Update error covariance.

5. Calculate error covariance.

Once steady state gains are obtained (in this case, after
240 iterations), they must be tested in the main program for a
known input-output case. This is for the purpose of tuning

the model., The following iterative procedure is used:

l. Run main program with Ormsby update intervals of .1l
and 1.0 seconds for a known input-ocutput case ( for
example, a constant yaw acceleration of l.So/second
for 120 seconds, then a sustained yaw rate of 180°%/

second for 120 seconds). Plot WTOT for this case.
t H‘f ,'.r"{ "":'L'FT“‘”
2. ' Cdléulate new Kalman gains for the desired intervals.

3. Run main program with same stimulus for new gains.

Plot WTOT.

4, If the plots do not match, vary the input variance,
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measurement noise variance and input power (QU, OM and

D) to calculate new gains.
5. Continue this process until the WITOT plots are similar.

Note that the gains are changed for the otoliths only. This
was done for simplicity, since the Kalman filters for the canals

do not change the afferent firing rates appreciably.

Table A.9 lists the variables used in the Kalman gains

routine and their definitions.

ORIGINAL PAGE 15
OF POOR QUALITY]
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CALCULATES KaALMAN GAINS FOR OTOLITH SYSTEM

DIMENSION PX{3:3)sFR(3+s3) s TMI3s 30 2 TH(RY vCLBY s BR(B) s S(F532»TT(T)

BaATA £ /0.18000000E+04+0.18000000E+0550,00000000E+Q0/
DATA FX /0,10000000E-01+0.0000C000E+00»0.00000000E+00
0, 00000000E+0020,L0000000E~01»0.00000000E+00
0.00000000E+00570.,00000000E+0050.10000000E~01/

pATA D /L 22500000E+00/

ra (ol o T or BN o R

Gl

Ooaf

13

IATA GU /0.400/
IaTa OM /12.8000000/
DATA DT /.250000000/
TATA NIT 7240/

CALL ASBIGN(30s ‘IK1IKALMAN.OTO")

CALCULATE TRANSITION AND COVARIAMNCE
MATRICES . .

CAal.L STMOC(DTyTM?

WRITE(3072) ((THM{I9d)sI=1+s3)2d=1¢3)

FORMAT(’ TRANSITION MATRIX ‘»3E14.7/19Xr3E14,.7/19Xy3E14.7)
Call. ICMODT,TT)

o 3 JTH=1+9

THOITHY =TT CITH) XQURIRERZ

WRITE(30y4) (TH(I)»I=1+9)

FORMAT (Y COVARIANCE MATRIX ‘»3E14.7/19X-3E14.7/19X-3E14.,7)

T=0.0
DO 85 M=1sNIT

CALCULATION OF S=PXXTM TRANSFOSE

T=MXIT

D0 10 I=1-3

ng 10 J=1-3 .

S(Isd)=0.0

g 5 R=iv3

S{ls I=8(Tes DHFA(T+RKIKRTH(IRY
CONTINUE

CALCULATION OF FROPAGATED ERRUR COVARIANCE MATRIX
0 PR=THRS+TH

1C=0

N0 20 I=1+3

no 20 J=1s3

IF(ILBT.Jd) GO TO 20

IG=IC+1

IF(IC.EQ.7) GO TO 22
FECT s I=THCIE)

00 15 RKe=1s3

PRI Jy=FF Ty D HTMOT K %S (K )
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PROE»TY=FIF(TI 20D
CALCULATICON OF S(L»1)=(CXkFFXCH+OM)
SOLy 1 r=0ul
ng 25 I=1:3
ST 23=PF Iy LIRCCIYVFPR(T » 2YRC (24P (I s 32 R0C( 3
SCiv1y=800» 1 )F0CI R8T 2D '

CaLCULATION OF KALMAN GAINS GR=PPRC/S(121)

0 30 I=L:3

GR{II=8(T»23/°5{1s12
CALDULATION OF 8(I1,Jr=(I=6K%C)

00 45 I=1-3
N 4% =13
S{Iy J)=~BRIIIXCID
o 80 f=1,3

SLLsIi=a 0l 2T

CALCULATION OF MEW ERROR COVARIANCE MATRIX
FY=SAPF

U o0 I=i+3

O &0 Jd-L3

FROTI 203 =0.0

o 83 K=i.08

ROy =G 0T s KRR JYFRFLT 7 2

Frcdr L d=r5{Lls I}

WIRTTE IO 70y TeileBRIL Y GRODGRITD

FORMAT. TTHE=/F7.2y7 TTERATION NUMEER=',
T3z RKRelLMEN GAING="s3E14.+7)

WRITE(IS - 75a0 pﬁiiflinﬁ(l?ﬁ)PFX(ipgj9PX(2?2)?PX(2!3)9PX(3?

FORMAT (AR LA,
CONT IR
STOR

ERD

: GE IS
ORIGINAL PA
op'pOOB,QUAIIﬁﬂ

ED;



Table A.9

c(I)
D

DT
GK{I)
NIT

PP(I,J)

PX(I,J) .

.QM
QU
TH(I,J)
TM(I,J)

TT(I,J)
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Variables used in Xalman gains programs

C matrix (see Table A.7)
input power

update intérval

Kalman gains

number of iterations
propagated error covariance matrix
system covariance matrix
variance of measurement noise
power of input noise

TT*QU*D2

state transition matrix

input covariance matrix
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2,6 Kalman gains subroutine library

The last listing is that of the subroutines called by
the Kalman gain program. Subroutines STMO and STMC were de-
scribed in section A.4. Subroutine ICMO calculates the oto-
lith input covariance matrix used by the Kalman gains routine, -

It implements the following equations

T
2 BQ° B ¢ dt

2{ _ 2 _? _?
where ‘0
%; = input covariance matrix
$ = otolith state transition matrix (see Table A.7)
B = otolith B matrix (see Table A.7)
Q = variance of measurement noise

The variables used in these zubroutines are defined in the

listing .

ORIGINAL PAGE IS
OF POOR QUALITY



Lo S0aQo0anm

SO0 O0

]

139

SUBROUTIMNE STl 0T.TO?

SUBROUTIME TO CALCULATE OTOLITH STATE
TRANSITION MATRICES
oT ~ UPLATE INTERVAL FOR KaLMAN FILTER
TG ~ 3X3 BTM FOR OTOLITH KALMAN FILTER SYSTEM

LDIMENSION TO(3,3)
CALCULATE TO

T=0T

TOCL L) =(200 REXF (=, 2%T )=  2XEXF{-200.%T)1)/1992.8

TORr L= (ELF (- 2RTI~ERF (=200 8T /19%.8

TO(3 Ly=dEXF (=200, 8T) /397860, 2H{EXF (-, 2XT2)/1592.84
1 —{EXP(-T}}Y/15%9.2

TO(Ls 2)=40R(EXP (200 . 4TI~EXF (-, 2%T23/199.8

TOL2y 2= 200 REXF (200, XTI~ 2XEXP{(~,. 2%T))/197.8

TO(I» 2= EXF{-TI) /109 2= (L 2REXF (-, 2%T) /159 .84
1 - = {200+ XEXF(-200.XT2)/39760.2

TOLL 2330, ¢

TO(2v3)=0.9

TO(Ze3I=EXF{~-T)

RETURRHM

EMNXI

SUBROGUTIME STHCAT-TD

BUHROUTIME TO AL CULATE SEMICTRCULAR CANAL
STATE TRANSITION MATRICES

0T - UPDATE INTERUAL FOR KALHAN FILTER

TC  ~ 4X4 S5TM FOR £ANAL KALMAN FILTER SYSTEM

DINENSTON TOCa» 4]
DaLCW AaTE TR
T=0T .
TOie )=t OLUTRREXP (~, OBER2RT ) -  OBF22EXR (~ . 055V &H T )/, 022545
TC(291)=~200, OSE%F\F(w,O TEFOKTI /4. 50474
1 +200 . 0UEEEREX - 03302 T /2., 5072
2 L OBPRLNP {10 299N SEPOR2. LIS
et TE(3w I)FEXP (~L9F,. 99YBRTI/399B2 . 1 LBHEXP (~, 03322XKT) /4, 50725

F
1 L -EEP (-, OB5TARTI/4.50674
TC(ﬂylﬁmrér\ h.LTFJAXQ sAPERF (- QBIZTAT I 22, 3UH65
1 SR AP A LA LR T ) AT TRAE06 UE-EA (- OGS ANT ) /20, 08T
TC(Ly 2= L RPOETVHATD i(“’?? 99‘H$f}/39987+[18 byr(“+015??$l‘fwéd01h
1 wE U (- OSEZ6XT I/ 9,.50674)
TO(Re 2 =2, 47 A2 20F AP (~ , ORE7HR T )~ 1 s A7 44 BREXF{~ . 03I 23%T)
1 = OO FALLNEAP (L OPRRNT)
TC(3?2)ﬂ~01W72?L.Pf“¢OH FRETYZA4.5067 4
1 e AT U EN - O33T2FT /5. 0000

ORIGINAL PAGE IS
OF POOR QUALITY,
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~199 EVPRREXF (- 199, 9P9BXT) /39982, 1148
TC(A:s2) = QEB7EFRERF (~ . QBE7ERT Y /22, 2824+
FLYF. PPPHAUF (-1 YR YRPBKT) /7796506  BU-G L KEXP(-3.XT ) /4788, 6
= e QFFEIRERF (~ O3 F22XKTI/A22,3865
TOL e F=, 370370 (L O3A22KEXP (~ 03322KT /74, 50725
1?7 P0PERENF (- LY, 2R 0UNRT ) /39982, L1 8
=, O8S76REXF(~. 0B376XTI/4.50674)
TC (R 3y=-17 . 7985 (L 03APERENF(~ . 0F576XT)/4,50674
—2 QL2A2REXF(— . 033 22KT 1 /4. 50723
~199 FROBRERF (~199.999BXT I/ 39PEL.113)
TC(3:3)=1 2 QOO FATREXF (~19P . 9298 T+, 00024484 KEXF (-, OZF22XT)
~. Q00EBPPREXAF (-, OGG7&6XT?
TO(A: =20 WEHF (-5, 473 /4788, 6+, 00 10A4%EXP (- O03F22KTHI /22,3843
=2 QOBLIXEXP (= QE376%T) /22,2834
—3999F  PONEXF(~-129.999BXTY/77946506.55
TC(LA42=0.0
TE{ZrA)=0. 0
TC(3:4)=0.,0
T4 v 4 ) =EXF(-35.%T)
RETURN
Enn

SUBROUTINE ICHO(UTTT

SUEBRGUTIHE D) LAl CHLATE OTOLITH INFUT

COUERIWMCE T

07T - URDaTE INTERVS FOR KabHad FILTERS
T = IneU7 DOUSRIANTE HATRIX

DIMENSION YT (9H»

Yau 3T

TTOL == BEXP (- ART YRR YBEIPE3E-08 + BEXP{-1.3%T)244, 349 5806E-00
=ENF -2 0T RET L RIROEVE-00 ¢ 520831800

TT{ e -ERF (L, 23 TR VIPROHPE-Q + EXF{~A%T &L, 95703575 -00
FEXF (-2 08T 3L 9 /2803700-00 — Q00051 EE-08

TS a-BXP(~La MR- L1E540UE-03 + EXF (-2, 0MT 33, 1407030 -03

F2, 0V DR IIOTT

TT A ==EXF (= 3 00TV 2T TR0TYE-0T 4 EXE (=1, 24TV EL, FO99343E-0b
SERFO-L 30 ) LI, FEA0PIGE-06 4 1,054V TEE-0Y

TTCS ==EXR =2 ORDEE, 14070350-0F + EXF (-1, 2KT)¥ 1, 0427093 -0
F2LOOYPE 2

TTCo )il (=2, 0800 4,'T 5.0

TTLY) w0 .0

TTCRY 5.0

B
- pAGE
TT(9)=0.0 Oﬂgm%opgxﬂ
or 200
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RETURN
ENT

sTaR -—.
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