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1.0 INTRODUCTION AND OVERVIEW

This is the final report for the "Study to Investigate and
Evaluate Means of Optimizing the Ku-Band Combined Radar/Communication
Functions for Space Shuttle" (Contract NAS 9-14614, Exhibit D). The
study consists of analytical tasks directed towards optimizing the
design of a baseline configuration for the Ku-Band Integrated Radar -
and Communication Equipment. The Ku-Band equipment described and
analyzed in this report is being developed by Hughes Aircraft Company
for the Rockwell Internat1ona1/$pace Division, Downey, California.

The equipment contractor is presently proceeding with implementation of
its proposed and continuously updated baseline design. There are a
number of areas still outstanding which require analytical support in
order to make the performance compatible with the reguirements. Most
of these topics are addressed in this final report.

Although, as the description implies, the Integrated Equipment
performs both the radar and the communication functions, the tasks
described in this report pertain primarily to the radar mode of operation.
The only aspect of the communication mode analyzed in this report is the
power allocation properties and the Costas Toop subcarrier tracking per-
formance associated with the Hughes baseline digital phase shift imple-
mentation of the three-channel orbiter Ku-band modulator. Analysis of
other facets of the optimized communication mode operation has been
described in one of the recent Axiomatix reports [2].

Briefly, the Ku-Band Integrated Radar and Communication Equipment
time shares the two respective functions during the various phases of
the Space Shuttie orbital flights. The radar is used for rendezvous with
orbiting passive targets, as well as with cooperative (transponder-
equipped)} targets. Rendezvous requirements include initiatl detection of
passive targets at the maximum range of 12 nmi. The active targets are
to be detected at a 300 nmi maximum range. .

Subsequent to detection, the radar is expected to track its
targets to a range as short as 100 feet in some cases, where the station-
keeping and rendezvous take place. Target parameters measured by the
radar during the tracking phase include: (1) range, (2) range rate,

(3) angle (azimuth and elevation), and (4) angle rate (azimuth and
elevation). The radar is a coherent puise doppler type with a peak
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transmitter power of 60 watts nominal. A 36-inch diameter center-fed
parabolic dish is used as the primary antenna, whose terminals also
provide the two-axis monopulse difference signals used for angle track-
ing. Both the transmitter, which is a TWT amplifier, and the antenna
with its associated monopulse electronics are shared with the communi-
cation mode.

In the communication mode, the Integrated Fquipment is used as
"a spaceborne terminal to provide a Ku-band two-way 1ink between the
Shuttle Orbiter and the ground. This Ku-band link is via the TDRS. The
forward link to the Shuttle consists of a 216 kbps data stream spread by
a 3.03 Mcps PN code to reduce the power density incident upon the earth.

The return 1ink consists of three independent data streams
. phase-multiplexed for transmission on a single carrier. The data rates
of the three channels range from about 200 kbps for the Jowest rate
channel to as high as 50 Mbps for the wideband channel. '

The forward link communication signal is received at the Shuttile
on the nominal frequency of 13.775 GHz. The return link communication
transmission to the TORS is on a 15,003 MHz carrier. The radar operates
in the approximate vicinity of the communication receive frequency.

Tnis permits time sharing of the receiver and the monopulse electronics
between the two functions. The radar operating frequency is hopped
over approximately 200 MHz to reduce target scintillation.

The baseline design proposed for the Ku-Band Integrated Radar
and Communication Equipment by Hughes [3] is based upon a subdivision
of the equipment into five subunits which are:

(1) Deployed Mechanism Assembly (DMA)
(2) Deployed Electronics Assembly (DEA)
(3) Electronics Assembly 1 (EA-1)

(4) Electronics Assembly 2 (EA-2)

(5) Signal Processor Assembiy (SPA}.

The deployed mechanism. assembly (DMA) includes the antenna reflec-
tor, feed, anterina gimbals, drive motors, gyros, digital shaft encoders,
rotary joints and connecting waveguides, and associated wires and
cables.



The deployed electronics assembly (DEA) consists of a common
receiver and transmitter, used for both radar and communication, and a
common crystal-controlled exciter/LO generator, also shared by the two
functions. The interconnection between the DEA and the DMA is via two
rotary joints and cable wraps.

Both the DMA and the DEA are located within the Shuttle payload
bay and thus have to be deployed for their operation upon the opening
of the payload bay doors.

The communications electronics assembly 1 (EA-1} includes the
PN despreader, the-Costas lcop phase-lock demodulator, the antenna servo
control electronics and motor drive amplifiers, the data multiplexer/
demultiplexer, and input/output buffers. As a subunit of the communica-
" tion receiving equipment, the EA-1 also contributes to the TDRS signal
acquisition and forward 1link data detection.

The electronics assembly 2 (EA-2) consists of the radar second
mixer, second IF amplifier, I/Q detectors, digital Fourier transform
(DFT) dopplér processcr, radar angle tracking circuits, radar range
tracking circuits, radar range rate tracking circuits, radar timing and
control, and the radar AGC detector.

The signal processing assembly (SPA) includes management logic,
forward data processing, and return 1ink data multiplexing.

Both of the electronics assemblies, as well as the signal pro-
cessor assembly, are located in the avionics bay of the ShuttTe: The
interconnection with the two deployed assemblies is via wires and coaxial
cables.

0f the five assemblies 1isted above, the functions performed by -
the EA-2 are given main consideration in this report. The functions of
other assemblies are described only where necessary to explain equipment
operation in the radar mode.

Section 2.0 discusses the various radar modes of operation, while
Section 3.0 presents the description of the radar system as configured
by the appropriat% assemblies. The summafy of the power budgets for
passive-radar detection is given in Section 4.0, with the supporting
analysis contained in Appendices A and I for long range and short range
detection, respectively.



Section 5.0 summarizes radar search and track operations, with
detailed description given in Appendix B.

‘ Time-multiplexed single-channel angle tracking and angle rate
estimation of passive targets are described briefly in Section 6.0 and
in detail in Appendices C and D, respectively. A summary of range
tracking performance is presented in Section 7.0 and analyzed in Appen-
dices E and F.  The problems associated with range rate tracking are
outlined in Section 8.0 with the detailed analysis presented in Appen-
dix G. ' :

: "The reduction of signal-to-noise ratio due to quantization and
saturation noise in A/D conversion is analyzed in Appendix H. A summary
of the results is presented in Section 9.0. Section 10.0 describes the
maximum tikelihood estimator used for the range, range rate and angle
tracking. Supporting analysis is given in Appendix J. -

In Section 11.0, a summary of the results for the power alloca-
tion properties and-the subcarrier tracking performance for the three-
channel orbiter modulator in the communicdation mode is presented. The
detailed analysis is given in Appendix K.

. Conclusions and recommendations are presented in Section 12.0.



2.0 DESCRIPTION OF RADAR MODES

In this section, the various modes of operation that are requirad
of the Ku-Band Radar are outlined.
There are essentially two basic radar modes, the passive mode
and the active mode, depending on whether the target is passive (no
. transponder) or active {(with transponder). These two modes have four
. sub-modes of operation:

(1)‘_ GPC ACQ: General Processing Computer Acquisition Mode.
(2) GPS DES: General Processing Computer Designation Mode.
(3} Manual Mode. '

{4) Autotrack Mode.

In addition to these is a radar self-test mode. Figure (1)
illustrates the relation between these modes [1].

In the GPC-ACQ mode, the antenna is inertially stabilized and,
‘upon target detection, automatically tracks the target providing esti-
mates of target angle, range, and range rate.

In the GPC-DES mode, the antenna stabilization is externally
selectable and can be referenced to either inertial space or the space-
craft axes. In this mode, angle track is inhibited. Upon target detec-
tion, the target is tracked and estimates of range and range rate are
provided. .

In the manual mode, the antenna position is determined by exter-
nal slew commands. Angle track is also inhibited in this mode. Upon
detection, the target is tracked and estimates of range and range rate
are provided. . _

In the autotrack mode, the antenna is inertially stabilized and,

upon target detection, automatically tracks the target providing esti-
mates of target angle, range, and range rate.

The basic difference between the passive mode and the active
mode stems from the fact that a cooperative target is assumed in the
active mode. The signal format for the various modes depends on whether
the radar is searching or tracking and also on the range to the target.
Table (1) summarizes the various signal parameters during search, wh11e
TabIe (2) 1ists the parameters during tracking.
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Figure 1. Radar Modés.




Table (1)

Signal Parameters During Search

. Pulse Width
Mode Sub-Mode [Range (nmi) | PRF (hz) Neg Nppr nsec
GPC ACQ/ >7.2 2987 2 5 66.4
DES
3.8 -~ 7.2 6970 ) 5 33.2
1.9 - 3.8 6970 2 5 16.6
- 0.95 - 1.9 6970 2 5 8.3
w .
- 0.42 - 0.95.f 6970 2 5 4.15
© <0.42 6970 50 1 0.122
Manual >0.42 2987 4 5 66.4
<0.42 6970 50 1 0.122
o >10 268 1800 ] 4,15
B <10 268 50 - 1 0.122
‘i -
Table (2)
Signal Parameters During Track
- . Pulse Width Duty
Mode Sub-Mode Range (nmi) PRF (Hz) (4 sec) Factor
>9.5 2987 33.2 0.0992
3.8 - 9.5 6970 16.6 0.1157
i
o = 1.9 - 9.8 6970 8.3 0.0578
(o]
@ 5 0.95 - 1.9 6970 4.15 0.0289
w =
& v 0.42 - 0.95 6970 2.07 0.0144
= <0.42 6970 0.122 | 8.5 x 107
v 10 - 300 268 4.15 1.2 x 1073
;:J" <10 6790 0.122 8.5 x 10"4
[~




Table (1) shows the PRF and the pulse lengths selected for the
GPC modes where the range to the target is designated to the radar with
an accuracy of 10 percent. In each case, two overlapping range gates
with width equal to 3/2 of the pulse width are selected so as to cover
the range uncertainty completely. In the manual mode, no range designa-
tion is provided. In that mode, four range windows are provided with
each repetition rate which cover the entire range interval. As for the
active mode, a PRF of 268 Hz is selected so as to assure an unambigupus
range of about 300 n.mi.

Since there are 5 RF frequencies that are transmitted, the PRF's
in the track mode are adjusted so as to insure a constant product of
wavelength and operating PRF. This keeps the doppler frequency shift .

+ constant over the 5 RF frequencies and thereby simplifies greatly the
computations. The variations of PRF with the RF frequency are shown in
Appendix B.

Tracking errors of the four target parameters, range, range
rate, azimuth angle and ‘elevation angle, are obtained via the difference
of two logarithmic measurements of the target parameter. The number of
independent samples per measurement is explained in detail in Appendix
B. Table (3) summarizes the results.

Table (3)
Number of Independent Samples used for a Single Measurement

Parameter
Being Number of
Tracked | Independent Samples Description
Angle 10 2 (range gates) x 5 (RF Frequencies)
Range 20 4 (Time Slots) x 5 (RF Frequencies)
gggge 40 4 (Time Slots) x 2 (Range Gates) x
x 5(RF Frequencies)

Reference is made throughout to the various radar modes of overa-
tion. Particular emphasis is placed on the GPC DES mode for a passive
target, since that is expected to be the most commonly used.



3.0 RADAR SYSTEM DESCRIPTION

The functional block diagram for the Integrated Ku-Band
Radar/Communication Equipment operating in the "Radar" mode is shown in
Figure (2). The diagram is presented in a manner which reveals the
signal flow interaction between the assemblies utilized for the radar
operation. Sub-units utilized for the communication function are shown
in this diagram only if they are time-shared with the radar function.

The four subassemblies of the Ku-Band Integrated Equipment shown
in Figure (2) are: Deployed Electronics Assembly (DEA), (2) Deployed
Mechanism Assembly (DMA), (3) Electronics Assembly 2 (EA-2), and
(4) Electronics Assembly 1 (EA-1). The function of each assembly, as
well as that of the overall system, can be understood best by following
the signal flow.

The coherent frequency synthesizer located within the DEA pro-
vides all the RF, L0, and IF signals required to generate, transmit,
receive and demodulate the radar signals. The radar signal originates
in the Radar Modulator located within the DEA. The modulator accepts
a 651 MHz CW signal from the synthesizer and keys it in accordance with
a selected transmit/receive T/R pulse modulation format. The latter is
developed by the timing and control unit within the EA-2. The passive
mode of the radar employs frequency diversity at all times. As a result,
the pulse modulated 651 MHz signal is up-converted to the 13.8 GHz
(approximate) radar operating band by mixing with the five hopped fre-
quencies of the translation oscillator (T0) signal. This upper side-
band translation is shown in %abTe 4.*

As shown in Table 4, the radar frequencies are spaced 52 MHz
apart, resulting in a total diversity bandwidth AF of 208 MHz.

The output of the up-converter 1is applicd to a preamplifier,
which consists of a high frequency FET device. The preamplifier, in
addition to supplying the gain, provides limiting prior to the TWT.
This limiting minimizes the AM-to-PM conversion of the transmitted sig-
nal passing through the TWT. The power output P1 of the FET timiting
preamplifier unit is about +7 dBm.

*In the communication mode, only the 13,128 MHz TO signal is mixed with
the 1,875 MHz communication modulator carrier, resulting in a single
transmit center frequency of 15,003 MHz (15.003 GHz}.
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Table 4. Radar Transmit Frequencies Synthesis

T.0. Radar Modulator Up-gozvegter
Frequencies Center Frequency (T Fr:qﬁgncies)

(MHz) (MHz) X (MAz)
13,128 ( 13,779
13,180 \ 13,831 Radar
13,232 Add 651 © 13,883 ) |Fred.

s ’ (Upper
13,284 13,935 Side-
13,336 ' 13,987 | | band)

In the search mode and the "long range" {(over 3000 feet) track
mode, the radar signal is amplified by the TWT. This amplification brings
the drive power Pi to the nominal 60 watts peak output power P2. The
tube gain assumed for this case is 44 dB. The function of the variable
attenuator is to réduce the TWT output power for the short-range opera-
tion.

The output of the TWT is also gated in accordance with the T/R
signal. Such gating prevents the tube noise from interfering with the.
Tow level signals received during the search and the long range tracking
operations. Note that the TWT output is delivered to the High Power
Pulser by means of Diplexer 1. This diplexer restricts the gating func-
.tion only to radar region of the TWT output signal. Diplexer 2 re-
inserts the gated radar signal into the main transmitter output RF line.
The latter connects the transmitted signals (both radar and comm), via
a .circulator and a rotary joint, to the main antenna. Switch 3 1is. used
only in the communications mode. For the initial acquisition of the .
TDRS, the TWT output is radiated via the auxiliary horn to facilitate
spatial search for the TDRS signail by the TDRS.

In the short range radar mode, the TWT amplifier is bypassed
and the preamplifier output is applied directly to Diplexer 2. Switch
1 is used to gate the Tow Tevel signal and Switch 2 is in the SR posi-
tion. The gated low level signal, Tike the TWT output, is applied to
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the main antenna via the circulator and the rotary joints. The position
of Switch 2 therefore determines whether the TWT or the preamplifier out-
put is applied directly to the main antenna.

The main antenna, which is a 36-inch diameter, prime-fed parabola,
is a part of the deployed mechanism assembly (DMA). The antenna uses a
five-element monopulse feed. Four elements are used to generate the AAZ
and AEL errors in the monopulse bridge. The fifth element is used for
transmission and reception of either the radar or the communication
signals. During the reception, the fifth antenna element provides the
sum (¥} channel signal. The polarization of the main antenna is select-
able. For the communication mode, it is circular (RHC) for both transmit
and receive. During the radar mode, the polarization is linear and trans-
" mission is only via the main antenna.

The reception of the signal returned by either a passive or an
active target is performed by both the main parabolic and auxiliary horn
antennas. The purpose of the horn reception is to guard against the
sidelobe lock-ons. The main antenna provides the sum (3) signal to the
receiver. The mondpu}se bridge provides the two difference (A) signals,
i.e., AAZ and AEL. The sum channel output Rx(s) passes through rotary
joint 1, the circulator, the transmit/receive (T/R) switch, and terminates
at the input of the S-channel first mixer, M(Z).

The two AAZ and AEL signals are time-multiplexed into a common
channel, henceforth referred to simply as the A-channel. During the
spatial search for the radar target, the receiver channel, which is used
exclusively for A-signal amplification during the track mode, amplifies
the output of the auxiliary horn. This is accomplished with Switch 2
in the "Guard" position. The guard signal passes through rotary joint 2,
Switch 5, the T/R switch, and terminates at the input of the A-channel
receiver first mixer M(A). .

The first mixers translate their respective Ku-band input signals
to the first IF frequency. In the radar mode, the first LO signal applied
to these mixers is the same frequency-hopped signal which is used for the
up-conversion in the radar transmitter. The incoming frequency-hopped
signal is therefore de-hopped in a similar manner to that shown in
Table 4.
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_ For monopulse tracking in both the radar and communication modes,
a portion of the E-channel signal is applied-to the A-channel, thus .
forming T+ AAZ and =+ AEL signals. As shown in Figure 2, this sum-
mation is performed at the first IF. Because the guard channel is not
required in the tracking mode, Switch 6 remains in theZ+A position
during tracking.

' During the search phase, the guard channel has to be sampled
periodically to prevent the lock-up onte the sidelobes. The sampled
guard channel output is then compared to the main lobe, i.e., the sum
channel signal. Alternating the position of Switch 6 between the Z+4
and the GD (Guard) terminals permits time-sharing of the single second
IF channel of the radar receiver. It must also be noted that, during
search, the A-signals are not used and, consequently, the signal which
is z+A during tracking is actually only X during acquisition. Further-
* more, as explained in Sections 5.0 to 7.0, the tracking of salient radar
measurement parameters such as range; velocity (range rate), and angle
are performed on the =+ AAZ + AEL signal, which is the only signal
supplied to the third IF of electronics assembly 2 (EA-2).*

The second IF radar signal is amplified and applied to a coherent
processor which consists of in-phase {I) and quadrature {Q) detectors.
The analog outputs'of these detectors are low-pass filtered and then
converted to digital data which contains both the amplitude and phase
information of the received signal.

The subsequent processing of the radar signal is all digital. The
processing consists of presum, digital Fourier transform (DFT), post-
detection integration (PDI), and Jogarithmic discriminant generator.
During the search mode, the output of the PDI is applied to the threshold
detector which stops the antenna search pattern when the targe% is detec-
ted. Subsequently, the angle and range tracking units take over and the
system is switched from the "track" mode the the "search" mode. Descrip-
tions of the search and track modes are presented in Section 5.0 and
Appendix B of this report.

*For the communication mode only, the Z-channel is transiated to the
third IF located in EA-1. The recovery of the angle tracking information
is performed by envelope detection of the 3+ AAZ + AEL signal at the
first IF and by subsequent demultiplexing.
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4.0 POWER BUDGET FOR RADAR PASSIVE TARGET DETECTION
The initial detection of the passive 1 m2 target at the.12 nmi

range is the driving requirement for the radar system's power budget.

The search power budget for the long ranges is explained in Appendix A,
while the power budget for short ranges is obtained in Appendix I.

There are two basic modes of operation in search, one with range desig-
nation. from the GPC and the other without any designation. In the first
'mode, two overlapping range gates with width equal to 3/2 the transmitted
pulse width are used to collect the vreturn pulse energy while in the
second mode, four range gates are used to cover the unambiguous range.
The basic difference between the two modes Ties in the amount of range
gate straddling loss as explained in Appendix A. Figure (3) summarizes

" the stradd1ing loss for the two modes. It is noted that while the loss
varies from zero to six (dB) in the undesignated mode, it is always egual
to a maximum of 1.76 dB in the designated mode.

Assuming a fast fading target (SWERLING II) model for long ranges,
the design margin for the two modes are shown in Figure (4). It is noted
that there is a negative design margin down to R=8.4 nmi for the designated
mode. The margin at 12 (nmi) is equal to -6.3 dB for the designated range
and -6.8 dB for the nondesignated range as compared to -1.0 dB and +0.1 dB,
respectively obtained by HAC calculations as presented in their Monthly
Review [11].

There are two major reasons for the difference.

1) Doppler filter loss of 3.9 dB 1is calculated in this
report assuming DFT operation while a Toss of 1.1 dB
only is quoted by HAC. The 3.9 dB loss stems from
the fact that the NFT results in a filter with frequency

sin Nx |2 sin N&l
response "$E§ﬁifl rather than X
2) The beam shape loss used in this report and calculated
in [4] is equal to 3.2 dB as opposed to 2 dB used by
HAC.

As for short ranges, R<0.42 {nmi) Swerling IV model is assumed
for the target in Appendix I, which gives a pessimistic assumption. The
basic difference between target detection for long and short ranges lies
in the fact that while 16 pulses are ccherently added {presumming) and
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passed through a bank of doppler filters in the first case, a single pulse
detection without filtering is implemented in the second case. Table (5)
summarizes the power budget calculations at the indicated ranges.
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TABLE 5. Power Budget for Short Ranges
Term Value Budget’ dB
ﬁb Required Peak SNR 17.6
62 G = 38.5 dB -77.0
e A= 0.0216 m 33.31
G 1 m? 0.0
(47)3 - 32.98
R R = 2550, 800, 250 ft. 115.65, 45.49, 75.28
k 3.8 x 10723 Joules/®K -228.6
T, 15000K 31.76
) Pulsewidth: 0.122 usec 69.14
Factor of 2 -3.0
lLosses
Transmit REP 3.7
Beam Shape Scan Aligmment 2.0
Threshold Constant FAP 1.0
Straddling Spreading of Pulse 6.5
Pp Required Peak Powers 4,94 -15.22 -35.44 dBw
(34.94) {19.78) (-5.44)dBm

Comparing the required peak powers to the existing available power of
47 dBm, 23 dBm, and 7 dBm, it is found that '

(1)

= 12.06 dB.

(2)

= 8.22 dB.

(3)

= 12.44 dB.

Design margin at 2550 feet compared to the available 47 dBm
Design margin at 800 feet compared to the available 23 dBm

Design margin at 250 feet compared to the available 7 dBm
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5.0 RADAR SEARCH AND TRACK MODES

The obJect1ve of the Ku-band radar system on the Shuttle Orbiter 1s
to ‘detect the presence of a target and then obtain continuous accurate
estimates of the various target parameters, namely, its range, range rate
(velocity), azimuth angle, elevation angle, and angle rates. The target
is first detected when the radar is in the search mode; then the accurate
estimates are obtained in the track mode.

The radar employs coherent processing over each RF frequency trans-
mitted and noncoherent postdetaction integration (PDI). Following the-
intermediate amplifiers, in-phase and quadrature phase signals are
sampied and digitized (A/D converted), providing target amplitude and .
phase information. For longer range séarch and acquisition (R > 3000 ft),
16 doppler filters are formed, covering the doppler interval defined by
the repetition rate. This is an ambiguous doppler interval; this ambigu-
ity is removed via differentiation of the range estimates.

Following the filters, the target magnitude is determined, summed
over the number of RF frequencies (noncolierent postdetection integration)
and compared to a threshold. The threshold is set from noise measure-
ments, so as to maintain a constant false alarm probability (CFAP).

" This can be implemented by any of several methods. .

In the search mode, only the sum channel data is processed. When
the threshold is exceeded and target detection is declared, the auxiliary
- antenna signal is processed and its magnitude is compared with that of
the main antenna to eliminate sidelobe detected targets. The auxiliary
- antenna has a peak gain which is approximately 20 dB less than that of
the main antenna. Also, the sidelobes of the main antenna are approxi-
mateTy 20 dB down from the main lobe. This provides roughly a 20 dB
main lobe/guard antenna ratio to detect and eliminate sidelobe targets.

' "In the modes for which angle tracking is required, namely, GPC

4 acquisition and autotrack, the sum-plus-angle error channels are processed.
The azimuth and elevation error signals are time-muttiplexed, thereby
eliminating the need for a second and third matched processing channel.

The Shuttle Ku-band radar signal flow block diagram is shown in
Figure 5. The antenna assembly consists of a main antenna and an auxiliary
" antenna, which are subunits of the deployed mechanism assembly (DMA).
Further processing of antenna signals takes place in the deployed
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electronics assembly {DEA), where various switching and filtering operations
take place. The antenna assembly is followed by several IF mixing stages
to bring the carrier frequency down to a stable IF of fo = 78.143 MHz.
The output of the I-Q stage that follows is a pair of baseband signals
which are in phase and in quadrature with the input signal. ‘
The available information is converted by an A/D converter to digi-
tal data which samples both channels at a rate of fs = 480 kHz, which isg
slightly larger than the Nyquist rate of the baseband signals at the out-
put of the I-Q stage. (The LPF bandwidth in both the I and Q channels

is equal to 237 kHz.) The output of the A/D converter is a set of complex
numbers which undergo’ various stages of digital processing before esti-
mates of the target parameters (range, velocity, azimuth angie, élevation
- angle) are obtained. The first processing stage is a presumming stage,
followed by a set of range gates and doppler filters consecutively. The
arrangement of the gates:is varied for the two modes of operation. In
the search wode, where range designation is not present, there are four
range gates per pulse, while in the track mode, there are only two non-
overlapping gates: an early gate and a late gate.

For long ranges, the magnitudes of the outputs of the-doppler

filters are summed over the RF frequencies and compared to a threshold
to detect the existence of a target. For short ranges (ng 0.42 nmi),
the detection takes place without using any doppler filtering.

Once a target is detected, the radar is switched to a track mode

and the digital signals undergo postdetection integration, followed by
an error estimation unit which is initiated by a crude estimate obtained
by the search mode operation. The final estimates of the various parame-

ters are: ]
(1) Fed as inputs to the servo motors for angle track.
(2) Used to adjust the position of the early and late
gates for range track. )
(3) Displayed for the astronauts for visual reading (all
variables being tracked). _
(4) Utilized to update the state of ‘the error estimates

to obtain new estimates.
Frequency diversity, using five RF frequencies, is employed in
both the search and track modes. Table 6 lTists these frequencies.
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TABLE 6. Ku-Band Radar RF Frequencies
and Their Corresponding PRF Frequencies

RF Frequency F] F2 F

13.779 ] 13.831 113.883 {13.935 |13.987

PRE R>9.5 nmi 3009 2998 2987 2976 2965

R<9.5 nmi 7017 6994 6970 6946 6923

The radar modulation parameters for the search and track modes are
summarized in Tables 1 and 2. ' ) .

In explaining the search mode operation. the low range signal format is
chosen for demonstration. A1l other ranges follow identical processing
except for the short range (<0.42 nmi) which does not utilize the doppler
filters.

Sixteen pulses are transmitted at each RF frequency. The duration
of each pulse is 66.4 usec, while the time between consecutive pulses
is 335 psec, as shown in Figure 6. Four range gates (R1 through R4) are
used to cover the designated range. It is important to note that no
doppler correction is used at the presummer in the search mode. For each
RF frequency, 64 complex'numbers are stored in a memory designated at
M(1), as shown in Figure 7. The output of each range gate at every RF
frequency is passed through a bank of 16 doppler filters, implemented as
discrete Fourier transforms (DFT) or fast Fourier transforms (FFT), and
the magnitudes of the outputs of these filters are calculated and com-
pared to precalculated thresholds. The target is detected when the mag-
nitude of one or two outputs of adjacent doppler filters pertaining to
one or two range gates is exceeded. Initial estimates of the range
and the range rate of the target are calculated from the knowledge of
the doppler filters and the range gates whose outputs have exceeded the
threshold. These initial estimates are fed into the error estimators
as initial conditions to start the successive estimation process in the
the track mode. Thresholds are calculated to produce error alarm rate
of one false alarm per hour.
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Figure 8 illustrates the signal format in the track mode. As shown
in the Figure, the signal in the track mode consists of 64 pulses for
each RF frequency, instead of the 16 pulses of the search mode. For
long range tracking, the frequency dwell time is equal to 21.44 msec.
Each frequency dwell time is divided into four time slots by the switch-
ing combination of swi and the phase encoder switch in the antenna
assembly. The signals in the succeeding time slots areZ+ AAZ, £ - ARZ,
Z+ AAZ, and X - AEL, respectively. The time slots are arranged so that
the first two are used to measure the azimuth angle, while the last two
are used for the elevation angle. Each one of the previous time slots
consists of 16 pulses. The pulses are passed through an early gate and
a late gate, which are located around a predicted estimate of the range,
Rp(n), from the processor timing unit. The width of each gate is equal
to the pulse width. The output of each range gate is a complex number
z(I,J,L,K), which is a function of four parameters (1, J, L, K):

I denotes the RF frequency being transmitted; I =1, 2, ..., 5.
J denotes the time slot in each freguency such that

d = 1 corresponds to Z + 4AZ
J = 2 corresponds to I - AAZ
J = 3 corresponds to  + AEL
Jd = 4 corresponds to I - AEL.

K denotes a particular pulse in each time slot; K=1, ..., 16.
L denotes the range gate under consideration:
L
L

il

-1 corresponds to Early Gate.

+1 corresponds to Late Gate.

The detailed description of signal processing involved in the
search and track modes is presented in Appendix B.
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6.0 TIME MULTIPLEXED SINGLE-CHANNEL ANGLE TRACKING AND ANGLE RATE
ESTIMATION OF PASSIVE TARGETS

In the Ku-band integrated radar and communications for the Orbiter,
the angle tracking subsystem, when operating in the communications mode,
has received extensive attention [7]. In Appendices € and D of this
report, the radar angle tracking and angle rate estimation of passive
targets are studied. Both thermal noise and target scintillation are
taken into account. It is shown that the performance requirements for
the angle tracking of passive targets meets the specification require-
ments with a design margin of approximately 9.5 dB at 10 nmi and closer.
The angle rate estimation study in Appendix D shows. that the spec. is met
when R < 10 n.miles when target scintillation and thermal noise are taken
into account.

A block diagram of the single channel* monopulse angle tracking
loop is shown in Figure 9. A1l of the operalions pertinent to the angle
tracking functions are as shown in this figure. 1In particular, the pre-
sum operation assumes that the range gate tracking loop is also tracking
satisfactorily. Degradations 1in signal-to-noise ratio due to errors in
the range gate trahking Toop would not seriously affect the operation
c¢f the angle tracking loop unless these degradations were very signifi-
cant. This is because of the ample design margin of the angle tracking
loops. i ’

The same comments can also be made about the doppler tragking Toop.,
which sets the centers of the dopplar filters.

The performance of the angle tracking Toop is shown in Figure 10,
where the RMS tracking error due to thermal noise and target scintilla-
tion js plotted against range in nautical miles. For all ranges Tess
than 18 omi, the RMS error is below the specification value of 0.153 deg,
and naturally improves as the range decreases.

In summary, there appears to be no difficulty in angle tracking
capability of the radar for passive targets from the standpoint of the
thermal noise. The passive mode was chosen for this detailed study since
it imposes the most severe requirements on signal-to-noise ratio.

*Single channel implies multiplexing of three information channels
(£, AAZ and AEL) into a single channel.
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The performance of angle rate estimation is shown in Figure 11.
This is taken from the development in Appendix D, wherein it is shown
that when target scintillation and receiver front end thermal noise are
taken into account, that the spec. is met for ranges less than 10 n.mi.
It should be emphasized that only point targets were considered so that
the degradation in angle tracking and angle rate estimation due to glint
has not been taken into account.

In Figures 10 and 11, the pertinent values used in the radar equa-
tion to relate SNR‘to range are detailed in Appendices A and C.

Appendices C and D evaluate the effects of target scintillation and
thermal noise on angle track performance and angle rate estimation.
These appendices do not determine the effects of target angular accelera-
“tion on angle track performance. These effects will be reported in a
forthcoming report. Preliminary computations show that there is a sigﬁiu
ficant settling time after a target angular acceleration.
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7.0 RANGE TRACKING OF PASSIVE TARGETS

The range tracking accuracy is analyzed in Appendix E and the
operation of the a-g tracker in the range tracking loop is explained in
Appendix F. Figure (12) illustrates the range tracking Toop. The
range error standard deviation is given by )

2
. TC 4 \1/2 ,8a° + B,1/2
RET6 Vg " Gz 7 o

(N,SNR) eD
where
T: pulse width in sec shown in Table (2) for various ranges.
. ¢: velocity of light in free space.

(@]
)

2.997925 x 10° m/sec
ar .
9.835692 x 10° ft/sec

]

c

SNR: signal-to-noise ratioiat the output of the doppler filters. It is
equal to Pavg r/NoBF’ where Pavg r
BF is the doppler filter single sided noise bandwidth and No is

is the average received power,

the single sided nojse power spectral density.
a, 35 parameters of the a-8 tracker.

g,° standard deviation of the maximum likelihood estimate of 1n(Pu/PV).
As is explicitely shown in Appendix E, 9, is a function of the
number of, independent sampies per calculation (N = 20 for range)
and signal-to-noise ratio (SNR)}. Figure (13) illustrates the
variations of o, as a function of SHR for various M. .

Using the latest HAC numbers of « and B,the range error standard deviation
(RMS) as a function of range for the passive mode is shown in Figure (14).
Since @ ¥ 0.05 is used for R > 9.5{(n.m7) and ¢=>0.7 is used for.3.8 (n.mi.)
<R<9.5 (n.mi.),it is noted that the radar range measurements are

expected to meet the specifications of (aR = 30.47 m) up to 9.5 n.mi.

It should be noted that the values of range error obtained in %his report
agree to a large extent with those presented by Hughes Aircraft Conpany in
their Monthly Review [11], 13 October 1977.
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In obtaining the above results, the following radar equation was
used

2 _ .2 .
[ & A ][d't Pp TE]

SNR = (2)
(4n)3L [k Toys] p? |

where all the parameters in the equation remain unchénged from those in
the tracking case except for the loss factor, L, which for range track-

ing is found in Appendix E to equal 9.49 dB for R > 9.5 n.mi. and 9.12 dB
for 3.8 < R < 9.5 n.mi.
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8.0 RANGE RATE TRACKING OF PASSIVE TARGETS

The range rate tracking loop is shown in Figure (15). There are 32
doppler filters used for range rate tracking. The location of these fii-
ters is fixed as opposed to the adjustable range gates location in the
range tracking loop. The operation of the range rate tracking loop is
explained in detail in Appendix G.

Two types of range rate errors exist. The first is the error due to

thermal noise and the seccnd, which will be referred to as the logarithmic

discriminant error, is due to the fact that the location of the doppler

filters 3s fixed and the actual received signal-to-noise ratio is un-
known due to target effects and range measurement accuracy. Each of
these error contributions is addressed in the next two sections.

8.1 PRange Rate Errors Due to Thermal Noise.

The value of the RMS range rate error due to thermal noise is found
in Appendix G to be:

B 2
IR R AU = R MO (3)
where:
c: velocity of light in free space
fC: the RF frequency
BF: one~sided bandwidth of the doppler filter
m:  The number of samples averaged to obtain a single reading.

2 Tor R>9.5 n.mi.
4 for R<9.5 n.mi.

m

Ll

m

GX(N’ SNR): standard deviation of the maximum likelihood estimate
of In (Pu/Pv) which is also the standard deviation per sample
of the nojse in the range rate tracking loop. Figure (16)
illustrates the variations of a, with N and SNR for range rate
tracking.
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The radar equation which is used to obtain the RMS of range rate
error as a function of range is similar to that in Equation (2). The
losses (L) in this case, as found in Appendix G, are 8.39 dB for R>9.5
n.mi. and 8.32 dB for 3.8<R<9.5 {n.mi.). ‘

The RMS range rate tracking error due to thermal noise is shown in
Figure (17) for m = 1, 2, 4 samples. In the present state of the range
rate loop design, the number of samples used ism = 2 for R>9.5 n.mi.
and m = 4 for R<9.5 n.mi.[11]. This results in a design margin of
2.5 dB at 9.5 n.mi.

The obtained accuracies in the range rate tracking errors due to
thermal noise agree reasonably well with those presented by Hughes
Aircraft Company in their Monthly Review [11].

8.2 Range Rate Logarithmic Discriminant Error.

This error arises from the fact that the doppler filters positions
are fixed and that the signal-to-noise ratio is unknown due to target -
effects and inaccuracy in range measurement. This is best explained
by writing the expfession for the mean of the output of the logarithmic
discriminant, namely

cosZ(WG) N 4
(256) sin [ (1 - 201 >
E(z}) = 1n 5 (4)
cos {n{) . B
(256)'51n2[§2— (1+2¢)] SHR
where
Afd

¢ = T is the ratio between the doppler offset from the closest
centerFof two doppler filters_as shown in Figure (18).

B. = Doppler filter single sided bandwidth.

F
Since the signal to noise ratio is unknown, then the mapping between

E(z) and ¢1is not one-to-one. That is, knowing E{z) does not result in

a single measurement of ¢ and, hence, the range rate. 1In order to

obtain the reading of ¢ or range rate, an assumption has to be made

concerning the signal-to-noise ratio; since this assumption is more

often than not different from the actual signal-{o—noise ratio, a logar-

ithmic discriminant error results. Several assumptions can be made,



41

0-15 T | 1 1 T T T il 1 I I
m = number of sampies averaged
Specifications _
0.10 o= = 0.1 m/sec
R -
o
[4]]
<
E
o2
o]
0.05 -~
m=1
m=2 /
m=4 :
0 1 | t | 1 1 ] I 1 ] L
2 4 6 8 10 12 14
Range (nmi)

Figure 17.

RMS Range Rate Tracking Error of Passive Targets Vs. Range



Lower Filter

Higher Filter

,//”/”ﬂﬁltlﬁqﬁﬁﬁ‘\\\
_Awd
AT
AT .
salfa
F

Figure 18.

Doppler Frequency Location

‘o1 mova TVNIDINO

| XIFIVOD 9004 dU

¢t



43

1. The assumed signal-to-noise ratio SNRy = @
The value of ¢ obtained, which is denoted as éi’ can be
found by letting SNR—« 1in Equation (4). This results in

. )
sin 3= (1 + 2§})

E{(z) = 2 1n (5)
sin (%%—(1 - 2¢3) '
or
E(z)/2
¢, = & | 28 -1 (6)
1 7 | 74 LLD72

2. A straight Tine that passes through the origin with a slope
equal to the slope of the E{z) when SNR—= at the origin is
used to map E{z) into £. The plot of E(z) for various signal-
to-noise ratios versus ¢ along with the mentioned straight
line “is.shown in Figure (19). The resulting error in this
case as a function of SNR for PRF = 6970 hz is shown in
Figure (20).

3. A straight 1ine fitting can be achieved by setting
) .

E(z) = 8(1 +§£ﬁ)“€a (7)
which results in
2
- n y E(z)
=0 +SNR1) )

where SNR, is the assumed SNR and f1 is the resulting normalized doppler
offset. Also, @ is a number that can be obtained by proper numerical

methods so as to ﬁinimize the mean square discriminant error for a given
range of SNR. An interesting figure results from plotting E(z) as a function
of SNR for various {_as shown in Figure 21. It is noted that the maximum
_range rate discriminant error for SNR>30 dB,assuming SNR] = 30 dB is Tess
than 0.062 ft/sec, which suggests that this error should not constitute

a major problem at close range.
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9. 0 REDUCTION IN SIGNAL-TO-NOISE RATIO DUE TO QUANTIZATION AND
SATURATION NOISE IN A/D CONVERSION

The signal-to-noise ratio (SNR) at the output of an analog-to-digital
(A/D) converter is determined as a function of the input signal-to-noise
ratio in Appendix H. Both quantization and Eaturation noise coﬁtributions
are taken into account. Values of A/D converter parameters are deter-
mined to minimize the sum of quantization and saturation noise. In
"Figures 22 and 23, which are developed in Appendix H, it is seen that the
A/D output SNR saturates as the input SNR increases. In the radar
‘system being developed, an M= 4-bit A/D converter is used, in which case
the output SNR saturates at 18.9 dB. At Tong ranges, where the input SNR
to the A/D converter is very low (less than 6 dB)., the reduction in SMR
due to the A/D is negligible, as can be seen from Figure 22. At short
ranges, however, the signal-to-noise ratio at the input to the A/D
beccmes quite large; at those ranges, the radar is essentially A/D con-
verter Timited. In a forthcoming report, the effect of A/D at short
ranges is taken into account. At the Tonger ranges (R>3 n.mi.), the
effect of the A/D converter can be neglected. -
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10.0 MAXIMUM LIKELIHOOD ESTIMATOR DESCRIPTION

In the radar tracking mode, a logarithmic error discriminant is
used [10] to obtain error signals for the various parameters of interest,
namely, range, range rate, azimuth angle, and elevation angle. A1l of
these parameters are mathematical duals of each other and a single model
can apply to all of them. In each case, the information is imbedded in
a pair of voltages U and'V, whose difference is approximately propor-

tional to the target parameter under consideration.

Both U and V can be assumed to be narrowband processes and a maxi-
mum 1ikelihood estimate of any desired parameter can be deduced by taking
the logarithm of the powers of the two vectors; thus,

T T
z = Tog (U UV Y)

In Appendix J, the makimum 1ikelihood (M.L.) estimate of the ratio of
the power in two narrowband processes is considered. These processes are
assumed to be Gaussian and, in general, will be correlated. The in-phase .
and quadrature phase components of each process are sampled N times, where
the time between samples is assumed to be large enough so that the samples
are sfatistica]ly independent. Numberical computation of the standard
deviation formula (31) in Appendix J is-shown in Figure 24 for N = 2,5,10.
In the figure, p is the normalized correlation coefficient between the
two processes.  The results agree closely with those derived from an
empirical formula in [107.
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11.0 POWER ALLOCATION PROPERTIES OF THE THREE~CHANNEL MODULATOR

In this respect, Appendix K examines and compares the performance
of several implementations of the three-channel Ku-band modutator on-
board the $S0. In particular, the appendix studies the power allocation
propertieé both at the transmitter and the receiver (after demodulation)
of these configurations and their ability. in terms of squaring loss and
subcarrier phase jitter, to be tracked by an in-phase-quadrature type
subcarrier reconstruction loop, e.g., a Costas Tloop.

It is found from the power allocation study that much care must be
exercised in choosing a modulation angle for the unbalanced QPSK subcar-
rier since, depending on the modulator implementation, the transmitted
and demodulated -power ratio can be considerably different. For example,
for the NASA version and the HAC version with a bandpass filter following
the subcarrier modulator, the transmitted and demodulated power ratios
are identical, whereas for the unfiltered HAC version, the demodulated
power ratio is the square of the transmitted ratio.

 In all cases, a Costas-type tracking Toop with switching type in-
phase and quadrature phase detectors, single pole (RC) Butterworth arm
fi]ters,~and an analog type error signal multipiexer has been assumed.
This is not to say that the analyses cannot be carried out for {he case
where the error signal multiplier is of the switching type. However,
due to the increased complexity of calculating the equivalent noise spec-
tra]_density, it was decided to first present the tradeoff study for the
simpler-to-analyze case of the analog error signal multiplier. It is
also pointed out that one should not attempt to draw conclusions,either
duantitative or qualitative,about the'performance of the loop with a '
switching error signal multiplier from the results given in this report
for the analog error signal multiplier case. Indeed, the S-curves are
quite different for the two cases and, moreover, the tracking perform=
ance as measured by mean-squared jitter would be similarly different.

To conclude, the tables below summarize the principal results
obtained. Table 7 gives the signal and noise powers available in. each
channel for data detection and the detection signal-to-noise ratio
obtained by taking the ratio of these two powers. The assumption made
is that the outputs of the input in-phase and quadrature phase detectors-
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in the Costas loop demodulator are filtered with integrate-and-dump
circuits respectively matched to the data rates R2 and R3. The outputs
of these filters in the absence of crosstalk, namely,

To
1
z5 = Tgf ¢ (t) dt
0

=190

T3

* = 1

zx = Tsf e (t) dt,
0 0=0

have signal and noise components whose powers are, respectively, the
channel 2 and channel 3 entries in Table 7. In all cases, the ratio
of detected signal power in channel 2 to detected signal power in channel
3 is chosen .equal to 4.

In Table 8, the squaring loss and rms tracking jitter are given for
several values of arm filter bandwidth (two-sided) to high-data rate.’



Table 7,

ture Subcarriers

Modulation Detected Detected Detected Detected (SNR)2 (SNR)B‘
AnuTe ;0 Signal Power Signal Power Noise Power Noise Power FT.7N | PT./N
g 0 Channel 2 Channel 3 Channel 2 Channel 3 17527704 s 370
e 2.2, 2 2 N N
HAC Version 30° (-39 Pg | (5 89)" Pg (%) 2 (%) 0.548 | 0.137
: _ ~ 1r 2 'rr 3
= 4/9 Po = 1/9 Pe
: g\2_ 2 1/8v2.,.2 N N -
Filter HAC 26.570 | {z) cos” 8Py (;E) sin”eq Py (%)TQ (%—)T‘l 0.648 | 0.162
Version T T 2 W 3 ‘
) 0'8(_82_)2Ps = 0.2 (%)2 Ps
R . . T m .
NASA Version 2 .2 5 N N '
with Squarewave 26.57° cos e0 Ps s 8y Ps (j%)z Tg (3%)2 TQ 0.987 0.247
Subcarriers _ - m 2 m 3
= 0.8 PS = 0.2 Ps .
HAC Version with 2. 42 2 2 N , N
Demodulation by 30° (1 "'{60) Ps (?60) Ps %.cos2 eO)—g (% sin e‘O)T—O— 0.731 0.548
Equivalent In- = 4/9 p = 1/9°P. 2 T 3
Phase and Quadra- S 5
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Table 8.

mz(t) is NRZ data at R, = 2 Mbps;
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m3(t) is Manchester coded data at Ry = 192 kbps
PST2 - 10 4B B1-/R2 =5 B]./R2 = 10 Bi/RZ = 20
No -
o (% o (% o (%
: 2¢ 2¢ 29
5. a8 radians) 50 dg radians) _SL’ dB radians)
HAC Version -16.42 | 9.36 -15.93 12.5 -16.04 17.92
Fittered HAC .
Version -11.73 5.46 ~11.44 7.47 -11.56 10.71
NASA Version ‘
with Squarewave -15.12 8.07 -14.72 16.89 -14.66 15.29
Subcarriers
HAC Version with
Demodulation by
Equivalent In- -21.281 16.38 ~20.56 21.33 -20.31 29.3
Phase and Quadra-
ture Subcarriers
PST2 15 a8 Bi/RZ =5 Bi/RZ =10 81/R2 = 20
N0 B
g (% o (% g (%
2@ 2q 2¢
SL’ ds radians) S dB radians) S1s dB radians)
HAC Version -20.16| 8.1 -19.41 { 10.51 -19.1 14.36
Filtered HAC
Version -15.66 4.82 -15.16 6.44 -14.95 8.9
NASA Version
with Squarewave -19.4 7.42 -18.9 9.89 -18.64 13.61
Subcarriers )
HAC Version with
Demodulation by ;
Equivalent In- -25.8 | 15.49 -25.0 20.0 -24.63 | 27.1
Phase and Quadra- -
ture Subcarriers
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12.0 CONCLUSIONS AND ﬁECOMMENDATIONS

12.1 "Power Budgets

It has been shown that, with the present set of system parameters
(as of October 1977 [11]), when the radar is searching for a 1 m passive
target in the "Autotrack mode at 12 nmi, the design margin is -13.7 dB
for the slow fading case and -6.8 dB for the- fast fading case. This
ATlustrates the effect of frequency diversity in the second case. A
peak power of 50 watts was used in these calculations. A peak power of
60 watts is presently quoted, which provides an 0.8 dB improvement on
each of the above design margins. See Appendix A for details.
Given the present system configuration, there are various ways to
improve the design margin deficit, among which are the following:
i) Allow more than 60 seconds to illuminate the search
volume. '
i) Allow the range at which the detection probability
' is to be 99 percent to decrease to something less .
than 12 nmi. .
iit) Allow the system to operate as is. The detection
probability at 12 nmi will then be Tess than_99
percent.

In a forthcoming report, gquantitative values will be determined for
the range at which performance will be 99 percent. Also, the additional
time required beyond'the'present 60 seconds to meet a detection proba-
bitity of 99 percent at 12 nmi will be determined. '

In the absence cof these values, the.recommendation is to allow
more than 60 seconds to illuminate the search volume.

12.2 Angle Track and Angle Rate Estimation

A thorough analysis of the Ku-band radar, which isangle tracking
a passive target is presented in Appendix C. The analysis is appiicable
to all modes of operation which require angle tracking, namely, GPC-ACQ,
GPC-DES, and Autotrack. At all ranges of interest (R<10 nmi) for
passive targets, the angle tracking system has a design margin of approxi-
mately 9.5 dB. The crosscoupling errors into the angle tracking loops
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from the range and doppler tracking loops are described but not
evaluated. With the present design margin and the fact that the range
and doppler crosstalk errors are not very significant, it is expected
that the design margin for ‘the angle tracking loop will remain adqquate:

The.analysis takes into account the effects of receiver front end
thermal noise and scintillation from a point target. The effects of
glint from & large target and target angular acceieration are nof taken
into account. These effects will be taken into account in a forthcoming
report. The effects of angular acceleration and target g11nt are
expected to be significant, particularly at short ranges. )

The performance of angle rate estimation is described in Appendix
D. It is shown therein that the RMS error of angle rate estimation is
below the spec.value for all values of range less than 11 nmi. It should
be emphasized, however, that as in the angle trackiné analysis, only
target scintiliation and receiver front end noise are taken into account.
It is expected that angular acceleration and target glint will deteriorate
angﬁe rate performance faster than angle tracking performance. It is
expected that the convergence time, the angle tracking natural frequency
and the angle tracking damping factor cannot be chosen so that all specs
aremet under all conditions. The followup report will provide more
precise values for the design parameters listed above than is suggested in
Appendix D.

. 12.3 Range Tracking

Range tracking is carried out by sequential processing of monopulse
signals as in the case for angle tracking. The performance of the range .
tracking 100§ employing standard nonoverlapping early and Tate gates is
developed in Appendix E. The present set of radar parameters (as of

October 1977 [11]) is used 1in the performance computations. It is con-
.cluded that the range tracking Toop meets specs for a .point target when the
noise bandwidth of the loop is Tess than 3 Hertz and the range is less
than 9.5 nmi. For values of range greater than 9.5 nmi, a noise band-
width of 0.4 Hz or less is requiréd, and with that, the spec is met only for
ranges up to 11 nmi.
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This analysis does not take into account target acceleration in
the LOS direction. This will be addressed in the forthcoming report.

It is recommended that the range tracking loop be accepted as is.
If the noise bandwidth of the range tracking Toop is decreased much
-more, then the settling time after a target acceleration along the LOS
may become excessive.

12.4 Doppler Tracking

Range rate tracking is also carried out in a manner similar to

the other tracking Toops, with the exception that the bank of doppler
filters is moved discretely. This is described in detail in Appendices
B and G. Also, the range rate estimates are averaged to improve per-
formance. In particular, for R>9.5 nmi, two consecutive estimates are
averaged, and for R< 9.5 nmi, four consecutive estimates are averaged.
The performance analysis developed in Appendix G shows that this averag-
ing is necessary to meet the spec value for R<9.5 nmi. The averaging
is not necessary for R>9.5 nmf, although by doing so, the design margin
is increased. At 9:5 nmi with the averaging described above, the design
margin for the range rate tracking loop is approximately 2.5 dB.
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APPENDIX A
POWER BUDGETS FOR THE KU-BAND RADAR FOR THE
SPACE SHUTTLE ORBITER VEHICLE

by

Charles L. Weber
Waddah K. Alem

1.0 INTRODUCT ION

Sample power budgets are presented for the Orbiter Ku-band radar
described in [1]. Most of the hardware losses predicted in [1] are used
in the budget computations in this report. The passive automatic search-
and-detect mode only is considered. This mode is the most critical from
the required transmitted power point of view. Each of the parameters is
considered individually before the composite power budgets are assembled.

2.0 THE RADAR EQUATION

The radar equation that is appropriate for passive mode detection
of a pulse doppler radar which is essentially using an optimal receiver [2-4]
is given by

2-.2
G oaA"][2P
. ;ﬂg_g ot 304][ ) 7] -
P 0 [(4n)" RTILK T ML)
where ﬁp = ensemble averaged peak SNR required per pulse for a given

probability of detection, P4, and false alarm probability,
Pra. In the case of an optimal radar which employs fre-
quency diversity, the time of the pulse corresponds to
the total time during which coherent addition takes place
during one frequency dwell time.

E. = peak signal energy received during the time in which
coherent addition takes place

N. = equivalent one-sided noise power spectral density of the
entire receiver system = kTq

<o

= average target cross section
radar RF wavelength

oy > Qi
1]

= peak antenna power gain

Pp = peak transmit power = P /dt

avg
dt = transmitter duty factor
= average transmit power

Tg = total time of coherent addition at one RF = tN



T = transmitted pulse width

N = number of transmitted-pulses per RF frequency

R = range )

k = Boltzmann constant = 1.38.x 10'23 Joules/°K
Tsys = system noise temperature, °K

L = total system losses.

3.0 SEARCH RADAR SYSTEM PARAMETERS

Each of the above parameters is now considered in regard to the
Ku-band radar for the Space Shuttle Orbiter Vehicle described in [1].
The reasoning and/or source of the choice of each parameter value is
indicated.

3.1 Required Peak Signal-to-Noise Ratio Per Pulse
2E
R = B
P Ng

, This value is dependent on the assumptions made about the mode
of detection. The assumptions to be used in these power budgets are
among the following cases. The overall probability of detection is 0.99
and the false alarm probability is 10"6. The 0.99 value is a specifica-
tion requirement, and the a= 10"6 value is approximately equivalent to
one false alarm per hour, which is the specified value. The vaiue of
Rp is relatively insensitive to the choice of «. Hence, the choicg is
not critical. The cases shown in Table 1 all assume two scans, so that
the probab1]1ty of detection per scan is 0.9. The following definitions

are used in Table 1:

-
I

number of pulses, noncoherently added
g = probability of detection per scan '

v
1]

=
1]

- false alarm number
0.693/n'.

Q
I

The table takes jnto account target fluctuation loss in both the stow
and fast fading cases. The values in Table 1 were derived from Figure 1
which illustrates the maximum signal-to-noise ratio (R = 2E /N ) as a
function of I, the number of pu1ses incoherently 1ntegrated for Swerling
I and Swerling II.



Table 1. Required Value of Signal-to-Noise Ratio to Meet the Indi-
. cated Performance Levels Under the Indicated Assumptions

Requirements SNR Needed
ek ’
Case Description I P n' Rp (dB) Ep/NO (dB)
1 Swerling I 5 | 0.0 | 10° 18.7 15.7
(STow Fading)* |***
2 Swerling 11 | 5 | 0.9 | 10° 12.4 9.4
(Fast Fading)*

*

The phraseology being adopted (somewhat incorrectly) is that
the Swerling I model corresponds to slow fading and Swerling II to
fast fading. The interpretation is based on the following assump-
tions, namely, that frequency diversity is being employed and that
the target is initially modeled by Swerling I fluctuations. If the
frequency diversity is not effective so that the Swerling I model
still applies, then the term "slow fading" is used. If the frequency
diversity is completely effective, and independent samples are being
received upon changes in RF, then Swerling II applies, and it is
called "fast fading."

*% .
The cumulative probability of detection is specified at 0.99.
With two scans of the column in 60 seconds, each scan then has a proba-
bility of detection of Pq=0.9. For scan angles of 40° (£20°) or
Tess, there are always at least two scans on the target in the spe-
cified maximum search time of 60 seconds [1].

**If the number of RF frequencies is set to be N=6, the needed
Ep/N0 decreases to 15.2 dB and 8.7 dB for Sweriing I and II, respectively.
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3.2 Average Target Cross-Section

1 mz, as per specification
0 dB.

1]

3.3 Radar RF Waveliength

There are five RF frequencies being used for the Ku-band radar;

they are: 13.779 GHz
13.831 GHz
13.883 GHz
13.937 GHz
13.987 GHz

The center RF for the radar is 13.883 GHz. This corresponds
to
’ A = 0.0216 meters
A2 = -33.31 dB.

3.4 Peak Antenna Power Gain

The antenna diameter has been specified as d=36"=0.914 m.
Based on the rule of thumb:

oy (deg) = (180/7)(d/)

the 3 dB beamwidth is 8y = 1.32 deg. The 3 dB beamwidth quoted in [1]
is 1.6 deg. Based on the rule of thumb 8],

32,000

G r Xmabe e
2
(8p)

(GB in deg) ,

the peak power gain of the antenna is
6 = 41 dB.
The peak power gain in [1] is 38.9 dB, so that

62 = 77.8 dB.

More recently, however, the peak power gain is given as 38.5 dB [9],
so that

62 = 77.0 dB.

The Tatter value is used in the power budgets in this report.



3.5 Transmitted Signal Characteristics

P =

b peak transmitter power

Given all other parameters and assumptions in the radar equation,
the required peak transmitter power will then be obtained.

For the automatic search mode of a passive target, the PRF is
prgsently set at 2987 [10], so that the pulse repetition interval (PRI)

is
pr1 & T, = 335 usec.
Also, the pulse width is
T = 66.4 usec,

so that the transmitter duty factor is

d =

" 0.20

and the maximum unambiguous range is 27.11 nmi.

.Td’ based on the algorithm described in [1] is

Td = P28.6 msec.

The spatial dwell time,

This also agrees with that developed by Udalov [5] for the Ku-band

radar search mode of a passive target.

The timing of the RF signal during one spatial dwell time is as

shown in Table 2, where the frequency dwell time is seen to be 5.36

msec over each of the five RFs.
be processed during each spatial dwell time.

assumption, since Td is larger than 5 tf.

Five RF frequencies are assumed to
This'is a conservative

Table 2. 0One Spatial Dwell Time
RF Fy Fo Fq Fyg Total
Number of ’
RF Pulses 16 16 16 16 16 80
te (msec) 5.36 5.36 5.36 5.36 5.36 26.80




There are 16 RF pulses during each RF Treguency dwell time.
These are coherently added in the digital imp]eméhtation, since the
bandwidth of each of the doppler filters is matched to that associated
with 16 pulses at one RF.

This is not a centerline radar, since there is no centerline
filter and since wideband sampling is performed at IF. This allows the
coherent addition of all coherent lines in the receiver RF spectrum’
over the entire IF bandwidth.

The total time of coherent addition at one RF is

Te = TN,
where 1t = 66.4 psec
N = 16 pulses.
Therefore,
T o= total time of coherent addition
= 1.062 msec
= -29.74 dB.
3.6 Range

The specification calls for meeting the above requirements for a

0=1n2 passive target at 12 nmi=22.236 km. However, the range will be
kept as a parameter in the power budget calculations.

3.7 Receiver Noise Parameters

The equivalent one-sided power spectral density of the receijver
noise is

N0 = kTsys watts/Hz ,
where k = Boltzmann's constant = 1.38x 10725 Joules/°K
) = ~228.6 dB
Tsys = overall system noise temperature.

The components in the overall system noise temperature can be
computed from the diagram shown in Figure 2. The receiver is assumed
to have a noise figure of 5 dB. A]f component losses [1] between the
antenna and the receiver add to 2.8 dB.



IA All‘Tossy Receiver

:) . components
L=2.8 dB

Fn=5.0 dB |

Figure 2. Simplified Diagram of Losses for Ku-Band Radar Receiver

When the first stage of a receiver is an attenuator, as is the

case here, it can be shown [6] that the system noise temperature,
computed at the antenna, is ’

Toos = Ta # T+ (L-1)T

Sys A * LTe’

0

I

where TA antenna temperature

TC

s

additional antenna temperature dué to clutter

L = total attenuation from all lossy components between
the antenna and receiver input

T, = receiver noise temperature = (F -1)T,
F.. = receiver noise figure
T0 = standard room temperature = 290°K.

The design in [1] assumes the recejver noise figure is Fﬁ= 5.0 dB or,

equivalently, e 627°K, and the attenuation from all lossy components
between the antenna and receiver front end is L=2.8 dB. The antenna

temperature is assumed to be TA= 5.5°K and the additional antenna tem-
perature due to earth clutter when looking horizontally is TC==36.5°K.
Then,

.Tsys = Tyt T F (:_-1)T0 LT,
= 5.5+ 36.5 + 263 + 1195
= 1500°K
= 31.76 dB.

This is increased somewhat as the Took angle increases. When looking
directly towards the earth, the clutter temperature increases to
263.5 g and TSys increases to

= ° = ’
Tsys 1727°K 32.37 dB.



3.8 Losses

In this section, the pertinent losses are Tisted, along with the
references where values were derived or where the losses were specified.

3.8.1 Transmit Losses

The RFP and the response [1] have specified the transmit losses
at 3.5 dB. A new value of 3.7 dB has been used recently. This value
will be used in the power budget(ca1cu1ation§ without any attempt to
dispute it.

3.8.2 Scan Alignment Loss and Lateral Scan Loss

The specification calls for a total beam shape 1oss of 2 dB.

In [3], it is shown that the scan alignment loss is 1.03 dB each way

and the tateral scan loss is 0.58 dB each way when the antenna movement
from one circle to the next in the spiral scan is 0.6 0. The spiral

B The
difference in- scan alignment loss and lateral scan loss between adjacent
antenna baths of 0.6 BB and 0.7 og is negtigible. Thus, the two-way
loss due to beam shape which includes scan alignment loss and Tlateral
scan loss is set at 2(1.03+0.58) = 3.2 dB. '

scan described in [1,5] calls for an antenna movement of 0.7 ©

3.8.3 Threshold Loss {Constant FAP)

The specification cé]ls for a threshold loss of 1 dB due to main-
taihing a constant false alarm probability by monitoring the system
noise level. A value of 1.7 dB has been recently used; this value is
used in the computation, realizing that it should be possible to reduce
this value to a few tenths of a dB. - .

3.8.4 Processor Loss

It is estimated that the algorithms in the radar digital signal
processor will result in approximately 1.7 dB loss [1]. This value is
also used in the power budget, while anticipating that it may be pos-
-sible to reduce it.

3.8.5 Range Gate Straddling

There are two modes to be considered when discussing the range
gate straddling loss. The first is when no range designation is avail-
able from the GPC. In this mcde, four nonoverlapping range gates are


http:2(1.03+0.58
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used as shown in Figure 3. Each range gate is of the same width as the
transmitted pulse. The corresponding value of the range is shown at
the beginning of each range gate which corresponds to zero sitraddling
loss. As the range (R) of the target varies from 5.37 nmi to 21.50 nmi,
the straddling loss fluctuates from 0 dB at the ranges R=5.37n (n=1,
2,3,4) to a maximum of 6 dB when the pulse lies halfway between two
range gates, that is, at R=5.37(n+1/2).

&

Tp = 335 upsec i

‘;””’f,,.—-- Transmit Pulse -~*~H\\\\\\\k~

66.4 usec - . b t

66.4 usecll 66.4 usec || 66.4 usec || 66.4 usec

Range . . C o
Bin 1 Bin 2 Bin 3 Bin 4

5.37 nmi 10.75 16.12 21.50
Figure 3. Range ‘Gate Diagram

In general, the straddling loss can be given by

Ly = min EiO log (& 37)2| 110 Tog (£55) ﬂ (2)

where “min" denotes the minimum of the two numbers, H=5.37(n+1), and
L=5.37n, such that '

L < R <.H.

The squares in (2) are due to the fact that magnitude detection is
implemented at the output of the doppter filters bank before threshold‘
comparison (see Appendix B). A plot of the straddling loss without -
range designation, as a function of range, is shown in Figure 4.

“In the second mode, when range designation is provided by the
GPC, two overlapping range gates, which are centered around the desig-
nated range R, are used (see Appendix B) as shown in Figure 5 [10].
For de-7.2 nmi, the pulse width in nmi is equal to 5.37 nmi.
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Figure 4. Straddling Loss vs. Undesignated Range R
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Transmitted Pulse Received Pulse

RG2

RGT

Figure 5. Range Gates with GPC Designation

If the range designation is acgurate to within 20% of the actual
range, then the maximum range error at 12 nmi would be 2.4 nmi, which
is still less than half a pulse width (5.37 nmi). Hence, all the signal
energy can be detected in one of the gates. This gate, in turn, is used
in the threshold detection (see Appendix B). Since the pre~summing is
carried out over 3t/2, which is the gate width, it effectively increases
the variance of the output noise by 3/2 (1.76 dB), which is the strad-
diing loss in this mode.

3.8.6 Doppler Filter Loss

Following each of the four range bins is a bank of 16 doppler
filters, as shown in the block diagram of Figure 6. These filters
are uniformly spaced over the frequency range [fc,fC-FfPRF]. For
passive search and detection above 7.2 nmi, the PRF is 2987 Hz, so that
the frequency difference beiween the center of adjacent filters is
186 Hz, as shown in Figure 6. If the 3 dB {one-sided) is set at
fPRF/]G’ then at the points where the adjacent filter gains cross (at’
+93 Hz about the center of the filter), the gain is down approximately
0.7 dB for a [(sin x)/x]2 filter. This loss is classified as mismatch
due to doppler.
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31 1

“ - 2987 Hz —s >

Figure 6. Description of Bank of Doppler Filters

Since discrete Fourier transforms (DFT)} are used as a means
of doppler filtering, the square of the doppler filter transfer func-
tion is given of the form

ﬁn(AmNTdZ)Z
N sin (AuJTp/Z)
where T_= 335 psec and N=16. At the center frequency between two

filters, Aw= Zn/(ZNTp), which results in 3.9 dB Toss due to doppler
filtering.

There may be additional loss due to the lack of a proper match
between the pulse bandwidth, the PRF, and the bandwidth of the FFT.

3.8.7 Pre-Sum Mismatch

There is an additional loss due to Hopp?er in the pre-sum. The
pre-sum adds all samples over the width of one range bin from a trans-
mitted puise. There is no doppler compensation in the pre-sum. If
there is no doppler, then this coherent addition is ideal and there
is no loss. As the doppler frequency increases, the pre-sum loss
increases. This loss is in both the I and § channels and can be
described in terms of the following integral and is shown in Figure 7.

( p JZ':T‘FD“I‘.

1
T o

L pRE-SUM

where_rp is the transmitted puise width and fD is the doppler frequency.

This is a very <close approximation to the actual pre-sum loss, since



)—@w—:

Pre-Sum Over Pulse Width
No Doppler Compensation

RF with JwIFt
Diversity
Ny *ll' Ny
Range Range Range Range
=————% = [ and Q Channel Bin 1 Bin 2 Bin 3 Bin 4

Pulse | ———

Pulse 16 ———m

Figure 7. Block Diagram of Digital Pulse Doppler Detection
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the sampling rate is high. The pre-sum loss becomes

. 2
sin (ﬂfDTp)!

Lpge-sum = T, |

which is plotted in Figure 8. For the radar in 1], rpf=66.4 usec.

The range rate varies over -75 fps to +148 fps. At f =13.775 GHz,
each fps s equal to approximately 28 Hz, so that the dopp]er frequency
is within the range

fD € [-2100, +4144 Hz] .

Ambiguity clearly exists, since the PRF=2987 Hz. This ambiguity
is being resolved by filtering and differentiating the range measure-
ments. The maximum pre-sum loss therefore occurs at fD==2987 Hz. Then,

T fD = (66.4 psec){2987 Hz) = 0.2.

This is shown as the dot in Figure 8, and the resulting maximum pre-sum
loss is 0.57 dB.

4.0 POWER BUDGETS FOR PASSIVE SEARCH

In Table 3, the results of the previous sections {except for
range dependent parameters) are summarized for the slow and fast fading
cases, while Table 4 Tists all the losses-involved. The assumption
that the ‘target detection must be accomplished at R=12 mmi is still
maintained.

Budget I, the slow fading case, assumes frequency diversity is
present but totally ineffective and that independent samples are not
obtained when the RF frequency is switched. As a result, we have a
Swerling I target. The post-detection integration is still.noncoherent
from frequency to frequency.

With all the ﬁarameters listed in Table 3, the required peak
power for the nondesignated range case is given by

(Pp)dB = -145.07 + 40 log (R)m + Lstr (4)

for the siow fading cése and

(Pp)dB = -152.37 + 40 log (R)m i S (5)

for the fast fadina cace.
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17

Power Budget Parameters for Passive Search
Without Range Designation Based on Two Hits

STow Fading

Budget (Case I) Budget (Case II}

Fast Fading

Item Term Section Value (dB) (dB)
TR L 3T Required Peak SAR 18.7 12.4
2 G2 3.4 G=38.5 dB 77.0 -77.0
3 2% 3.3 A=0.0216 m 33.31 33.31 -
4 G 3.2 1 m? 0 0
5 (41)2 33 33
6 R* 3.6 " Range (m) 40 Tog R - 40 Tog R
7k 3.7 1.38x10°2 g/ok _228.6 -228.6
B Ty 37 1500°K 31.76 31.76
9 Te 3.5 1..062 msec 29.74 29.74
10  Factor - 2.0 2 -3.0 -3.0
e ofuse MLy eori,

fwith range designation, the straddling loss (Lstr) is equal to 1.76 dB.

Table 4. Detection Losses for Passive Search Without Range Designation
Item Term Section Description Value {dB)
1 Transmit Losses 3.8.1 REP 3.7
2 Beam.Shape 3.8.2 Scan Alignment 3.2
3 Threshold 3.8.3 Constant FAP 1.7
4 Processor Loss 3.8.4 1.7
5 " Range Gate 3.8.5 Function of R Lstr
Straddling Loss ‘
Doppler Losses 3.8.6 Mismatch 3.9
7 . PDI Post-Detection 1.25
. Integration [1]
8  Pre-Sum Mismatch 3.8.7 Due to Doppler 0.57
z 16.02.4-LStr
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The available peak power is 50 w* (17 dBw) and the average power
is 10 w (10 dBw). Comparing the average powers that result from (4)
and (5) with a duty factor dt= 0.2 to the available average power
results in Figures 9 and 10 for the siow fading and. fast fading cases,
respectively.

The design margin at 12 nmi §s -13.70 dB for the slow fading
case and -6.80 dB for the fast fading case, which illustrates the
effect of frequency diversity in the second case.

Figures 9 and 10 also illustrate the design margin for the desig-
nated range case where the straddling loss is kept constant (1.76 dB).
The design margin in this case_ is better except for 9.8<R<11.8 nmi,
when the nondesignated case provides less straddling loss than the
designated case.

It is noted that all the previous calculations are based on two
scans with a cumulative probability of detection of 0.99. This is only
possible if the search angle is Timited to +20°. For larger angles,
only one scan is feasib]é,_which results in worse design margins.

1t is believed that, in order to improve the design margins,
the various system losses should be improved and/or the integration
time should be increased in order to increase the signal energy.

*A peak power of 60 w has been quoted recently. The old, con-
servative value of 50 w will stili be used in the calculations.
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APPENDIX B

RADAR PASSIVE SEARCH AND TRACK MODES DESCRIPTION
by
Charles L. Weber
Waddah K. Alem
1.0 INTRODUCTION

The-objective of the Ku-band radar system on the Shuttle Qrbiier
is to detect the presence of a target and then obtain continuous .accurate
estimates of the various target parameters, namely, its range, range rate
(velocity), azimuth, elevation angle, and angle rates. The target is
usually detected when the radar is in the search mode, while the accurate
estimates are obtained in the track mode. It is the objective of this
appendix to clarify the overall radar block diagram and to explain its
opefation in- both the search and track modes.

The radar employs coherent processing over each RF frequency
transmitted, and noncoherent postdetection integration (PDI). Following
the intermediate amplifiers, in-phase and quadrature phase signals are
sampled and digitized (A/D converted), providing target amplitude and
phase information. For Tonger range search and acquisition (R> 0.42 mmi),
16 doppler filters are formed, covering the doppler interval defined by
the repetition rate. This is an ambiguous doppler interval; this ambi-
guity is removed via differentiation of the range estimates.

Following the filters, the target magnitude is determined, summed
over the number of RF frequencies (noncoherent postdetection integration)
and compared to a threshold. The threshold is set from noise measure-
ments, so-as to maintain a constant false alarm probability (CFAP). This
can be implemented by any of several methods.

In the search mode, only the sum channel is processed. When .
the threshold is exceeded and target detection is declared, the auxiliary
antenna signal is processed and its magnitude is compared with that of
the main antenna to eliminate sidelobe detected fargets. The auxiliary
antenna has a peak gain which is approximately 20 dB less than that
of the main antenna. Also, the sidelobes of the main antenna are
approximately 20 dB down from the main lobe. This provides roughly
a 20 dB main lobe/guard antenna ratio to detect and eliminate sidelobe
targets. '



In the modes for which angle tracking is required, namely, GPC
acquisition and autotrack, the sum plus angle error channels are processed.
The azimuth and elevation error signals are time-multiplexed, thereby
eliminating the need for a second and third matched processing channel.

In Section 2.0, a general block diagram is drawn and explained
in more detail; the functions of the individual blocks are described in
the subsequent sections.

2.0 RADAR BLOCK DIAGRAM

The Shuttle Ku-band radar block diagram is shown in Figure 1. The
antenna assembly cons1sts of. a main antenna and an auxiliary antenna,
followed by the dep1oyed mechanism assemb]y (DMA) and the deployed eléc-
trical assembly (DEA), where various switching and filtering operations
take place, as explained in Section 3.0. The antenna assembly is followed
by several IF mixing stages to bring the carrier frequency down to a
stable IF of f0==78.143 MHz. The output of the I-Q stage that follows is
a pair of baseband signals which are in phase and in gquadrature with the -
input signal. The operation of the previous two stages is discussed in
Section 4.0. The avaitable information is converted by an A/D converter
to digital data which samples both channels at a rate of f = 480 kHz,
which is slightly larger than the Nyquist rate of the baseband s1gnals
at the output of the I-Q stage. (The LPF bandwidth in both the I and Q

channels is equal to 237 kHz.} The output of the A/D converter is a set
. of .complex numbers which undergo various stages of digital processing
before estimates-of the target parameters (range, velocity, azimuth angle,
elevation angle) are obtained. The first processing stage is a presumming
stage, followed by a set of.range gates and doppler filters consecutively.
The arrangement of the gates is varied for the two modes of operation.
Two cases-are distinguished in the search mode. When a range designa-
tion is not available, four range gates per pulse are used, whereas
two overlapping range gates are used when range designation is pro-
vided [9]. The width of each of the two range gates is (3t/2), where
t is the pulse width. in the track mode, there are only two nonover-
lapping gates—an eariy gate and a late gate.

For'long ranges, the magnitudes of the outputs of the doppler
filters are summed over the RF frequencies and compared to a threshold
to detect the existence of a target. For short ranges (R<0.42 nmi),
the detection takes place without using any doppler filtering.
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Once a target .is detected, the radar is switched to a track
mode and the digital signals undergo post-detection integration,
followed -by an error estimation unit which is initiated by a crude
éstimate obtained by the search mode gperation. The final estimates.
of the various parameters are:

(1) Fed as inputs to the servo motors for angle track.

(2)  Used to adjust the position of the early and late gates for
range track and to select the proper doppler filter for range rate tracking.
' (3) Displayed for the astronauts for visual reading (all vari-
ables being tracked).

(4) .Utilized to update the state of the error estimators'to
obtain new estimates. )

In the following sections, a detailed discussion of the various
stages in the block diagram is presented, along with an analysis of the
signal timihg in both the search mode and the track mode.

3.0 ANTENNA ASSEMBLY

Thé antenna assembly is illustrated in Figure 2. The main antenna
has a gain G=38.5 dB. .There is also an auxiliary antenna whose gain is
G=20 dB, which is used to guard against target effect on the sidelobes
of the main antenna. Three signals emerge from the antenna, namely, the
sum signal {(I) which carries the received signal, and two angle signals
(AAZ and AEL)} which supply the azimuth and elevation angie information.
The z signal is-passed through a bandpass filter (BPF),‘whosE center fre-
quency can be adjusted, by a centralized frequency synthesizer, to be one
of the five frequencies (13.779, 13.831, 13.883, 13.935, 13.987 GHz). The
angle signals AAZ and AEL are passed through a selecting switch which
selects one of the signals at a time at a rate of 93 Hz. ‘The output of
the switch is then passed %hrough a phase encoder whose rate is twice
that of the selecting switch. A typical sequence of signals out of the
encoder is shown in Figure 3. The encoded angle signal is then passed
“through. a matching BPF to that of the I signal. The two signals are then
passed through the T/R switch to the receiver IF mixing stage.

When angle track is operating, there-are four antenna error dwe11
periods at each RF, during which the azimuth and elevation error signals
are processed. During each error dwell period, 32 doppler filter outputs
(via DFT or FFT) are computed.
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Figure 3. TDMA and Phase Encoder Output of Angle Error
Information, During Angle Track

4.0 IF MIXING AND I-Q STAGES

The antenna assembly is followed by two stages of intermediate
amplifiers and IF filters, where the frequency of the signal is beaten
down to a stable 78.143 MHz, as shown in Figure 4. In this stage, the
power in the p-channel is divided in two equal parts to be used for
comnunication and the radar. This results in a loss of 3‘dB in signal-
to-noise ratio due to this power split. The radar g-channel is then
combined with the A-channel to form the multiplexed signal (z+a4).

Only 1/4 of the power available in the a-channel is used when forming
Tt A, as seen in Figure 4. The multipiexed signal is then passed
through an in-phase detector and a quadrature detector (I-Q), where

it is converted to two baseband signals. (The two signals are converted
to digital data using an A/D converter whose sampling frequency is '
slightily higher than twice the bandwidth of the signal to reduce the
aliasing error to less than 0.5 dB. ATl computations after the A/D
converter are carried out digitally. The sampling frequency is equal
to 480 Hz. For long-range search, when the pulse width is 66.4 yusec,
this corresponds to 32 samples/pulse from each channel of the I-Q
detector for each range gate period. These samples are summed at the
PRESUM stage to give a complex number that represents every received
pulse.

5.0 SIGNAL PARAMETERS

Before explaining the different modes of operation, it is impor-
tant to discuss the signals that are being used. The signals are RF
pulses with a duration (t) and a pulse repetition frequency (PRF) that
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are functions of the designated range. Frequency diversity, using five
RF frequencies, is used in both the search and track modes. Table 1
lists these frequencies [9] which are cycled in a given pattern which

is convenient for the manual operation mode [1]. The table also shows '
the associated PRFs for different ranges [8]. The various signal timings
are summarized in Table 2 for the search modé‘and.in Table 3 for the
track mode [8]. The PRF values used in the tables are those correspond-
ing to the middle IF frequency. It is noted that the integration time
corresponds to s1ightly more than five frequency dwell times in order

" to allow for computation time at the end of every spatial dwell in the
search mode and every accuracy estimate calcuTation in the track mode.

6.0 THE, SEARCH MODE

In explaining the search mode Dperatibn, Tong-range signal format
is chosen for demonstration. A1l other ranges follow identical process-
ing except for the short range (<0.42 nmi), which does not utilize the
doppler filters.

Sixteen pulses are transmitted at each RF frequency. The dura-
tion of each pulse is 66.4 usec, while the time between consecutive
pulses is 335 psec, as shown in Figure 5. Four range gates (R1, RZ’ R3,
‘R4) are used to cover the target range when no range designation is
available. When range designation is available, two overlapping range
gates are used around the designated range. The width of each gate in
this case is three-halves the pulse width [8]. '

For each.RF frequency, 64 complex numbers are stoged in a meﬁory
designated as M{1), as shown in Figure 6. The output of each range gate
at every RF frequency is passed through a bank of 16 doppier filters,
uniformly spread over fc,fc+PRF {implemented as discrete Fourier trans-
forms, DFT, or fast Fourier transforms, FFT) and the magnitudes of the
outputs of these filters are calculated and compared to precalculated
thresholds. The target is detected when the magnitude of one or two
outputs of adjacent doppler filters pertaining to one or two range
gates is exceeded. An initial estimate of the range and the range rate
of the target are calculated from the knowledge of the doppler filters
and range-gates whose outputs have exceeded the threshold. These initial
estimates are fed into the error estimators as initial conditions to
start the successive estimation process in the track mode. The -



Table 1. Frequency Synthesizer Frequencies for
the First IF Mixing L.O._(in GHz )

F Fy F3 Fy Fg
Frequency - -
13.779 13.831 13.883 13.935 13.987
lLong Ranges 3009 2998 2987 2976 2965
PRE R>9.5 nmi
(Hz2}  Short Ranges 7017 6994 6970 6946 6923

R<9.5 nmi

Table 2. Signal Parameters for Various Designated Ranges in Search Mode

Designated Frequency Dwell Integration

Range (rmi) t (unsec) PRF (Hz) Time (msec) Period {mset)
7.2 - 66.4 2987 5.36 28.6
3.8 -7.2 33.2 6970 2.29 12.2
1.9 -3.8 16.6 6970 2.29 12.2
0.95-1.9 8.3 6970 2.29 12.2
0.42-0.95 4.15 6970 2.29 12.2.
- 0.42 0.122 6970 2.29 12.2

“Table 3. Signal Parameters for Variaus Designated Ranges in Track Mode

Designated Frequency Dwell Integration

Range (mmi) 7 (usec) PRF (Hz) . Time (msec) Period (msec)

9:5 - 33.2 2987 21.44 ) 116

3..8 -0.,5 ~ 16.6 6970 9.18 51.2

1.9 -3.8 8.3 6970 9.18 51.2

0.95-1.9 4.15 6970 9.18 51.2

0.42-0.95 2.07 6970 9.18 51.2
-0.42 0.122 9.18 51.2

6970
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thresholds are calculated to produce an error alarm rate of one false
alarm per hour.

For short ranges (R<0.42 nmi), a single short pulse is trans-
mitted at a PRF of 6970 Hz [8]. The width of the pulse is equal to
0.122 usec. The detection is carried out by finding the magnitude of
the return signal over the time period corresponding to 0.42 nmi and
comparing it continuously to a threshold. If the threshold is not
exceeded, the receiver waits for the second transmitted pulse and the
process is repeated. The number of pulses transmitted at every RF fre-
quency is 16. The RF frequencies used in the short-range detection
are the same as those used in long-range detection.

Once the threshold is exceeded, a hit is declared. Five hits
are required before declaring detection. Tracking is started once the
target is detected. The initial range estimate is obtained by f{nding
the time that elapses between the transmission of the pulse and the
exceeding of the threshold. This is done by implementing a range bin

clock and a counter, as seen in Figure 7. _—_—
ap—p{  Megnitude Ll Threshold Hit
Samples
. Initial
Range Bin ___ g Counter ——
Clock Range
: Estimate

Figure 7. Short-Range Detection

7.0 THE TRACK MODE

7.1 Signal Format and Block Diagram

The block diagram for track mode processing is shown in Figure 8.
A1l the computations invoived in obtaining the tracking accuracies are
digital. The separate blocks in the figure are explained in detail
in subsequent sections.
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The signal in the track mode consists of 64 pulses for each RE
frequency, instead of the 16 pulses in the search mode, as shown in
Figure 9 [1,2]. For long-range tracking, the frequency dwell time is
equal to 21.44 msec. Each frequency dwell time is divided into four
time slots by the switching combination of SW1 and the phase encoder .
switch in the antenna assembly. The signals in the succeeding time
slots are T+ AZ, £- AAZ, T+ AEL, and I - AEL, respectively. The time slots
are arranged so that the first two are used to measure the azimuth angle,
while the last two are used for the elevation angle. Each one of the
previous time slots consists of 16 pulses. The pulses are passed through
two nonoverlapping gates, an early gate and a late gate, which are
located around a predicted estimate of the range [Rp(n)] from the pro-
cessor timing unit. The width of each gate is equal to the pulse width.
The output of each range gate is a complex number z(I,J,L,K), which is
a function of four parameters (I,J,L,K):

I denotes the RF frequency being transmitted; I1=1,2,...,5"

J denotes the time slot in each frequency such that

[i§

corresponds to I+ AAZ

1

2 corresponds to I - AAZ

3 corresponds to I+ AEL

4 corresponds to & - AEL

K denotes a particular pulse in each time slot; K=1,...,16

Cu G €4 Ca
H

L denotes the range gate under consideration;
L=-1 corresponds to early gate
L=+] corresponds to late gate.
Figure 9 illustrates the sigﬁa] format in the track mode. The computa-
tion time is not included in the figure.

7.2 Doppler Filtering

The outputs of the range gates are stored in a memory bank desig-
nated for illustration as M{1). For all combinations of I,dJ, and L, the
series of 16 pulses (K=1,...,16) are passed through a bank of 32 doppler
filters, as shown in Figure 10 [9]. The doppler filters are uniformly
spread over fc’fc+fPRF' The overlapping of adjacent filters results in
doppler filter loss, which has to be taken into consideration. The out-
puts of the doppler filters are designated as w{I,J,L,M), where M denotes
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a particular filter (M=0,...,31). I, J, and L represént the RF fre-
quency, the time slot, and the range gate, respectively. Since doppler
filtering is accompiished by digital Fourier transforms (DFT), w(I,J,L,M)
is given by )

16 . - :
w(1,d,L,M) = Kgl 2(1,d,L,K) e~ {i2nKM)/16 (1)

Implementing doppler filters using FFT might }esuit in Tosses due to
the Tack of proper match between the pulse bandwidth, the PRF, and the
bandwidth of the FFT.

The outputs of the doppler filters are stored in a memory bank
designated as M(2), as shown in Figure 11. Only the outputs of three
adjacent filters are processed further, namely, the output of the filter
whose center frequency is closest to the actual doppler and the outputs
“of the filters adjacent to it. If the.middle filter is designated as
My then the outputs of filters M;-1, My, and M;+1 are processed further
through the post-integration stage. The output of M] is used in com-
puting the range, as well as the angle discriminants, while the outputs
of M]-l and M}+1 are used in computing the range‘nate (doppler)
discriminant.

7.3 Post-Integration

The outputs of each of the doppler filters M1-1, Ml’ and M]+1
consist of 40 memory cells from the memory M{2), as shown in Figure 1T.
The 40 cells correspond to five RF frequencies {(I=1,...,5), two range
gates (L=#1), and four time slots (J=1,...,4). Each one of these
cells carries a complex number w(I,J,L,M), whose magnitude is found
by mu1t1p]yfng it with its conjugate. The squares of these magnitudes
are added in different manners to form the post-detection integration
(PDI) outputs. To be able to demonstrate the Togical procedure for
adding these magnitudes, the memory cells under consideration are
redrawn for a given RF frequency Fi’ as shown in Figure 12.

Eight sums are formed at the output of the post-detection
intégrator——two corresponding to each of the four parameters of interest,
namely, range, range gate, azimuth angle, and elevation angie. As men-
tioned previousiy, for range and angie accuracy computations, the out-
put of the dopbler filter MI is used,- whereas the.outputs of the two



18

516

K=1,..

Coppler Filters

h31
M= 31

N —

/‘7//:7

A

-

L

/\\\\\\\\\\\\&.\k%& W

.
ri

7

Z(IstL':K)s

Y

—3
ylnM il
= J , _ \
. |/ .LH
N =,
. B ./ U
) F/ 3 vl
. — "/ - .ms
[ it 5
. = .
oo n
Ur—
& o
—
o L
= NANANEZVANA Ny
NN NN N N
MNANANEANAWANRNERN
NN N RN NN
ol o’ / [} /
= R I
I
I
T
— <
=y f— Lo
= - 4=
=7 S R AN ARSI I SIS S AR S SS] | — T
ITIXE FATAN IR T T VI T T II LTIV —
e S S A N N S S N R S S A NN RS RS b
5
o =
o~ 0=
o LJ E =
=
=
L

sajeg abuey )

¥

$10|S BWLl i

¥

Pictorial Illustration of Memory Bank M(2)

Figure 11.



19

adjacent filters M}-] and H1+1 are used for range rate computation.

//////
=
////’//,//”//////

Early RF Frequency = Fi
Gate L= -] )
Late ' ' Time Stots
Gate L=+1 , J=1,...,4
M]-T | M] :M]+1
Figuﬁe 12. Memory Cells Storing w(I,J,L,M) for a Given RF
7.3.1  Range PDI Outputs . ‘

The two range outputs are formed by the post-detection integra-
tion, one corresponding to the early gate and the other corresponding
to the late gate. They are denoted by SR(L= -1) and SR(L=-+1). The
R denotes the range and the L denotes the early or late gate. They
are formed by using the output of the middle doppler filter (M]). JThus,
to obtain SR(L= -1), the square of all.the complex numbers pertaining
to the early gate and the filter M1 are added over all the RF frequencies.
SR(L=-+T) is obtained in a similar fashion, using the late gate; hence,

Sp(L=-1)
R i=1 J=

5 4 2
z Z]Iw(iaja']sm])l (2)

5 5 2
Spll = +1) Lo T le(i3,1.M)]%. (3)
i=1 j=1
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7.3.2 Range Rate (Dépp1er) PDI Qutputs

The doppler PDI outputs SD(M M, -1) and S (M-—M +1) are obtained
by summ1ng the square of the magn1tudes of the numbers out of the dopp1er
filters M1-1 and M1+1, respectively; each sum is taken over the two
gates, the four time slots and all the RF frequencies. Therefore,

5 4.

X] _Z_i[w(-i:j:"]sm:l'])lz + |w('i:j:.iaM't'])|2 (4)
=1 J=t :

1]

SD'(M = MI-] )

2

]

S (M=MT+1)'

5 4
) 1 jz}rm(i,j,-1,m1+1)12+.|m(i,j,1,MT+1)! (5)

7.3.3  Angle PDI Qutputs

To obtain the two PDI outputs for the azimuth {elevation) angle
infofmation, the output of the doppler filter M] is used to obtain the
squares of the magnitudes of the first (last) two time slots correspond-
ing to I+ AAZ and I- AAZ (z+ AEL and I - AEL) which are added over all Rf
" frequencies to give SAZ(Jf=T) and SAZ(J= 2) [SEL(J= 3} and SEL(J==f)],
respectively. As in the range rate case, the outputs of both the early
- and late gates are.used. The various éng]e PDI outputs are shown in
equations {(6) through (9). '

5
. 2 . 2
Spz{9=1) = 1§]Iw(1=1=-1aﬂ])l + lm(1,1,+1,M]J] (6)
2 2 2
Spy(d=2) = ¥ |o(i,2,-1,M)1° + {o{i,2,+1,M4,)] (7)
AZ e 1 1
|5, 2 2
Se, (9=3) = ¥V a(i,3,-1,M)]° + |u(i,3,+1.M4, )% (8)
EL 551 1 1
] 2 2
Sy (0=4) = ¥ loli,4,-1,M)]° + [o(i,4.+1,M4,}]°. (9)
EL 55 1 1
7.4 Logarithm Discriminant Formation

The purpose of the logarithm discriminant is to obtain an esti-
mate of the error {error signal), including sign,of the various parameters
under consideration. The idea is best explained by using the well known
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Taylor series expénsion of In [{(1+x)/(1-x)].

X3 X5
—3—‘!'—5—"“...; IX|<}. (]0)

Fo} small x , the following approximation is valid:

n X L oy, x << 1. ' (11)

Thus, if x represents the errors in. the parameters under consideration,
then by forming the logarithm of (1+x)/{1-x), this error can be computed.

The mathematical derivation of the variance of the logarithmic estimator
is formed in [3], where the maximum 1ikelihood estimator of the form
, )
31U, |
i (12)
Ak
3

x = Tog

is analyzed. Ui and V% represent a pair of voltages whose difference
is proportional to the target paraméter being measured. Since the
_target range, range rate,.and orientation angles are mathematical
duals of each other, it is the objective of the following discussion
to relate LUT.]2 and,lvilz,'shown in (12), to the various outputs of
the PDI. '

7.4.1 Range biscriminant

In the formation of the range discriminant, a sum signal (S) and
a difference signal (D) are formed such that

S

fl

CSpll=-1) + Sp(L=+1) ' {13)

1]

D Sell==1) = Sp(L=+1), C(14)

where SR( ) is defined in equations (2) and (3).

Since the output of the early gate is a measure of R- AR, where
AR is an absolute error in the range, and the output of the late gate
is a measure of R+ 4R, then S is a measure of the range R and D is a
measure of -the absolute range error. Then, replacing S by R and D by
AR, it can be stated that )



. SR(L=.']) « R-AR (15)
SR(L=+1) « R+AR. (16)

(A-proportionality constant might be added; however, this coefficient
will drop when taking the Togarithms.)
Letting

20 2 _
Sple=-1 = LI ()

N 20 2
SplL =+1) LR ‘ (18)
Lo 1 . .
i=1
the range of i, which s the number of samples used in calculating a
single range error estimate, is equal to 20 in equations (17) and (18).

It corresponds to four time-slots over five RF frequencies. It is easy
to see that, using (15) through (18},

20
2
T 1)
n 12“(] 5 = ZQR 4 2R_, - (19)
.Eilvjl ‘
'I:

where R€ is the required range error signal. The procedure is illu-
strated in Figure 13.

SplL=+1) : In (R+ 8R) ) 20
28R _ 'Z1IU1[
- . 20R _ 4. =
SR(L=_-1) ijogarj']thm _ R '..In 220 |v 12
S n (R- 4R} =1 "

. Figure 13. Range Discriminant
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7.4.2 Doppler (Range Rate) Discriminant

A similar argument can be stated for the doppler discriminant.
In this case, however, the number of sampies used to calculate a doppler
“error estimate is equal to 40. This is because both the outputs of the
early gate and late gate are used in the computation which is also car-
ried over four time slots and five RF frequencies. Thus, from (4) and (5),

0
T_E] 4% = sp(mM=M-1)

40 2 i
151"’1' = Sy{M=M+1),
from which
40 ?
2104 S.(M=M -1) + S_(M=M, +1)
n o =2 SD(M=MJ—]) - SD(M=M]+]) 2R, . {20)
‘[:

7.4.3 Angle Discriminants

As has already been noted, the magnitudes of the samplas from
the DFT corresponding to both the early and late range gates are summed
to form an on-target gate, and then integrated over the transmitter
frequency cycle. This means that the number of samples used per calcu-
lation of an angle error estimate is equal to 10 for two range gates
and five RF frequencies. The sum and difference samples of an angle
error are then log-converted and subtracted to form the normalized angle
errors for the elevation and azimuth channels. The error signals are
then D/A converted and sent to the servo filters, and finally to the
servo motors.

In particular, for the azimuth angie, the estimation vectors
U, and Vi satisfy [from (6} and (7)1:

10 2
iélluil = SAZ(J=”
10 2
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Similarly, for the elevation angle [from (8) and (9)]:

10 2
1E1IU1] = SEL(J==3)
10 2
LI = s la=a),
from which the error signals become
: (0=1)
A Saz 2 AAZ (21)
2A AZ = In =
£ SAZ(J 2) T
Sy (0 =3)
il EL . 24EL
ZAEEL = 1n SELOJ=4) T . (22)

The error signals in (19) through (22) are used to obtain the various
required estimates pertaining to the parameters under consideration.
Since the errvor signals are obtained successively as new read-
ings are processed, they will be denoted by Rs(n), ﬁe(n), AEAZ(n), and
AEEL(n), where (n) denotes the nth error signal being processed.
The angle error signals AsAZ and AEEL are fed into loop filters
as shown in Figure 14 to obtain two sets of estimates:

(1) Angle estimates AAZ and AEL, which are fed back to the
servo motors.

(2) Angle rate estimates AAZ and EEL, which are displayed for
the astronauts for visual reading. :

The range and range rate error signals, however, are fed intc the pro-
cessor.timing unit to obtain various required estimates, as discussed
in the following section.

7.5 Processor Timing, Range and Range Rate Prediction

The processor timing stage consists of two substages. The first
is called the a-g tracker [4] and the second is designated as the
ambiguous doppler resolver and corrector, as shown in Figure 15. The
a-B tracker is employed to give a smoothed estimate of the current
range R (n), a predicted estimate of the next range reading Rp (n+1),
and a smoothed estimate of the range rate R {n}), This latter value is
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used along with the range rate error signal Rs(n) as inputs to the
ambiguous doppler resolver and corrector whose output is fed through

a sliding window to produce a smoothed corr?cted doppler estimate ﬁsc(n)
and a gredicted cgrrected doppler estimate ﬁpc(n+1). The dopplier esti-
mates ﬁsc(n) and Rpc(n+1) are obtained by averaging (smoothing) m pre-
vious estimated values that are stored in a special memory (sliding

window averaging). The number of estimates (m) being used is dependent
on the designated range [8]. For long ranges (R>9.5 nmi), m is equal
to 2 while, for shorter ranges, it is equal to 4.

The previous estimates are used for various purposes as sum-
" marized in Table 4.

Table 4. Processor Timing Stage Outputs

Estimate Rp(n+1) Rs(n) Rsc(n) Rpc(n+1)
Use Adjust eariy Display Display Setect
and late gates doppler

Tocation filters

Whereas the Tocation of the range gates is adjusted as a resuit
of every new range estimate, the location of the doppler filters remains
unchanged. The range rate estimates are used to select the filter M1
whose center frequency is closest to the estimated doppler. This filter
remains unchanged until the dopplier error changes appreciably to make
the estimated doppler closer to a different filter center frequency.

The one-step prediction and smoothing equations of the a-8
tracker, as well as a block diagram of a possible implementation of
the tracker are shown in Figure 16. The equations were derived in [3,4],
atong with-the variances of these estimates. The initial conditions
R(0) and R(0), which are necessary to start the o-g tracker operation,
are sﬁpp?ied by the search mode operation after the taréet is detected.

The operation of the ambiguous doppler resolver and corrector
is explained in Section 7.6.
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R (n} = R{n)- Rp(n)
AT = time between two computation steps

Figure 16. o-B Tracker for Range Tracking and Coarse
Range Rate Estimation
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7.6 Doppler Ambiguity Resolution

The doppler discriminant and resulting estimation will give a
value between [0,PRF]. The maximum closing velocity is +148 fps, and
the maximum opening velocity is -75 fps. At 13.9 GHz, this corresponds
.to approximately 28 Hz/fps doppler. The maximum opening doppler is
therefore -2100 Hz and maximum closing doppler is +4144 Hz, as shown
in Figure 17. '

|/7944/799¢C/

N 3: High
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lw//////////////////ﬂ Velocity

©

I
1
1
1 !
1
1
I

Opening
Yelocity

VAPPSRV IIIPY \\\\\\\w\\l\\\\\\\\\\\\\\ NS S A
-2100 Hz 0 Hz 1157 Hz 2987 Hz 4144 Hz
887 Hz (PRF)
-75 fps © 0 fps 107 fps 148 ps

Eigure 17. Resclution of Doppler Ambiguity

Hﬁen the high PRF of 6970 is used, there is no doppler ambiguity
from the doppler estimation from the «-g§ tracker. For the low PRF at
Tonger ranges, namely, 2987, there is a doppler ambiguity as indicated
in Figure 17. The resolution is easily resolved from the coarser esti-
mation of range rate from the a-g tracker by noting the following:

X (a) If the coarse ﬁs(n)>-0 (opening}, then the fine estimation
ﬁsc(n) will be in Region %', whereas the actual estimate should be in
Region 3. In this case, Rsc(n) is adjusted by subtracting the PRF equal
to 2987 Hz.



(b} If the coarse R {n) 1is Tonger than 2987 Hz (high closing
ve]oc1ty) the estimate R (n) will be in Region 2'. 1In this case,
R (n) is adjusted by add1ng the PRF.

(c) If the coarse estimate is between 0 and 2987 Hz, the fine
estimate is not altered.

It is assumed that the resolution of the ambiguity is carried
out ideally, so that it does not contribute to the RMS tracking error.

30
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APPENDIX C

TIME MULTIPLEXED SINGLE CHANNEL ANGLE TRACKING OF PASSIVE TARGETS

by

Charles L. Weber
Waddah K.'A]gm

1.0 INTRODUCTION

Angle tracking is carried out by sequential processing of mono-
pulse signals. The angle error signals are derived by sequentially
processing the monopulse error signals. Angie tracking is potentiailly
more critical than range or range rate tracking since angle monopulse
signals are subject to angular (glint) and amplitude (scintillation)
variations due to the target motions. The easiest method to reduce
these effects is by postdetection integration over the RF freguencies
before the tracking error signals are generated.

In the angle tracking Toop analyzed in this appendix (and described
in [1]), single channel processing is used for generation of the angle
error signals. The single channel is time-division-multiplexed between
~the 2+-AAZ, RN zi-AEL, and I- AEL error signals. The alternative
is a two~ or three-channel monopulise system. The primary advantage of
the three-channel monopulse is that it allows angie error measurements
to be derived from a single pulse. To reduce the effects of angular
glint, however, several pulses are averaged to obtain smoothed data.

The primary disadvantage of the three-channel monopulse system is the
requirement that the two additional channels be phase and gain balanced

to the first channel. Alternatively, the advantage of the single channel
monopulse system is the simplicity in implementation and the noncriticality
of phase and gain, at the expense of a 3 dB to 6 dB reduction in perform-
ance. A disadvantage is that it may be more suspect to tarﬁet scintilla-
tion. As mentioned previously, this can be circumvented by frequency
diversity.

In the next section, the single channel monopulse system under
consideration .is described, followed in subsequent sections by a per-
formance analysis.



2.0 STNGLE CHANNEL AMPLITUDE MONOPULSE

A single channel monopulse system is described, where the channel
is time-shared by the various error signals. The description of the
various radar tracking functions has already been presented in Appendix
B of [12]. From that description, a block diagram of the single
monopulse is shown in Figure 1. Familiarity with [12]. Appendix B, -
is assumed. Only those components of the radar that are pertinent to
the angle tracking function are shown in Figure 1.

2.1 Ku-Band Amplitude Monopulse Antenna

Referring to Figure 1, the Ku-band monopulse antenna outputs a
sum channel and two angle error signals, which are designatgd Aps and
Ay for the azimuth and elevation signals, respectively. With respect
to the amplitude mornopulse feed, sum and difference patterns of a mono-
pulse antenna network are usually determined experimentally in order to
account for the effects of coupling between horns and of introduction
of high-order transmission modes at the mouth of the horn assembly.

Studies of the actual parabolic antenna patterns [2-4] have
shown that the normalized sum (voltage) pattern can be represented
very closely by )

_ 2
Es = cos” (1.18 AE/BB) . (1a)

where b is the angle off the boresight axis, azimuth or elevation, and

oy is the 3 dB beamwidth. It is assumed that A and eB

same units. This representation of the normalized sum pattern is excel-

are given in the

lent to-well below 3 dB from the boresight axis of the main lobe and is
therefore a convenient representation when evaluating antenna tracking
performance. At the Tower gain portions of the main Tobe and over the
sidelobe, the above representation is not useful.

The measured difference (voltage) pattern for the same type
parabolic antenna is well represented by

EA = 0.707 sin {2.36 AE/GB), (1b)

where the same comments given above apply. Significant differences
between these approximations and actual patterns appear only at the
edges of the main beam, well beyond the 3 dB beamwidth.
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In the angle tracking monopuise system under consideration, as
well as in most cases, only the variation within the 3 dB beamwidth is
of interest, in which case, the above approximations are very satisfac-
tory. The actual error pattern is approximately linear to at least
- one-third of the beamwidth off the boresight. The normalized error
pattern EA/ES which approximately results from the AGC and logarithmic
discriminant operation in the receiver system (Figure 1) is Tinear over
more than 0.6 of the beamwidth. The slope increases as the direction
ot the received signal approaches the half-power point of the sum channel
beam. The antenna error slope is designated as km and is approximately
1.67 for the representations given above. This can be seen by observing
that

A A
== = /2 tan (1.18—6-9) = 1.678—S
5 B B

for small A Within the linear region, the error voltage is

E
- A _
Error voltage = £, km(Ae/eB) (2a)
or, equivalently,
.1 E
_ -1 A
“ldeg ~ ®8ldeg Fn E_- - (2b)

The actual vaiue of the antenna error slope, km’ varies over
different monopulse antenna designs. A conservative interval is

1.0 < k

A

o 1.9, (3)

with typical values being 1.2 to 1.7.

The connection between I+ A and (Es’EA) is that z+A is propor-
tional to ES+EA and - A is proportional to ES~ EA, where the propor-
tionality constant is the same in both cases.

Since the antenna gain patterns discussed above have been normal-
ized to 1, there is no loss in generality in equating

THA = ES+E . (4a)
where

t-a = E_-E,. (4b)



‘Hence,
r+a _ stEa (5)
L-A ES—EA

This will be used in the discriminant function to relate gj:ﬁ to £ /E .

1]

3.0 DESCRIPTION OF SINGLE CHANNEL MONOPULSE

The amplitude monopulse feed of the Ku-band antenna system out-
puts three channels of data—the sum channel %, the azimuth error chan-
nel Bpss and the elevation error channel Ay s @S shown in Figure 1.

As described in more detail in Appendix B of [12], the elevation and
azimuth error channels time-share the single signal processing channel.
The modulation by %1 either passes the error signal unchanged or inverts
the RF phase. After recombining the error channel with the sum channel,
the time-sharing is as shown in Figure 2.
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Figure 2.
Monopulse Tracking, PRF = 2987



"During the track mode of operation, the frequency’diversity con-
sists of 5 RFs, each of which operaﬁes for T = 21.44 msec. During each
RF frequency, the single channel processing is equally time-shared among.
the four signa1s——£4-AAz, - AAZ’ z+-AEL, I- AEL——in the four time slots.
Each of these is processed for 1E==5.36 msec (designated the slot time),
during which time 16 pulses are transmitted and received. Throughout
this description, the system parameters corresponding to the largest
range interval of interest are being employed. In particular [71,

PRI = Tp = pulse repetition interval = 335 psec
PRF = 2987
Pulse Width = <t = 33.2 usec’

‘Frequency Dwell Time = 21.44 msec/RF .

F
T is the dwell time of I dyas which is one of four time slots for each
frequency dwell, and the range interval for this set of parameters is
9.5 to 18.9 nmi. The eqﬁiva]ent coherent integration time/frequency is
defined as e 2 16s. ‘

* Referring again to Figure 1, the various stages of IF and AGC
are simplified and consolidated into one bandpass filter (BPF) and AGC.
The AGC is shown but not taken into account in the angle track perform-
ance analysis, since for angle tracking purposes, the logarithmic dis-
criminant is already self-normalizing. The primary purpose of the AGC
is to maintain satisfactory signal level in the receiver and avoid
receiver saturation. The AGC is herein assumed to be performing its
opetration, so that all normalization can be accounted for in the
discriminant.

The final stage of IF converts the sum plus error narrowband

signals to I and Q (compiex) baseband waveforms. The video filter
before the A/D is a 2-pole Butterworth with transfer Function

=1 .
i = e, (6)
c
where =237 kHz. At these longer ranges, R>9.5 nmi, where the pulse
width is 33.2 sec, the signal can be assumed to be undistorted by H1(f).

The sampling frequency of the A/D is 480 ksps, which corresponds
to 16 samples over each pulse width . This is a sufficiently large


http:rF=21.44

number so that the pre-sum can be accurately approximated by analog
integration.

The notation developed in the previous report [12] is maintained.
In particular,

corresponds to RF frequency
corresponds to time slot;
also designated as +u in [13]

1)

implies Z-FAAZ,
implies Z- Apzs also designated as -a

implies Lt s also designated as +B

implies & - Agy s also designated as -8

(VI PR PR
1l M
oW N~

K=1,...,16 corresponds to the pulse number for a
given I and J.

There are actually additional pulses transmitted periodically
to allow time for signal processing, register resets, etc. Without loss
of generality, only those signals which contribute to the angle tracking
operation and performance are taken into account.

Now consider the complex baseband waveforms before the pre-sum
for a given time slot J and restrict attention to that particular slot,
"where J can be 1,2, 3, or 4, as described above. The I and Q waveforms
are

SI(I,J,K) = {/:?(zmd):ﬂ\I P(t—kTp)cos [l +adt+e;] + n(t)} vZcos (ut)
(7a}

and

SQ(I,J,K} = [/2(z +AJ) Ay P(t—kTp) cos [(mI+md)t+ eI] + n{t)} /2 sin (wIt)

(7b)

for the I channel and Q channel, respectively. The peak received signal
power is given by

_ 2
Ppr = E[AI] s

where it is assumed that Ei—AJ (which are the factors representing
antenna processing) are normalized to 1 for all J. The average received
power is



Pavg v dtppr’

“where d, is the duty factor of the radar pulse train. The duty factor
is constant for a given range but does vary as a function of range.
Table T lists the values of the duty factor for various range intervals
in the passive tracking mode, as given in [9, p. 44].

b

Table 1. Duty Factor clt for Various Designated Ranges

Designated Range (nmi)

>9.5 | 9.5-3.8 | 3.8-1.9 | 1.9-0.95 | 0.95-0.42 | < 0.42
Pulsewidth .
(roues 33.2 16.6 8.3 4.15 2.07 0.122
PRF (Hz) 2987 6970 6970 6970 6970 6970
d; 0.093 | 0.116 0.058 0.029 0.0144 | 0.00085

' Except for the very short ranges, angle track{ng.wil] be most noisy
gt the maximum ranges. In this development, therefore, we consider pri-
marily ranges greater than 4 nmi, and set dt==0.0g9.

When =1, the amplitude is proporticnal to 24-AAZ, and when J=2,
the amplitude is proportional to E-—AAZ.
to be Rayleigh random variables, since the target is assumed to be Swer-
1ing I. The .random phase 6 is assumed to be uniformly distributed over

The amplitudes AI are assumed

(0,2w). The Rayleigh and ﬁniform random variables AI and eI’ respectively,
are independent. The pulse P(t) has magnitude of unity over the trans-
mitted puise width t=33.2 pnsec. The doppler frequency shift is repre-
sented by 0y :

The receiver system noise n(t) after the bandpass filter has ‘the
narrowband representation

n{t) ; %f[Nc(t) cos uyt - Ns(t) sinmIt] . - (8)

where Nc'and NS are 1ndepeﬁdent Zero mean haseband Gaussian processes
with one-sided power spectral sensity of NO watts/Hz, and one-sided
noise bandwidth approximately equal to f. (fc= 237 kHz), which is the
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3 dB bandwidth of.H1(f). The one-sided power spectral density of-n(t}
is also Ny watts/Hz, and the total noise power in n(t) is Gf:=2NOfE'
The total noise power in Nc(t) and Ns(t) is c§==N0fC each.

Before the A/D, the complex waveform is given by

SI+3SQ

[/Z (54) A, P(6- KT ) cos [(w+uy)

-jwrt
t+ eI]+n(t):l \/2_9t IO

j[wdt'FBI]

(+a )AI‘P(t- kTp)e + N (t) + GN(E) . (9)

J

3.1 Pre-Sum (Range Gate)

After the A/D, each received pulse is pre-summed over the pulse
width. The‘timing of this pre-sum is dependent on the setting of the
range gate in the range tracking loop. The range tracking loop is
presently qssumed to be tracking ideally. Variations in tracking

errors will be taken into account subsequently when design margins
are considered.

With ideal range tracking, the pre-sum output is

KT +t
PSI(I,J,K)+ jPSQ{I,J,K) a [ P [SI{t) + jSQ(t)] dt
) kT

P .
sin (wdT/Z) —
a(E'I'AJ)AIT——(W exp {J[BI+wd(kTp+T/2)]}

KT 4+t ‘ .
S AN RO RO RTI (10)
kTp

whére the sum of the samples over the pulse width is approximated by
analog integration. This is described in more detail in Section 6.2.

The description given in (10) i$ the optimal signal processing
from the aspect of angle and velocity tracking performance. Equiva-
-Tently stated, the integration in (10) is over the period of time
during which the pulse arrives at the receiver. We shall see that
this requires more computation than the implementation in [7,13].

In range tracking (see Appendix E), an early gate and a late
gate are formed which are adjacent and nonoverlapping. These range
bins {gates) are usually designed ‘equal to the transmitted pulse width.
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‘When range tracking is being carried out without error, one-half of the
power is received through the early gate and one-half through the late
gate. Since the signal is coherent, this corresponds to a 6 dB range
gate straddling loss with respect to having a third gate midway between
the early and late gates. 1In the radar described in [1,7,13], there
is no center range gate as given in (10).

For all tracking loops, the array of doppler filter outputs is
as shown in Figure 3.

hDuring search, 16 doppler filters are used. For convenience,

these are numbered 1,3, 5, ..., 31. DBuring track, these same 16 doppler
filters are-used but, in addition, the even numbered filters are also
formed, .numbered 2,4, 6, ..., 32. For doppler tracking, filters F_ and "
Fn+2 are used, during which time the output of Fn+1 is used for angle
and range track, as shown in Figure 3. These filters -are not adjusted,
so that the center of filter Fn+1
" received. Alternatively, the center frequency of all of these filters
remains fixed until the error gets sufficiently large to Shiff filters.
At the maximum offset of the center doppler filter, the loss incurred
for not shifting is 0.91 dB, as will be shown in Section 3.3. This is
accounted for in the power budget for angle tracking in Section 5.
This doppler processing tracking technique is -discussed in more detail
in Appendices B and G. ‘

corresponds to the doppler frequency

During each computation period, 320 pulses are received in
107.2 msec, when the PRF is 2987, as shown in Figure 2. For each of
the positions shown in Figure 3, there is a doppler filter output for
each of the RF frequencies. From inspection of Figure 3, there is an.
early range gate and a late range gate only. For doppler tracking,
-the discriminant is formed from doppler filters Fn and Fn+2,.as shown
in Figure 3, when the actual doppler frequency is located in filter n+l.
The output of the DFT for Fn+1
For angle tracking of azimuth, therefore, there is an input to

is used for angle and range tracking.

the discriminant from the time slot corresponding to Ei-AAZ and the
doppler filter output with center frequency Fn+1' There is such an
input for each RF frequency from the early range gate and the late

range gate.
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In what follows, one set of equatiohs is carried forward. This
‘ set applies for both the early and the late gate. The attenuation .
factor, a, in (10) accounts for the fatt that the signal is only pres-
ent one-half of the time in the early and Tate range gates. Hence,
a=1/2. Since there is coherent addition during the pre-sum operation,
setting a=1/2, which gives the idea that the signal amplitude is
attenuated by a factor of 2, gives the same resylt as the actual situ-
ation. Namely, the actual situation is the fact that the signal is
present at full strength during one-half of the range gate period and
equal to zero during the other half.

Errors in range gate tracking are accounted for by errors in
the limits of intﬁgration in (10), where again, the digital sum of

the pre-sum is being approximated by dhalog integration.

3.2 Doppler Filters tRange Rate Tracking)

Doppler filters are being used for accurate range rate tracking,
as described in the previous section and in [12], Appendix B. The fre-
quency midway between the correct two tracking doppler filters Fn and
Fn+2 in the DFT is assumed to be at the frequency g+ duys where By
represents the error in doppler tracking. :

The DFT filtering operation in the center doppler filter, namely,
F.41» 15 described by ' ;

N-1 o
L {PSI{1,9,K) + §PSQ(I,3,K)} exp [-3 (g + )k T ]

E k=0
sin (w,t/2)]lsin {Aw, T_N/2)
_ . d d p
= alzrag)h; dt[ (g t/2) j[q ST (duy Tp/Z):l

- exp {Jlep+uyt/2- duy T (N=1/2)TF+ 0 5+ 3Ny, (T7)

where NcJ and NsJ are independent zero-mean Gaussian random variables,
each with variance,

N.d. B

2 & "oYtPF '
= 2 =T 12
> (12)

4]

The computations are developed in more detail in Section 6, where a pre-
cise comparison is made between the optimal coherent radar receiver and
the digital signal processor implementation developed here. The DFT

one-sided filter bandwidth is BF 8 I/TE. The dwell time at one RF for
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E*‘AJ is Tg- The bandwidth of each of the DFT filter is therefore
matched to this dwell (or slot) time.

3.3 Statistical Parameters of Doppler Filter OQutputs

As described in the previous section, the azimuth angle tracking
corresponds to J=1 and J=2, while elevation angle tracking used J=3
and J=4. Azimuth is arbitrarily chosen. The output of the doppler
filters that are used for azimuth angle tracking can then be represented

by
Uy ., Tty 4 sin (de/z) sin (Amdi})N/z
VI I- AAZ 17t (iudr/Z) N sin (A“’dTp/Z);

' N
- exp {ife;+uyt/2- AwdTp(N—UZ)]} + Eﬁﬂ ; (13)

where the first componéﬁt represents thé 24-AAZ measurenient which results
from setting J=1"in (1) and the second component represents &- fpy Mea-
surements which corresponds to d=2 in {10). The UI term is the result
of measurement and computation of the time period'(ﬂ,tE) and VI results
from the time period (TE,2TE), as shown in Figure 2. There are, alto- °
gether, ten UI inputs and ﬁ= 10 VI inputs used in the formation of the
discriminant for azimuth anglie tracking. For each of the two range gates,
there are five RF frequencies, making a total of ten. All of the noise
random variables in (12) are identically distributed and mutualtly
independent. '

. At this point, the signal and noise have both been accounted for
during both "the 24-AAZ time slot for the Ith RF, which is designated as
Uss and during the £- Ap; time slot for the Ith RF, which is designated
as VI' This is because the desired signal portions of UI_and VI are
correlated. The noise contributions remain uncorrelated.

From the signal standpoint, the effect of_hon?deai range rate
tracking shows up in two factors:

(a} The attenuation

. 2
sin (w, t/2
[ wgt/2 _k (14a)

in power is due to pfe—sum loss when there is a doppler shift of uy
rad/sec.
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(b) The attenuation

. pd :
sin (Aw NT_/2 .
d”'p . .
[\l sin (Adep/Z)] - (14b)

represents the power loss due to doppler mismatch over the predetection
summation of N pulses in the DFT. When Awd—+0, the attenuation in 14(b)
goes to 0 dB, and when md-;o, the pre-sum Joss in (14a) goes to 0 dB.

The 3¢ specification on doppler tracking is 1 ft/sec, or 28 Hz
at 13 GHz: If this is desighated at the maximum doppler mismatch, then
the Toss in SNR in the angle tracking Toop, as given in (14b), is -0.32 dB.
The phase shift in (13) is inconsequential since 6

is already uniform
and independent of A )

I
. I.
From the angle tracking point of view, the maximum attenuation
due to doppler mismatch is as shown in Figure 4. Adjacent dobpler
filters in the DFT are located (NTp)"-l Hz apart which, when the PRF = 2987
.and N=16, corresponds to 187 Hz. If only the doppler tracking filters
were being used in angle track, the maximum attenuation would occur at
the midpoint. Since the center frequencies of the doppler filters do
not move, this corresponds to an attenuation of 3.9 dB, computed from
(14b) when b g = (2n)(2NTp)-1. This is point A din Figure 4. With the
additional doppler filters inserted for angle and range tracking, namely,
the dotted Tine filter in Figure 4, the maximum attenuation now corre-
qunds to (14b) computed at Ay = (2w)(4NTp)']. This results in a loss
of 0.91 dB as shown, and is. also shown in the power budget in Section 5.0.
For the present, the doppler tracking loop is assumed to be working
ideally, so that by = 0, and the loss is accounted for in the power budget.
Another independent consideration is to determine whether the
relative acceleration between the Shuttle and the target can be such
that in one computation time the doppler would be outside the set of
three doppler filters shown in Figure 4. The worst cése corresponds to .
a shift from Point B to Point C in Figure 4. At Point C, the target '
would most 1ikely-still be observed by Filter n+2, but for this discus-
sion, let us assume it-does not. For the PRF=2987 and N=16, this cor-
responds to a doppler frequency shift of 93 Hz when the RF is 13.883 GHz.
Therefore, thé acceleration must be such that the doppler frequency shifts
03 Hz (BF/Z), in one computation time (107.2 msec). _This corresponds to
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an acceleration of

. = R _ (Ry(c
one computation time TS 2F

RF
8
- (93 Hz) 3x10° m/sec _ 2
(T07.2 msec) ~ 2(13.883 Ghz) ~ °O-37 W/sec. (15)
where fDopp]er = ZRFRF/C, and ¢ is the speed of Tight.

This is an acceleration of almost 1 g, which is an order of mag-
nitude greater than anything expected. There should therefore be no
loss of doppler tracking due to acceleration.

Returning to the direct angle track analysis, in (13)

A

N = N

Ul c11 TN (16a)

and
A .
Nyp = MNepp v dNgpo - {16b)

The noise random variables NUI and NVI are compliex and represent
the contribution at the output of the DFT operation due to receiver

front end noise. NUI is the noise contribution when Lt dy, (d=1}) is

measured, and N,,. is the noise contribution when ¥ - AAZ (J=2) is

Vi
measured. All of these random variables are Gaussian with zero mean

and variance.

2 2 o 2 . _
o = EN] = EING] = E[chzj = E[Nsm]‘ NgBpdy/2

where BF is the one-sided bandwidth of the DFT filters, namely, B

= 187 Hz. These random variables are all mutually independent.
With this information, the statistical parameters of the doppler

=1

F E

filter outputs can be determined for a given RF. In particular, when
Awd==0, the power in UI is

v EEUIlﬂ

The power 1in vy is

Z'Ein (wd'r/Z)_-2

>

P

+N,B.d

[sin (wdr/ZT

(17

2.2 2
a dt(E+AAZ) E(AI) “’dT/Z oBp 9y - (18a)

_ 2] L 242 2 -
P = E[lvyl?) < efalee- AAZ) (A || tMoBedes  (180)

and the correlation (unnormalized) is
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n-)
]

%7 _ ok
o = ELULVTY = Py

2 p 5 sin (wdT/Z)
dt (Z+AAZ)(Z— AAZ) E(AI ) —(W)—— s (}80)

where (*) means compliex conjugate and d is the duty factor of the s1gna1
in the computations shown subsequently, we assume Amd—-O

in general, UQ would be complex. If there were an unaccounted-
for RF phase shift in the antenna, DMA or DEA, then the angle error
channels would not be exactly in phase with the sum channel when they
are recombined into one channel (Figure 1). When this occurs, Puy
becomes & complex correlation. In this development, no RF phase dif-
ference between the sum and angle error channels is assumed. The
effect of such errors on angle tracking performance is examined in [6].

If the doppler tracking loop is assumed to be working ideally,
then Amd= 0. Recalling that the peak received signal power through
either range gate is given by

_ 1 1
Ppr = & E(A ) = E(A ) 4 pr max ° (19)
Then, when Amd=0,
_ 2 pa
PU = dt(z-PAAZ) Ppr + NOBth (20a)
P, = d2(z-8,)%p  + N.B_d (20b)
v t AZ pr 0°Ft
and
_ 2
Pov = dt(z-i-AAZ)(z--AAz)Ppr (20c)

The peak received signal power through either range gate is
henceforth equated to E(A55 and the 6 dB range gate straddling loss
is taken into account in the power budget in Section 5.0.

In (20}, the pre-sum loss factor has been neglected, since it
will be accounted for expiicitly as a loss in the power budget compu-
tations in Section 5.0. Aiso note.that the maximum signal-to-noise
ratio that can be attained at the output of the DFT can now be defined.
From (18), (19) and (20), define the maximum SNR as

2 2
SNR _ dt (.E - AZ) Ppl" - PEY‘ dt TE - _ei (2-] )
!max NUBth N, N, ? ;
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where é} is the total received signal energy in g seconds, assuming
one centered range gate. This is the maximum attainable SNR and shows
that,. except for pre-sum, signal processing and tracking losses, the
digital signal process implementation described here is optimum. This
optimality is described in detail in Section 6.0. 1In (21), as through-
out, the antenna parameters, Z:&AJ, are assumed to be normalized to unity.

Define the normalized correlation coefficient between U and V as

2
Pyy!
2 A | Uy
p- = . (22a)
PuPy
_ 2 . .
When Amd-O, p~ is given by
2
] N.B N.B
p2 - 1+ 0°F 5 [; + 0°F . ) (22b)
Pavg r(zi‘ﬂAZ) L Pavg r(z"AAZ)
From an average power point of view, (T% A)Z is normalized to
unity, particulariy for small angle errors, so that
1 1 1 : ;
p = NE. N = N (23)
(g 4O 742
p P T £
avg r avg r E r

The signal-to-noise ratio, SNR = é;/NO, is the signal-energy-to-noise-

spectral-density over the time slot TEs which is the dwell time of

z*-AAZ. Equivalently, this is the SNR in the doppler signal bandwidth.
The significant observation is that the normalized correlation

coefficient is dependent on SNR, as given by (23). Note that, as

SNR » =, then p+1, and as SNR~ 0, then p+0. This will subsequently

be related to the performance of the monopulse angle tracking Tloop.

With these statistical parameters of U. and V. now determined,

I I
the remainder of the angle tracking loop can be described and the

performance analyzed.

3.4 Angle Tracking Discriminant Generator

Referring to Figure 1, the detector forms the magnitudes IUI'
(I=1,...,M) and IVI' (I=1,...,M), where I represents the Ith RF.

The only correlation that exists is between UI and VI for each I.
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As noted in the previous section, the statistical parameters of the
complex Gaussian random variable {UI,VI} are independent of I.

The magnitude detector forms the absolute value as opposed to
the magnitude squared. The performance analysis in [5] uses magnitude
squared for the variables UI’ V;- There is a slight difference in
tracking performance when magnitude squared is used as opposed to mag-
nitude-to-the-one power. This difference is sufficiently small, however,
that it is neglected. The magnitude squared is used here primarily -
since'it is much more amenable to analysis than absolute values. It
is expected that, from a performance viewpoint, the magnitude squared
is the better of the two, particularly at small values of signal-to-
noise ratio. This is the case in a detection environment, and can be
expected to also carry over into the tracking environment.

The absclute value is implemented in the radar in [1,7, 13] because
of less complexity. The difference in tracking performance is suffi-
ciently small that the complexity criterion is the preferred one to

use in choosing between the two.
' In this development, it is therefore assumed that the postdetec-
tion integration forms

M
2

X |UII :

I=1 I

M
2
31yl

1
where, in this instance, M=10, as discussed previousiy.
Finally, the logarithmic discriminant generator forms

M M
z = A/;z = InEZ] |UI|%Z1IVI!2} (24)

as -shown in Figure 1. The computation techniques for generating z are
considered in [12], Appendix B.

The random variable z is the maximum likelihood (M.L.) estimate [5]
of the logarithm of the ratio of the power in Uy to the power in Vi, i.e.,

, = ﬁﬁﬁﬁ (25)

where (7) means maximum 1ikelihood estimate.
It has been shown in [5] that z is the M.L. estimate of 1In (PU/PV)

whether or not there exists correlation between UI and VI'
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In order to see how z forms a measure of antenna angle error,
rote first that z is an unbiased estimate of 1n(PU/PV) [8], namely,

z = In[Py/PJ + x, - {26)
where [5]:

E{(x) = © (27)

and cf = o_  is the variance of the estimate of pU/PV' Equivalently
stated,

E(z) = 1n(PU/PV). . (28)

The RMS error of z , namely Oy s has been derived and numerically
presented in [5], and the performance curves are shown here in Figure 5.
The RMS error is dependent only on the number of independent inputs M
and the normalized correlation coefficient (p) between Uy and VI, as
given in equations (21) through (23). It can be seen that, as the
~normalized correlation coefficient increases, the RMS error decreases
and, in the limit, as p>1, the RMS error -+ 0.

The improvement in performance due to increases in signal-to-
noise ratio is related to RMS error through the corre?ation'coefficﬁentz
As indicated in (23) and plotted in Figure 6, the normalized correlation
coefficient increases as the signal-to-noise ratio increases.

In Figure 7, the results of Figures 5 and 6 are combined. The
RMS error of the maximum 1ikelihood estimate is shown as a function of
the SNR= Pavgrj(p%JBF) for various values of M. In this system, the
pertinent value of M is 10, since there are 5 RFs in the frequency
diversity and 2 range gates. )

The second step is to obtain the appropriate understanding of
ln(PU/PV), which is the quantity being estimated in the maximum 1ike-
1ihood sense by z . Upon substitution of (20) into (28),

, (e 2, O
5
(z+A)°P 4-NBW 2 t°P
In (Py/Py) = Tn YT OF - 14 o (29)
(z-4) ‘Pa'vg Pt NOBFJ (1- %)2+ - 0°F .
- £4p
B avgr
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M=2 Standard deviation of
].2" t t
z=1n (U"U/V7V)
R . « M= Number of independent doppler
filter outputs which are the
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p = Normalized Correlation

Figure 5. Standard Deviation of the Random Variable z as a
Function .of Correlation
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Inspection of (29} indicates that the output of the discriminant gener-

ator is a function of the signa]-to-no}se ratio, as well as the normal-

jzed measure of the angle error A/E. '
As indicated in Section 2.0, when the monopulse angle error is

small, so that the error voltage is in the linear region, then the

_ desired error voltage is given by

EA

Y
S RO (30a)

Error Voltage =
or, equivalently, the actual angular error is

- -1 78 _ -1 .4
A = 8,k = eg ko (z)’ (30b)
For small values of (A/z), corresponding to small values of
antepna angular error 4_, 1In (PU/PV) as described in (29) can be
expressed as

1o+ —2s/E) (a/n)? |
1+ (SNR)™D 1+ (SHR)”!

in (P, /P,) = Tn
Uy 1 2(a/%) ' (A/z)2
1+ (SNR)™T 1+ (SNR)TH
x 4(-2 1 :l = 4p (L), (31)
z |;+(5NR)" x
where
- .
A avg r
SNR & -——9-—-2NOBF, (32)

22 is already normalized to unity, and the approximation ln (1+vy) =y
for small y has been employed.

The first moment of the output of the log discriminant generator
In (PU/PV) without the above approximation is shown in Figure 8. It can
be observed that, for small values of A/z, the value of In (PU/PV)
varies almost linearly in A/Z, and that the slope is dependent on SNR.
The more drastic variations in 1In (PU/PV) occur at larger values of A/L
where the reduction in loop gain is more significant. It is henceforth
assumed that the approximation in (31) is satisfactory, and that the
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Figure 8. First Moment of Output of Angle Tracking Discriminant Generator

as a Function of Normalized Angle Error for Various Signal-to-
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effect of SNR on In (PU/PV) is through the multiplication of (A/Z) by

p, thus corresponding to a reduction in Toop gain. In an actual imple-
mentation, the discriminant output will probably have to be soft-limited
in order to offset the increase in loop gain at large values of tracking.
error.

4.0 PERFOﬁMANCE OF THE AMPLITUDE MONOPULSE ANGLE TRACKING LOGP

The results of the previous sections can now be combined to
provide the RMS angle error due to thermal noise and target scintilia-
tion when the target is in the Tinear regior of the antenna angle error
channels. Only one of the angie errors is considered.

A block diagram of the equivalent modél of the antenna tracking
Toop is shown in Figure 9. The result is a system whose angle tracking
performance is. identical to that in Figure 1 when the antenna is in
the linear region. In Figure 9, '

o = re]atiye-ang]e of the térget with respect to an arbi- '
trary inertial reference

eA = relative angle of the antenna boresight in either the
azimuth or elevation direction

A_ = Bp-0y = angular error in either the azimuth or
elevation divrections )

k /eB = scale factor necessary to convert anguiar error to
antenna amplitude monopulse output voltage

4p = scale factor in (31) necessary to give 1In (pU/PV)

x = equivalent noise of the system, taking into account
the effects of thermal noise and target scintillation
as described in this report and in [5]

z = 1In (PU/PV)4-X is the output of the log discriminant
generator, as given in (26) and diagrammed in Figure 1

Ke = equivalent Toop gain of the antenna tracking loop, which
9 takes into account all of the various contributing gains

F(s)

i

open loop antenna angle control system and inertial
stabilization transfer function. A discussion of such
transfer functions is given in [6].

In the actual implementation, the output of the open loop filter
f(s) is fed back via a mechanical linkage to the antenna servo system
to rotate it to a new position, as seen in Figure 1.
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Equivalent
Noise
E_JE =a/T = %
s’ A ;;7 . :

A + z 8

e N | - A

km/eB b 49 Keq F(S)

0, “1n (PU/PV)

Figure 9. Block Diagram of the Equivaient Model of the
Antenna Tracking Loop

Since a transient analysis and a study of the dynamic character-
istics of the antenna tracking loop are not a part of this development,
the effects of the loop gain and open loop transfer functions are taken
into account through the Toop noise bandwidth BN (Hz).

Referring to Figure 9, the closed Toop transfer function from o,

to 8, is equal to

A

4o k
(——ﬂ) K F(j2nf)
. % / &4
H(jen f) = Tk (33)

m .
1+ ( % ) Keq F(j2wf)

and the corresponding closed-loop one-sided noise bandwidth is defined
as

[0 ]

By (o) & JlH(jZ':rf)Izclf. (34)
0

The exact structure of the loop filter F(jw) in (33) is relatively
complex, and accounts for inertial stabilization and Orbiter movement. ‘
Block diagrams of the complete angle tracking system are discussed in
[6,13]. 1In an error_analysis of this type, the entire open loop transfer
function relates to performance primarily through the corresponding closed
Joop noise bandwidth defined in (34). The coupiing of inertial stabili-
zation and tracking errors is expected to be guite small and is therefore
neglected in this development.
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The dependence of BN on p has been explicity indicated to empha-
size the dependence of noise bandwidth on the signal-to-noise ratio by
way of the normalized correlation coefficient p. For intermediate and

high-gain tracking loops, the dependence of B, on p is approximately

N
given by

By(p) * oBy(p=1), (35)

where p=1 corresponds to the infinite SNR case. This is the case since,
at high values of loop gain, the noise bandwidth varies approximately
linearly with the effective loop gain, 4p!ﬂnKeq/BB‘ This is indeed the
case for all loop transfer function that are anticipated for F(s),
including first- and second-order tracking loops. )

The transfer function from the equivailent noise input x to the. .
angle tracking error b is given by

4

b, = () Ho) (36)

where p is the Heaviside operator, so that the variance of the ang]é
tracking error is given by

8 2
UAZ = (EEEI'(-—) BN(p) TS 0'x2(N,p) 5 . (37)
€ m

where

cf(N,p) ﬂf is the variance of the maximum Tikelihood esti~

mate of 1n(PU/P§) ., which is also the variance per

sample of the noise in the equivalent block diagram
of the angle tracking loop. The dependence on the
correlation coefficient p and the number of RF fre-
quencies N is emphasized in (37). :

T, = time per sample of the random sequence x by the D/A
converter and succeeding boxcar detector in Figure 1.
In this system,

T = Tp(N)(4)(N'), where ' (38)

N'=5 is the number of RF frequencies. The noise
samples (x) are assumed to be statistically inde-
pendent from frequency to freguency

N=16 is the number of pulses during which 2+ A, is
observed (see Figure 2), J=1,...,4

4 = factor corresponding to the number of different
angu]ar‘error measurements {time slots) per frequency
dwell time, namely, z*—aAz, E=Bpzs THALs B bg
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T, = pulse repetition interval = 335 usec, when
P PRF = 2987 Hz.

Upon substitution of these values into (38),
TS = 320 Tp = 107.2 msec . (39) .

Upon substitution, the RMS angle tracking error is then given by

8y ) 1/2
vy EERURA RN URY (o

or, equivalently,

. ( Pavg r r') [BN(p_”T]uz ( ( Pavgr Fr)) (41)

where eB==3 dB antenna beamwidth in degrees. This result accurately

3
4km

eldeg

predicts the expected performance of the angle tracking loop in Figure 1.
Performance computations are carried out in the next section.

5.0 PERFORMANCE COMPUTATIONS

For the Ku-Band Integrated Radar and Communication Equipment
for the Space Shuttle Orbiter Vehicle Proposal [1], the radar param-
eters needed to compute the RMS angle error in (41) are given as

M=10

SB = 1.6°

k =1 ([11, p.3-47) _
BN =1 Hz ([1], p.3-47);'BN = 0.4 Hz ([10-11])
Ts = 107.2 msec [(39)].

For these values of the system parameters, the performance of
the angle tracking loop is shown in Figure 10. The RMS angle tracking
error is plotted against the signal-to-noise ratio Pavg r/(NOBF)’ which
is the maximum SNR at the output of the doppler filters, assuming no

range gate straddiing loss (see Figure 1).
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The specification value for the Ku-band radar system is shown in Table 2

as

OSPEC

This is shown as the dashed line in Figure 10.

cification value is met for

P

2var . _3.5 dB,

NGBF

when BN(p= 1) = 1 Hz, and for

P
V9T . _g 4B,

NO BF

It

when BN(p= 1) = 0.4 Hz.

0.153 deg.

(42)

It is seen that the spe-~

(43a)

(43b)

Table 2. Specification Radar Parameter Allowable Measurement Errors

Random 3o Bias 3o
Angle Rate Error
Including Target Effects
LOS 0.8 +2°
Pitch ) 0.4
LOS 0.8 *2°
Azimuth 0.4

Angle Rate Error
Including Target Effects

LOS 0.14 nmrad/sec
Pitch 0.008 deg/sec
LOS 0.14 mrad/sec
Azimuth 0.008 deg/sec

" +0.14 mrad/sec

+0.14 mrad/sec

In order to obtain angle track performance as a function of:

range, the following radar eguation is used to determine P

2..2
P ) [G" 5 A ][dthrE]

avgr

N. B 3 4°
0°F {47) L[k1€ys] R

avgr/(NOBF):

(44)

where all of the parameters are defined in Appendix A of [12]. The
values used in the computation correspond to those in Table 3, Budget 2,
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of Appendix A of [12] or as updated by [9-13], namely,

G = peak antenna gain 38.5 dB

2

i}

Tm

¢ = radar cross-section

A = wavelength

0.0216 m (13.883 GHz)

) _{0.099 (R>9.5 nmi)
d; = duty factor - {0.116 (3.8<R<9.5)

60 watts (17.8 dBw)

1]

P = peak transmitted power

T = dwell time corresponding to 1 = {5.36 msec (R>9.5 nmi)
one computation of the DFT = B 2.29 msec (3.8<R<9.5)

F
k = Boltzmann's constant = 1.38x10°23 w/Hz-K
Tsys = system noise temperature = 1500°K
R = range, in meters

-
It

losses, itemized as follows for angle track
(see [12], Appendix A, for more details):

Transmit 3.7 dB (Ref. [13])

Scan alignment 0

Lateral scan 0

Threshold (CFAR) 1.7 (Ref. [13])

Processor loss 1.0 (Ref. [1])

Range gate straddling 6.0 Section 3.1

Doppler mismatch 0. 91 Section 3.3

PDI 1.25 ((Ref. [1])) (. (1
0.14 dB (R> 9.5 nmi q. 3

Pre-sum {0.07 dB (3.8<R<9.5) Eq. (14a

Signal loss due to coupling 3.0 Section 7.0

Noise increase due to com- 1.2 Section 7.0

bining of Z and A channels
A/D conversion 0.4 Appendix H

{16.90 d8 (R>9.5)

. Total losses 16.83 dB (3.8 <R=<9.5)

The A/D conversion of 0.4 d3 is based on a signal-to-noise ratio
of 0.9 dB at the input to the A/D converter. The loss in A/D convérsion
is analyzed in Appendix H of this report. The SNR at the input to the
A/D converter is based on a range of 9.5 nmi, a PRF of 2987, and an LPF
of 237 kHz preceding the A/D converter, as shown in Figure 1. The remain-
ing parameters are as in the enclosed power budget.

With these parameters, the RMS angle tracking error is shown in
Figure 11 versus range in nautical miles. For all ranges below 20 ami

the RMS angle error is below the specification value for B, =1 Hz, where

N
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Figure 11. RMS Angle Tracking Error of Passive Radar vs. Range (nmi)
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Lne erTects OT DoTn tnerindi noise ang Larger scinciiidtuion have been

taken into account. The improvement in performance when B, = 0.4 Hz is

N

al1so observable. The discontinuity at 9.5 nmi is due to the changes i

system pa
do not ta

“due to er

mation te

design ma

9.5 dB

rameters that have been given above. The performance curves
ke into account any degradation in the angle tracking Toops
rors in the range tracking loop. Errors in the doppler esti-
chnique have been taken into account, however. With the SNR
rgin for angle tracking of passive targets at approximately

n

at 12 nmi, there is room to allow degradations for these errors.

In summary, the angle tracking specification for passive targets

is met wi

Th

th ample design margin (9.5 dB} by the Ku-band system.
e other angle tracking specification is the estimation of

angular rate. Note that the angular rate specification does not requi

that target effects be taken into account.

target can be assumed, thereby greatly increasing the average signal-

to-noise ratio. The performance of angular rate estimation is not

taken into account in this report.

6.0

the response of a DFT to a coherent pulse train.
under discussion is shown in Figure 2.
which is assumed to be ideally range gated as shown.
the signal I+ 3jQ in Figure 1.

form the complex numbers Sysee-

€0
DI

MMENTS CONCERNING THE FILTER RESPONSE OF THE
SCRETE FOURIER TRANSFORM

re

Therefore, a nonfluctuating

In this section, certain additional comments are made concerning

to the DFT.

-

-

Range
Gates

o
1

ik

PRE-
SuM

4 -
Someles il #\‘: ......... .

The particular waveform
i1t is a complex baseband signal
It corresponds to
The signal is sampled and pre-summed to

2 Sy where N=16. These are the inputs

o T

L

S1 s

2 516

Figure 12. Coherent Pulse Train with Pre-Sum
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The time of pre-sum is equal to the pulse width, which is equal
to the width of the range gate. During the remainder of the time, the
signal does not exist, although implicitly it does, since coherence is
maintained from pulse to puise.

. In the freguency domain, the picture is as shown in Figure 13.
In the upper part of the figure is the spectrum of the coherent pulse
train. The bandwidth to the first crossover is 1/7. The "needles" of
the spectrum are spaced by the PRF. The one-sided width of each "needle"
is (NTp)"], where N is the number of pulses observed.

The number of "needles" within the bandwidth 1/t is d£], where

£ " T/Tp is the duty factor. The shift of the entire spectrum due to
a doppler frequency shift is also indicated.

In the lower part of Figure 13 is the location of each of the
filters in the DFT filter bank. In this instance, the fact that digi-
tal filters have periodic frequency domain responses is an advantage
and all "needles" in the signal spectrum will fail within one of the
filters.

The bandwidth of each filter is (NTp)_]. If the pulse width
remains constant and Tp varies, then

(a) The bandwidth of the signal, 1/t, remains unchanged.

{b) The bandwidth of each needle varies. -

(c}) The bandwidth of each filter varies exactly as that of
the needle in the signal spectrum.

Since the filter bandwidth is matched to the bandwidth of each
needle in the signal spectrum, the output signal-to-noise ratio at the
end of the observation period is approximately optimized. This is
what is done, since the samples are made at the end of the observation
interval.

Whether in a search or track mode, a coherent radar can extract
the maximum energy from the signal by use of the optimal receiver
shown in Figure 14. To be truly optimal, all of the necessary ideal
assumptions have been made, namely, doppler is assumed known, the range
to the target is assumed known, and ideal coherence is maintained. The
digital signal processor, which is a slightly suboptimal implementation
of the above, is shown in Figure 15. The only difference is the reversal
of order of the integrator over the range gate, and the mixing by the
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Figure 14. Block Diagram of Optional Coherent Radar Receiver
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doppler frequency. In most coherent radars, the resulting loss is neg-
Tigible (in the hundredths of a dB).

In order to see precisely the difference between the optimal
coherent radar receiver in Figure 14 and the digital signal processor
implementation in Figure 15, they are considered individually in more
detail. The input signal for the kth pulse is SI+jSQ, as given in (9).

6.1 Optimal Coherent Radar Receiver

When the doppler is not known exactly, the receiver in Figure 12
multiplies the input by exp[-‘j(md+-Amd)t], where is the exact doppler
and Awy is the doppler error. After this multiplication and the integra-
tion over [kTp,kTp-fr], where an ideal range gate is assumed, the result
is

kT +
PSI(I,d,K)+ jPSQ(I,Jd,K) fk T[sz(t)a-jsq(t)] exp [-(wg+suy)t] dt
T

p

sin (Ade/Z)

(24-AJ)AIT exp{j(eI-Amd(kTpa-T/Z)]] (Ade/Z)

POIN() + N (£)] dt (45)
P

kT +1
o
kT

In the I and Q channels, the integrated noise processes in (47) have
power NOT/2 watts. )

As shown in Figure 14 for the optimal coherent radar receiver,
N=16 pulses are coherently added, after which the detector forms the
magnitude squared of the resulting complex number.

After coherent integration

1 N-1 . sin (wdr/Zf] sin (AwdblTp/Z
r (L PSTUL0K) + GPST(L3, 0 = (5 49) Ay dy |17y || aagT,72)

+ exp {3log - dugt/2 - du (K +) T/21}

s 46
* N g+ 3N (46)

sId ’

where T = NTp is the slot time and
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. 1 N-1 kTp'l"[ )
Nt gy = 1] P N0 (0 6 (47)

kTp

NCIJ and NSIJ are independent zero mean Gaussian random variables, each
with variance

oM _ MNody
> T WY
E P

3 (48)

where BF=‘rE] is the equivalent bandwidth of the optimal receiver
operation.

As verification of these results, consider’ the signal-to-noise
ratio in the absence of doppler error. Using (48),

2
(A, d.) P d, t &
SNR = ——1 *23 = p'“Nt E . =, (49)
2a 0 0

" where 8} is the total received signal energy in e seconds. This 1is
the maximum attainable SNR from a matched filter and is therefore an
additional verification of the optimality of the receiver in Figure 14
under ideal conditions. The signal power with a doppler mismatch is

_ : , [5in (suye/2]]? [Sin (80 NT /2) 2
Signal Power = Pprdt (5o /?) VST (g 172)| (50)

The first bracketed factor represents the loss: due to doppler mismatch
over the puilse integration period. The second bracketed factor repre-
sents the loss due to doppler mismatch over the predetection summation
of N pulses. When Awde-o both bracketed factors go to 1.

These results are now compared to those for the digital s1gna1
processor implementation of the coherent radar receiver.

6.2 Digital Signal Processor Implementation of the
Coherent Radar Receiver

) Referring now to Figure 15, an ideal range gate is again assumed,
so that the pre-sum over the pulse width is given by [also shown in (10)]:
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kT +1
[ P rSI(t) + §SQ(t)] dt

P

PSI(I,d,K)+ JPSQ(1,J,K)
4]

1l

kT +t
+ [P I an (0] at, (51)

kT
P

where the sum of the samples is approximated by analog integration.

The bracketed factor in the signal term in (51) is the pre-sum inte-
gratjon loss, and is discussed in Appendix A of [12]. The DFT operation,
accounting for a doppler mismatch of Amd, can be described as

" z [PSI{1,0,K) +3 PSQ(1,3,K)] exp [~j(uy+ bug)kT,]

T
sin (wd t/2}|[sin (Amd1}]N/2)
= (Z+a5)Apdy (g e/2] | [WSTn (B T_72)

exp {J [91+“’d r/Z-Adep(N-I)/ZJ} Ny FINgg o

where the statistics of NCJ and NsJ have been given in Section 6.1.

The detector removes the phase dependence. It is also noted that the
effect of the summation with doppler mismatch ir the DFT corresponds to
the effect of doppler mismatch in the coherent intégration sum of the
optimal receiver. When the doppler mismatch is zero, the only differ-
ence in the two receivers is the effect due to pre-sum integration
Toss, since the SNR in the digital signal processor implementation is

(A d,)% [sin (u,t/2)]12 & [5in (u,</2]]%
SNR - = . 2 |: {w 'Id/Z) ] = N—t[ (w Td/2) )—l : (53)
20 d 0 d _J

The pre-sum loss is taken into account in the power budget.
Other than that, the digital signal processor implementation can be
considered optimal for angle tracking analysis, so long as ideal range
and doppler tracking are assumed.

sin (md'c/2)
(E"‘ AJ)AI T —(m—dTﬁ)— exp {j[el+wd(kTp+ T/Z]}

(52)
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In this radar, it is shown (in [12], Appendix A) that the Toss
due to pre-sum is approximately 0.6 dB. The purpose for making the
change is that the doppler mixing and predetection integration are then
most conveniently carried out by the DFT. The digital implementation
is- thus essentially the same as the optimal implementation. The time
domain representation and the frequency domain representation have the
same appearance for both implementations.

7.0 ANGLE TRACKING COUPLING LOSSES

In the power budget of Section 5.0, two céupling losses are noted;
these are determined as follows: 1In Figure 16, the power divide and power
combiner for the sum and angle error channeis are shown. In the power
divide, the signal and noise powers decrease by the coupling factor
A=-3 dB. The overall power in the T+ A or £- A combined signal is
therefore reduced By 3 dB, since the signal power in the angle error
channel is very small. This is the signal loss due to coupling.

3 dB

t Channel Power Split I Channel
+ Noise R Comm Onty

/o '

A je—n=-3a

6 dB
\ Coupler +A or E-A
Jriiifix\\ Channel

& Channel b - -6 dB

+ Noise

Figure 16. Block Diagram of Coupling Losses

For the noise, the thermal noise spectral density levels in the
sum and angle error channels are the same. These two noises are also
statistically independent and their spectral density Tevels can there-
fore be added. The overall noise level is therefore

N = AN (54)
Ols+a 0|

+ BN
z

= 0.75 N

0|A 0’

which is an increase in noise spectral density of 0.75 or -1.2 dB.
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This is the noise increase due to the thermal noise in the difference
channel being combined with that in the sum channel.
In summary, the effect of the power splitter and combiner is:

i

3 dB
~-1.2 dB

Net Signal Loss
Net Noise Loss

Net Signal-to-
Noise Ratio Loss= 1.8 dB.



10.
1.

12.

13.

43

REFERENCES

Hughes Aircraft Co., "Proposal for Ku-Band Integrated Radar and
Communication Equipment for the Space Shuttle Orbiter Veh1c1e,"
VoTume II, May 1976.

D. K. Barton. Radar System Analysis. New York: Prentice-Hall,
1964.

P. W. Hannan, "Optimum Feed for A1l Three Modes of a Monopulse
Antenna," IRE Trans. Ant. Prop., Vol. AP-9, No. 5, September
196] H pp' 44] _46].

S. F. George and A.S. Zannamaker, "Multiple Target Resolution
of Monopulse Versus Scanning Radars," Proc. NEC, No. 15, 1959,
pp. 814-823.

€. L. Weber, "Maximum Likelihood Estimation of the Ratio of Powers
in Two Narrowband Processes," Axiomatix Report No. R7701-3,
January 31, 1977. Also see Hughes Aircraft Co., "Space Shuttle
Ku-Band Integrated Rendezvous Radar/Communications System Study
Final Report," No. D4148 SCG 60041R, March 1976, Appendix C.

C. L. Weber, "The Orbiter Monopulse Antenna Angular Control
System," Axiomatix Report No. R7607-4, Juiy 1976.

Hughes Aircraft Co., "Ku-Band Integrated Radar and Communication
Equipment for the Space Shuttle Orbiter Vehicle," Monthly Progress
Meetjng, April 20, 1977.

N. E. Nahi. Estimation Theory and Applications. R. E. Kreiger,
1976.

Hughes Aircraft Co., "Ku-Band Integrated Radar and Communication
Equipment for the Space Shuttle Orbiter Vehicle," Schematlc
Review, July 19, 1977.

D. T. LaFlame, "Ku-Band Forward Link Angle Tracking Loop Perform-
ance," Hughes Aircraft Co. IDC, HS237-681, May 17, 1977.

D. T. LaFlame, "Angle Tracking Analysis Update," Hughes Aircraft
Co. IDC, HS237-885, July 13, 1977.

C. L. Weber, S. Udalov, and W. Alem, "Study to Investigate and
Evaluate Means of Optimizing the Ku-Band Combined Radar/Communi-
cation Functions for the Space Shuttie," Axiomatix Report No.
R7705-1, May 31, 1977.

Hughes Aircraft Co., "Ku-Band Integrated Radar and Communication
Equipment for the Space Shuttle Orbiter Vehicle - EA-2 Design
Review," August 15-18, 1977.



APPENDIX D
THE ESTIMATION OF ANGLE RATE



APPENDIX D

"THE ESTIMATION OF ANGLE RATE
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In the digital pulse doppler radar developed in this report, a
measure of angle rate is obtained directly from the transfer function
used in the angle tracking loop. Angle rate measurement is an estima-
tion process which results from angle ‘tracking; that is, it is estimated

only, as opposed to being tracked. Extensive use is made of the develop-

ment of angle tracking in Appendix C of this report.
A common Togp filter transfer function for angle tracking is a
lead filter with a perfect integrator, given by

Fis) = 1552 (1)
S )
The second integrator represents the operation of the antenna servomotor.

This is a very simplified version of the entire transfer function
in the angle tracking loop. When evaluating the estimation capability
of angle rate, however, the effects of the motor dynamics, the gyro rate:
loop, the gimbal pointing loop, and the motor driver can be neglected.
The p%imary components of the transfer function have been maintained
.and the result is the filter in (1).

For convenience, the block diagram of the equivalent model of the
antenna tracking loop is shown in Figure 1. This is a reproduction of
Figure 9 of Appendix C, where the equivalent noise x has been scaled
and moved as shown. This does not alter performance.

Ng(t) e e e e

v

l
Keq —“—%*“—4P F(s)
. I .

Figure 1.. Block Diagram of the Equivalent Model of the
Antenna Tracking Loop



The equivalent noise ne(t) is related to x by

n, = X . (2)

The remafning parameters in Figure 1 are described in Appendix C.

A block diagram of the implementation [1] of the transfer func-
tion in (1) is shown in Figure 2, where it can be seen where the angle
rate estimation is obtained.

|-

Y
x|

Figure 2. Implementation of Angle Tracking Loop Filter

In this analysis, we are concerned with the convergence time and
the RMS error of the angle rate estimator éT' When the implementation
of the angle tracking loop filter in Figure 2 is inserted into Figure 1,
the resylting system description is shown in Figure 3. The system is
approximately linear. If K is assumed to be constant, and the statistics

of* the equivalent noise n_ are assumed to be independent of signal-to-

noise ratio (SNR), then tze system is linear.

The analysis developed herein assumes a quasi-linear system. By
this we mean that the loop gain K and the statistics of Ny vary with
SNR (via p) sufficiently slowly that performance can be determined by
a linear assumption on the system dynamics. This is an excellent simpii-
fying assumption.

When this is the case, the primary loop parameters are the loop
gain, :



K=4pkae . R

‘(,,1._:

D

w|—

]
Figure 3. Block Diagram of Equivalent Model of Angle Tracking Loop
Showing Angle Rate Estimator



K-_-__._nl_.?.ﬂ (3)

and the time constant t. The closed loop transfer function from the
equivalent noise ny in Figure 3 to the angle rate estimate éT is given
by

K
His) = — S .
s™ + k(rs+1)

(4)

The one-sided noise bandwidth B

N NI
and 0y is [2]:

corresponding to this filtering

operation between Ny

>

B, 2 | |H(j2n6)|° df
N1 N

il

i - (5)

The variance of the estimate of angle rate, cf » 15 therefore
given by €

os = N. Byq » . (6)

where Nn is the one-sided power spectral density of the equivalent angle
tracking loop noise ne(t). This assumes an analog system operation where,
in reality, we are dealing with a digital implementation. The digital
implementation provides a variance of each sample of noise, where the
update time is TS seconds (see Appendix C). Using roise bandwidths,

a good approximate relationship between the equivalent one-sided power -
spectral density and the variance per sample is

¢ = N B, (7)

where the noise bandwidth B = 1/TS, and TS is the update period. Therefore

_ 2
Nn8 = T, csne . (8)

Upon substitution of (5) and (8) into (6),



where all units are in radians and seconds.
It is also of value to consider the transfer function between
the equivalent noise Ng and the angle tracking error A If we assume

'&T= 0, this is equivalent to the transfer function between n_ and 05>
which is given by

fy(s) = Rl (10)
s + K{zs+ 1) .

The corresponding one-sided noise bandwidth, BNZ’ for this transfer
function is [2]:

[
|

N ) 2
& [H, (j 2w £)|© df
N2 'Jo 1

K< +1

= - ‘ (11)

The units of K are secuz. Therefore, the units of BN2 are Hertz.

Following the same development as used for 6, the variance of
the angle tracking error is given by

2 _
O'A = Nn BNZ . ('12)
€ 0

Substituting (8} and (11) into (12),

(Kr2+?)fs .
o = —_———— s - ]3
At—: 41 Ny . . ’

where the units of the square root are dimensionless, and the units of
g, are the same as those of 9, - Various equivalent versions of o,

are also given in Appendix C. ® ©

In order to obtain the relationship between o; and o, , (13)
=

is divided into (9) with the result that €



A Kt +1
&

A S —
= = = N/ ; sec'] ) : - (14)

This describes the relationship that exists between the RMS -error
of the anglie tracking loop and the RMS error of the angle rate estimator.
Notice that the ratio is independent of the update time Ts' This is as
expected inasmuch as the update time affects the angle tracking loop
in exactly the same way as it does tﬁe angle rate estimation.

] As can be observed from (14), cAE/cAE depends only on the Toop
gain K and the time constant t. The Toop gain is given in terms of
other system parameters in (3), where it is observed that-K is dependent
on p, and therefore SNR. Hence the ratio in (14) will vary with range.

?The transfer function H](s) in (4) relates the angle rate esti--
mate, 6., to the equivalent angle tracking noise, ne(t). It can be
expressed in standard second-order control system form, as

- S - R
T+ s + e mn wy
It is clear that the natural frequency wy = ann and the damping
factor ¢ are related to K and t by

™
e [r
o

: (16)
n

The noise bandwidth, BNZ’ in (11) for the angle tracking Toop
can be expressed in terms of fn and ¢ as

2
. - Kit+1 _ Z n o
BN2 - ar - (]+4‘; ) 2¢C . (-[7)

Also, the ratio o3 /cA can’ be expressed in terms of g and fn as
E E

2n T
L, r=1
% et b
. €. = _u_‘_g__ =. (18)
8¢ Jac2e 2u

R, ¢ =0.707
V3




A rough but satisfactory measure of the convergence time for the

angle rate estimator is given by two Time constants of the closed loop

transfer function. A convergence time TCT is therefore defined as

1

0.637 f; s ¢ =11
Ter © % 7 @y
0.450 £7', g =0.707  (19)
The results in [18) and (19) are shown in Figure 4, where the
standard tradeoff between convergence time and RMS performance is
shown. These results will be of value in eventually choosing a
natural frequency for the angle tracking loop. Before the choice
can be carefully made, the absolute RMS error of angle rate estimation:
‘must be determined, as well as evaluating deterministic performance
in the presence of angular acceleration.
To determine the RMS error of angle rate estimation, we substi-
tute (37) from Appendix C and (17) of this appendix into (18), so that
4 5 i
€ Jaco+1 €
21rfn BB
= . (4pk )JBN(p'st AU
/ m
4 +1
21rfn BB 9 'ﬁfn 1/2
- (%km) (1a®) 52 T o). (20)
Nadgo+1
With some simplification, we have the result that
8 . T
L B 3/2.:3/2 | s
O'AE N - LAR 52 O‘X(N,p) s (21)

where the units of o are the same as BB times sec_1. If we substitute

L= ann from (16) in%o (21), then
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WBBfn TS
o = W 2—_’_GX(N,D) . (22}

This result is plotted in Figure 5. A1l system values employed
in the angle tracking performance evaluation in Appendix C are again
used. In addition, the values of convergence time and natural frequency
that are used at the various ranges are shown. For example, for R> 9.5 nmi,
the convergence time of TCT = 24 sec and the natural frequency of 0.027 Hz
are used.

As can be seen by inspection of Figure 5, the angle rate estimation
is below the spec value of

oy = 2.57 mdeg/sec . . (23)
. This eva1uat§on accounts for target scintillation and receiver
front end noise. It is also a steady state evaluation and thereby does
not take into account the effects of target acceleration. A mild attempt
gt this is accomplished by defining a convergence time equal to two Toop
time constants. The deterministic response of angular accelerations
will be taken into account and reported in a subsequent report.

This evaluation has also assumed a point target, and therefore
does not address the deterioration in performance that results from

glint.
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1.0 INTRODUCTION

Range tracking is carried out by sequential processing of mono-
pulse signals as is the case for angle tracking. Single channel pro-
cessing is used to generate the error signal. The single channel is
time-division-multiplexed between four time slots—-Z4-AAZ, I-4A
E*-AEL’ and I - AEL' In order to form a range error signal, the

AL’

received pulses are passed through an early gate and a nonover1abping
late gate which are located around the predicted estimate of the range
from a previous calculation. The width of the gate is equal to the
_pulse width. The signals are then processed through a bank of doppler
filters and then through the post-detection integration process before
the logarithmic discriminant forms the range errors [11. In this
appendix, the range tracking accuracies in the passive mode are
calculated.

2.0 DESCRIPTION OF SINGLE-CHANNEL MONOPULSE TRACKING

BLOCK DIAGRAM

The single-channel monopulse was described in Appendix C where
angle tracking errors are analyzed. The description is repeated here
for convenience.

The amplitude monopuige feed of the Ku-band antenna system out-
puts three channels of data—the sum channel £, the azimuth error chan-
nel AAZ’ and the elevation error channel AEL’ as shown in Figure 1.

As described in more detail in Appendix B of [1], the elevation and
azimuth error channels time-share the single signal processing channel. -
The modulation by +1 either passes the error signal unchanged or inverts
the RF phase. After recombining the error channel with the sum channel,
the time-sharing is as shown in Figure 2.
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During the track mode of operation, the frequency diversity con-

sists of 5 RFs, each of which operates for Ty = 21.44 msec. During each
RF frequency, the single channel processing is equally time-shared among
7 L= AAZ, I+ A
Each of these is processed for t

the four signals~—£4-AA - A_ —in the four time slots.

EL’ EL

£ 5.36 msec {designated the slot time},
during which time 76 pulses are transmitted and received. Throughout
this description, the system parameters corresponding to the largest

range interval of interest are being employed. In particular [4],

PRI = ‘Tp = pulse repetition interval = 335 usec
PRF = 2987
Pulse Width = * = 33.2 usec

Frequency Bwell Time = = 21.44 msec/RF .

F
g is the dwell time of Zi-AAZ, which is one of the four time slots for
each frequency dwell, and the range intervail for this set of parameters
is 9.5 to 18.9 nmi. The equivalent coherent integration time/frequency
is defined as t_ & 16 '

Referring again to Figure 1, the various stages of IF and AGC
are simplified and consolidated into one bandpass filter (BPF) and
AGC. The AGC is shown but not taken into account in the range track
performance analysis, since for range tracking purposes,.?Dgﬁ]ogarithmic
discriminant is already self-normalizing. The primary purpose of the
AGC is to maintain satisfactory signal Tevel in the receiver and to
avoid receiver saturation. The AGC is herein assumed to be perform-
ing its operation, so that all normalization can be accounted for in
the discriminant.

The final stage of IF converts the sum plus error narrowband
signals to I and Q (complex) baseband waveforms. The video filter
before the A/D is a 2-pole Butterworth with transfer function

12 = 1+ ] "
C
where fC= 237 kHz. At these longer ranges, R> 9.5 nmi, where the pulse
width is 33.2 psec, the signal can be assumed to be undistorted by H](f).
The sampling frequency of the A/D is 480 ksps, which corresponds
to 16 samples over each pulse width t. This is a sufficiently large



number so that the pre-sum can be accurately approximated by analog
integration. '

. The notation developed in the previous report [1] is maintained.
In particular,

I=1,...,5 corresponds to RF frequency
J=1,...,4 corresponds to time slot;
Jd=1 implies IH By, (o)
J=2 implies Z- Bpg (~a)
J=3 mmHeSE+AB_(M
J=4 implies z- & (-B)
K=1,...,16 corresponds to the puise- number fer
a given I and J.

There are actually additional pulses transmitted periodically
to allow time for signal processing, register resets, etc. Without
loss of generality, only those signals which contribute to the range
tracking operation and performance are taken into account. i

Now consider the compiex baseband waveforms before the pre-sum
for a g%ven time slot J,

ST(I,0,K) = {/E (z+85) Ap P(£- KT)) cos [(m1+wd)t+eI]+n(t)}/§ cos (ugt)
(1a)

and _

SQ(1,d,K) = {JZ_ (Z+AJ)AI P(t- kTp) cos [(w1+md)t+ eI]+n(t)}/§ sin (wIt)

(1b)

for the I and Q channel, respectively. The géak recejved signal power
is given by

el

where it is assumed that (24-AJ), for all J's, are normalized to 1.
The average received power is then ‘

Pavg r o dthr (3)

where dt is the duty factor of the radar pulse train. The duty factor
is constant for a given designated range but varies for different range



designations. Table 1 lists the values of the.duty factor for various
ranges in the passive tracking mode.

_Table 1. Duty Factors dt for Various Designated Ranges

Designated Range (nmi)

>9.5 9.5-3.8 3.8-1.9 1.9-0.95 0.95-0.42 <0.42

Pulse width {usec) 33.2 16.5 8.3 4.15  2.07 0.122
PRF (Hz) 2987 6970 - 6970 6970 6970 6970
. dt . 0.099 0.116 0.058 0.029 0.0144  0.00085

Since, for illustration, only the Targest range is under consider-
ation in this appendix, dt==0.1. Sin?é the target is assumed to be
Swerling I, the amplitudes AI are assumed to be Rayleigh random variables.
The random phase GI is assumed to be uniformly distributed over {(0,2w).
The Rayleigh and uniform variables AI and eI, respectively, are indepen-
dent. The pulse P(t) has a magnitude of unity over the transmitted
pulse width t=33.2 psec.

The dopplier frequency shift is represented by 9y

The receiver noise n(t) after the bandpass filter has the narrow-
band representation

n(t) = ¢?'[Nc(t) cos w.t - Ns(t) sin mIt] (4)

I

where Nc and NS are independent zeroc mean narrowband Gaussian processes

with one-sided power spectral density of N, watts/Hz, and one-sided

0
noise bandwidth approximately equal to fc (fc= 237 kHz), which is the
3 dB bandwidth of H](f). Before the A/D, the complex waveform is
given by

"',ijt

SI+§50 E/i (3+8) A P(- KT} cos [lug+ag)t-o;] +n(t):l 7 e

(z+A$)AI P(t- k1)) exp [i(ugt+ o)] + N (E) + IN(E).  (5)


http:0.95-0.42
http:1.9-0.95

3.0 PRE-SUM (RANGE GATES)

After the A/D, each received pulse is pre-summed over the pulse
width. The timing of this pre-sum is dependent on the setting of the
range gates in the range tracking loop. Two range gates were used for
every pulse, an early gate and a late gate, as shown in Figure 3,
where it is noted that, for tracking, the gates are nonoverlapping.
Recall that, in the GPC Designate Search mode, two wider and overlap-
ping range gates are employed.

v

+
kTp kTpi-r/Z kTp T
l-!—-'ST —.l

_kT§4-T(5+~3/2)

|
i kTp+ t{6+1/2)

» L

[P —

kTp-l-'c(G- 1/2)

Early Gate, L= -1 Late Gate, L=+1

Figure 3. Early and Late Gates Alignment .

The early and late gates will be represented by an additional index
L=-1,+1, respectively. If the relative offset in the range gate set-
ting is &, then the output of the early gate is given by '

KT +e(6+1/2)
P(I,d,K,-1) = j P

(SI+j SQ) dt (6)
kTp+r(a-1/2)

and the output of the late gate is



kKT +t{6+3/2)
P(1,d.K,+1) = J p (S1+35Q)dt , (7)
kTp+T(6+1/2) :

where the digital sum of the pre-sum is being approximated by analog
integration.

The Timits of the relative offset & are given by

5] <5 .

This is due to the fact that the range gates are adjusted in such a way
that the signal energy is divided between them. Under ideal tracking
conditions, the outputs of the gates will have an equal amount of energy.
The location of the gates is adjusted via the time processing unit which
is used to caiculate the predicted range estimate. When §=1/2, the
early gate extracts all the signal energy while the late gate gets no
signal energy. The opposite happens when 8= -1/2.

The actual timing error (AT), which is the time difference
between the actual signal return and the estimated signal return, is
thus equal to ét.

4.0 DOPPLER FILTERS (RANGE RATE TRACKING)

During search, 16 doppler filters are used. For convenience,
these are numbered 1,3,5,...,31. During track, these same 16 doppler
filters are used but, in addition, the even-numbered filters are also
formed, numbered 2,4,...,32. For doppler tracking, fiiters Fi and F oo
are used, during which time the output of F el is used for angle and
range track. These filters are not adjusted, so that the center of
filter Fn+1 corresponds to the doppler freguency received. Alterna-
tively, the center frequency of all of these filters remains fixed
until the error gets sufficiently Targe to shift filters. AL the
maximum offset of the center doppler filter, the loss incurred for
not shifting is 1.1 dB. This is accounted for in the power budget
for range tracking in Section 8.0. This doppler processing tracking
technique is discussed in more detail in Appendices B, C, and G.

Assuming that the.center frequéncy of the doppler filter closest
to 0y is denoted by wd-Aw], where Am1 represents the error in doppler
tracking, the effect of this DFT filtering can be accurately approximated



by multiplying SI*-jSQ by exp [—j(md— Am])] before the pre-sum integra-
tion and extending the equivalent integration over the length of a time
stot (rE= 5.36 msec). This corresponds to the single-sided bandwidth

of the doppler filter of approximately TE] = 187 Hz.

The actual impiementation where pre-summing precedes doppler
filtering results in an effective power loss of not more than 0.6 dB,
which will be taken.into consideration when calculating the tracking
error in subsequent sections. The trade-offs between the two implemen-

tations are discussed in Appendix C.

5.0 STATISTICAL PARAMETERS OF DOPPLER FILTERS QUTPUTS

The outputs of the center doppler filters M1.w111 be denoted by
H(I,J,M1,i1), where -1 corresponds to the early gate and +1 corresponds
to the late gate. There are two cutputs to be considered; each has a
sjgna1 part HS and a noise part wn.

Again approximating the pre-sum by an analog integration, the
signal part of the output of the doppler filter is found by examining
the location of the signal with respect to the range gates which adjust
the Timits of the integrals under consideration. The output for the
early gate is

1 N-1 (kT +t(6+1/2) .
W {1,0.M,,-1) = (2+a,)A, — ] P exp [j{o;+au,t)] dt  (8)
S 1 S LR S O I 1
E k=0 kTp
and for the late gate
: 1 N-1 (kT +t ’
NS(I,J,M],+1) = (z+-AJ) [ [ P exp [j(GI4'AwIt)] dt. (9)
_ 'E k=0 kT +e(6+1/2)

N=16 1is the number of received pulses in every time slot. Carrying
out the integration and summation results in ’

J(0towqt(1/2+8)/2) sin [dw,t(1/2+8)/2]
Aw1T(]/2+6)/2

NS(I,J,M],-T) = (E-PAJ)AIG

§ sin (Au.\-lTE/z) ej(TE—Tp)Aw1/2(l+ 5) d
N sin (Am]TpIZ)

t
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and

i (op+any(s+3/2)/2) sin [aw e(1/2-8)/2]
Am11(]/2-6)/2

HS(I,J,M1,+]) = (z%-ad)AI e

sin (Mwytp/2)  §rg=Tp)ow/2 4
* WSt (G T 72T © (z-8) dy an,

To further analyze the range tracking accuracy, two simplifying
assumptions are made:

1. Doppler is exactly known, which-results in Am]==0. As
mentioned earlier, the maximum power loss due to doppler
mismatch is 1.1 dB. This is taken into account in the
calculation of the power budget.

2. The angle tracking circuit is functioning ideally, that
is, 4;=0 for 4=1,2,3,4.

The outputs of filter M] of the doppler filter bank become

_ jsp 1 -
NS(I,J,MP—U = EAIe dt(§+ 8) (12)
for the early gate and
) o . 1 :
wS(I,J,M],+]) = Z:AI e dt(§-6) _ {13)

for the late gate. "The outputs of the doppler filter (M]) for a given
time slot J and a given RF frequency I can be written as’

jBI
th;e dt(

u(1,d) 2+ 6) + N,(T,0) (14)

and
. '8
V(LI) = zAye L d(h-6) +N(L9), (15)

where the subscripts I,J are used 16 indicaﬁe that both U and V are
functions of a given IF frequency and time slot, respectively. NU and
NV represent the equivaient noise at the output of the doppler filter
(M])'due to the early gate signal and the late gate signal, respectively.
Since the doppler tracking loop is assumed to be working ideally,

NU(I,J) and NV(I,J) are Gaussian random variables with zero means

and equal variances o .
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NU(I,J) is the sum of two independent components from the I and
Q channels, namely, NUs and-NUC, given by

1 N-1 (kT +1
Nys = %kzo [kT Nc(t) dt (16)
p
and N - L Ni] JkT +TN (t) dt. (17)
T = S

Since the integrals for various k's result in Gaussian indepen- -
dent variables, the variance of both NUC and NUS is given by
N N.d d,.N,B
0_2 = _-E__NT_O_ = Ot = t OF, (18)
pd 2 2T 2
e E

where BF= Tg] is the cne-sided bandwidth of the BFT filters, namely,
B, = (5.36 msec)']==187 Hz. Since Ny, and Nys a@re independent, the
variance of NU becomes ’

GlJ = dtNOBF . {(19a)

A similar argument follows for NV’ which results in

2

UNV = dtN B.. (19b)

0°F

As was the case in angle tracking, the statistical parameters of the
doppler filters outputs are now determined for a given RF freguency I
and a time slot J. In particular, the power in U(I,J) is

A 29 _ a2 200, 2.2
Py = E[|u(1,3)|7] = dy E(AI)(2+6) 27+ d Ny B (20)
The power in V(I,J) is
A 29 _ 42 cin2yv il 622
PV = E[WI,N]|] = dt E(AI) (2 )7+ dtNﬂBF (21)

and the unnormalized correlation is

e

P ELU(I,d) v*(1,d)]

2
t

Uy

= dFE(A)E (G +8) (- 8)1°, (22)
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where * is used to denote complex conjugate. There is no noise term
in pUV because U and V are independent. In general, PUV is a complex
quantity. This might be due to a variety of reasons, such as an
unaccounted-for RF phase shift in the antenna, DMA or DEA or a doppler
mismatch which results in a phase error between U and V. When this
occurs, PUv becomes complex. In this development, PUV is assumed real.
Recalling that the average received signal power is given by

- _ fa
Pavg r = dpPpr = dpE(AD)

and since 22 is normalized to unity,

Py = 4y avgr(—'+ 6) +dg Ny B
_ 1 2
PV B dtpavgr(ﬁ'_ §)" + dtNOBF
Poo= d, P (Lssd- g (23)
uy t avgr'2 2 )

As discussed previously, when §=1/2, it is obvious that Pys which -
represents the early gate, has all the signal power. and PV’ which
represents the late gate, has no signal power. The opposite happens
when §=-1/2.

Define the normalized correlation coefficient between U and V

as
Pyl
2 A l Uy
p = ! (24)
PyPy
then
2.2 2
2 dt Pavg r( 5) (2- §) (253
p = '[ >
(dtmwgr(§+6) +dy F)[t avgr( 5) +di Ny ﬂ

when the range tracking Toop is performing correctly, that is, when

the range error is small (8= 0), the normalized correlation coefficient
hecomes

_ 1
® = Y¥a/SNR ° (26)



13

where the signal-to-noise ratio (SNR) is defined as

P P
SNR é an r - an r TE\ . . (27)

NOBF NU

Note that, in general, the normalized correlation coefficient ( ) is

a function of 5. However, the variations of p with & become negli-
gible when the latter is small, as shown in (26). It is important to
observe that the normalized correlation coefficient is dependent on
SNR as given in (26) such tﬁat, as SNR » =, then p >~ 1, and as SNR > 0,
then p = 0. .

Instead of using two subscripts for U and V, namely, I and dJ,
one subscript (n) will be used in the subsequent discussion. The sub-
script n takes the values 1- 20 because there are four time slots
(J=1,4) for every RF frequency (I=1,5). With these statistical
parameters of Un and Vn, the remainder of the range tracking leop can
be described and the performance analyzed.

6.0 RANGE TRACKING DISCRIMINANT GENERATOR .

Referring to Figure 1, the detector forms the-magnitude squared:

2 -

U 1% n=1,...,20
2, _

[an ] n_-[’ -’20

This comes about by summing the outputs of doppler filters for each
of the four time slots and for each of the five RF frequencies, all |
at the center dopplier frequency and the early range gate. These out-
puts are the |Un[. The same is done for the late gate, and these are
designated |Vn[. _ .

In the actual implementation, |Un| and |Vn| are formed, whereas
in this performance analysis, because of the resulting simpliification,
;|Un|2 and |Vn]2 are used. The difference in performance is only a few
tenths of a dB.

As noted in the previous section, the statistical parameters of
the complex Gaussian random variables {Un,Vn} are independent of .n.
The post-detection integration forms
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N N
2 2
D LN I N 'S
n=1 n n=1 "

where N = 20.

Finally, the logarithmic discriminant generates
N N
2 2
_— u 12/ 1 v 17 . (28)
[n=1 n=1

The random variable z 1is the maximum 1ikelihood (M.L.} estimate [2]
of the logarithm of the ratio of power in Un to the power in Vn, i.e.,

2 = T [P, (29)

where (") denotes the maximum likelihood estimate.
In order to see how z is a measure of the target range error,
note that z 1is an unbiased estimate of 1In (PU/pV)’ namely [3],

z = 1In (PU/PV) + X (30)

where [2] E(x) = 0 and ox2=022 is the variance of the estimate of PU/PV'

Equivalently stated, :

E(z) = Tn (PU/PV)-' (31)

The standard deviation {RMS error) of z has been derived in [2] and
the performance curves are shown in Figure 4 for N=2,5,10,20. The
RMS error is dependent on two variables, the number of independent
samples (N) and the normalized correlation coefficient (p) between
Un and Vn. The figure shows that, for all N, as the normalized cor-
relation coefficient increases, the RMS error decreases and tends to
zero as p > 1.

The improvements in the normalized correlation coefficient (p)
and hence in the performance due to the increase in signal-lo-noise
ratioc is indicated in {26) and plotted in Figure 5.

Figure 6 combines Figures 4 and 5, where the standard deviation
(ax) is shown as a function of signal-to-noise ratio {SNR=P /(NOBF)

avgr
for various numbers of samples N.



o, = {E[(1n x)21}'/2
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Figure 4. Standard Deviation of the Random Var1ab1e Z as a

Function of Correlation



1.0 ;

o <
o o]
I I

<
NS
i

Normalized Correlation Coefficient (p)

o
™

10 15

1
(S 2]
o
o

SNR = Pavg r/(NOBF) (dB)

Figure 5. Normalized Correlation Coefficient p vs. Signal-to-Noise Ratio P

avg r

20

/(Ng Bp)

25

gl



17

0.7 I i T T 1
N=5 N = Number of Independent Sampies
0.6
0.5r
N=10
N
o
It
DX
o 0.47
.O
Y
.rU
z N=20
[ ]
€ 0.3
B
o
g
]
L% ]
0.2 1
0.1
0 l | ] 1 1
-10 -5 0 5 10 15
SNR (dB)
Figure 6. Standard Deviation of the Qutput of the Logarithmic Discriminant

- Generator vs. Signal-to-Noise Ratio at the Qutput of the Doppler

Filters for Certain VYalues of N

20



18

The next step is to relate the maximum 1ikelihood estimate- z
to the quantity being estimated, which is the range error (). “Upon
substituting (23) into (31),

. 1 2

Pavg r(§+5) +MO BF—I
1 2

favgrti"a) +NOBEJ

E(z) ="1n (PU7PV) = 1n

- —i1+-26)z4-(4/SNR%] ’ (3é)
(1 - 28)% + (4/SAR)

which indicates that the mean of the output of the logarithmic dis-
criminant is a function of the signal-to-noise ratio, as well as the
normalized range gate arror 6. The normalized range gate error §
corresponds tp the range error AR in such a way that

6t = 2aR/c

where ¢ is the velocity of Tight (c=3x 105 m/sec=9.84x10% ft/sec)
and T is the pulse width {for long ranges, t=33.2 psec); then,

2AR :
ot (33)
For small values of & which correspond to small values of range error
4R, 1n (PU/PV) can be expressed as '
1+ 1 j?su
- + R
In (Py/Py) = 1n s , o (34)
1+ 4/SNR
where second-order terms have been dropped. Using the approximation
that In {(T1+c)=a for small o, (32) becomes - ’
E{z)' = 1n (P, /P,) " = 88 85 | (35)
vty T+ 4/SRR p-

Thus, the mean of the output of the logarithmic discriminant generator
for small values of & is a linear function of & and the normalized
correlation coefficient p. The slope of E{z) as a function of § is.
dependent on the signal-to-noise ratio through the multiplication of

8 by p, which corresponds to a reduction in the effective Toop gain.
Figure 7 illustrates the actual behavior .of 1In (PU/PV) as a function



E(z) = Tn (Py/Py)

Discriminant Generator as a Function of Normalized
Range Error for Various Signal-to-Noise Ratios

5 l T T T
20 dB
4 F .
15 dB
3 -
10 dB
2 -
5 dB
1 - -
0 dB
0 1 1 1 1
0 0.1 0.2 0.3 0.4 0.5
§
Figure 7. First Moment of the Output of the Range Tracking
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of &.(without any of the above approximations) with signa}-to—noisé
ratio as a parameter. The ffgure is drawn for positive § only since
E(z) in {(32) is an odd function of &. It is obvious that, for small
values of §, the function is Tinear.

7.0 PERFORMANCE OF RANGE TRACKING LOOP

The purpose of this section is to incofporate all -the results
of the- previous sections so as to provide the RMS range (timing) error
due to thermal noise. A block diagram of the equivalent range tracking
loop is shown in Figure 8.

Equivalent Noise =X

- > 8 K > F(s
p ; p f2) - Keg (s)

Figure 8. Block Diagram of the Equivalent Range Tracking'Loop )

The Toop represents the linearized model of the actual range tracking
_ block diagram shown in Figure 1. In Figure 8,

T = the actual time delay between the transmission and the
reception of a given pulse. For a passive target at
a range R, T=2R/c, where ¢ is the velocity of light
in free space. '

-—{y .
I

= the loop estimate of the actual delay T.
by = T-T = the timing error.
1-= the pulse width which is given in Table 1 for various
range designations. It is used as a scale factor to
convert the actual timing error into a normalized error
8 as defined in Section 3.0.
80 = scale factor in (35) necessary to give E(z) = In (PU/PV)'
X = eguivalent noise of the system due to the thermal noise.

z =1 (P /Py )+ x is the output of the 1ogar1thm1c discriminant
generator as given in (30) and diagrammed in F1gure 1.

v
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Ke ="the equivalent loop gain of the tracking loop which
q. represents the various contributing gains.

F(s) = the open loop range tracking transfer function. F(s)

represents the c~g tracker [5] in the Toop. The analysis
of the «-g tracker is presented in Appendix F of this
report, where the transfér function is derived as a
function of the parameters o« and ..
Since the transient aralysis and ‘the dynamic characteristics
of the range tracking Jloop are not a part of this development, the _
effects of the loop gain and open loop transfer functions are taken
into account through the single closed loop fnoise bandwidth BN (Hz).
The closed Toop transfer function from T to T, as seen in

Figure 8, is equal to

o)k F(jont)
H(j2n f) = T;p eq ) (36)
1+ (2 Kg Fli2n )

and the corresponding single-sided loop noise bandwidth is defined ag‘
By(e) = | hgzen))? ar. (37)
. 0 .

The dependence of BN on p has been explicitly indicated to
emphasize the dependence of noise bandwidth on the signal-to-noise
ratio by way of the normalized correlation coefficient p. For inter-
mediate and high gain tracking loops, the dependence of BN on p is
approximately given by )

Bylp) = 0By (p=1), - (38)

where p=1-corresponds to the infinite SNR case. This is the case
since, at high values of loop gain, the noise bandwidth varies abprox-
imately linearly with the equivalent loop gain (8p/t). This is
indeed the case for all loop trarisfer functions that are anticipated
for F(s}, including first and second order tracking Toops.

.The transfer function from the equivalent noise input x to the
timing tracking error Ay is given by

b= (g MDY x REL)
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where p denotes the Heaviside operator, so that the variance of the
*timing error in range tracking is given by

where

qf(N,p)

i

2

d ()2 By(0) T 0,2(N,0) (40)

g

o is the variance of the maximum 1ikelihood esti-
mate of 1n (PU/P ), which is also the variance
per sample of the noise in the equivalent block
diagram of the range tracking locp. The depen-
dence on the correlation coefficient p and the
number of independent samples N is emphasized
“in (40)

time per sample of the random sequence x by the D/A
converter in Figure 1. In this system,
TS='Tp(]6)(4)(I), where (41)
I=5 is the number of RF frequencies. The noise

samples x are assumed to be statistically indepen-
dent in each time stot

16 = number of pulses during which Tty is observed
(see Figure 2); J=1,...,4.

4 = factor corresponding to the number of different
angular error measurements per frequency dwell time,
namely, 24-AAZ, E-—AAZ, Z*—AEL, and ¢ - AEL'

T =pulse repetition interval = 335 usec, when PRF=
2987 Hz and 143 usec whan PRF = 6970 Hz.
Upon substitution of these values into (41),
TS==320 Tp==]07.2 msec, when PRF = 2987 Hz (42a)
TS==320‘Tp= 45.9 msec, when PRF= 6970 Hz. {42b)

Substituting the above into {40) yields the following expression for
the RMS timing error in range tracking,

g

A

T

= T+ =11 ) %0 (n,5MR) (43)

SNR 3

where T is the pulse width and SNR is defined in (27) as Pavgr/(NOBF)‘
The RMS of range tracking error is thus given as

<
2% . (44)

8]
R T
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8.0  PERFORMANCE COMPUTATIONS

The radar parameters needed to compufé the RMS range error in
(44) are given as

13

33.2 ysec; .R>9.5 nmi
16.6 psec; .3.8<R<9.5 nmi [Table 1]

fl

o)
[l

0.4, 1, 3 Hz

107.2 msec ; R>9.5 nmi  [Eq. (42a)]
45.9 msec; R<9.5 nmi [Eq. (42b)]

—
It

i}

The specification values for the Ku-band radar system are shown in
Figure 9. There is no required specification in the passive mode

for R>10 nmi. For the range 4.9 <R <10 nmi, the -RMS of the range
.error 1s.giveﬁ by

op = 100 ft = 30.47 m. ' (45)
In order to obtain the range tracking performance as a function of
'range, the following radar equation is used to determine the signal-

to-noise ratio [P /(NOBF)] as a function of range

2

avgr

P [G

- .2
avgr oA ][dthTE]
N, B

- 3 3
0°F (4n)” LLKT TR

(46)

where all the parameters in (46) are described in [1]. The values
used in the computation are

& = peak antenna gain = 38.5 dB
s = radar cross-section = iwd
_ A = wavelength = 0.0216 m
- ‘ _ J0.099 (R>9.5 nmi}
dy = duty factor . {0;125 (3.8<R<9.5)
Pp = peak transmitted power = 60 watts

T = dwell time corresponding to 5 _ {5.36 msec (R>9.5 nmi)
one computation of the DFT==BF - 12.29 msec {(3.8<R<9.5)

1.38x 10‘23 w/Hz-K

It

k = Boltzmann's constant
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.07 (3.8<R<9.5)
.8

Total Losses { 49 dB (R>9.5 nmi)

Coupling loss

Tsys = system noise temperature = 1500°K
R = range, in meters
L = Tosses, itemized as follows for range track:
Transmit 3.7 dB
Scan alignment 0
Lateral scan 0
Threshold 0.5
Processor loss 1.0
Doppler mismatch 1.1
PDI 1.25
Pre-Sum {8J4 (R>9.5 nmi)
1
9
9

.12 dB (3.8<R< 9.5}

Quantization Toss has not been taken into accbunt because, as is-
discussed in Appendix H, the quantization loss is small for the
signal-to-noise ratios under consideration.

With these parameters, the RMS range tracking error is shown
in Figure 10 versus range in nautical miles for By, = (0.4, 1, 3) Hz or,
alternatively, a«=(0.05, 0.1, 0.15) (see Appendix F). The design margin,
at R=10 nmi, as a function of the loop noise bandwidth is shown in
Table 2.

Table 2. Design Margin for Range Tracking

Loop Bandwidth (Hz) 0.4 1.0 3.0

Design Margin (dB) 1.4 -1.6 -8.5

9.0 SIGNAL-TO-NOISE RATIO COUPLING LOSS

In the power budget of Section 8.0, a coupling loss of 1.8 dB -
is noted. This is obtained via noting the power divider and combiner
as seen in Figure 11. In the power divide, the signal and noise powers
decrease by a factor of 3 dB. This is due to the fact that the z-channel
power is divided equally between the communication and radar receivers.
The power in the z-channel is then combined with that of the A-channel
after the latter is reduced by a factor of 1/4.
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£ Channel 1/2 z Channel -~
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Noise 1/2 Comm Only
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Figure 11. Block Diagram of the Coupling Loss

Since the power in the channel is small compared to that in the
g-channel and since the noises in the two channels are statistically
. independent with equal spectral density levels, the signal-to-noise
ratio in the (£ & A) channel becomes
(Signal Power in z-Channel)/2

Nofse Spectral Density) Noise Spectral Density)’
in r-Channel/2 in A-Channel/4

Signal Power
Noise Spectral
Density

LEA

If we denote the signal power in the z-channel by PS and the
noise spectral density by NO, then

PS/2 _ 2PS ) P

2
N0/24-N0/4 SNO 3 0

Signal Power
Noise Spectral Density

ZEA

The loss factor {2/3) is equal to 1.8 dB degradation in the signal-to-
noise ratio due to coupling loss.
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CONTINUOUS TIME o-8 TRACKER MODEL FOR RANGE TRACKING
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1.0 INTRODUCTION

The subject of the a-Bg tracker has been discussed in [1-3]. The
common type of track-while-scan system which is characterized by two
dynamic parameters corresponding to the range error and the range rate
ervor is analyzed in [1], while the performance measures which reflect
both noise reduction and maneuver-following capability are described in
[2]. An "optimal" relationship between « and g8 is derived in [2] which
insures a certain degree of damping in the dynamic system for all e
without significantly degrading the ncise performance. An adaptive
a~-B-v tracker is discussed in [3], where the constants of the tracker
are varied in each step to minimze the mean squared tracking error in
that step. ’

The choice of « is one of bandwidth, which is dependent on the
_system application. In this appendix, an equivalent continuous time
representation of the a-B tracker is presented and incorporated in the
range tracking loop (discussed extensively in Appendix E). An equivalent
noise bandwidth for the range tracking loop as a function of o is also .
discussed. ’

2.0 EQUIVALENT CONTINUQUS a-B TRACKER TRANSFER FUNCTION

The ¢-8 tracker is used in the range tracking loop of the Ku-band
radar after the range discriminant estimate is obtained to improve that
estimate and to obtain two additional estimates. If the range error
signal at the output of the logarithmic discriminant at a given
sampling time is AR(n), then the three estimates at the output of the
tracker are:

(1) A predicted range estimate §p(n+1), used to set the new
position of the early and late gates.

(2) A smoothed range estimate ﬁs(n):-used for display.

(3) A smoothed range rate estimate ﬁs(n), used to remove
doppler ambiguity in velocity measurements [4].



A block diagram of the o-g tracker is shown in Figure 1. TS
denotes the time between two consecutive samples.

The operation of the a-p tracker as seen in Figure 1 can be
expressed using the following set of equations:

1. Smoothing Equations

Rg(n) =" Ro(n) + asR(n) : (1)
Rg(n) = Ro(n) + & aR(n) - | (2)

s

2. Prediction Equations

)
o
prau |
+
—
et
1l

i‘is(n) (3)

ﬁs(n) + Tsﬁs(n). (4)

s
———
=
T+
—
—r
U]

In order to incorporate the a-8 tracker in an overall closed range
tracking loop, it is essential to find the transfer function of the a-B
tracker between the input AR and the predicted output ﬁp(n+1) which 1is ‘
used to set the early and late gate position. Defining the z-transform
as [5]:

6(z) & 7 glmz
n=0

and taking the transforms of (1) through (4) results in

R (2) = ﬁp(z)+o;AR(z) ‘ (5)
R(z) = I-?{p(z)+TE:AR(z) (6)
2(Ry(2) - R (n=0)) = R(2) (7)
z(ﬁp(z)-ﬁp,(mo)] = R(2)+T R (2), (8)

where R (z), Rp(z) AR(z), R (z) and R (z) are the z- transforms of
ﬁs( nj, R (n) AR(n), R (n), and R (n) respectively, and R (n=0) and

R (n=0) represent the f1rst pred1cted estimate at time t-—(n 0). Solving
for Rp(z) in terms of AR(z) results in '



AR(n)

>,§s(n) to Display

-ﬁp(n+1) to Range Gates

Delay Ts

Delay Ts -

Figure 1. a~g Tracker Block Diagram



R (n=0)T_z
R - _P S Z V6 (n= a{z-1}+B8z)
%#z) (2-1)2 + (2_1)Rph10? + [ (2-1)2 :Imuz). (9)

. Since it is assumed that the a-8 tracker is operating in a steady-state
mode and since n=0 represents the initial estimate before any input, -
Rp(n=0) and ﬁp(n=0) are set equal to zero. Thus,

- _ aflz-1) + Bz
Rp(z) = - ])2 AR(z) (10)
or ﬁp(z) = G(z) aR(z) ,
where
6(z) af{z-1) +282 (1)
(z-1)

represents the open loop-.transfer function of the «-p tracker in the
complex field. From the basic definition of a z-transform, G{z) can
be written as

[0 ]

G(z) = J [{a=8n)z ™ . (12)

n=1

The summation in {12) starts from n=1 rather than n=0 because this

is when the first input sample occurs and because the estimate in each
new sampling period is proportional to the range error at the end of

the previous sampling period and not to the error at the beginning of

the new period [1]. Equation {12) can be written in terms of the related
Laplace transform as

B
G(s) = S+ . , (13)
S T s2

S

The equivalent block diagram and the continuous time response of the a-8
tracker are shown in Figure 2. It can be seen that the constants of
proportionality, o« and 8, used in estimating the range and velocity
completely characterize the performance of the a-g tracker. Obviously,
the behavior of the system varies with the values of the constants o

and 8.
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Figure 2. Open Loop o-B8 Tracker Transfer Function

A plot of the “opfimum" B, as obtained in [2] and quoted in [6],
namely,

B = 2 - - (]4)
is shown in Figure 3 as a function of .

3.0 RANGE TRACKING LOOP NOISE BANDWIDTH

The range tracking loop was derived in Appendix E with an equiva-
lent loop gain (Keq) and a loop filter transfer function F(s). 1In this
section, the noise bandwidth (BL) of the loop is derived as a function
of a and B, and evaluated for some currently suggested values of o using
the "optimum" value-of B given in (14). Figure 4 shows a block diagram
of the equivalent range tracking loop with the «-g tracker as its open
Toop filter (Figure 8 of Appendix E}. In Figure 4,

T = actual time delay between the transmission and recept1oﬁ

of a given puise. For a passive target at range R, T= 2R/c,
where c 1is the velocity of light in free space.

loop estimate of the actual delay T.
by = T-T= timing error.

w—add
n
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T = the pulse width which is equal to 33.2 psec for R> 9.5 nmi
and 16.5 usec for 3.8<R< 9.5 nmi. 1/t is used as a scale
factor to convert the timing error into a normalized error
§ as defined in Appendix E, Section 3.0.

8p = scale factor necessary to give E(z) In (Py/P The norm
alized correlation coefficient ¢ is given by [YZG) Appendix E]
N N
" T¥4/5NR °

where SNR is the signal-to-noise ratio at the output of the
doppler filters.

X = equivalent noise of the system due to thermal noise.

z = In (Py/Py) +x is the normalized output of the logarithmic
discriminant generator..

%§-= scale factor used to convert the normalized output of the
logarithmic generator (z) into a range error.
%-= scale factor used to convert the output of the loop filter
F{s) to a timing estimate of T.
F(s) = open Toop range tracking transfer function of the leop filter
given by
1 |a e
F(s) = = |2+ ] : (15)
Ts = TS s2 .

The factor 1/Ts multiplying the ¢-8 tracker function in (15) is used
because the block diagram in Figure 4 is a continuous time equivalent
tracking loop of the actually implemented discrete time loop. Since
1/s represents an integration in the time domain, the scale factor I/Ts
is essential to make the open loop filter an averaging filter over the
computation time Ts per sampie of the random sequence X . Ts is given
by .
2987 Hz (16a)

TS' = 107.2 msec, when PRF =
TS = 45,9 msec, when PRF = 6970 Hz . {16b)
Defining
a’ A ?—pu ' (17a)
oA 8B,
B' % 3B, (17b)

S

the closed loop transfer function can be written as



al 3 al T
is) - £s+-8 /( | _s)] . . (18)
S 4-u's-PB'/TS

The noise bandwidth of the loop is defined as
' a [T, 2
Bo) & [ Ing2en)? or
0
which, when evaluated, results in [7]:

2
_ 8pa"+ p
NON 9)

For. g = a2/(2— o), Equation (19) becomes

Byle) = STT(:(HZG-)u%G' (20)

Table 1. summarizes the values of BN(p=1) for various values of a.

Table 1. Noise Bandwidth (Hz) as a Function of
p=1, 8=a’/(2-a), T =106.2 msec

o 0.05 0.1 0.15 0.2
BN(p=1), Hz 1.01 2.07 3.19 4.35

"The RMS of the range error (timing error) is computed using
[Equations {43) and (44}, Appendix E]: .

e 2o 1) 20 Ry, ()

og T SNR
where N is the number of independent samp]es used to obtain Oy (for
range tracking, N=20}. Substituting (20) into (21) yields

SgR)UZ %((127- o) o, (N;SNR) , (22) .

c
op 4 (1+

which is the required equation for finding the RMS range error at a
given range as a function of the parameter o. '
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Using Equation (46) of Appendix E, namely,

[GZEAZ][dtP ]
SNR = 3 P 7
(41)°L kT IR

the RMS range error can be calculated as a function of range. The
results are plotted in Figure' 5, where the range error is.shown as

a function of range fo? v=0.05 and «=0.1. Similar computations
with the noise bandwidth BN as a parameter are iliustrated in Figure
10 of Appendix E.
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1.0 INTRODUCTION

Range rate tracking is carried out in a way similar to range
tracking by sequential processing of monopulse signals. The single
channel sequential processing is carried out by time division multiplex-
ing between four signaTs-—z+-AAZ, - AAZ’ 24—AEL, and I - AEL
occupying a separate time siot. In order to form a range rate error
the signals are first passed through early and late timing gates which
are used for range tracking. Pre-summing is performed at the range
.gates. Each received pulse results in two signals, one from each range
~gate. The signals are then processed through a bank of doppler filters
(DFT}. The outputs of the doppler filter which is centered at a higher
frequency than the actual doppler (high filter) and that which is centered

—each

at a lower frequency (low filter) are then processed through a post-
integration stage before a logarithmic discriminant forms the range
rate error [1].

As discussed in Appendices B and C, there is also a filter between
the high filter and Tow filter which is used for angle and range.tracking.
If the filters are indexed Fn’ Fn+1’ Fn+2’ then filters Fn and Fn+2 are
used in forming the logarithmic discriminant for doppler filtering, and
filter Fn+1, whose center freguency is closest to the actual doppler
frequency, is used for range and angle tracking.

The center frequencies of the filters in the bank of doppler filters
do not move during the tracking process. When an error becomes sufficiently
large so that it is better to use different high and low filters for the
formation of the logarithmic discriminant, the change to the new set is
carried out.

At Tong ranges, R> 9.5 nmi, the time between outputs of the log
discriminant is 107.2 msec, as shown in Appendix C. This -opens the pos-
sibility that, during an acceleration mode, the velocity could change



sufficiently that there is loss of lock. As described in more detail in
Appendix C. this conservatively might occur if there is a doppler fre-
quency shift of approxoimately 93 Hz. This converts to an acceleration
of approximately 30 ft/secz, or about 1 g. This is an order of magnitude
greater than the maximum acceleration anticipated. Therefore, loss of
lock due to acceleration is quite remote.

Due to the pericdic nature of the filtering operation, doppler
ambiguity might result. This is resolved by comparing the obtained
doppler estimate to that from the o-B tracker. In this appendix, the
range rate tracking accuracies in the passive mode are calculated.

2.0 DESCRIPTION OF SINGLE CHANNEL MONOPULSE TRACKING SYSTEM

The single channel monopulse block diagram was described in
Appendix B of this report. The description is repeated here for
convenience.

The ampiitude monopulse feed of the Ku-band antenna system out-
_puts three channels of data—the sum channel %, the azimuth error
channel Apzs and the elevation error channel AEL’ as shown in Figure 1.
As described in more detail in Appendix B of [1], the elevation and
azimuth error channels time-share the single signal processing channel.
The modulation by %1 either passes the error signal unchanged or inveris
the RF phase. After recombining the error channel with the sum channel,
the time-sharing is as shown in Figure 2.

During the track mode of operation, the freguency diversity con-
sists of 5 RFs, each of which operates for-rF= 21.44 msec. During each
RF frequency, the single channel processing is equally time-shared among
the four signa]s—-z*-AAz, E-Apgs z*-AEL, z-AEL——in the four time slots.
Each of these“is processed for TE=~5.36 msec (designated the slot time),
during which time 16 pulses are transmitted and received. Throughout
this description, the system parameters corresponding to the largest
range interval of interest are being employed. In particular [4]:

PRI = 'Tp = pulse repetition interval = 335 usec
PRF = 2987
Pulse width = © = 33.2 usec

i

Frequency Dwell Time = 21.44 msec/RF .

F
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Figure 1. Block Diagram of Single-Channel Monopulse Range Rate Tracking Loop
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Te is the dwell time of Zi‘AAZ’ which is one of the four time slots for
each frequency dwell; the range interval for this set of parameters is
9.5 to 18.9 nmi. The equivalent coherent integration time/frequency

is defined as Tcélﬁr.

Referring again to Figure 1, the various stages of IF and AGC
are simplified and consolidated into one bandpass filter (BPF) and
AGC. The AGC is shown but not taken into account in the tracking
performance analysis, since for tracking purﬁoses, the logarithmic
discriminant is already seif-normalizing. The primary purpose of the
AGC'js to maintain satisfactory signal level in the receiver and avoid
receiver saturation. The AGC is herein assumed to be performing its
operations so that all normalization can be accounted for in the
discriminant.

The final stage of IF converts the sum plus error narrowband
signals to 1 and § (complex) baseband waveforms. The video filter
before the A/D is a 2-pole Butterworth with transfer function

Computation

i



()% = E + (E—C)‘jl

where fc= 237 kHz. At these longer ranges, R> 9.5 nmi, where the pulse
width is 33.2 usec, the signal can be assumed to be undistorted by H1(f).

The sampling frequency of the A/D is 480 ksps, which corresponds
to 16 samples over each pulse width t. This is a sufffciently large
number so that the pre-sum can be accurately approximated by analog
integration.

The notation developed in the previous report [1] is maintained;
in particular,

corresponds to RF frequency
corresponds to time slot;
implies T+4A

AZ
AZ
EL

EL
K=T1,...,16 corresponds to the pulse number for
a given I and J.

implies -~ A

¢]

1
R R s,

J
J
J implies £+A
J

3]

implies £-A

There are aétual]y additional pulses transmitted periodically to
allow time for signal processing, register resets, etc. Without loss
of generality, only those signals which contribute to the range rate
tracking operation and performance are taken into account.

Now consider the complex baseband waveforms before the pre-sum
for a given time slot J;

SI{I,J,K) = {[/2 (zi-AJ)AI P(t—kTp) cos [(mli-md)t*-el]4~n(t)} V2 cos (wIt)
| (1a)
and
SQ(1,d,K) = {[/2 (24-AJ)AI P(t—kTp) cos [(wI*‘md)ti-eI]+-n(t)} vZ sin (mIt)
(1b)
for the I and Q channel., respectively. The peak received signal power
is given by
_ 2
Por = E[AT . (2)



where it is assgmed that (E-PAJ), for all J's, is normalized to T. The
average received power is then

Pavg ro dtppr' : (?)
where d is the duty factor of the radar pulse train. The duty factor
is constant for a given des1gnated range but varies for different range
des1gnaﬁ1ons.-(For values of dt as a function of the designated range,
see Table 1, Appendix.C.)

Since the target is assumed to be Swerling I, the amplitudes AI
are assumed to be Rayleigh random variables. The random phase 0y is
assumed to be uniformly distributed over (0,2w}. The Rayleigh and
uniform variables, AI and 61> respectively, are independent. The
pulse P{t) has a magnitude of unity over the transmitted pulse width
T=33.2 pusec. The doppler frequency shift is represented by Wy '

The receiver noise n(t) after the bandpass filter has the narrow-
band representation e

n(t) = /ﬁ_[Nc(t) COS ©

It - Ns(t) sin wIﬁ], (f)

where N and N are independent zero mean narrowband Gaussian processes
with one s1ded power spectral density of N0 watts/Hz, and one-sided.
noise bandwidth approximately equal to fe. (fc==237 kHz), which is the
3 dB bandwidth of H](fl. Before the A/D, the complex waveform is given
by

—ijt

e

SI+jsq = [V2 (z+a,) A P(t-kTp) cos [(wy+uydt+e, 1+n(t)[ /2 e

(+85) Ap P(E-KT ) exp [3(wgt+0.)] + N (£) + IN(t) . (5)

3.0 PRE-SUM (RANGE GATES)

After the A/D, each received pulse is pre-summed over the pulse
width. The timing of this pre-sum is dependent on the setting of the
range gates in the range tracking Toop. Two range gates were used for
evéry pulse, an early gate and a late gate, as shown in Figure 3. The
early and late gates will be represented by an additional index L=-1,+1,
respectively. If the relative offset in the range gate setting is s,
then the output of the early gate is given by

KT _+t(8+1/2)

ZP(1,d,K,-1) = [ P (SI+jsq)dt (6)
kTp+T(a-1/2)
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~and the output of the late gate is

kTp+r(a+3/2)

7P(1,0,K,+1) = J (SI+35Q) dt (7)

kTp+T(6+]/2)

where the digital sum of the pre-sum is being approximated by anaiog
integration.

4.0 DOPPLER FILTERING

A bank of 16 doppler filters are used for range rate tracking, as
‘shown in Figure 4a. The numbers in parentheses represent the values for
designated ranges less then 9.5 nmi when PRF = 6970 Hz, whereas the
oﬁhér numbers are those pertaining to R> 9.5 nmi, where PRF = 2987 Hz.
These PRFs correspond to the third IF frequency and are chosen because
théy represent the middle freguency. 'For more details, see Appendix B.

The filters are uniformly spaced over the frequency range
[fc’Fc+fPRF]f The spacing between two adjacent doppler filters is
designated as BF’ which is equal to 186 Hz for R>9.5 nmi and 448 Hz
for R< 9.5 nmi. BF is equal to the one-sided 3 dB bandwidth of the
doppler filters. ’
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Figure 4b. Doppler Filter Configuration in the Track Mode



In the actual implementation of the track mode, the 16 doppler
filters are designated F2n+], where n=0,1,...,15. In addition, éven-
numbered filters (F2n+2, n=0,...,15) are also formed. The even filters
which are identical to the odd filters are located between the odd
filters in such a way that the center frequericies of the'ngw configura-
tion are (BF/Z) Hz apart, as seen in Figure 4b. )

Instead of continuously adjusting the location of the filters
as a result of a new range rate estimate, the filters are kept fixed
as long as the error is small. This means that,'if F2n+] and F2n+3 are
used for range rate error calculations, ‘then F2n+2 will be used t¢ obtain
the actual doppler reading as long as the doppler frequency is between -
fa and fb' If the doppler freqyency exceeds fb’ the the filter F
‘used and if it becomes tess. than fa’ filter an is used.

ntd 13

Assuming that the actual doppler in the received signal is edua1
to wy and denoting the frequency offset between the actual doppler and
the low (high) doppler filters by Wy (mz), then the center frequencies

of the Tow and high filters can be expressed as 0y = 0 and w +uw

1 d
respectively. Figure 5 illustrates the various parameters under

2!.

consideration.

wd—ﬁB - Aw
et ! ZTIBF |
m]=1TBF+£\md w2=TrBF-Awd

Figure 5. Doppler Frequency Location
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The parameter Aw 4 denotes the doppier offset relative to the
center location between the Tow and high filters. As can be easily
seen in Figure 5,

0y 'ITBF + Amd | ' (8&)_

0y TrBF - hmd . (8‘b)
The effect of DFT filtering can be approximated by multiplying
SI+ 3SQ by exp'[-j(md-w])] and exp [-j(wd4-&2)] before the pre-suﬁ
integration and extending the equivalent integration over the length
of a time slot (TE= 5.36 msec). This corresponds to the single-sided
bandwidth of each doppler filter. o
The actual implementation where pre-summing précedés doppler
-filtering results in an effective power loss of not more than 0.6 .dB,
which will be taken into consideration when calculating the tracking
error in subsequent sections. The trade-offs between the two implemen-
tations are discussed in Appendix C. '

2.0 STATISTICAL PARAMETERS IN DOPPLER FILTER OUTPUTS

Referring. to Figure 5, the outputs of the two adjacent doppler
filters (Ml and M1+1) will be denoted by w(I,J,M1,il) ande(I,J,M]+1,il)
where -1 corresponds to the-early gate and +1 corresponds to the late
gate. Since the outputs of both the early and late gates and the high
and Tow doppler filters are being processed to obtain the range rate
accuracies, there are four outputs to be considered; each has a signal
pért ws and a noise part Nn. Approximating the pre-sum by an analog
integration, the signal part of the output of the doppler filters is
found by examining the location of the signal with respect to the range
gates which adjust the 1imits of the integrals urider consideration. For
the low filter (M]),

y N=T kT e (6+1/2)
W (I,d,M-1) = (2+a)A, — J P exp [3{8, +w,t)] dt
S e J' It B I 71
: E k=0 TkT,
and ' (9)
s P w0 kT re(o11/2) L

- (10)
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for the early and late gates, respectively. N=16 is the number of

received pulses per time slot (J). Carrying out the integration and

summation results in

( +m]T(1/2+6)/2] sin [m {1/2+ 6)/2]
r(]/2+ §)/2

NS(I,J,M],—'I) (Z+A )A

sin w] E/2 '(TE-TD)UJ]/Z(]

*Wsin {wgT /2) o () dy (1)
and
, ) J(eI+M1T 3/2+8)/2) sin [wyr(1/2-6)/2]
H(T,d,Mp541) = (Z+45)Ae wlr(T/Z 5772

sin (w,7./2) J(T -T,)wy/2 1
'E £ 1
* N sin (w T /2) P ( -8)d. . - (12)

Assuming that the range tracking loop is performing ideally, which
implies that 6=0, the outputs of the low filter can be written as:

jloy+uyt/a] Ez_sin [m]T/4]
2 m1T/4

ws(I’J’MI’"” (z+aJ)AI e

sin (wytp/2) '(r -T Juwi/2
'E £ 1
* N sin (w T /2) P (13)

5Top3uy /4] dy sin [oye/4]
2 w11/4

it

HS(I,J,M],H) ('>:+aJ)AIe

sin (m E/Z) j(TE—Tp)w]/Z
* Nsin ( 1T,72) € :

(14)

Since mi1/4<< 1, the term involving sin (mIT/4)/(w}T/4) is set
equal to unity. Also, assuming that the angle tracking loop is perform-
ing ideai]y, d, is set to equal zero. Since, in Section 2, (;+—Ad) is
normalized to unity, the outputs of the Tow filter can now be written as

d, -sin (mITE/Z) ‘ , ‘
U0 M1 = Ay s a7y @@ Dl re G e Tph/2l] - (19)

and
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clt sin (m1TE/2) . 3
Wo(I,d,Mp41) = Ap e lag o727 &P L3 (op+ oy (5t =T )/2)1. (16)

The noise term wn added to each of the outputs can be found as in
Appendix E. The variance of wn for the four outputs under considera-
tion is found to be [Eq. (19), Appendix E],

qi] = d Ny B, - (17)
The outputs of the high filter are obtained in a s1m1]ar manner by sub-
stituting (-w ) for - ( } in (15} and (16).

Post- detect1on 1ntegrat10n takes place at the output of the
doppler filter bank where magnitudes squared of all the outputs of the
Tow (high) doppler filters are summed over the four time slots {J=1,...,4),
the five RF freguencies (I=1,...,5) and the two range gates (L==1).

For convenience, Un and Vn will be used to denote the outputs of
the high and low filters, respectively, where the subscript n varies
from 1 to 40 [40 = 4 (time slots) x 5 {RF frequencies) x 2 (gates)].
Thus, as was the case in angle tracking, the statistical parameters of
the doppler filter outputs are now determined. In particular, the power
in Un i

sin (w,1./2
P, & ELIU_I7] =%dfﬂ%ﬁusm&%%éﬂ + d Ny B (18)

and the power in Vn is

+d, N.B (19)

sin (mer/Z )2
t 0°F

A 2 _ 1 2 2
Py = ELIVITT = g dy E(Ap) (N ST oy 72)
and the unnormalized correlation is

. sin (wytp/2)  sin (w,7/2)
Wnl7 d E(AL ) N sin (w7 /2) N sin (w1 /2) (20

(1=

P EfU

uv

where (*) is used to denote compiex conjugate. As apparent from (20),
there is no noise term in PUV because U and V are independent. In addi-
tion to that, the actual PUV is a complex quantity invelving a complex
exponential term of the form exp (aAmd(rE ﬁw-T )} for the early gate and
exp (JAmd(T 3 -T )] for the late gate. These terms have been dropped
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in (20) because, in the tracking mode, Bwyrp = awd/BF<< 1 and both T and
Tp are small with respect to Tg- Another source which might make PUV
a complex number might be an unaccounted-for RF phase shift in the mono-
pulse antenna. In this development, PUV will be assumed real.

It is worth noting that the factor 1/4 in equations (18), (19}
and (20) is a 6 dB loss in signal power due to the use of both range
gates 1in ca]cu]a#ing Un and Vn' This loss factor is frequently referfed .
to as the range gate straddling loss. In this appendix, no straddling
loss will appear in the power budget because it is directly accounted.for
in the previous development.

Define the normalized correlation coefficient between Un and Vn as

2 o IP
o= 3

2
. (21)
u Py

Recalling that the average received signal power is given by

_ _ 2
Pavg r = GePpr = dpE(AD7, (22)

the normalized correlation coefficient becomes

p
o avg r

0 sin (wlrE/z) 2( sin (wer/2) )2
(N sin (w1Tp/2)) N sin (szp/Z)

sin (w1TE/2) 2 sin (mZTE/Z) Z
Pavg r(N sin (m]Tp/Z)) * 4N0 BF) Pavg r(N sin (wZTp/Z)) * ﬂrNOBF
which simplifies to

2 1

= - (23)
4 ) 4
1+ stn (wey2) 2| Y STh (0,t72) 2
SNR(N sTh (1 : /27) SNR(N sTn (5 : /2))
i 2'p
where the signal-to-noise ratio {SNR) is defined as
P p T
syp 2 ’\?vgBr' - avgNr E (24)
0°F 0

2 . .
Note that p~ is a function of (m] = nBF%-Amd) and (w2 = nBF-Awd) or,

alternatively, 92 is a function of the doppler error Auw 4 - Note, however,
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that

sin (w,t./2) sin (wB. 1./2 * Aw, 7./2)
N'sTn (H/z) © Nsin (nEE/zwg%/z); i=1.2, (25)
ip F'p’= = ®d'p

where the plus sign corresponds to i=1 and the minus sign corresponds
to i=2. Since TEBF= 1 and since sin (%i:x)= tcos x, then (25) becomes

(sin (TiTE/z))f [ cos (uy/(28p) 2
N sin (w.T /2 Aw
. Te N sin (%h (1i Eﬁg))

F

which, for small values of Awd/(ZBF) becomes (N sin n/ZN)_Z. Since N=16,
sin n/2N can be approximated by w/2N; hence,

sin (w.1-/2) \¢ 2 Aw .
i'E 2.5 . _ d
(N ST (wiTp/2)> =55 =12, gl (26)

Substituting (26) into (23), the normalized correlation coefficient
becomes

o= — . (27)

1+ gkﬁ

It is important to observe that the normalized correlation coefficient

is dependent on the signal-to-noise ratio as given in (27) such that, as
SNR + «, then p + 1, and as SNR + 0, then p » 0. It is worth noting that,
if the spacing between the filters is doubled, then p becomes zero for
small values of bag and range rate tracking becomes impossible.

6.0 RANGE RATE TRACKING DISCRIMINANT GENERATOR

Referring to Figure 1, the detector forms the magnitude squared

; n=1,...,40

The number n =40 results from the sum of doppler filter outputs over
the five RF frequencies for each of the four angle tracking time slots
for both the early and iate range gates. This occurs for both the low
and high doppler tracking filters.
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As noted in the‘previoqs section, the statistical parameters of

the compiex Gaussian random variables {Un,Vn} are independent of n.
The post-detection integration forms

40 40

2 4
yAu e, LIv |t
n=1 1 n=1 "

Finally, the logarithmic discriminant generates

| 40
. 2
L lu,| |
z = 1n |%] (28)
T 1
v
n=1 " |
The random variable z is the maximum 1ikelihood {M.L.) estimate [2]
of the logarithm of the ratio of powers Un to the powers in Vh’ i.e.,
z = 1In [pU/PV] \ : (29)

where () denotes the maximum Tikelihood estimate.
In order to see "z as a measure of the target range rate error,
note that z is an unbiased estimate of 1n [PU/PV] (see Ref. [3]), namely,

z = In (PU/PV) + X%, {30)

where [2],-E{x)=0 and c;2= of is the varjance of the estimate of PU/PV.
" Equivalently, ) i
E(z) = 1n [EU/PV] . : (31)

The standard deviation (RMS error) of z has been derived in [2] and the
- performance curves are shown in Figure 6 for N=20, 40. The RMS error
is dependent on two varkab?es, the number of independeﬁt samples (N} and
the normalized correlation coefficient (p) between Un and Vn' Figure 6
shows that, for all N, as the normalized correlation coefficient
increases, the RMS error decreases and tends to zero as p - 1.

The improvement in the normalized correlation coefficient (p)
and hence in the performance due to the increase in signal-to-noise
ratio is indicated in (27) and plotted in Figure 7.

Figure 8 combines Figures 6 and 7, where the standard deviation
(cx) is shown as a. function of signa]-to—noiée ratio (SNR=P

) avg r/(NOBF)
for a various number of samples N.
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It is possible now to relate the maximum 1ikelihood estimaté z
to the quantity being estimated, which is the doppler error (Awd). Upon
substituting (18) and (19} into (31), ‘

sin (meriz) 2 - -1

. - + 4 SNR
PU N sin (mZT‘/Z)

‘E(z) = Ing= = 1n E

Py sin (w7;/2) e
VST oy7,72) + 4 ShR

(32)

Upon making similar assumptions to those made in deriving (27), namely,
kit

Amd/ZBF<<J and §ﬁ<<1, E{z) becomes

1 + 4 SNR™!
szr_( _ i‘“g)f
p2N e WBF _
E(z) = 1n
1 -+ 4 SNR™
2« AUJd 2]
N 2N (1 + “BF)—

Simplifying and dropping the second-order terms,

2Awd
ﬂBF
ZAmd
B

-1

1+ (1 +1TZSNR_])

E{(z) = 1n s
1 - 2

1
(1+72 SR 1)

F

vhich indicates that the mean of the output of the logarithmic discriminant
is a function of the signal-to-noise ratio, as well as the doppler error
(Awd). The doppler error can be directly transformed into a rangé rate
error via the well~-known relation

% T —'IE— T fi’ (33)
where ¢ is the veiocity\of Tight in free space (c==3x108 m/sec = 9.84x198
ft/sec) and fC is the carrier frequency which, for the Ku-band radar, is

approximately equal to 13.7 GHz. Substituting these numbers into (33)
results in

AR = 0.00174 By m/sec . (34)
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Aw

For small values of -§Ji, the mean becomes
F
P 4hw -
E(z) = e = —2(1+(@misw) (35)
v F ;

where the approximation In {1+ x)=x for small x has been used. Sub-
stituting (27) into (35) results in

P AAw
el = 4, (36)

v F

Defining a normalized doppler error with respect to the frequency spacing
between two doppler filters as

Aw
A d
Q = Z“B [ (37)
F
the mean becomes
Pl
E(z) = 1n P - 8cp . (38)
. ¥

Thus, the mean of the output of the logarithmic discriminant generator
for small values of z is a Tinear function of ¢ and thé normalized cor-
relation coefficient (p). The slope of E(z) as a function of ¢ is
dependent on the signal-to-noise ratio through the multiplication of p,
which corresponds to a reduction in the effective loop gain. Figure 9
illustrates the actual behavior of 1n (PU/PV) as a function of ¢ without
any simplifying assumptions with the signal-to-noise ratio as a parameter.
The figure is drawn for positive ¢ only, since E(z) in equation (32) is
an odd function of z. It is clear that, for small values of z, the func-
tion is tinear, as was apparent in (38).

7.0 PERFORMANCE OF RANGE RATE TRACKING LOOP

The purpose of this section is to incorporate all the results of
the previous sections so as to provide the RMS range rate (doppier)
error due to thermal noise. A block diagram of the equivalent range
rate tracking loop is shown in Figure 10. The loop represents the
linearized model of the actual range rate tracking block diagram shown
in Figure 1.
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Figure 10.

Tracking Loop

Block Diagram of Equivalent Range Rate

In Figure 10, Wy is the actual doppter in the received signal. For a

passive target at range R and range rate R,

where ¢ is
frequency.

EL"d
Awd

By

8p

eq
F(s)

Yd

= 41731:

cc?

the velocity of 1ight in free space and f_ is the carrier

¥4 T “d

= one-sided 3 dB bandwidth of the doppler filters
Bp = 186 Hz for R> 9.5 nmi
= 437 Hz for R< 9.5 nmi

Br

= Toop estimate of the actual doppler Wy

doppler tracking error

= scale factor in (38) necessary to give E(z) =]r1(PU/PV)

= equivalent noise of the system due to thermal noise

= ]n(PU/PV)-+x is the output of the logarithmic discriminant

generator, as given in (30) and diagrammed

in Figure 1

= eguivalent loop gain of the tracking loop which repre-
sents the various contributing gains

= open loop range tracking transfer function. If repre-

sents the sliding window averaging process which takes
place in the range rate tracking loop where m discriminant
estimates are averaged before being fed back to the doppler

filters bank.

v
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Since the transient analysis and the dynamic characteristics of
the range rate tracking loop are not a part of this development, the
effects of the loop gain and open ioop transfer functions are taken
into account through the single-sided 1oop noise bandwidth BN (Hz).

The closed loop transfer function from w0y to &d, as seen in
Figure 9, is equal to

| (ﬁ—g;) Koq F(27 3 F) _
H{j2n ) = 8o — (39)
1+ (m—F-) Keq F(21 3 7)

and the corresponding single-sided toop bandwidth is defined as
Ble) = | I 2n) [ of . (40)
0

The dependence of BN on p has been explicitly indicated to empha-
size the dependence of noise bandwidth on the signal-to-noise ratio by
way of the normalized correlation coefficient p. For intermediate and
high gain tracking loops, the dependence of BN on p is approximately °
given by
Bylp) = pByle=1), (41)

where p =1 corresponds to the infinite SNR case. This is the case
since, at high values of loop gain, the noise bandwidth varies approxi-
mately linearly with the effective loop gain (8p/2nBF). This is indeed
the case for all loop transfer functions that are anticipated for F(s),
including first- and second-order tracking Toops.

The transfer function from the equivalent noise input x to the
dopplier tracking error Bwy is given by

poy = (ZgiF) H(p) x (42)

where p 1is the Heaviside operator, so that the variance of the angle
tracking error is given by

U2 ZHBF 2 2
sy = () Byl Teolie) (43)
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'c%f is the variance of the maximum likelihood estimate

a

* ro
——
=
-

°
o
It

of 1n(PU/PV), which is also the variance per sample

of the noise in the equivalent block diagram of the
range rate tracking loop. The dependence on the cor-

relation coefficient p and the number of independent
samples N is emphasized in (43).

T_ = time per sample of the random sequence x -by the D/A
converter in Figure 1. In this system,
T, = Tp(16)(4)(1), where (44)

I=5 is the number of RF frequencies. The noise
samples x are assumed to be statistically independent.

16 = number of pulses during which AR is observed
{see Figure 2}, J=1,...,4.

4 = factor corresponding to the number of different
angular error measurements per frequency dwell time,

Tp==pu]se repetition interval =335 usec, when PRF=2987
Hz and Tp==143 usec, when PRF=6970 Hz.

Upon substitution of these values into (44),

TS = 320 Tp 107.2 msec, when PRF= 2987 Hz, {45a)

TS = 320 Tp

"

45.9 msec, when PRF=6970 Hz . (45b)

Substituting the above into equation (43) yields the following
expression for the RMS doppler (range rate} error in range rate tracking:

B

2\1/2
ora, - ﬂaf.(ugﬁ) Bylo =117y 2 o, (M5WR) , (46)

where BF is the single-sided 3 dB bandwidth of the doppler filters and
SNR is defined in (24) as Pavg r/(NOBF)'
The RMS of the range rate tracking error is thus given as

C
ge = [—=\o . (47)
R (41ch) Amd

8.0  PERFORMANCE CALCULATIONS

The radar parameters needed to compute the RMS range rate error
in (47) are given as:
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B = 186 Hz R>9.5 nmi

F
= 437 Hz R<9.5 mmi
BN = 9.4, 4.7 or 2.35 Hz R> 9.5 nmi

= 22.4, 11.2, or 5.6 Hz R<9.5 nmi
These values of loop bandwidth BN are chosen so as
to correspond to averaging 4, 2 and 1 samples. If
every sample required T, msec to compute, then the
bandwidth By is equal to ]/mTS, where m is the number -
of samplés being averaged.

T, = 107.2 msec R>9.5 nmi, Eﬁ. (45a)
45.9 msec R<9.5 nmi, Eq. (45b).

The specification. values for the Ku-band range rate tracking [4]
state that-cR<:O.1 m/sec (or 30R= 0.3 m/sec) for raﬁges tess than 10 nmi.~
In order to -obtain the range tracking performance as a function of range,
the following radar equation is used to determine the signal-to-noise

ratio Pavg r/(NOBF) as a function of range,
) 2-.2
P i} (G0 2 ][dthTE

avg r
3 4°
(4m) L[kjgyis

(48)
Ng Bp

where all of the parameters in (48) are described in [1]. The values
used in the computation are

G = peak antenna gain = 38.5 dB
¢ = radar cross-section o= 1 m2
-2 = wavelength = 0.0216 m
_ _ f0.099 (R>9.5 nmi)
¢y = duty factor - {0.115 (3.8<R< 9.5 nmi)
Pp = peak transmitted power = 60 watts

g = dwell time corresponding to 5 _ {5.36 msec (R> 9.5 nmi’)
one computation of the DFT = BF 2.29 msec (3.8<R< 9.5 nmi

k = Boltzmann's constant 1.38x 10'23 w/Hz-K

T = gystem noise temperature 1500°K

R = range, in meters
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L = losses,, itemized as follows for range rate track
) Transmit 3.7 dB

Scan alignment 0
Lateral scan 0
Threshold 0.5
Processor 10ss 1.0
Doppler mismatch 0
PDI 1.25 (
' ) 10.14 . (R>9.5 nmi)
Pre-sum {0.07 (3.8<R<9.5 nmi)
Coupling loss 1.8
Total losses {8.39 dB (R>9.5 nmi)
8.32 dB (3.8<R<9.5 nmi)

With these parameters, the RMS range rate tracking error is shown in
Figure 11 versus range in nautical miles for m=1,2,4 samples. In the
present state of the range rate loop design, thé number of samples used
is m=2 for R>10 nmi and m=4 for R<10 nmi [4]. This results in a
design margin of 2.5 dB at 9.5 nmi. '

9.0 DOPPLER AMBIGUITY RESOLUTION

The doppTer discriminant and resulting estimation will give a
value between [0,PRF]. The maximum closing velocity is +148 fps and
the maximum opening velocity is -75 fps. At 13.9 GHz, this corrésponds
to approximately 28 Hz/fps doppler. The maximum opening doppler is
thereforé -2100 Hz and maximum closing doppler is +4144 Hz, as shown
in Figure 12. )

When the high PRF of 6970 is used, there is no doppler ambiguity
from the doppler estimation from the a-g tracker. For the Tow PRF at
longer ranges, namely, 2987, there is a doppler ambiguity as indicated
in Figure 12. The resolution is easily obtained from the coarser esti-
mation of range rate from the o-8 tracker [1] by noting the following:

(a) If the coarse estimation from the «-8 tracker (ﬁs(ﬁ)j is
larger than zero (opening), then the fine estimation Rsc(n) will be in’
Region 3', whereas the actual estimate should be in Region 3. In this
case, ﬁsc(n) is adjusted by subtractigg the PRF equal to 2987 Hz.

(b) If the course estimation Rs(n) is longer than 2987 Hz
(high closing Ye1ocity), then the estimate ﬁsc(n) will be in Region 2'.
In this case, Rsc(n) is adjusted by adding the PRF.
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Figure 11. RMS Range Rate Tracking Error of Passive Targets Vs. Range
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Figure 12. Resolution of Doppler Ambiguity
(c) If the coarse estimate is between 0 and 2987 Hz, the fine
estimate is not altered. '
It is assumed that the resolution of the ambiguity is qarried
out ideally, so that it does not contribute to the RMS tracking error.

10.0  SIGNAL-TO-NOISE RATIO COUPLING LOSS

In the power budget of Section 8:0; a coupling loss of 1.8 dé

is noted. This is obtained by noting the power divider and combinér
as seen in Figure 13. In the power divide, the signal and noise powers
decrease by a factor of 3 dB. This is due to the fact that the £ channel
power is divided equally between the communication and radar receivers.
The power in the I channel is then combined with that of the A channe]

:after the latter is reduced by a factor of 1/4.

] Since the power in the A channel is small compared to that in the
£ channel and since the noises in the two channels are statistically
independent with equal spectral density levels, the signal-to-noise
ratio in the (£ =+ A) channel becomes

Signal Power | _ (Signal Power in & Channel)/2

Noise Spectral (No1se Spectral Dens1ty) + (Noise Spectral Density) T
Density in £ Channel/2 ( in A Channel/4

ZEA




29

Z Channel 1/2 . z Channel -
+ Noise _$7§£W Comm Only
3 dB
A Channel t—xlxx
%+ A Channel

+ Noise ' 1/4

Figure 13. Block Diagram of the Coupling Loss

If we denote the signal power in the = channel by PS and the
noise spectral density by NO, then

p
s

No

Signal Power | Ps/2 2p

_ B s
Noise Spectral DensﬁzylZiA - N0/2+-N0/4 T

0

wire

The loss factor {2/3) is equal to 1.8 dB degradation in the signal-to-
noise ratio due to coupling loss.
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APPENDIX H

REDUCTION IN SIGNAL-TO-NOISE RATIO DUE TO QUAN?IZATION
AND SATURATION NOISE IN A/D CONVERSION

by
Charles L. Weber

1.0 INTRODUCT ION

The reduction in signal-to-noise ratio due to quantization and
saturation noise in A/D conversion is determined. The results of the
derivations [1-3] are included in this development.

The voltage at the input to the A/D converter is assumed to be
a sampie from a zero mean Gaussian random variabie. This is a valid
assumption, particularly in the radar environment. To see this, note
that the complex baseband signal, at an arbitrary instant of time before
A/D conversion, is of the form ‘

I+JQ = S+N, (1)
where the desired signa1; S, is of‘the form
s = Rel® : (2)
and the noise N is a complex Gaussian random variable represented by
N = NI * JNQ. ) (3)
A block diagram illustrating the reduction of an IF waveform to a com-
plex baseband signal is shown in Figure 1.

I A/D I—
cos mIFt
Received
IF Signal
Q A/D .
sin wIFt

Figure 1. Reduction of IF Signal to a Sampled Complex Baseband Signal



Both I and Q are individually sampled, so that

I

]

R cos & + N (4a)

[}

Q

Rsin 6 + Mg . ‘ (4b)
For most radars which are searching and/or tracking passive
targets, R is a Rayleigh random variable and the random phase ¢ is
uniformly distributed over (0-2w) and independent of R. At any sampling
instant, & will be uniformly distributed independent of the magn%tude
of the doppler frequency shift. When this is the case, both R cos ©
and R sin 6 are zero mean Gaussian random variables.
The input to the A/D converter is therefore assumed to be of the
form

X = s+n, (5)

where s and n are real zero-mean Gaussian random variables with
variances cf and CWF’ respectively. They are also assumed to be inde-
. pendent. The signal-to-noise ratio at the input to the A/D converter
is defined as

2
A g
(SNR);, = —% . (6)
[¢]
n
and the total input power is
UXZ = 052+0'nZ . (7)

With the above assumptions, the quantization and saturation noise
powers are developed in the next section.

2.0 QUANTIZATION AND SATURATION NOISE

Figure 2 indicates notation for the input and output of the A/D
converter.

XZstn A/D Convertar J

Y

Figure 2. Box Representing the A/D Function



In Figure 3, the characteristics of the A/D converter are
depicted. The number of bits of quantization is designated by M. In
Figure 3, the case of M=4 is shown, where it is assumed one bit is
used for the sign of the input. The input is quantized to some magni-
tude kox » Where Oy is the standard deviation of the input and k repre-
sents the number of standard deviations (not necessarily an integer)
to be quantized on either size of zero.

The number of output levels is ZN"] for x>0, and ZM']-for x<0,
where the zero level output can occur for both x>0 and x<0. The number
of quantization spaces (or intervals) for x>0 is ZM']~1, namely, one
Tess than the number of cutput levels. These parameters are therefore
related by the relationship

ko, = QL2 -11, (8)
where Q is the quantization step size, as shown in Figure 3a. The quan-
tization step size is therefore given by

) kcx
e (9)

The corresponding error signal
ex) & x-y | (10)

is shown in Figure 3b, where that part of {x) between [ukox,kcx] is
designated quantization error, and the remaining contribution is called
the saturation error.

The probability density function (PDF) of the input is shown in
Figure 3c, and is analytically given by

A exp [- -12— (X/cx)z]

p{x}) = g(x) = (11)

T
2 Oy

The input and A/D converter are now sufficiently described so
that the quantization and saturation errors can be determined. Follow-
ing [3], the total noise power PN due to quantization and saturation
is given by
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Py & ELE(0)]

r <2(x) g(x) dx .

Since the integrand is an even function of x, PN can be written.as

Py s ZJGEZ(x)g(x)dx
= QN + SN, - (12)
where
A kcx p
QN = ZJ e (x) g{x) dx (13)
0.

is the quantization noise contribution and

A

SN zJ: 2(x) glx) dx TS

X

is the saturation noise contribution.
The quantization noise contribution can be approximated by

I

2 1 (x-nQ)% g(x) dx

n=0

LT
@ [

1
(N~E)Q

i

X" dx

N V2 .,
2 1 9(nQ) J e
n=0 Lg/2
2y N :

z 2 _Q__ (
(]Z)néognQ)Q

H
N
IO

12)fkoxg(X)'dx

n

™
———
]
rvraw

) %—- erfc (ki], (15)



where each term in the sum has. been simplified by replacing g(x) with
“its value at the midpoint of the interval. Also erfc (u) is the com-
plementary error function, defined as )

1.2
© exp (~%v")
erfc {u) 2 J — e Ty (16)
u Y2m

By substituting (9) into (15), a normalized represeﬁtation for
the quantization error is obtained, namely,

2
gN kT 1
of zilz(N—])Z [é erfc (ki]’ (17)
where
' N &AM (18)

The saturation noise can be computed from

dre

SH = 2[ (x-ko )Zg(x)dx
ko X
X
2 [® 2 ©XP (__12,22) '
= Zcx J {z-k)" ———dz
k V2
2] o - 2k exp (-%—kz)
= 20, (k= +1) erfc (k) - - . (19}
) v2n
The.normalized version of the saturation noise becomes -
SN 2 2k exp (-%—kz)
— = 2 (k= +1) erfc (k) - (20)
g Vou X
X
The total normalized noise power is given by
PN_ QN , SN
"—2— = —'2— + —2 = h(M,k), (21)
UX Ux Ux .

where the dependence is only a function of the number of bits of quan-
tization, M, and the normalized saturation parameter, k.



In Figure 4 (taken from [3]), the normalized total noise power,
PN/GXE is plotted as a function of k for various values of M. It is
noted that, for each M, there is an optimum value of k and & corre-
sponding minimum value of saturation p1hs quantization noise. In Table 1
(taken from [3]1), the optimum values of k and the corresponding values
of QN/UXZ, SN/GXZ, and PN/ch2 are shown for various values of M. ~

Table 1. Optimum k and Noise Powers for Various Values of M

o s P "Mz
k 7 " — = h(Msk)
M opt g o T g (dB)
3 1.9 3.15x107°  1.50x107°  4.65x1070 7 13.3
4 2.5 1.05x10°2  0.24x107%  1.29x 1072 18.9
5 2.9 3.1 x10°° 0.6 x10°° 3.7 x107° 24.3
6 3.26 0.92x107°  0.13x107°  1.05x107° 29.8
7 3.6 2.7 x1077 0.4 x107" 3.1 x107  35.1
8 3.9 7.9 x107°> 1.0 x107° 8.9 x107° 40.5
9 424 2.3 x107° 0.2 x107° 2.5 x102°  46.0
10

4.5 5.5 x10°° 0.5 x10°% 7.0 x107° 51.5

Referring back to Figure 4, note that, near the:optimum k , the
curves are relatively flat. For the values of M shown, a x10% change
in k will result in a very small change in total noise power. There-
fore, the A/D converter input power need not be very closely controlled.
In general, it will have to be controlled via an-AGC loop, which will
take place before A/D conversion. ] ‘

Algo note that, at the optimum k, QN/UXE2 is always several times
larger than SN/of.

3.0  PERFORMANCE

By using the results of the previous section, the effect that
quantizatioh and saturation noise have on the overall system performance
can now be determined. ' ‘

The input signal-to-noise ratio was defined in (6). The output
signal-to-noise ratio of the A/D converter is defined as
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Figure 4. Normalized Quantization and Saturation Noise vs. k for Various
Values of the Number of Bits of Quantization, M
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2
o
(SMR)gy; & ——=—, (22)
% * Py

where the denominator consists of the sum of the input noise, cf, and
the quantization and saturation noise, PN, introduced by A/D conversion.
Substituting (21) and.{7) into (22), the output SNR of the A/D converter

can be expressed as
2

o

(SNR) = S : (23)
ouT UE +'(U§+w%$)h(M,k)

An SNR which describes the A/D operation can be defined as the
ratio of the total input power divided by the sum of the quantization
and saturation noise powérs, namely,

A U;Z =1 '
(SNR)A/D = Tﬁ; = J{h{M,k)] . (24)
Substituting (24) into {23),
_ 1

1 + [14—(SNR)IN](SNR)A/D
which relates output SNR in terms of input SHR and the SNR associated
with the A/D conversion. The loss due to the A/D conversion can now
be defined as '

_[1 + (SNR)IN]

) A
L = 1+

A/D (26)

This is plotted in Figure 5 for various values of the number of
bits of quantization, M. The values of (SNR)A/D = h"1(M,k) used in the
computations are the optimal values taken from Table 1. As expected,
observation of Figure 5 indicates that, as the number of bits of quanti-
zation increases, the loss in SNR incurred by use of the A/D conversion
decreases rapidly. It is also noted that the loss increases as the input
signal-to-noise ratio increases. This is also to be expected since, at
higher values of input signal-to-noise ratio, the signal quality is good.
Hence, introducing the distortion caused by the A/D converter will
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1

substantially increase the total noise power. At low values of input
signal-to-noise ratio, however, the signal quality is poor, and the
introduction of distorition caused by A/D conversion does not appre-
ciably increase the total noise power.

For these same values of (SNR)A/D’ the output signal-to-noise
ratio (SNR)OUT, as given in (25), is plotted versus the input signal-
to-noise ratio (SNR)IN in Figure 6 for yarious values of the number of
bits of quantization M. Here again, at low values of input SNR, the
quantization and saturation losses are negligible, whereas at large
values of (SNR)IN, the effect of the A/D loss is a saturation effect
in output SNR. This can analytically be seen to be the case in (26)
when the second term dominates at large values of (SNR)IN' The A/D loss
then increases linearly in input signal-to-noise ratjo. )

As the input (SNR)IN increases, the output signal-to-noise ratio
saturates at (SNR)A/D’ i.e.,

Tim {SNR) = (SHR) . (27)
(SNR) 1 ouT A/D

For example, for M=4 bits of quantization, the output SNR saturates at
18.9 dB.
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APPENDIX I

. SHORT RANGE POWER BUDGET FOR THE KU-BAND RADAR PASSIVE SEARCH

by

Waddah K. Alem
Charles L. Weber

1.0 INTRODUCT ION

A power budget for the Ku-band Orbiter radar at short ranges
(R<0.42 hmi) is presented in this appendix. The various implementation
losses at short ranges are also examined individually. Since the signal
processing.at these ranges is different from longer ranges (R>0.42 mmi),
the detection procedure is first examined. Only passive automatic
search is considered.

2.0 DETECTION PROCEDURE AT SHORT RANGES

The basic difference between target detection for long range .and
short range 1ies in the fact that, while 16 pulses are coherently added
{pre-summing) and passed through a bank of doppler filters in the first
case, a single pulse detection without doppler fi1tering is implemented
in the second case. -The transmitted signal consists of 5 RF freguencies
which are cycled, as is the case in long-range detection [17. Within
-each frequency, a total of 16 pulses are transmitted. The width of each
pulse is t=0.122 psec and the PRF is equal to 6970 Hz. The transmitted
power is not the same for all the pulses. As shown in Figure 1, the
first eight pulses, PU through P7, are transmitted with the TWT completely
bypassed, which results in a power of 7 dBm (5 mw). P8 through P]] are
transmitted with the TWT amplification and a series attenuation of 24 dB.
The power in this case is equal to 23 dBm (200 mw). The last four pulses,
P]2 through Pist-are transmitted with a full power of 47 dBm (50 w). The
power cycle is started with the least amount of power to avoid saturation
of the receiver when the target is at a very shori range.

‘ The detection procedure is shown in Figure 2 [2]. After the second
IF stage, the signal is passed through an I-Q stage to convert it to
baseband. The Towpass arm filters used in this stage are two-pole Butter-
worth filters with single-sided cutoff frequency of 4.1 MHz. - The complex
baseband signal at the output of the I/D channel is sampled via an A/D
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Figure 1. Signal Format for Short-Range Passive Search
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Figure 2. Single Pulse Short Range Detection



converter with a sampling frequency of 8.2 MHz, which corresponds to 1/t
or one sample per pulse width. Each sample of the complex signal is
magnitude-detected and compared to a threshold. Once the threshold is
exceeded, a hit is declared. Detection is based on five hits to give

an accumulative detection probability of 0.99. A maximum of 50 samples
(range bins) are taken for each pulse return. This corresponds -to a
maximum range

13

R

ax 0.122 {usec/pulse) x 50 {puises) x 0.16187 {nmi/usec)/2

0.494 nmi
3000 feet.

u

The range bin clock and the counter are used to find the particular
sample (range bin) for which the threshold was exceeded in order to
calculate an internal range estimate to initiate the track mode.

3.0 RADAR EQUATION

The radar equation that is appropriate for short-range passive
mode detection of a monopulse radar which is essentially using an optimal
recejver [3-5] is given by

2-.2
2 A ll2
. Ep ) (6" o A"][ Ppr]

PN Rk I

where R . = ensemble averaged peak SNR required per pulse for a given
probability .of detection Pd and false alarm probability Pfa'
E_ = peak signal energy received per pulse.

NO = equivalent one-sided noise power spectral density of the
entire receiver system = kTs

o = average target cross-section

-t
I

radar RF wavelength

G = peak antenna power gain

P = peak transmit power = Pavg/dt
= average transmit power

dt = transmitter duty factor



r = transmitted pulse width

R = range

k = Boltzmann constant = 1.38x 10-23 Joules/°K
IS = system noise temperature, °K

L =

total system losses.

4.0 SEARCH RADAR SYSTEM PARAMETERS

Each of the above parameters is now considered in regard to the
Ku-band radar for the Space Shuttle Orbiter Vehicle. The reasoning
and/or source of the choice of each parameter value is inqicated.

4.1 Reguired Peak Signal-to-Noise Ratio Per Pulse
2E
P
p NO

This value is'dependent on the assumptions made about the mode .
of detection. The assumptions to be used in these power budgets are
among the following cases. The overall probability of detection is”
0.99 and the false alarm probability is 5.5x 10 'C. The 0.99 value is

a specification requirement and the Pfa= 5.5x 10_10

value is approxi-
mately equivalent to one false alarm per hour, which is the specified
_va]ge. The value of R_ is reTatively insensitive to the choice of Pfa'
Hence, the choice is not critical. Since five scans of the target are
used to declare detection, the probability of false detection per scan
is 0.6.

In computing the required peak signal-to-noise ratio for short
range, a Swerling III model will be used. In this model, the pulse
amplitude is assumed to be a random variable with one dominant plus
Rayleigh probability density function [4]. This model offers more con-
servative signal-to-noise ratios than the other Swerling models. ‘

In order to use the results- in [4], the following definition
is used:

false alarm number
In 2/n' .

n'
P

fa
. Figure 3 is used to compute the required ﬁp for n' = 1.26x10°
and Pd= 0.60. This value is equal to 17.6 dB.

9
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4.2 Average Target Cross-Section

g

I

i mz, as in specification
0 dB

It is possible to use a target cross-section of 1 m2 at short
ranges up to 250 feet because, as is seen in Table 1 and Figure 4, the
field of view in meters for a 3 dB antenna beam of 1.6° is equal to
2.13 m at 250 ft. This corresponds to an area of 3.56 mZ, which justi-
fies the fact that a 1 m2 target can be totally illuminated within the
main iobe of the antenna.

Table 1. Field of View of the Antenna With 3 dB Beamwidth b = 1.6°

R (ft) 250 500 750 1000 1500 2000 2500
Field of
View (m) 2.13  4.26 6.39 8.52 12.78 17.04  21.29
T1Tuminated '
Area (ml) ~ 3+56 14.25 32.07 57.01 128.28 228.05 355.99

In addition, the far field of an antenna is given in [10] by
2d2/A, where d is the maximum linear dimension of the antenna (in this
case, d=36"=0.914 m) and » is the wave length. Substituting, it is
found that the far field for the Ku-band antenna starts from 250 ft,
which means that all the calculations beyond that range are done in
the far field. '

4.3  Radar RF Wavelength

‘The RF for the radar is 13.775 GHz. This corresponds to
0.0216 m

I

-33.31 dB.

A2

4.4 Peak Antenna Power Gain

The antenna diameter has been specified as d=36"=0.914 m.
Based on the rule of thumb,

8y (deg) = (180/x)(d/2),
the 3 dB beamwidth is op = 1.32 deg. The 3 dB beamwidth quoted in [7]
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is 1.6 deg. Based on the rule of thumb -[10],

32,000
2
)

G = (GB in deg) ,

the peak power gain of the antenna is
G = 41 dB.
The peak power gain in [7] is 38.9 dB, so that

&% = 77.8 dB.

More recently, however, ‘the peak power gain is given as 38.5 dB (5],
so that '

6 = 77.0 dB.
The latter value is used in the power budgets in this appendix.

4.5 Transmitted. Signal Characteristics

Pp = peak transmitter power

Given all other parameters and assumptions in the radar equation,
the required peak transmitter power will then be obtained.” The pulse
width is

t = 0.122 usec.

For the automatic search mode of a passive target at short range, the
PRF is set at 6970 Hz, so that the pulse repetition interval (PRI) is
PRI = Ip = 143 usec ;

. S0 the transmitter duty factor is

. -4
d, = 8.5x107" .

4.6 Range
The above signal characteristics are impiemented for R<0.42 nmi
(2550 ft). The power budget will be calculated for the following

ranges:
R = 2550, 800, 250 ft,

which correspond to

RY = 115.64, 95.49, 75.28 dB-meter” .
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4.7 Receiver Noise Parameters

The receiver noise parameters were calculated in [6]. The cal-
culations are included here for convenience.
" The equivalent .one-sided power spectral density of the receiver
noise is

N0 = kTS watts/Hz ,
where k = Boltzmann constant = 1.38x 10" Joules/K®
= -228.6 dB.
TS = overall system noise temperature.

The components in the overall system noise temperature can be computed
from the diagram in Figure 5.

TA :) : A1l lossy Receiver
—» components 2 - -
L=2.8 dB Fm 5.0 dB

Figure 5. Simplified Diagram of Losses for Ku-Band Radar Receiver

The receiver is assumed to have a noise figure of 5 dB. All component
losses [7] between the antenna and the receiver add to 2.8 dB.

When the first stage of a receiver is an attenuator, as is the
case here, it can be shown [8] that the system noise temperature, com-
puted at the antenna, is

TS = TA+TC+(L-1)T0+LTE,

where TA = antenna temperature.
TC = additional antenna temperature due to clutter
L = total attenuation from all lossy components between
the antenna and receiver input
T, = receiver noise temperature = (Fn- 1)T0
Fn = receiver noise figure
TO = standard room temperature = 290°K.

The design in [7] assumes the receiver noise figure is Fn= 5.0 dB or,
equivalently, Te= 627°K, and the attenuation from all Tossy components


http:Diagram.of

11
between the antenna and receiver front end is L=2.8 dB. The antenna
'S 5.5°K and the additional antenna tem-
perature due to earth clutter when looking horizontally is TC==36.5°K.
Then,

temperature is assumed to be t

Tg = Ta+ T+ (1T + LT,
= 5.5+ 36.5 + 263 + 1195 l
= 1500°K
= 31.76 dB.

This is increased somewhat as the Took angle increases. When looking
directly toward the earth, the clutter temperature increases to 263.5°K
and TS increases to

T, = 1727°K = 32.27 dB .
4.8 Losses

In this section, the pertinent losses are 1isted, along with the
references where the values were derived or where losses were specified.

4.8.1 Transmit Losses

The RFP and the response [7] have specified the transmit losses
at 3.7 dB. At this point, no attempt is being made to d1spute this
value, so it 15 accepted and used in the computations.

4.8.2 Scan Alignment Loss and Lateral Scan Loss

The specification calls for a total beam shape loss of 2 dB. 1In
[4], it is shown that scan alignment loss is 1.03 dB each way and the
Tateral scan loss is 0.58 dB each way, when the antenna movement from
one circle to the next in the spiral scan is 0.6 Bp The §piral scan
described in [7] calis for an antenna movement of 0.7 0p - The differ-
ence in scan alignment loss and lateral scan toss between adjacent
antgnna paths of 0.6 eB and 0.7 Y
toss due to beam shape which includes scan alignment loss and lateral
scan loss is set at 2{1.03+0.58) = 3.2 dB.

is negligible. Thus, the two-way

4.8.3 Threshold Loss {Constant FAP)

The specification calls for a threshold loss of 1 dB due to main-
taining a constant false-alarm probability by monitoring the system
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noise level. This value is used in the computation, realizing that it .
should be possible to reduce this value to a few tenths of a dB.

4.8.4 Range Gate Straddling

The range gate straddling is due to the fact that a single sample
is taken per pulse width (t=0.122 usec) after the pulse is passed
through a two-pole Butterworth filter with a one-sided cutoff frequency:
of 4.1 MHz. Figure 6 shows the shape of the filtered pulse at the out-
put of the two-pole Butterworth filter [9]. Since the sampling can
occur any time within the pulse width (0.122 psec) a maximum straddling
loss of 6.5 dB is included in the calculation of the power budget.

5.0 POWER BUDGET FOR SHORT RANGE PASSIVE SEARCH

Table 2 summarizes the power budget calculations at the indicated
ranges. Comparing the required peak powers to the existing available
powers of 47 dBm, 23 dBm, and 7 dBm, it is found that

(1) Design margin at 2550 ft compared to the available
47 dBm = 12.06 dB.
(2) Design margin at 800 ft compared to the available
23 dBm = 8.22 dB. )
(3) Design margin at 250 ft compared to the available
7 dBm = 12.44 dB.
It is obvious from the derived design margins that the search for passive
target at short ranges has a wide design margin; fherefore, no probiem
in the Ku-band short-range passive target detection is anticipated.
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Table 2. Power Budget for Short Range

Term Yalue Budget (dB}

Rp Required peak SNR 17.6
&2 - G = 38.5 dB 77.0
G A = 0.0216 m 33.31
s 1 m? 0.0
(4m)3 S 32.98
R4 R= 2550, 800, 250 ft 115.65, 95.49, 75.28
K 3.8x 10723 Joules/°K _228.6
T 1500°K 31.76
T Pulsewidth=10.122 usec -69.14

‘ Factor of 2 -3.0
Losses .

Transmit REP 3.7

Beém Shape Scan Alignment 2.0

Threshold Constant FAP 1.0

Straddling Spreading of pulse 6.5

P Required peak powers 4,94 -15.22 -35.44 dBw
P (34.94) (14.78) (-5.44) dBm
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APPENDIX J..
MAXIMUM LIKELIHOOD ESTIMATION OF THE RATIO
. OF POWERS IN TWO NARROWBAND PROCESSES
.by .
Charles L. Weber

1.0 INTRODUCTIGON

In this appendix, we consider ‘the maximum Tikelihood (M.L.) estimate
of the ratio of the powerin two narrowband brocesses. These processes
are assumed to be Gaussian and, in general, will be correlated. The in-
phase and quadrafure—phase components of each process are sampled N times,
where the time between samples is assumed to be large enough so that the
samples are statistically independent.

The estimate of this ratio and its performance play a fundamental
role for all types of tracking in the radar described in [1].

2.0 THE MAXIMUM LIKELIHOOD ESTIMATE OF POWER RATIO

Consider the narrowband Gaussian process u(t), which we describe
as

u(t) = -uc(t) cos w.t + us(t} sin w.t , (1)

0 0

where uc(t) and us(t) are baseband, zero mean, stationary; and Gaussian
random processes.

The'in-phése and quadrature-phase samples of u(t) are represented
as the real and imaginary components of a sequence of complex Gaussian
random variables, namely, '

U, = u., +3u.,  i=Tl.....N. (2)

1 C1

The expected value of [U1.|2 is denoted by

i} 21 _ 2 2 e

PU = E [IUi!_] = E [uci + usi] for-all i, (3)

which is twice the average power in u{t), uc(t), and us(t). Equivalently,
P

EQui(t)] = EuA(B)] = E@()] = 2. (4)

The same notation can be established for the other narrowband Gaussian
process,



v(t) = vc(tJ cos w,t + vs(t) sin w.t,

0 0
with average power PV/Z. With this notation, we can restate the estima-
tion problem as follows:

Let U and V be N-dimensional complex Gaussian vectors whose N,
complex pomponents Ui’ Vi (i=1,...,N) have magnitudes and phaées equal’
to the magnitudes and phases of a sequence of statistically independent
samples of the narrowband processes u(t) and v(t), respectively.

Given these observations, the maximum likelihood estimate of P_U/PV
and In (PU/PV) are desired, as well as the RMS error of the estimates.

In Addendum A, we show that the M.L. estimate of 1n (PU/PV) is
given by .

o~ Hull®
In [PU/PV] = In [PU/PV] = 1n [IV[|2 (5)'
where -
2 o N 2
ol & 3yl (6)
i=1
and
2 o N 2
Vil? &1 17 (1)

The estimator in (5) says that the M.L. estimate of 1n (PU/PV) is
equal to the natural logarithm of the M:L. estimate of PU/PV' In Adden-
dum A, this is shown to be the case for any strictly monotonically.
increasing function of the estimate.

3.0 STATISTICAL CHARACTERISTICS OF THE OBSERVATIONS

At time t., when the ith sample of u (t), u (t), v (t) and v (t)
are observed, the covariance matrix of the resu1t1ng four d1mens1ona1
Gaussian vector will be of the form

P2 a ! ¢ d |
o
a P21 ~d c ,
= e e ot I ____________
M4 - E- - (8)
c -d i Py/2 b
5 d c E b Pvlz_




In Addendum B, the statistical characteristics of two narrowband
Gaussian processes are considered. In particular, it is shown that the -
narrowband processes u(t) and v{t) that are observed in each of the track-
ing. modes of the radar are "spherically symmetric." The physical meaning
of a sphérica]]y‘symmetric random process is also described in Addendum B.
The resuit is that a=b=0 in {8). In addition, the conditions under
which d=0 are also enumerated, and it is noted that these conditions
are met by the narrowband processes u(t) and v(t).

The covariance matrix M4 in (8} therefore simplifies to

PU/2 0 E ¢ 0
1
0 PU/Z i 0 c . -
M4 =] memsmmesoe—— 'i' ------------ . . (9)
c 0 E PV/Z 0
i 0 c E 0 PV/Z_

With this covariance matrix, all in-phase components are statisti-
cally independent of all quadrature components. As a result, each complex
sample of. u(t) and v(t) can be interpreted as two consecutive real samples.

Stated equivalently, the cbservations can be thought of as 2N inde-
pendent samples of the real baseband Gaussian processes uc(t) and vc(t),
where these zero mean processes for each sample have covariance matrix

=
1l
w
-
1]
—r
-

T e
™
==
——
—
o
—

The maximym 1ikelihood estimate of P/P, is now given by

N,

N a2 121 el :

A T T R ()
kZT ek

The performance of this estimator, as well as z=1n PU/PV is

developed in the next section.



4.0 PERFORMANCE OF M.L. ESTIMATE OF POWER RATIO

In order to develop most ‘directly the pdf of X5 defined in (11),
the following notation is used.
The normalized correlation between Ug and vci is given by

p = ) |!3|i.| . ’(}2)

The inverse of the covariance matrix M2 is denoted as
w, & m' = : ‘ (13)

" With this notation, the pdf of X in (11} is given by ([2,p. 50] or [5]):

2 [det ()12 5" Ly x 2+ ]
) e w2t (2rm PP
272 il"a 22 a 12 ’
where

n = total number of independent samples = 2N {15)

B{e¢,8) = Beta Function & ;%glfi§¥ ' (16)

I'{a) = Gamma Function = (a-1)! if a is an integer Can

det W, = determinant of W, . i _(18)

Substituting (12), (13) and (15) through {18) into (14), the pdf
of X, can be written as

) -
~N 2N—T{: *a ]
2 2109  x *
- U %y ‘ ] a UUZ (1- pz) GVZ (1- 92)_
x -
T [(N-1)17° Xf ' 1Y ZX, 0 e
131 + -
(ZN-].)! ,Cfu2 (1-0%) U\rz“'."z) GUUV(]"DZ) :
(19)

]

. . 72 -
where oy = ?U/Z’ oy = PV/Z' (20)



The estimate of PU/PV is

PN ’
PPy Yoz, = xaz . (21)

Carrying out this transformation,

a 2
Z = X
a - d
dza =»2xadxa

The Jacobian of the transformation is

1

la] = o
and the pdf of zs after some algebraic manipulation, is given by
o 1" o ne oy
(2N-1)¢ ;—2— | (1-07)" 2z, (Za + U—2>
p(za) T y 2 ; 1
(- 1112 (2, + (02708) (1-22)) + atoyro o107 W2

(22)
. The form of this pdf can be substantially simplified if we normalize
z, by setting
p

A U ’
Z. = =X . (23)
a v
Then,*
, N-1 _ :
plx) = A—XEN X - t24)
[ex+1)? - ap?xV*2 |
where
A= - -y -2 © (25)
The performance of the estimate of
T N A ’
n PU/PV = 1n Py PV =z = 1In ?a 2 1In (PU/pV) + 1n x (?6)

*Tge pdf of p(x) in (24) agrees exactly with that developed in .
{1,p.C-9].



is evaluated by determining the RMS error. .
The first moment is-initially evaluated and is given by

T ' ’
e En (pU/pV)] = In (Py/P) + E(In x) . (27)
By making the change of variable x==ey,

£ (in X)fl * (1In x)k(x-fl)xN"]dx

: ]
0 [(X+-[)2 _ 4DZX]N+

A
2

-~

00

K ) :
y- 2 cosh (y/2) dy . (28)

A

" [2coshy+2-4dp

When k=1 in (28), the integrand is an odd function over even limits and
therefore vanishes. Hence,

E (@) = n (py/py) (29)

/\ ) .
and In PU/PV is an unbiased estimate of 1In (PU/PV)'
The variance of error is

i .
Var [En PU/PQ} -4 cf = E{[In x]z}. (30)
Letting k=2 in (28),*
B 2
of = E[(nx)% = 4A y_cosh (y/2) 4y
O [2coshy+2-4ay?N¥2
= 2rise VeV
. zajo y'li+e’]e Co (631

[ + (2-40%) e + 1V 2

The RMS error, o, has been computed, the results of which are
shown in [1, p. B-4] for N=1,2,4,6,10.

*
Equation (31} agrees with the performance result in [1, p. C-10].
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ADDENDUM A
~ MAXTMUM LIKELIHOOD ESTIMATE OF POWER RATIO

MAXIMUM LIKELIHOOD ESTIMATE

The maximum Tikelihood estimate of the ratio of power in two complex
Gaussian vectors is developed. If U and V are random vectors and o« is a
parameter of the probability density function (pdf), p(U,V;e), then the
M.L. estimate of o« is defined-as that « which is

max p(U,Vsa) p(U.V;a) . | | (A-1)

o

If the pdf is unimodal, then a is that « which is the solution to

ap (U,Vsa)

o

= 0 (A-2)

or equivalently, that o« which is the solution to

3 In P(E,!;a)

= 0. (A-3)
Ja
If there is more than one unknown parameter, whethar or not it is
to be estimated, the M.L. -estimate is given by the following. Suppose
o and B are unknown parameters and o is to be estimated. The M.L. esti-
mate for o and 8 is formed by simultaneously solving [6-7] the following:

3 1In p(y,gﬁa,s)

da

3 Tn p(YU,Via,B) :
= 0 (A-4)

o B

for o« and 8. The solutions are the M.L. estimates for « and 8. If only
one of the parameters is to be estimated, the estimate does not change.
We also note that: The maximum 1ikelihood estimate of any strictly

monotonically increasing function of a parameter is equal to that same

‘function of the M.L. estimate of the parameter.




For example, if we have p(Usa), and we desire the M.L. estimate
of

y = Tna, ~ (A-5)
then we form

5 plU.e")

37 = 0 ‘ (A-6)

and solve for y. By the chain scale for differentiation, however,

3 p(U,eY) 5 p(U,a)

- ao -
3y - Jo 3y (A-7)

Since
A ,
_3'% = e > 0 forally, (A-8)
the only way (A-7) can equal zero is for

] P(,U_,Dﬂ)

3o

= 0, . (A-9)

Y

since €' never vanishes.

Therefore, when determining the M.L. estimate of In (PU/PV)’ we
need only consider the M.L. estimate of PU/PV'

THE MAXIMUM LIKELTHOOD ESTIMATE OF POWER RATIOS

The M.L. estimate of power ratios is developed in steps. Consider
first real uncorrelated Gaussian samples. The pdf p(U,V) is given by

N N
- 1 - 2
plu.v) = 1 exp [ 12 !ILJ_IIZJ exp [ ]2 II!H} . (A-10)
o, 20, /2n o, 20,

L0
2
R & B—-ﬂ _ (A-11)

is desired. The second parameter in p(ygﬂj is chosen to be o), so that
p{U,V) can be written as

The M.L. estimate of
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X .
- 1 N/2 -1 2 2
(U,¥) = R U RIIV . (A-12
P2 2 exPlch El_” + R[|V]] ]} (‘ )

The M.L. estimates are solutions to

3 In p{U,Y)
—_—_ . = O
a R
3 1n p{U,¥)
""—'—a'r = 0 . . (A“]?’)

Without difficulty, the M.L. estimate for R is shown to be given

by .
SN 2 _ N
e 02 1
R = T = 7 - (A=14)
vl o v
Also,
SN ’
A o, |1l |
/R = = 7 T (A-15)
v A

since the square root is a strictly monotonically increasing function.
In the case of power ratios, it is noted that

N

. ;?

AR (A-16)
a .2
v oy

when the random vectors are uncorrelated. We shail see that this is also
the case when u(ti) and v(ti) are correlated.

CORRELATED SAMPLES

Correlated Gaussian samples are now considered. Since the extension
from one sample of u and v to N samples is direct, we restrict attention
to one sample of u and v. The joint pdf is given by



1

1 _ 2 2 -
plu,v) = > exp —-—}T l2—+ _Y_z_ - _25!_‘;.9_ (A-17)
ZTTO'UO'Vl\“—p 2('}‘0)-% Uv v

A

where p is the normalized correlation coefficient between u and v,
defined by

o = E(uv)
0.UO—V

(A-18)

g
r

With the definition of R given in (A-11), p(u,v) can be written as

2 2
1 - -1 u i ZUuvop
plu,v) =. exp + - X2 L (al9)
2ral (1) R1YE T J2(1- 4% l;vz R0 o /_R:,

There are now three parameters, so that the M.L. estimates are given by
the solutions of

a In plu,v

3R =0 (A20)
9 In plu,v) _
5o = 0 (A-21)
21 (éu’v = 0. _ (A-22)
a(cv) .
Performing the indicated operations, we obtain
R = —-——1——2[&1 ~uvp YR ], (A-23)
(T-0 )0 :

|

' 2
2 _ 1 {_1 u .22 ,
. % T3 (]_p2>l:R tv J (A_-.za)
:amd . ) .1 ,
- u . - -
) °2 (] -02)( V) '[-p :l (A-25)

from (A-20), (A-21), and (A-22), respectively.

f
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From (A-23), (A-24), and (A-25), the M.L. estimate .of R is

or equivalently,

AN

InR = 1in [uz/v2

(A-26)
The key point is that when the random variaﬁ]es become correlated,

the M.L. estimate for of/of does not change. -
The extension of these results to complex correlated Gaussian vectors

is straighfforwqrd, although somewhat more cumbersome, with the result as

shown in (5). With the simpler development that is shown here, the M.L.

estimate in (5) is the expected estimate.
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ADDENDUM B

STATISTICAL CONSIDERATIONS OF TWO NARROWBAND
GAUSSIAN PROCESSES -

Pré1iminary statistical considerations of the two narrowband Gauss$ian
procesées are presented which are necessary before the performance df'the
maximum likelihood estimate can be determined.

The processes used in ‘this estimation are marginaiiy and jointly
"spherically symmetric.” Spherically symmetric means that an arbitrary
phase shift of the &arrier frequency will not change the statistical char-
acteristics of the in-phase and quadrature-phase components of either proceés.

* For spherically symmetric compiex Gaussian vector processes, we can
“invoke Grettenberg's Theorenm [3-4], an extension of which is quoted for
this application.

Grettenberg's Theorem.. Let W(t) be a complex (column) vector Gaus-
sian process with mean zero. Then a necessary and sufficient condition
that

EfH(t) W' (s)] = 0 (B-1)

for all s,t is that w(t) and e’%(t) be identically distributed for all -
real 6 {i.e., spherically symmetric). The T in (B-1) means "transpose.™

Mutually spherically symmetric for .vector ccmplex Gaussian processes
implies that the information is in the phase differences, and an arbitrary
but same -phase shift in all components of the vector process produces no .
change in the joint statistiés.

As pointed out above, the processes u(t) and v(t) are such that
they are jointly spherically symmetric. It has already been assumed that
the successive samples of {u{t),v(t)} are suff{cient[y separated in time
so as to be independent. The utility of Grettenberg's Theorem here is
when s=t,. for which

(B-2)

Ef?(t)] = 0
EvVi(t)] = O (B-3)
Efu(t)v(t)] = 0 (B-4)
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From (B-2),
EL?(t)] = E(uZ) - E(ud) + 2jE(uu,) = 0.  (B:5)
Hence,;
2y _ 2
E(“ci), = E(“si) (B-6)
and
E(uciusi) = 0 . (B-7)
Therefore, Ues and u.; are statistically independent and identically
distributed.
A similar statement can- be made about v(t) from (B-3).
From (B-4),
0-= Efu(t)v(t)]l = E[uCT ci T Usi 51] J E[u Vi usivci]' (B-8)
Hence,
: = A
E (uCi Vci) E [usi Vs1] s c (B-9)
= A
‘where ¢ and d are real.
The cross-correlation of u(t) and v(t) is defined as R
. 4 er.*
PUV = E[U (t) V(t)]-
= EluggVey +UgyVeqd * JELuGg vy ~uggveyd. (B-1T)
For spherically symmetric processes,
P = 2c ' (B-12)

uv

and is real.

The covariance matrix of [uci ,v ] can now be written

5i? V
as



15

P,/2 0 ; c d ]
]
0 PU/Z y -d c | .
, .
M4 = ) mmesr— - '|: ------------ - (B-‘ls)
1
c -d 5 Py/2 0
L d c i 0 P2

Next consider u{t) and 'v(t) expressed in terms of envelope and
phase variations:

u(t) = R](t) cos [wot - e](t)]
‘v(t) = Rz(t) cos [mot - 8,(t)] . (B-14)
Then,
. E[ucvc] = E'[R]R2 cos 9, cos 62} = C
E [us Vs] = E [R] Ry sin 9 sin 92] = ¢
E[ucvs] = E[R1R2 cos 8, sin 62] = d
E I:us vc] = E[R] R, sin 8, cos 92] = -d . {B-15}
Let ¢ 8 8, - e], where ¢ represents the “"phase difference information"
between u(t} and v(t). Then, )
:_ 1 ]
'E(uc vc) = 3 E )RIRZ ( ¢ + cos (¢ + 261) i = ¢
1
E(usvs) = 7 E )R1R2 G: ¢ -~ cos (¢ + 26]) i = ¢ (B-16)
E{u v} = l—E R.- R (s1n o +-sin (¢ + 26 ) = d
c's 2 172 1
E(uS vc) = —E_E %R] R, (sin ¢ - sin (¢ + 291»$ = -d . (B-17)

For spherically symmetric processes, o, is uniformly distributed
over (-m, 1) .- When this is incorporated into (B-16) and (B-17),
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it
1

E[uc vc] ~E[us vs] -% E[R] R, cos $] (B-18)

t
]

d . (B-19)

Il
1

E(ucvs) = E(uSvC] JZ-E[R1 R, sin ¢]
Finally, if the phase difference ¢ has a symmetric pdf about 0,

then E (sin ¢) = 0, and d=0. In the applications anticipated with this.

estimator, the statistics of the estimator are independent of phase. In

addition, the assumption thét.¢ has a symmetric pdf is a very-reasonable

-one for most applications. This assumption is thefefore made and, hencé;

d=0. '
The covariance matrix My in (B-13) now simplifies to

_ . -
PU/Z 0 i C 0
1
0 PU/2 i 0 c
I el ? ———————————— (B-20)
c 0 i PV/2 0
1
| 0 c 10 P2

Inspection of the covariance matrix in (B-20} shows that the only
dependence is between the real part of u{t) and the real part of v{t), and
the imaginary part of u(t) and the imaginary part of v(t). These correla-
tions are also identical. Since everything else is uncorrelated (and
therefore independent, since all processes are Gaussian), the observations
could equally well be modeled as 2N samples of two real baseband processes
uC(t) and vc(t). _

When the pdf of the estimator is determined, we assume that 2N
samp]és of uc(t) and vc(t) are observed. The resulting pdf of the esti-
mator is identical to that when N complex samples are assumed to be
observed from u(t) and v{t) with the covariance matrix given by (B-20).
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APPENDIX K

POWER ALLOCATION PROPERTIES AND COSTAS LOOP SUBCARRIER TRACKING
PERFORMANCE ASSOCIATED WITH A DIGITAL PHASE SHIFT IMPLEMENTATION
OF THE THREE-CHANNEL ORBITER KU-BAND MODULATOR

by
Marvin K. Simen

INTRODUCT ION

In a previous report [1J, the author initiated a study to deter-
mine the feasibility of employing on the Space Shuttle Orbiter (SS0)

a particular implementation of the three-channel Ku-band modulator
wherein the two ]owér data rate channels are combined by digitaliy
phase modulating their joint information on a single squarewave sub-
carrier. Such an implementation has been proposed by Hughes Aircraft
Corporation (HAC) and will herein be referred to as the HAC version of
the three-channel modulator. Others [2] have also considered such a
possibility as an alternate means of transmitting an unbalanced quadri-
phase shift keyed (UQPSK) signal. Prior to this suggestion, the
accepted means of transmitting the information on the two lower data
rate channels was to biphase modulate the two data streams onto quad-
rature squarewave (or sinusoidal) subcarriers. This version of the
three-channel modulator will herein be referred to as the NASA version,

The purpose of this report is-to continue the feasibility study
begun in [1] with the hoge of reaching a conclusion as to the desira-
bi]iiy of the Hughes apbroach relative to a modification of it which
incorporates a bandpass filter at the subcarrier modulator output.

This modification has the effect of retaining only the fundamental of
the digitally phase modulated squarewave subcarrier, thus makiﬁg the

modulator output signal identical in form to that of the NASA version
with sinusoidal subcarriers.

We shall begin by rewriting the presentation made in [11 in a
form which is more intuitively satisfying and more suitable from the
standpoint of understanding the suggested modification mentioned above.
Following this, we shall give careful attention to the feasibility of
using an in-phase-quadrature type demodulator to extract the data on the
two lower data rate channels from the composite modulator output. The
performance of a subcarrier reconstruction loop, i.e., a Costas loop,



“which incorporates this in-phase-quadrature demodulator in its input
will also be investigated. Its tracking performance in response to an
input from the HAC version, the modified HAC version, and the NASA
version- of the three-channel modulator output will be evaluated and
compared. ’

Before concluding this introduction, it should be pointed out
that the author in [1] made the statement that when the digital phase
modulator implementation is used in the absence of a bandpass filter
preceding the subcarrier demodulator, a simple in-phase-quadrature type
demodulator of the Costas Toop type will not produce a valid loop error
signal at the loop filter input. In this regard, credit’ is due R. Cager
of HAC for pointing out, through his analyses [3], that this statement
* was incorrect. In fact, much of the analysis presented in this report
parallels that in [3] in a slightly simpler notation. Also, some addi-
.“tionai effects, e.g., finite arm filter bandwidth distortions, which
were not accounted for in [3] are hereing taken into account, along with
numerical evaluations of system performance.

POWER ALLOCATION PROPERTIES OF THE HAC VERSION
OF THE THREE-CHANNEL MODULATOR

In a host of previous studies [4-10], much consideration has been
given to implementation of the three-channel Orbiter modulator, whose
purpose is to generate a signal for simultaneous transmission of three
channels of information on the Ku-band return Tink. Two of the more
common structures for Mode 1 are referred to as the Three-Channel Inter-
plex Modulator and the Three-Channel Quadrature Multiplex Modulator,
the latter -having the advantage that a Tinear phase modulator at the
carrier frequency is not required. In principle, the quadrature multi-
plex modulator is of the in-phase-quadrature type wherein the high data
rate channel {50 Mbps) is biphase modulated on the in-phase carrier and
the two lower data rate channels (192 kbps and up to 2 Mbps), after
being biphase modulated onto quadrature squarewave subcarriers and
summed, are amplitude modulated onto the quadrature carrier (Figure 1},
The disadvantage of this configuration is that the signal which is modu-
lated onto the quadrature carrier is multi-Tevel. Thus, when the
in-phase and quadrature modulated carriers are summed and hard-1imited,
the resulting . two-level signal suffers a limiter suppression effect



/Py my (t)

RF
Oscillator

s51in mot

90°

Power
Amplifier

cos w_.t

Figure 1.

Three-Channel Quadrature Multiplex Modulator - Mode 1




and a redistribution of the power among the three channels, together
with the generation of a triple cross-modulation product.

An alternate approach to combining the two lower rate data chan-
nels is to digitally phase modulate the joint information on these two-
channels onto a single squarewave subcarrier {(Figure 2). If mz(t) and

(t) respectively denote the Tower rate modulations corresponding to
channe]s 2 and 3, then the output of the digital phase moduiator in
Figure 2 can be expressed in the form :

o(t) = /] sin [ug t + o(D)] - )

where Sin X is a squarewave subcarrier with radian frequency Wees PS
is the total power in this subcarrier, and the digital phase modulation

a(t} is given by (Figure 3):
’ mz(t)-1
G(t) = ) H'Iz(t) ms(t) 90 - (—"'"""—2——"—)“ . (2)

The digital data streams mz(t) and m3(t) are *1 waveforms of rates R,
and RS’ respectively.* Notice from (2) that the digital phase modulation
-¢(t) takes on one of the four values 04> TE 04> depending on the x]
polarity of the modulations mz(t) and m (t) Thus, (1) represents an
unbalanced QPSK modulated subcarrier. If 90-ﬁ/4, then (1) becomes a
balanced QPSK modulated subcarrier.

As in Figure 1, the total three-channel signél generated by the
modulator is

s(t) = /2 {C(t) cos wyt + S(t) sin wgt} , - (3)

0

where wg is the carrier radian frequency and.
s(t) = /Py my(t) (4)

represents the high data rate channel.
Expanding (1) in a Fourier series gives

[+

c(t) = /B n=1,325 = sin {nug.t + o(t)1} (5)

Throughout the remainder of this report, we sha]] assume that
R2:>R3, e.g., Rz 2 Mbps, Ry = 192 kbps.
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e A
or c(t) = JPS n=1,;§;,l.. ny SN nw  t cos ne(t)
+ P :Z: ﬁi-cos Mo t sin ne(t) . {6)
n=1,3,5,..
From (2), we find that, for n odd, = m,(t)
2
(t) -
cos ne{t) = cos [m (t)rn (t) ne ] coSs [(i%:g?//lj/fj
2(1:)—1
+ sin [mz(t)ms(t)ne 1 sin [(
C = 2(t) cos ng,
_ m,(t) -1
sin ne(t) = sin [mz(t)mB(t)neo] cos ("—*TT"*_) nw

mz(t)—l
+ cos [mz(t)m3(t)n90] sin [@———?-—)né}

2 . .
= m, (t)ln3(t) sin no, = m3(t) sin ne, . (7)

Thus, substituting (7) into (6) gives

[++)

c(t) = Vﬁ;'mz(t) :Z: L cos ns, sin nu  t

n=1,3,5,... ¥

4
+ /5g ms(t)n=1 ;z; - sin no, cos nw_ t, (8)

which is an in-phase-quadrature type representation where the "effective"

subcarriers have Fourier series with coefficients (4/nw) cos neg and
(4/nt) sin néy - )

To determine these effective subcarriers in terms of known func-
tions, we use the trigonometric identities

. T ..
sin n(mscti-eo) + 5 sin n(msct-—eo)

™| —

cos neo sin nmsct

1 . 1.
7 sin n(wscti-eo) - 7 sin n(wsct-eo) . (9)

in n8, C
sin n 0 os'nwsct



Then, since the squarewave subcarrier Sin wsct has the Fourijer series

. 00

) i . ‘
gsinw_ t = Z — sinnw__t , (10)
s¢ n=1,3,5,... " s¢ ~ :

it is obvious from (8), (9) and (10) that C(t) can be written in the
form

C(t) = /P my(t) S+(wSCt;60) + VP my(t) S (u t30,) (11)

where

e

* . 1o g -
s (wsct,e 7 sm(msct+ao) t s sm(wsct 6

o! o)

ne

—_— 1 ., 1 -
s (mSct’eO) ?S1n(msct+ﬂo) - —z—sm(msct -.eo) . {12)

-

. ) - - + '
Figure 4 iliustrates ES(mSCt,en) and Es(wsct,eo) Versus mSCt' Note from
this figure or the definitions in (12) that

Sy (w t304) 8 (wg tsap) = 0
28
(8 oy ts0g) 1> = 1 - =L
29
qs (o tio)1?> = =2, (13)

where < > denotes. time average. The first equation in (13) is interest-
ing in that the product of the two effective subcarriers is identically
zero rather than the time average of their product. This is a somewhat
stronger condition than the usual orthogonality between in-phase and
quadrature subcarriers. - )

It is now a simple matter to compute the power in each of the
two lower rate channels at the odtput of the modulator. Thus, from
(11) and (13), we have that

Py = P IS (ug 130,01 = P (1 - 20

P

[}
i

3 Ps<[8_(msct;eo]2> PS(%GO). (14)

Thué, the ratio o3 of the transmitted power in channel 2 to that in
channei 3 is, from (14),
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0 . .
= 1 (15)

or, equivalently, solving for 9, in terms of UPEY

w 1
0 = 3(re—). (16)
0 2\1 + No3

A modified version of the HAC three-channel modulator of Figure 2
incorporates a bandpass filter at the digital phase modulator output
which allows passage of only the fundamental in this waveform. Also,
since this filter output would no longer be digital, the multiplier
which puts this signal on the quadrature carrier cos mot would now have
to be of the four-quadrant analog type rather than a switching multipiier.

Filtering out the first harmonic in (1) gives

- 4 . ]
C1(t) = - VP sin [wsct_+ e(t)]
4 . .
= ;—JPS cos 8(t) sin wsct + JPS sin 6(t) cos vt (1?)

or, in view of (7),

- 4. ‘ 4 :
¢ (t) = - /5; m,(t} cos ey sin wet = %5;'m3(t) sin 8, cos w_ t.  (18)

0 sSC

From (18), we immediately see that the ratio of transmitted powers in
data channels 2 and 3 is now .

T4 2
P g(f) pgeestyy
n = £ = = cot” @ (19)
23 P3 174 2 9 0 :
7 (:;) Pg sin” 9,
or, equivalently,
. -1
8y = cot’ Vn,o (20)

To compare the relation between e and Nyg OF (16) or (20) with
that of the quadrature multipiex implementation of Figure 1 (the NASA
version of the three-channel modulator), we observe that, for the
latter, we can immediately write ’
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MU=J§MHQMJ+@N&MQ%L (21)

where Cos x denotes a squarewave subcarrier in phase quadrature with

sin x. Assuming that the total power in C(t} is again denoted by Ps’
then from (21),

PS = P2 + P3 . _ . (221
If C(t) is bandpass filtéred so that only its fundamental harmonic is
passed, then from (21) and the Fourier series for Sin w, b and Cos wsct’

we have th;t

C](t) = %—/5; mz(t) sin w  t+ %-/5;'m3(t) COS wsct
= 2P sin [ug b +o(8)], - (23)
where '
VP, m,(t)
o(t) = cot”) =22 " (24)
/5;'m3(t)

Comparing (24) with (2), we immediately see that 8 is given by (20).
Thus, (17} and {21) are identical; or, equivalently, the fiitered HAC
and filtered NASA versions of the three-channel modulator give the same
output signal with the same power allocation between the two tower data
rate channels. Alternately, if the NASA version uses direct modulation
of quadrature sinusoidal subcarriers rather than squarewave subcarriers,
i.e., replace Sin u .t and Cos m;ct in Figure 1 by v2 sin w b and

V2 cos wsct’ respectively, then the combined two-channel output would
be given by (23) with the factor 4/v replaced by V2 .

_ Figure 5 illustrates 8y (in degrees) versus Ny @S determined
from (16) and (20). To review, the result of (16) corresponds to the
unfiltered digital phase modulator implementation (HAC version), whereas
8 of (20) corresponds to the unfiltered digital phase modulator (modi-
fied HAC version), the filtered quadrature multiplex with squarewave
subcarriers (NASA version} or the quadrature-muTtiplex with sinusoidal
subcarriers. Note that, for a transmitted power ratio n23==4,-eo==18°
for the HAC version, whereas 90==26.57° for the quadrature-muitiplex or
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HAC version with bandpass filter. Alternately, if the digital phase
modulator implementation of Figure 2 were designed for Mode 2, wherein

a bandpass filtér is available preceding the subcarrier demodulator,
then eO==26.57° would be the proper choice. . If this value of modilation
angle were than also used in Mode 1 where the bandpass filter is absent,
then from (15), we find that the ratio of the transmitted powers would
be 1,5 =2.387, rather than the desired value—4.

Before going on to a discussion of subcarrier demodulation and
tracking performance for the various implementations, we review the
results given in [1] for the effect of passing the HAC version modulator
output through a bandpass hard-limiter which typically precedes the THT
power amplifier in the transmitter. -

EFFECT OF PASSING THREE-CHANNEL SIGNAL THROUGH
A BANDPASS HARD-LIMITER

We now consider the limiter suppression effect {if any) of passing
s(t) with C{t) as defined in (1) through a bandpass hard-l1imiter. Express-
ing (3) in polar coordinates {amplitude and phase) gives

s(t) = /2 V(t) sin gyt + ¢(t)) , (25)
where ’

v(t) = JoB(e) + s%(x)

o(t) = tan'1‘%%%% . (26)

Since passing s{t) of (25) through a. bandpass hard-1imiter preserves the
phase ¢(t), then the resultant first zone output is given by

;](t) = /2P sin (mot + ¢(t)) , (27)

where P is the total power in the first zone after amplification. In
terms of in-phase and quadrature components, {27) can be rewritten as

zljt) = V?ﬁ'[§%%} sin wyt + %%%% cos ”o%] . (28)

From (1), (4),.and (26), we have that
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V(t) = Jpyml(t) +P_sin (u__t + 0(t))

A
«/P1 + P2 + P3 = \ﬂf" . (29)
where RF=EH-+P2-+P3 is the total input power. If we arbitrarily set

the level of the power amplifier equal to the total input power level,
i.e., P==PT, then from (28) and (29), we have that

z](t) V2 [C(t) cos w.t + S{t) sin wgt]

0

il

s(t) 3 (30)

i.e., the limiter {insofar as its first zone output is concerned} has -
no effect on the signal present at its input. Comparing this with the
results for the quadrature multiplex case [4, Appendix C] wherein C(t)
is given by (21), we see that the power allocations among the three
data channels are changed by the presence of the limiter in addition
to the introduction of a triple cross-modulation product signal. -

DEMODULATION OF THE THREE-CHANNEL SIGNAL PRODUCED
BY THE DIGITAL PHASE MODULATOR IMPLEMENTATION

Demodulation of the three-channel Ku-band return 1ink signal on
the ground is accomplished by first demodulating the carrier, thereby
separating the 50 Mbps high rate digital data from that corresponding
to the two Tower rate channels. A three-channel carrier tracking loop
for achieving the above carrier demodulation was described in Appendix C
of [4], wherein the quadrature-multiplex type of transmitter was assumed.
Since the carrier demodulation process is virtuaily transparent to the
subcarrier demodutation which follows it, we can assume that the above
carrier tracking Toop is also appropriate to the digital phase modulator
implementation of the transmitter in Mode 1 (see Figure 2). The real
question then as to whether or not the digital phase modulator implemen-
tation is practical depends on the ability to demodulate the 8.5 MHz
subcarrier and the ultimate performance of' this demodulator.

Since the ground station ultimately desires an 8.5 MHz sinusoidal
signal as their subcarrier reference, and we have available a digitally
phase modulated squarewave subcarrier at nominally 8.5 MHz, several
alternatives must be examined for accomplishing the necessary subcarrier
demodulation. -~
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A. Subcarrier Demodulation of the HAC Version Using a Costas Loop

With Switching Type In-Phase and Quadrature Phase Detectors

and Analog Type Error Signal Multiplier

Consider first the Mode 1 case wherein a bandpass filter is not
necessarily availahle preceding the subcarrier demodulator. Thus, the
total (a1l harmonics included) modulator output as given by (1) or,
equivalently, (11) is available for demodulation. The simplest form
of demodulator one might consider would be the in-phase-quadrature
type which also forms the front end of a conventional Costas Toop {see
Figure 6). In this regard, several options are available for the design
of this loop, namely, choice of in-phase and quadrature phase detector
type, choice of error signal multiplier type, selection of VCO waveform
(typically sinusoidal or squarewave), and choice of low-pass arm filter
type. Clearly, if the VCO reference is a squarewave, then the choice of
in-phase and quadrature phase detector type (i.e., analog or switching)
is theoretically immaterial. Alternately, if these same muitipliers are
chosen to be of the switching type, then the selection of either a sinu-
soidal or squarewave VCO reference produces the same results. In what
follows, we shall assume that the input in-phase and quadrature multi-
pliers are of the switching type and the error signal multiplier is of
the analog type, the latter choice leading to a somewhat simpler analysis.
Finaf1y, at this point, the arm filters need only be specified in terms
of their transfer function G(s). -

Consider the Costas loop illustrated in Figure 6 when the input
x(t) is the unbalanced QPSK signal of (11) plus noise, i.e.,

x(t) = PO my(t) € (ug ti00) + /P ma(t) S (ag tseg) + nift),  (31)

where the additive channel noise ni(t) can be expressed in the form of
a narrowband process about the subcarrier frequency, i.e.,

ni(t) = Y2 {N(t) cos wget = N(t) sin w  t} . (32)

In (32), Nc(t) and Ns(t) are approximately statistically independent,
stationary, white Gaussian noise processes with single-sided noise
spectral density ND w/Hz, and single-sided bandwidth BH < mSCIZn.
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With switching-type phase detectors employed, the input sfgna]
x(t) is equivalently demodulated by the reference signals

o

-3
——
t
St
i

sin [o  t - o(t)] = sin [ t - ng(t)]

n=1,3,5,...
o n ~T.

— ( 1) cos [nw 't - rzq5ft)] )
n=1,3.5,...

-
—
ot
e
It

! Cos [u .t - @(t)]

(33)

to produce the cor%ésponding phase detector outputs (ignoring second and
higher order harmonic terms), '

eg(t) 2 x(t)ri(t)
= /P, my(t) P nz—iz-{cos nLe(t) - 6,] +cos nlp(t) + oyl}
- /5;'m3(t)n=1’2§% N ;%ig{cos nfe(t) - 8yl - cos nfp(t)+e,1}
- B2y (1) cos.g(t) - 22N (1) sin o(t) . ' (34a)
e(t) 2 x(e)ri(t)
- n-1
- /ﬁg'mz(t)n=1,;%;’." néiz(-1) 2 {sin nfo(t) +84] +sin n[¢(t)-—eﬂ]}
o ©on-1
+ /F;-ms(t)n=1’;%%’--- néiz(_]) 2 {sinn[w(t?i~60]-sinn[@(t)-eo]}
L B2y (t) sin @(t) + 22 1 (£) cos g(t) , " (34b)

where ¢{t) is the loop phase error. Bafore continuing with the Costas
Toop analysis, we digress a moment to examine the power relationships at
the phase detector outputs.

Since es(t) and sc(t) represent the points of extraction for the
data in channels 2 and 3, respectively, it is of interest to examine the-
power available in these channels and their ratio. Ignoring crosstalk,



i.e., assuming @(t) =0, we get

=
I

_ - »
Signal power in e (t) = P -COS n#
2 s @=0 SJJ=1=3=5: nen2 0
B ® -on=1 2
Pé = Signal power in ac(t) = PS E 282 (1) Z sin ne
: =0 n=1,3,5, n"w .
Using the trigonometric identities
® n-1 ]
2 (pZosinm gy
N n=]',3,5,... ! n
4 COS nX - n
- = T(x + %), (36)
The1,3.5,... n? 2
where T(x) is the triangular correlation functién (see Figure 7) defined
by .
X 3 Ix| < w/2
T(x) = :
-XU-ﬁr]; /2 2 [x] < w
T(x) = T{x + 2n), (37)
then, letting X =84, We find that, for B < /2,
‘P":=P§T[e +If,]-2=p(1-§9)2
2 SiT 0 2 [ w0
_ Z 2 . p (242
P, Psl; T(eo):l P (Zop) (38)
and .
| 2 2
b _112_ - (1 - Ll 80) . 2
123 P Z o2 123
T 0
Y RN P 2 .42 2 .42
Pe Pl + P PS[U - = 60) + (Tr eo)] .

(39)
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Note that Pé represents the total power available for data detection
and ”é3 is the corresponding ratio of powers in the two data detection
channels {assuming zero crosstalk), Thus, if we desire né3==4, then
n23==2 and eo==30°. Also, P;==5PS/9, i.e., only 55.6% of the total
power available at the transmitter is available for data detection.

The power allocation relationships of (38) can also be derived
in a simpler and perhaps more illuminating way. First, ndte from
Figure 4 that E?(msct;eo) is a gated version of Sin we b and Ef(wsct;e
is similarly a .gated version of Cos msct in the sense that

9

+ . . + ) 2
s (msct,eo) sin (msct) [s (ms-ct,eo)]

1

S (g t30g) C0s (wg t) = [87(u tiog)1? . (40)

Also,

+
S (msct,eo)c:os (msct)

il
o

I
o

s (msct;BO) sin (wsct) (41)

Thus, we immediately have that

r—:s(t) =0 = fP; mz(t) <S+(wsct;60) Sin (wSCt)>‘

ns(t)=0 =0
: + /5;'m3(t) (EiigsciéﬁaTiggg;z;;ct)>

i 26
g my(t) <8 (g 30901 = /P] my(t) [1- =2

) =0 )
o= = /5;'m2(t) <Eflggci%857ng§’?:;c§)>

ni(t)=0

e (t)

+ /FTS—mS(t) <s‘(wsct;eo)cos (wsct)>

it

/_» - 2 - ) 290
Py mglt) IS (g 301D = Aomgn) (20) . ()

Applying the definitions of Pé and Pé given in (35) to (42), we immedi-
ately get the results of (38).
The identities of (40) raise an interesting question regarding

the necessity of using squarewave VCO quadrature reference signals.
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‘which are clearly not matched to the effective in-phase and quadrature

. + -
subcarriers E;(msct;eo) and 5 hnsct;eo). In fact, if one were to gener-
ate as in—phasé and quadrature references the signals

rg(t) = STugt - plt)seg)]

I

r.(t)

S [u  t - olt)se ] , (43)
then in the absence of noise and for zero phase error, the demoduTator
output would be identical to (42). Thus, we conclude that, from a
demodulated signal powe} standpoint, it is sufficient to generate the
gated in-phase and quadrature reference signals of (43) rather than
full duty cycle squarewaves, i.e., one should match the demodulation
signals to thée effective in-phase and quadrature subcarriers. The
advantage of using (43) as reference signals lies, of cburse, in their
“effect on the demodulated noise since, clearly, the first harmonic of -
rs(t) and rc(t) of (43) has less power than the first harmonic of rs(t)
and rc(t) of (33). At the conclusion of this report, we shall return
to a -consideration of this alternate approach and present the analysis
for the tracking performance of a Costas-type loop which employs the
demodulation references of (43).
‘Continuing now with the development leading to the determination

of the Costas Toop performance for ﬁhe HAC version, we find that, from
I the trigonometric identities of (36), the phase detector outputs of
(34) can be written in the simpler form )

F——1 (p+F 00—
2(8) = AT my(t) L [Tl + § - 0g) + Tlg + 3+ 0g)]

- P my(t) L T(p+ 5 - 0g) - T(p+ 5+ 00)]

F“—“"TT¢+%BQ“_“"4

- %‘/z N (t) cos g(t) - 22

m

Nc(t) sin @(t) (44a)
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— T (g 364) —

ec(t) = VP my(t) L [T(p - 8y) + T(@+ 6,)]
- /P my(t) %-[T(¢J— 8} - T+ eg)]
— T (g385) —

2/”' /_

N (t) sin(t) + == N (t) cos @{t) . . (44b)

After Towpass filtering as(i) and sc(t) with arm filters G{s), these
signals become, respectively,

z (t) 2 G(p) e (t)
= /B () £ T (e + Jaag) = P fig(8) 117 + Tog)
2/_ R (t) cos ¢{t) - /F-N (t) sin o(t)
z(t) & alp)e(t)

- 1 N -
= Py LM eg) - B () LT (gs0p)

2/‘ Ji

N (t) sin ¢(t) + 2 \t) cos ¢(t) , . (45)

where the "hats" denote filtering of the corresponding signals, e.q.,
(t) G(p)m Thus, the output of the third (error signal) multi-
p11er is the dynamic error signal

zy(t)

(=g

2,(t) z,(t)

p .
~—%{Fn22(t) T+(g0+%;eo) T+(q0;eo) - rﬁsz(t) [- T'(qo+%;90) T (p30,)]
kil . N

# fiy(t) fig(£) [- T g+ J30g) T (@300) - T {0 +5300) T (0300)1}

3 Volt.20(t)] , (46)

where
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volt.20(t)] = ;%{[ﬂSZ(t) - ch(t)]sin 2(t) - 20 _(t) ﬂs_(t_) cos Zw(t)} ..
+ %T-'/Z-Z /p;[lflz(t) T“’((P+%;go) - i (t) T_(¢+%;90)}
x Eﬁc(t) cos ¢ (t) - ﬂs(t) sin @(t)]

x {Nc(t) sin @(t) + Nsﬁt) cos @(t)]. {47)

The instantaneous freguency relative to O of the VCO output is related
to zo(t) by

Lt = -k IF(p) 2(t)] SN )

and hence the stochastic equation of loop operation becomes

2P 2P
2d A g A :
glt) . - KF(p) {;2—5 Ry (t) S, (20300 - ‘T;zi iy (1) S3(20300)
. , _ :

where the S-curve components 52(2¢;60), 53(2¢n90) and Sé§(2¢;90) are
defined by

He

+ +
Sy(238g) = T (@ +3385) T (@30
$.(2038,) & -T (0 +536) T (30,)
31499 2°%) 1 \P5%
) + - - + )
S,q{20300) = -T (@ +3380) T (@364) - T (@ +338,) T (@38) (50) -
and illustrated in Figure 8. As has been previously done [12-13] in

problems of this type, we shall now decompose each of ‘the signal terms
in (49) into its mean value plus the variation about this mean, e.qg.,

m2() S,(2030,) = <AZ(E)> S,(2@38,) + [RZ(E) - <y (£)]S,(20500) » (51)

where the overbar denotes statistical expectation. It is easily shown
that
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+ , + . é - .
‘T (¢+§=90)T ((,0 360) 52(2§0:90)

28 (w-26_)
0 0 \\\\*
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- i .
L l 80 TIZ—”GO : L
!
» i
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Figure

>

8. S-Curve Components
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Figure 8. (continued)
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B> &, = Eos’"k(f)lG(j 2 F)[2df ;3 k=2,3 (52)

and since ﬁz(t) and m3(t) are independent,
my(t) my(t) = 0. (53)

In (52), Smk(f) denotes the power spectral density of mk(t); k=2,3; and
|G(j2nf)]2 is the magnitude squared of the arm filter transfer Ffunction.
Rewriting (49) using the above decompositions gives*

2p
3%% = -KF(p) {“—23[02 Sp(29380) - D3S3(29300)] + ne(t,ch)} : (54)

where the total equivalent noise ne(t,2g0) is given.hy

2P 2P
ne(t:20) & v,(£,20) - — ny(1) S5(2030,) + —5 n, (1) S,(2038,)
i - ™

2P
S .
"3 () Spgl2ging) (55)

with the self-noise nk(t); k=2,3; and the cross-modulation noise n23(t)
defined by.

A2t - <RA(E) 5 k=23

e

nk(t)
nys(t) & fi, () g(t) - (56)

Equivalent Loop S~-Curve

The equivalent Toop S-curve in (54) is

2P :
: 4 s . _ . ’
S(Z@,eo) = - [D252(2¢,90) D353(2¢,60)] . (57)
The slope qu, of the S-curve at the origin, i.e., ¢ =0, is then
. B ds(2¢304) _ -P-S—D dS,(2¢;04) ] E_s_g dSa(2¢304) ,
2¢ d2¢ 0=0 1T2 2 dg 0=0 423 ‘ do 0=0

(58)

*For simplicitj of notation herein, we drop the dependence of the
phase error ¢ on time t.


http:given.by

which, from (50) and Figure 7, becomes

K

p .
20 :%%Dz [2[17-280)] - D3(460)E

EP_S_D(__ZE_DEQ_ '
T |2 ™/ "3 %

Statistical Characterization of. the Equivalent Additive Noise

The self-noise and cross-modulation noise processes all. have zero
mean and a continuous power spectral density component. Since the band-
width of these processes is very wide with respect to the loop bandwidth,
it is sufficient to find for each one only the power spectral density at
the .origin which, when multiplied by the loop bandwidth, gives the con-

tribution
(55), the

Re(T:Z(P)

where

to the total néisg power of that modulation component. From
autocorrelation of ne(t,2¢ﬂ js easily shown to be

<ne(t,2¢)ne(t+r,2¢))

apl 4P52 ) ‘
= 753(2(p;80) Rn3('1') + ,n.q' 32 (zgﬂ;eo) an('f)

2 .
+ —4 523(2@;90) Rn (T) + RV (Tazfp) s
] 23 2

Rnk(r) 8 {nk(t) nk(t+“t)> ; k=2,3

Rugg(t) & ngg(E) mag(E 4> = Ry () Ry ()

Rﬁ]k

R (T 92§0)
W)

o

(1) 2 @O iy = | Slf) 6 an

szf; k=2,3

<V2(t32 QO) Vz(t +T:2§0)> -

The equivalent noise power spectral density at the origin is then

N(20) = 2LRE(T,2¢>) dr

28

(59)

(60)

(61)

(62)



29

In [12], it was shown that, for cases of practical interest, the effect
of the self-noise power on loop tracking performance was negligible,
Thus, for all practical purposes, we may concern ourselves only with
'NE(Zgo) evaluated at ¢ =0, i.e., ‘

2
SP ) o . )
4} _ S 2
Ne = Ne(zqﬂ)gpzo = —'HT[ZBO(TT-ZGO)] Lm Rﬁ]Z(T)Rﬁ]S(T)dT'!' 2 L RVZ(T,O) dt
(63)
From (47) and Figure 7,.
v(t,0) = - BR (0 R (t) + 2 /T fin(t) [ - 2001 i_(¢)
- BF A hgl) (200) (1) (54)
and thus ) .
2 2 28 712
16 2 4/2 Y .. 0
RVZ(T:O) = (;E) Ry (t) + (ﬁ;—) Ps - RmZ(T)RN(T)
2 .
2 26 )
+ (5“—2-) PS(TO_), Rﬁls(’t) Ry(t) (65)
where
A ~ ~ A
RN(T) = N(t)Nc(t'i‘T) = Ns(t)Ns(t'l"r)
N
- _0 2 JZﬂfT
[ latznl®e (66)

Substituting (59) together with (65) and (66) into (63) and using
“Parseval's Theorem yields

162N0 b 32 280\ [ . 4
= ()3 stz ot + 3 2 g1 - -2 | 5, {7) 16(320 )

K

Ll g

2

28 @
32 0 . 4
%, NO( ) J-msms(f)]G(J 20 £)| 4 af

+ 8P52 l:(fzg)ﬁ - EEQ)T r; smz(f) sms(f) |G(] 2x f)|4 daf . (67
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Recalling the relationship in (38) for fhe demodulator output channel
powers, then (67) can be written in a somewhat more compact form,
namely,

‘ 2 :
N = 8P,P.D +4—8—' P N.D, K, + PIN. B, K +iED—BK (68)
e 2 3723 172 202!)2 30_303 TF221‘L’

where D, ;3 k=2,3; is defined in (52),

k;

=
>

23 r sz(f) Sms(f) |6(j 20 F)|* af

I, Smy (F) 1603 20 ) 1% af .

~
[i=g

) 4= . — k=23
k7 Sp () 603 2 £)] df
. [0 ja(ienf)|* ar
- . (69)
I° |6(3 25 £)|° df
and- '
B, 2 J 16(3 2n £)]% df (70)

. is the two-sided arm filter Towpass bandwidth.

Effective Loop Signé]-to-Noise Ratio and Phase dJditter

From the loop equation of operation given in (54) and the equiva-
lent S-curve of (57), we can see that the effective loop signai-to-noise
ratio is given by

K2 o
be = T (1)
e L
where B js the single-sided foop bandwidth. Substituting (59} and (68)
into (71) and simplifying results in
- B )
pe = q_SL ] (72)
_ where p 4 Ps/NOBL with the total.transmitted subcarrier power Ps==P24-P3,
and 8. is the Toop "squaring.loss" which is given by
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/P 0, - /F] ]2
5 = : 2 2 (73)
29" 303 Kp AN AT 2 N \
. 2 3 0
Defining the modulation indices,
b
LA C2 _2, 1\
ng T 7 ! ﬁeo)
S
p ‘
, {2 \2
Tl3 é "P'E' = (;90) 3 (74)
S
- then (73) simplifies to
) [/n, D, - ]
5 = . . NOBi R P, - (75)
_ 2;”2”2“02*“3 3%, —2(—“2PS)KL * (8)2“2“3 N, Dzs%

Ordinarily, to optimize track1ng performance, i.e., maximize @ o
the arm filter bandwidth is selected relative to the higher of the two
data rates. Thus, arbitrarily assuming that Ry> Rq, We rewrite (75} ‘
in the -final form

. 'f—
s . [vn D 3 3] (76)

Bi/R, 5 Dy ]
2inip. K. + 0l K +() K+( )Zn'n‘R (——m)i
2P2%o, * "33k, * ((7) 2R, M T \E) N2 R\,

where R 2 2/N

What rema1ns is to characterijze the tracking phase jitter perform-
ance. In the Tinear region of operat1on, the variance of the loop phase
error 2¢ is given by

" )
o, = —— = ==, _ : _ (77}
‘)SL

We conclude then that characterization of the loop squaring loss in terms
of the system parameters is sufficient for predicting the loop's tracking
performance. Before offering a numerical evaluation of this performance
for system parameters of interest, we shall first present the theoretical
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analysis for Costas ‘loop tracking of the signal produced by the modified
HAC modulator wherein a bandpass filter follows the subcarrier modulator
output. Following this, a comparison of the tracking performance corre-
sponding to the two HAC modulator versions will be given.

B. Subcarrier Demodulation of the Filtered HAC Version Using a Costas
Loop With Switching Type In-Phase and Quadrature Phase Detectors
and Analog Type Error Signal .Multiplier
In this part of the report, we shall draw heavily on the resuits

given in [13], which apply to Costas loop tracking of UQPSK. If a

‘bandpass filter follows the subcarrier mo@uTator of Figure 2, then

assuming that this filter passes only the fundamental harmonic of the

modulated squarewave subcarrier, its output wouid be given by (18).

Letting
2
- |1{4 2
o E(“) cos e(;l P-s
2
I 0 Y
3 Eé(“) sin eélPS

. 8 . :
+ P _— “2 PS ) | (78)

=)
|

-
I

then (18) can be written as —

¢ (t) = /2P2 m,(t) sin o t + /2Py ma(t) cos w b, . (79)

which is in the identical form of (1) of [13]. Although analog type
in-phase and quadrature phase detectors were implicitly assumed in this
reference, the results given there equally apply when switching type

" phase detectors are used, the reason being that only the first harmdnic
of the equivalent VCO squarewave reference signals correlates with the
input modulated sinusoids. Thus, we can immediately adapt the result
given in (4) of [13] for the in-phase and quadrature phase detector
outputs, name]y;

ne=

e (t)

. [Cy(t) + ny ()] rl(t)

1}

2215y my(t) - N (6)] cos (1) - Z2[/BY my(t) + N (1)) sin o(t)

(80a)
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i [[~2

(8) &6 () + n ()] rl(t)

ggt@; my(t) - N.(£)] sin @(t) + 2—;@[@; mg(t) +N_(t)] cos o(t) .

(80b)
Once again examining the signal power available in channels 2 and 3 in
the absence of crosstalk, i.e., ¢ =0, we now find that
. )
Y - - B o (8\ 2
P S_1gna1 power 1in Es(t)lqo':o 7 P, (Wz) cos” 8, P_
P, = Signal power in ¢ (t) = 8 p, = (& i i 29 p (81
3 gnal p (g0 "z "3 (“2) sin"eg P )
and
PI
! = ._2. = 2 =
a3 T Pr T O 8 T mpg
. , 8\, :
Py = Py Ry = (:2) P, . (82)

Note that, as previously mentioned, the power ratio at the demodulator
output is identical to the transmitted power ratio and, furthermore,
the total signal power available for data detection is now (8/ﬂ2)2:=0.657
of .the total transmitted power Ps' Comparing (80) and (34), we observe
. that the noise power at the demodulator output is identical for the two
cases. Thus, from (82) and the statements following.(39), we conclude
that, for equal demodulated noise powers and a desired channel power
ratio of 4 to 1 at the demodulator outputs, the filtered HAC version .
of the three-channel modulator offers 65.7 -55.6=10.1% more total
signal power availabie for data detection on channels 2 and 3 than

the unfiltered version.

In terms of the squaring loss performance of the subcarrier Costas
_ Toop when tracking the filtered HAC modulator output, we can use (28)
of [13] directly which, in the notation used here, becomes

2 .
5 = (83)
L Bi/By 23
n2%2%p, * m3P3ky, F R KLt Znamg 52(7‘2“)
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where, from (78), the modulation indices n, and ny are now given by

p
b2 . 8 2
"2 TP 7 0S8
5 T
o E§_ = & sin%e (84)
3 3 2> 0
5 kil .
C. Numerical Evaluation and Comparisons of System Tracking Performance

To graphically illustrate the theory previously developed, it would
be convenient to obtain closed-form expressions for the parameters defined
"~ in (52), (69), and (70) for-practical filters and data modulation formats.
Indeed, such is possible for certain special cases of intersst, in par-.
ticular, the Ku-band return link. Let us consider a simple RC filter
with 3 dB cutoff frequency fc for the Costas loop arm filters. Then,

la(i2r )% = —1— ‘ (85)

1+ (f/fc)'2 '

Substituting {85) into (70) and carrying out the integration gives the
relationship between two-sided noise bandwidth and cutoff frequency,
namely,

Bi = 'rrfc. - (86)

Also, from (69), substituting the square of (85) into the numerator of
the expression for KL and recognizing that the denominator is merely
equivalent to B, of (70) gives, upon integration, ‘

KL = - . (87)
Evaluation of Dk’ KDk; k=2,3; and D23 requires that we further specify

the forms of the two data modulations. For NRZ data on channel 2 with
power spectral density . :

. 2
_ sin wfT .
Sn, () = T 2, (88)
('rrsz)

it has been previously shown [13] that
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D2 T - *Z"E'-[—/R—z'[.l ~ exp (—231/1?2)]
- 3- (3+ZB1./R2) exp (-281./1?2)
) 4Bi/R2
D 1 -
2 1 -"2'-8"{7%[] - exp (-ZBT/RZ)']
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‘(89)

For Manchester code on channel 3, where tﬁe power spectral density is

S (f
()

1n4 (w'fT3/2)

Ty

it has also been shown [13] that

Furthermore, when mz(t) is NRZ and My (t) is Manchester, and R

Dy

(w‘FT3/2)2

2

1- EE?%E;E3"4 exp (-B;/R3) + exp (-283/R3)]

1-

9-4(3+Bi/R3) exp (—Bi/RS) + (3+281/R3) exp (-2B1./R3)

481/33

1-

3 -4 exp (—81/1?3) + exp (_ZBi/RB)

2Bi[R3

cross-modutation coefficient 023 is g1Ven by [13]:

b

23

T2(1-

T,/T5)

= 3T, (Ty/Ty) ———= +

1
(B,/5,)

8 Ty (To/T3

o2

1.
2)

(B /R

x 315-3(5+281/R2) exp ('ZBi/R‘Z) - 4(5+Bi/R3) exp ('Bi/RS)

+

(5+2B, /1?3) exp (-28, /R ) + 2[5+2(2—T~2—

- ]) B1./R,;| exp EZ(% -

5+-2(-—

1
2

M|~

-
D

B

2

exp

exp

y
s117)

exp

(90)
(91)
2R,, the
Ez(;%m]}Bﬂ
(92)
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Assuming PsTZ/NO fixed, Figure 9 jllustrates the Costas Toop squaring
loss as computed from (76) and (83) versus the ratio of two-sided arm
filter bandwidth B, “to high data rate R,.. The values of R, and R,
selected are the max1mum data rates to be supported by channels 2 and

3, respect1ve1y, name]y, 2-—2 Mbps and 33-—192 kbps. Clearly, we see
that the Filtered HAC version is superior to the unfiltered version.
Specifically, fof a bandwidth-to-data-rate ratio of about 15, the unfii-
tered HAC version suffers about a 4 to 4.5 dB squaring loss penalty ‘
(depending on the value of PsTZ/NO) relative to the filtered version.

At this large bahdwidth-to-data-rate ratio, one-can essentially ignore
the arm filter distortion effects on the two modulations, in which case,
Dy =D, =Kp,=Kps =1 and Dyq = T,(1 -T,/T,). Using either (76) or (83)
in (77), Figure 10 illustrates °2¢a(in % radians) versus Bi/Rs for
PST2/N0 again fixed, where the equivalent linear loop signal-to-noise
ratio p can be related to the system parameters by

o b s PSTZ(B) I = R (Bi) 1. (93)
g B I 5./, - Rs\g )E/E,

In Figure 10, we have assumed an arm‘filter_bandwidth to Toop bandwidth
ratio of 104. Again, as in Figure 9, we note the far superior perform-
ance of the fitltered HAC version.

DEMODULATION OF THE THREE-CHANNEL SIGNAL PRODUCED BY THE
QUADRATURE-MULTIPLEX TRANSMITTER IMPLEMENTATION

"In the quadrature-multiplex (NASA version) implementation of the
three-channel modulator (Figure 1), the subcarrier output signal C(t)
is given by (21). Demodulating this signal with the equivalent square-
wave YCO veference signals of (33) produces the phase detector outputs
(ignoring second and higher order harmonic terms)

[}

e(t) = [C(E) + ny ()T i(t)

- 3 3(1;) T(¢) + 2 P2 my(t) T(p + —)

2/“

i, E%Z N () sin o(t) (94a)

Ns(t) cos ¢(t) -
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Rate; my(t) is NRZ Data at Rp=2 Mbps, m3{t) is Manchester Coded Data
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Tracking Jditter Standard Deviation vs. Ratio of Arm Filter Bandwidth
to Data Rate; mp(t) is NRZ Data at R, = 2 Mbps, m3(t) is Manchester

Coded Data at R3 =192 kbps.
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ec(t) = [C(t) + n ()] ri(t)
= L my(t)T(@ + 3) + 27, m,y () T(o)
- 22y (4) sing(t) + 22N (t) cos o) (94b)

where the triangular correlation function T(x) is defined in (37). Once
again, we examine the channel power distribution at the phase detector
outputs. From (94), we immediately find that '

_ . . U 7\2
Pé = Signal power in Es(t)1¢2=0 = (“ /Pz é) = P
P! = Signal dﬁer in ¢ (t) = (205 AL p (95)
3 gnat p eclt g w32 3

Thus, the demodulated powers (in the absence of crosstalk) in channels
2 and 3 are identical to the transmitted powers in these same channels
as is the ratio of these powers. After Towpass filtering by the Costas

Toop arm filters and multiplication in the analog error signal multiplier,
the dynamic error signal becomes

zo(t) & z (t)z (1)
= [P2m2 (t) - Pq (t)]T(qo)T(qo + 2)
+ BT () i) [T2g + 3) = TA@)] + 3 v,[t,20(t)],  (96)
where
v[t.20(t)] = {[N () - §.2(£)] sin 2¢(t) - 20_(t) A _(t) cos 2cp(t)}

+ §{2_§[@ i, (t) T(g + ) - /Py iy (1) T(e)]
% [ﬂc(t) cos ¢(t) - ﬂs(t) sin (t)]
- 5‘-/;[ Py ip(£) (o) + /P3 (1) Tl + 5]

x [, (t) sin @(t) + N (t) cos @(t)] . (97)
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Letting (see Figure 11)

S(20) & T()T(e+ )

L g

Sp3(29). ¢ TP(e+]) - T(0), (98)

and making similar assumptions as before leading to the derivation of (54),
we get the stochastic differential equation of operation

%CS‘Z = _}<F(|3){—82—(P2 D, - P3D5) S5(2¢) + ne(t,ZCP)} , (99)

il

where
- 8
ne(t,2¢) = vz(t,Zqﬂ - 7 P3n3(t)80(2qﬂ
3 8
i P, ny(t) Sy(2¢0) + 3 /Py Py Nya(t) Spa(2g)  (100)
with vz(t,Zqﬂ now given by (97) and nz(t), n3(t), and n23(t) still

defined by (56).
From {99), we observe that the equivalent S-curve is given by

s(2¢) & B(p,0, - P,05) 5,(20) (101)
v
with sTope at the origin (see Figure 11), —
4 d5(29) -2 _ '
K2¢ 20 |0=0 ﬂ(PzDz P3D3). (102}

Furthermore, by analogy with the reasoning used to arrive at the equiva-
lent noise spectral density given in (68), we now get

os]

N IR OCROENCERNO
_ 2
= 8P, P D, + 4{BVP. N D K. +P.N.D.K +i§D—BK (103)
: 2 P3Dp3 7)) 2% 2%, * PaMo D3 p, Fz) 2 By

Thus, substituting (102) and {103) in (71) and relating the result to
the equivalent expression for effective loop signal-to-noise ratio given
in (72), we get the loop squaring loss, namely,
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' p
_ (PyDy = PaD3)"/Pg
s . (104)
L g { NoB; a2 (P2 P3Do3
21Pa Dy Kp, *P3 03K, *"2‘( 7 )KL;J““z“( N )
? 3 7 0
Alternately, in terms of the modulation indices
pi
Ne. = =3 '-i=233
i PS
and the total signal-to-noise ratio R52==PST2/N0 in the high data rate-
bandwidth, (104) simplifies to
- 2 -
- (n2D2 n3 D3)
S . {105)
L 8 \ Bi/fy w2 Da3
2y Dy Ky *m3 D3k, +("2") 2R, 'L +("8“)2“2"3R52('T‘“)
2 3 \r s2 2

Figure 12 illustrates 5 as computed from (105) versus Bi/RZ for the
same parvameters as in Figure 9. Figure 13 is the corresponding plot

of rms tracking jitter performance as computed from {77) together with
(105) and (93).

SUBCARRIER DEMODULATION OF THE HAC VERSION USING A COSTAS-TYPE
LOOP WITH REFERENCES MATCHED TO THE EQUIVALENT IN-PHASE AND
QUADRATURE SUBCARRIERS —

In our discussion of Costas loop tracking of the HAC version of
the thres-channel modulator, we alluded to the fact that, in the absence
of crosstalk, an improvement in performance could be obtained by using
a pair of demoudiation reference signals which were matched to the
equivalent in-phase and quadrature subcarriers. A Costas-type loop
which incorporates such a pair of demoduTation references [see (43)]
is illustrated in Figure 14. As before, we shall assume that the in-
phase and quadrature phase detectors are of the switching type and the
error signal multiplier is analog. With (31) as an input signal and (43)
as demodulation references, the in-phase and quadrature phase detector
otuputs are (ignoring second and higher order harmonic terms)
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Squaring Loss vs. Ratio of Two-Sided Arm Filter Bandwidth to High
Data Rate for Quadrature Multiplex Implementation (NASA Version)
With Squarewave Subcarriers; mp(t) is NRZ Data at Ry =2 Mbps, m3(t)
is Manchester Coded Data at R3=192 kbps
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Coded Data at R3=192 kbps
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eg(t) = /P m,(t) <S+(msct;60) s*(wsct-¢;eo)>
+ /5; ma(t) <s"(wéct;60) s+_(wsct-go;eo)>
+ /2 N (t) <cos w_ t S+(msct—rp;ﬂd)>
- VZ N (t) ¢sinw_t S+(msct-cp;90)>
ec(t) = VPO my(t) 87 (u  t300) S (u  t-38,)>

+ /P my(t) (5'(mscfgeo) S (w t-gi8,yl>
+ V2 Nc(t) Ccos v t s"(msct_-(p;eo)>
- V2N (t) Csin wg t S (o t-g300)> . ~ (106)

From the definitions of S+(“’sct560) and S'(msct;eo) given in (12), one
can simplify (106) to

VP i

e (t) = —“s—mz(t) Too(@+ 530) - —ﬂs—m?’(t) T, + 5380)
- %{2: cos GO[NS(t) cos ¢(t) + Nc(t) sin o(t)]
ec(t) = = mylt) Tpgl9+ 730g) + = my(t) Ty + 330))
- gw_/i sin.g [N _(t) sin @(t) - N_(t) cos ()], (107)

where (see Figure 15}

i}

T LAY Ll 1 T
T22(§0+ ?’.80) T(§0.+ 2) + ZT(QD + 2 +260) + ZT(('O + 2 26

o)

m 1 T 1 m
T + E—) - §T((P + 7 +280) - "Z"T(QD + 7 - 290)

TT.
Taale + 2389)

i
~28g) - 5 T{p+ 5 +20,) . (108)
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Figure 15. Phase Detector Qutput Correlation Functions for -
Channels 2 and 3
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After Towpass filtering in the Costas loop arm filters and multipTlication.
in' the analog error signal multiplier, the dynamic error signal becomes

[

zo(t) zs(t)zd(t)

p ’ X
{5 (£) Sp2@300) - 7 (£) Sy(20300) + fig(t) iy (£) Sp3(2300)

volt.20(t)], (109)

where (see Figure 16) -
. A T, Ty
Sp(29380) = Tpplo+ gi0p) Tpglo + 2300)
e A T, U
S3(2¢384) = Taale + i05) Togle + 530¢)

; A T, WL 2 m,
S93(20305) = Ton(@.+ 536,) Tag(@ + 5364) = Toa(@ + 5308,)  (110)
and

v,[t,20(t)] = ;%.sineo cos eo{[ﬁsf(t) - RA(£)] sin 20(t)

- 2l (£) fg(t) cos 20(t)}

4/?

Tf

(sinsg) /P /P ity (t) Tyo (@ + Ti00) =g (2] T,a(e + 536)]
x [H (t) cos @(t) - N (t) sin @(t)]

. "'Tr'_'_’(cos 60) ‘/__ [mz(t] 23(@ + 2»90) +m3(t) T33(§9 + 2:30)]
X [Nc(t) sin ¢(t) + Ns(t) cos ¢(t)] . 6111)

Comparing (109) and (111) with (46) and (47), we can immediafely observe
that the stochastic differential equation of Toop operation and equiva-
Tent additive noise are given once again by (54) and (55), respectively,
with, however, S (queo) 33(2¢ueo), 523(2¢;90) defined by (110) and
2[t 2¢(t)] defined by (111).
The equivalent loop S-curve is still given by (57} but its slope
is.now (see Figure 16)
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dS(2¢;60)
@=0

-~
=

P p
= _S - - 3.
ﬂz 02(“ 290) ﬁz D3(2$0)

She-2afs]

which is one-half the value given in (59) for Costas tracking uéing
squarewave demodulation references. Furthermore, comparing (111) with
(47), and recognizing that

L _ T, - _
Too(z39g) = Tz:6p) = 7-28,

LT tiq. N
T23(§390) T (0,80) = 0

n
i

T (53 %)

) i :
Tya(338,) = -T(038,) = 26, (113) -

we- immediately arrive at the equivalent noise spectral density Ne’ namely,

N, = 8P,PLD +4(i)ip'm D.K. sine. + PIN.D.K. cos2e

273723\ 2)] 2N %2 o, 0 " F3% 3%, 0
N2
8 0 . 2 2
+ (:2)“2 Bs K sin 8y €05~ 8¢ - (114)

Thus, substituting (112) and (114) in {71}, we obtain the squaring loss
of the Costas toop of Figure 14, namely,

5 _
i — 2
[/n3 D, - /n3Dsl
B./R 2 D
: . 2 . 2,8 >, .2 2 L) ﬁ)
8 nzD?ansm 90+n3D3KD3cos 90+“2 2R52 KL sin eocos 90+(8 2n2n3R52(T2

(115)

where, in addition, we have used the definitions of the modulation indices
né,né given in (74). Also from (74), we have that

R e ean (BT
sin 8y = sin (2 /n3)
= us T -
cos 8, = cos (2 ¢n3) (116)
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which, when substituted in (115) gives the final expression for squaring
foss. Figure 17 illustrates 5y of (115) versus Bi/R2 with'RS2 fixed and
the same data rates and formats used to plot Figure 9. Comparing Figure:’
17 with Figure 9, we observe that the Costas~type loop with matched sub-
carrier waveforms has considerably poorer tracking performance than the
Costas Toop with ‘quadrature subcarriers. The principal reason for this
stems from the reduction by a factor of two of.the equivalent S-curve
slope or in terms of squaring loss, which is directly proportional to

the square of this slope, a loss of 6 dB. Some of this 6.dB is recovered
by the fact that, with the matched equivalent subcarrisr references, the
signal x noise and noisex noise terms are reduced relative to their values
when quadrature squarewaves are used. Nevertheless, the overall effect
is dominated by the reduction in S-curve slope.

CONCLUSIONS

-In this report, we have examined and compared the performance
of several implementations of the three-channel Ku-band meodulator on-
board the $S0. In particular, we have studied the power allocation
properties both at the transmitter and the receiver (after demodulation)
of these configurations and their ability, in terms of squaring loss and
subcarrier. phase jitter, to be tracked by an in-phase-quqﬁtgﬁu%e type
subcarrier reconstruction Tobp, e.g., a Costas loop.

We have found from the power allocation study that much .care
must be exercised in choosing a modulation angle for the unbalanced QPSK
subcarrier since, depending on the modulator implementation, the trans-
mitted and demodulated power ratio can be considerably different. For _
example, for the NASA version and the HAC version with bandpass filter
- following the subcarrier modulator, the transmitted and demodulated
power ratios‘are identical, whereas for the unfiltered HAC version, the
demodulated power ratio is the square of the transmitted ratio.

In all cases, we have assumed a Costas-type tracking loop with
switching type in-phase and quadrature phase detectors, single pole {RC)
Butterworth arm filters, and an anaﬁog type error signal multiplier.
This 1is not to say that the analyses cannot be carried out for the case
where the error signal multiplier is of the. switching type. However,
due to the increased complexity of calculating the equivalent noise
spectral density, it was decided to first present the. tradeoff study
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for the simpler-to-analyze case of the analog error signal multiplier.
We also point out that one should not attempt to draw concTusions -
either quantitative or qualitative about fhe performance of the loop
with a switching error signal multiplier from the results given in
this report for the analog error signal multiplier case. Indeed, the
S-curves are gquite different for the two cases and, moreover, the track-
ing performance as measured by mean-squared jittef would be similarly
different. . ‘ '

To conclude this report, we shall summarize in the tables below
-the principal results obtained. Table 1 gives -the signal and noise
powers available in each channel for data detection, and the detection
signal-to-noise ratio obtained by taking the ratio of these two powers.
The assumption made is that the outputs of the input in-phase and quad-
rature phase detectors in the Costas loop demodulator are filtered with
integrate-and-dump circuits respectively matched to the data rates RZ
and Ré. The outputs of these filters in the absence of crosstalk, namely,

(T

2= L2 e (t) dt
2 ) @=0
: (T . '
zf = T]— 3 e (t) dt-, (117)
. '3 @ =0 :

have signal and nﬁise components whose powers are, respectively, the
channel 2 and chakhel 3 entries in Table 1. 1In all cases, the ratio
of detected signa]fpower in channel 2 to detected signal power in-
channel 3 s choseniequa] to. 4.

In Table 2,we give the squaring loss and rms tracking jitter
for several values of arm filter bandwidth (two-sided) to high data
rate.



Table 1

Modulation Detected Detected Detected Detected (SNR)2 (SNR)3
Anale o Signal Power Signal Power Noise Power Noise Power P T 7N | P T-7N
gl€ % Channel 2 Channel 3 Channel 2 Channel 3 s'2/M0 | "s'3/ Mo
, 2 \2 2 2 N N
HAC Version 30° (1-380)7Pg | (T 8g)" P (%) 2 (%)—T-O- 0.548 | 0.137
= 4/9 P, =1/9 P, w2 LI '
g\2 2 8\2_ . 2 N N
Filter HAC 26570 | (13) cos” 8o P | (55)%sin® oy P (%) Y (i) 2 0.648 | 0.162
Version T T = T2 n2 3 .
) 812 8,2
= 0.8 (_EJ Pq 0.2 ( 2) Ps
ki) m
NASA Version 2 il N
with Squarewave 26.57° cos™ 8y Py sin” og Py (—%—)2 2 (%)2 =2 0.987 | 0.247
Subcarriers _ _ w 2 m 3
= 0.8 Ps = 0.2 Ps
HAC Version with 2 2 2 2 N
Demodulation by 30° (-0 Ps | Gol™Ps 1 (8 cos?s) (& sinfey) =2 | 0.731 | 0.548
Equivalent In- =479 p = 1/9 p n° 0 " Ak
Phase and Quadra- - s 3

ture Subcarriers

3]



Table 2

.mz(t) is NRZ data at R, = 2 Mbps;
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ms(t) is Manchester coded data at R3'= 192 kbps
PST2 - 16 d Bi/B2 =5 Bi/Ré =10 BT./R2 = 20
.N0
| o (% g (% g (%
. 2¢ 2¢ 2¢
51 ds radians) 5 - ds radians) 5S> dB radians)
HAC Version -16.42 9.36 ~15.93 12.5 -16.04 17.92
Filtered HAC :
Version -11.73 5.46 -11.44 7.47 -11.56 10.71
NASA Yersion -
with Squarewave - | -15.12( 8.07 -14.72 | 10.89 -14.66 | 15.29
Subcarriers :
HAC Version with
Demodulation by
Equivalent In- -21.28| 16.38 -20.56 | 21.33 -20.31 " 29.3
Phase and Quadra- :
ture Subcarriers
PST2 - 15 Bi/RZ =5 Bi/RZ =10 B./R2 = 20
NO B
o (% g (% o (%
| 2¢ 2¢ 29
5> 48 radians) _SL’ dB radians) S;’ dB radians)
HAC Version -20.16| 8.1 -19.41 10.51 -18.1 14.36
Filtered HAC :
Version -15.66( 4.82 -15.16 6.44 -14.95 .8.9
NASA Version
with Squarewave -19.4 7.42 -18.9 9.89 -18.64 | 13.61
Subcarriers
HAC Version with
Demodulation by .
Equivalent In- 1-25.8 15.49 -25.0 20.0 -24.863 27.1
Phase and Quadra-
ture Subcarriers
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