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PREFACE

This document reports processing and analysis efforts on one task
of a comprehensive and continuing program of research in multispectral
remote sensing of the enviromment. The research is being carried ont
for NASA's Lyndon B. Johnson Space Center, Houston, Texas, by the
Environmental Research Ins:itute of Michigan (ERIM). The basic objec-
tive of this program is to develop remote sensing as a practical tool
for obtaining extensive environmental information quickly and economi-
cally.

The specific focus of the work reported herein was on forestry
applications of remote sensing. It constitutes work on one subtask
of a two-part effort under the Nationwide Forestry Applications Pre-
gram (FAP), a joint program qf NASA and the U.S. quest Service, with
Headgquarters at the Johnson Space Center. The other subtask is reported
in Volume 1, ERIM 122700—35—F1, entitled, "Reflectance Modeling and
Empirical Multispectral Analy®is of Forest Canopy Components", by
F. G. Sadowski and W. A. Malila.

The research covered in this report was performed under Centract
NAS9-14988 during the period 15 May 1976 to 14 Nov 1977. Mr. I. Dale
Browne (SF3) served as the NASA Contract Technical Menitor, Dr. David
Amsbury (SF5) was NASA Tagk Monitor, and Dr. F. P. Weber (SF5) was the
cognizant USFS Representative. At ERIM, the work was performed within
the Infrared and Optics Division, headed by Richard R. Legault, Vice-
President of ERIM, in the Information Systems and Analysis Department,
headed by Dr. Quentin A. Holmes, Mr. Richard F. Nalepka, Head of the
Multispectral Analysis Sectien served as Principal Investigator and
Dr. William A. Malila as Task Leader.

In addition to the support of those speonsor and ERIM personnel

noted above, the authors wish to acknowledge the assistance of other

ERIM staff members who have been developing techniques in the LACIE agri-

. cultural context, some of which we applied here. Also, we acknowledge
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use of the LIGMALS computer program package, initiated wiﬁhin The Uni-
versicy of Michigan's School of Natural Resources and expanded at ERIM,
for our initial Landsat data format coﬁﬁéréions. Subsequent process-

ing and analysis was performed within the QLINE/L1LINE multispectral
,processing cystem developed by the Information Systems & Analysis Depart-
ment, especially R. H. Hieber. W. Richardson gave helpful‘adViée for -
pfogramming the ADJOINJélgofiﬁhuu and R. Kauth encouraged the use of the
Tasseiiedwcap:trahSEbrmation on forestry data. Ms. Darlene Dickersom,

. along with Ms. E. Hugg, M. Warren, and J. Watters, provided efficient:

_ and_auqupateAtyping support throughout the contract period and for this
report, We aléo'wish to acknéwledgé'Lbékﬁéed.ﬁlécttbnics”Cbtpbfétioﬁ‘_;
personnel; pr. E, Kan and R. Dillman, of Houstbn, Texas, for their
assistance. in providing us the data. and materials_far_the_Grand County
test site. . o o ' I
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1

SUMMARY

This report documents activities carried out by ERIM under the Na-
tionwide Forestry Applications Program to investigate, develop, and eval-
uate systems and techniques that make use of remotely sensed data“fof
foreStiy applicafious;' A two-fold effort was directed at methods for
enhancing U.5. Forest Service information.sYStems; The first activity
‘pertained to the_speoification of requirements for incorporating remote~
ly sensed data into.a'USFS'EOrest-and rangeland information system. The
_second activity was an investigatiom of technlques f0r.improViﬁg the -

uallty of information extracted throuoh Joint use of remotely sensed

data and associated information (e g, topoglaphlc) from Hon-vemote sens-

,lng sources, and by applying and adapting advanced agrlculturally ori-
_ented 1nformatlon extraction techniques to remotely sensed data from
forest regions. '

‘Recommendations for 1nc0rporating remotely sensed data in a USFS
1nformat10n system.were devised through an analysis of . the nature of
these data and their impact on.a‘Geographlcal Information System (GIS)
&esigned to meet the needs of the USFS. The potential value from the
joint use of remotely sensed. data and other spatlal data led to the con-- .

'.51deratlon of remotely sensed data as another layer of spatial data in
- a BIS. Analy51s of ex1st1ng systems indicated that charaererlstlcs of
| remotely sensed data and their proce551ng could substantlally imdeL ihe .

i eff1c1ency of &’ geographical informetion system. Hence; a generallzed ge-

ographiczal informatioen system concep* Was devised which c¢ould both facil~ .

_ fltate-the 1ncorporatlon of remotely sensed data and accommodate expected
USFS 1nformation system- requlrements. o ' ‘
In this generalized envlronment, recommendations Were made with Te~-.
.gafd.to, L ' ' '
1. ~remotely sensed data ﬁoluﬂe:aa& gebméefyfeéﬁéiaefatibﬁs.-'-
*;215 an optlmal proce851ng env1ronment far remotely sensed data

that is of general appllcabillty

1
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3. the use of a data base manager to interface various layers of

data and processing functions.

The proposed environment not only accommodates remotely sensed data,
but its generalized character provides an overall computer-based geo-
graphiéal information system envifonment. It is recommended thst the
feasibility of this approach as well as its further specificat.on, be
analyzed in gresdter depth, since it is not commercially available at
present.

7 To reach its potential value, an information system expanded to
1nclude remotely sensed data must have available techmiques for the
joint use of the remotely sensed datazang other spatial data. To in-
vestigate such techniques, a test sife was chosen in Grand County,
Colorado, a mountainous reglon w1th predomlnantly c0n1ferous forest, A %
more 1ntensive test Slte chosen,thereln was the Fraser Experlmental For—. :
est in the Arapaho Mational Forest. Topographic information (digital
[-teffain'elevaﬁicn;-SlopE,_and=aspgct) Werg-regi5tered and merged with
Landsat data. A relative insolation factor, representing the degree
of solar 1lluminat10n at the ground was derived from the topographic
'data and Landsat acqu151t10n parameters. Aualy51s of both actual Land-
'-sak data and modeled reflectance data for forest canopies indicated
'that terraln features ‘have a 51gnificant effect. on the Landsat signal
due to the varied illumlnatlon on various surface orlentatlons. Preproc—
essing technlques ut11121ng the relative insolation factor, and modifi-
' catios. thereof based on modellng results, were therefore developed to
normalize the effective illuminatien at each given scene point. Sub-
- stantlal improvements were achleved in,minim121ng the variation of Land-
Krsat 51gnals due co mountainous terrajn topography '
- Advanced agrlculturally oriented, information extrzition techniques
3:ﬁ&iSUMWergiapplied,tp-thesequreSt_daga,jZIncluded_were two data trénS*
formations daveloped for thé.Large Aféa Crep Inventory Experiment, and

. clustering techniqueq that make ‘use of spatlal as well as 5pectra1 in- >

'formation. )



t F b | i " hoet i

Z FORMERLY WILLOW RUN | ABORATORILS THE UNIVERSITY OF MICHIGAN

The two data transformations employed were the Tasselled-Cap
transformation and a polar green—angle/brightness-radius transformation.
The Tasselled-Cap transformation has been found useful in agricultural
applications for data analysis, screening, and compression. It was
found that these same advantages ave afforded forest data amalysis and
processing. The transformed data have convenient physical interpreta-
tion in spectral space. The Tasselled-Cap brightness variable and
brightness-radius were well correlated with aspect and the relative in-
solation factor. The Tasselled-Cap green axis and polar green—angle
were indicators of green vegetative cover., In additiom, the first three
Tasselled-Cap variables were found to contain 99% of the data‘ygriabil-
ity (96% in green and brightness), indicating that such a traﬁéforma—
tion provides a viable means for compression of Landsat data from for-
ested scenes, a fact especiallv important for multitemporal analyses.

Statistical clustering of data is a technique by which natural
groupings of data are automatically detected. Both spectral and spec-
tral/spatial clustering techniques were applied. The spectral/spatial
algorithm called BLOB, designed for the detection of rectangular field-
like shapes in agriculture regions, was not optimized to detect the
irregular, elongated shapes encountered in a forest scene. Hence, the
algorithm was adapted into a new algorithm called ADJOIN. ADJOIN in-
volves a two-pass procedure in which a grid of spectral/spatial clusters
(blobs) is defined using an algorithm similar to BLOB, and then is proc-
essed so that spectrally similar neighbering spatial clusters are adjoined.

The algorithm successfully delineated forest, aquatic, rangeland, and non-
vegetative regions.
Both spectral and spectral/spatial clustering show promise for

forest applications. Preprocessing prior to clustering was especially

advantageous since it was found to improve the qualitative appearance -
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of the unsupervised eléééificéfioﬁ:ﬁﬁbs,'elimiﬁatihg most topographi= =
cally induced spectral Subdivisions; , .

The results of the: analysis conducted: on: Landsat data for Grand

County, Colorado, are of sufficient promise for us to recommend that
'activities be conducted to: .

' "anclllary terrain features, with use of reflectarce modeling,uj
2.

-further develop and teat preprocessing techniques baSBd on

“investigate multitemporal: techniques for forest inv ntories,_

including data compression techniques such as the Tasselled-

) Cap transformation.

L“continue the: 1nvest1gation of improved information extraction | -

techniques for forest and rangeland applications; 1ike clus-
tering. R P SRr :
extend plocessing and analysis studies of the types conducted

for the Grand County site to other sites containing deciduous

i .as'wall ‘as coniferous forests and different ecosystems. . i

Additional.inyostigatioﬁs énd'thoi: :ocomméﬁdatioﬁsoare reported in -
Volume I {1]. ' R | .
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INTRODUCTION

Requirements exist for exténsive periodic inventories of ‘the
Nation's forests and rangelands, as a result of the Forest and,Range-
~ land Renewable Rescurces Planning Act of 1974. Remote sensing tech—
nology has the potential for providing inputs to help produce inven—
-tories efficiently, accurately, and consistent]v.‘ Remotely sensed
o information.alao could ‘be useful: in other aspects of the management-of
these important resources. , , )
However, neither remotely sensed data alone nor other forms of
data ‘alone can provide the desired types and levels of information. 7A“i
need exists for joint information extraction. This can be wccomplished
-.through a Geographical Information System (GIS) that combines remotelj
sensed data with the other types of data on our forest and ran‘eland
resources as ﬁell as incorporating the neceseary processing capabilitiee.
' One objective of -he work reported in this volume was ‘to investi-
gate requirements on foreat and rangelsad information systems if the&
are to efficiently and effectively incorporate and utilize remotely
:sensed data.- The other obgective was to investigate computer process-

ing and automated classification techniques for using ancillary; geo-

'graphicallY'based-data in combination with remotely sensed data, to dm= .

prove classification accuracy and the quality of the information ex~-

tracted.

e
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3

 REQUIREMENTS FOR THE INCORPORATION OF REMOTELY SENSED DATA
"IN ‘A FOREST AND RANGELAND GEOGRAPHICAL INFORMATION SYSTEM

L 3;1..INTRODUCTIDN

The incorporation of re:otely sensed data in.a’ geographical infot- N

mationosystem (GIS) requires a thorough understanding of the nature of

" both geographical information systems and remotely Bensed data.

: _tial, as are the data typical of geogranhical information systems,

The

_MOSt  comtion forms .of remotely sensed data are chatacteristically spa~

The expansion of an 1nfarmation.system to incorporate remotely sensed

data will require interfacing a variety of data.processing strategies

- and’ techniques, as well as. a,varietv of data types.

Let us examine, for a moment one hypothetical'but not uncommon.

sid

- t'éFdiagramal.'

| Remate - _
| sensing | |

Data

o FIGU‘REl N@N-GPTIMAL ‘APPROACH TG THE - INCGRPORATION

,:approach to the incorporatlon of remotely sensed data in a GIS.

Con~-

N igiura ‘1. Here the remotely sensed data‘base and
“'processing subsystem ane disjoint from the GIS data base and process1ng

Jv Ramote Ceis
GIS .
Sensing PSR |
Processing - gig;e:izzg
Subsystem | i

aF REHOTELY SENSED DATA TN A.GEOGRAPHICAL
‘ INFDRMATION SYSTEM, '
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subsystem., Remetely sensed data would be used, for example, to assign
land use categories that would-then. be. loaded into a GIS data base..

On the surface, this seems to be an adequate approach to the incorpo-
ration of remote sensor data in a GIS. However, it has two inadequacies
" that will eventually lead to inefficiencies in its use: (1) mamy of

the data:stroeturtng'and proeessing-fequirements in the two subsystems

.. are very similar.and(Z) data. requirements may. overlap extensively as

remote sensing applioations grow; For example, the Drocessing of re-

motely sensed data for land use classification may require topographic,

climatological, or geological information, ot a need may grow for exten~

sive change detection analysis in the GIS environment requiring multiple
remote sensox 1nputs. he result w1ll be the developmeut of two pro—
'cessing systems and two data bases that are quite 51milar.“ '

A more appropriate approach is to consider remotely gensed data

-as another layer of spatial data. Wlthln ‘the GIS. data base, - and the pro- . .

cessing subsystem as . an extension of the GIS system. The task becomes,

_ then, one of understanding the features of a GIS in light of the struc-~

tural and proce551ng requirements 1mposed by the 1neorporation of re= -

motely sensed data into the system.

This report addresses requirements for incorporating remeotely
B sensed data into a USFS 1nformat10n system for forest and rangeland
' 'applications. For the réasons stated above, ‘the approach ‘taken has

*ﬂzbeen“to'establish Spe01fic requlrements in'a generallzed-GIS environ— .

fment., The task involves a basic understanding of four 1tems._ (1) the 11'

_<nature of a geographic informatlon system, (2) specific USFS require—'

‘ ments for a GIS (3) speoiflc attributes of remotely'sensed data and

Q‘processing 8 stems, and (4) the dynamics of a system desztgn 'i,nc‘o'r:po-m-, R

al zed approech to the design of’such-a system;m It is hypnthesized
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_that this generalized approach facilitates the inevitable growth and
expansion of a GIS.
Section 3.4 addresses certain'USFS requirementsrfor a forestry
- and rangeland informatieon system.: : ' ' _
Section,B 5 provides specific recommendations fot the incorpora-
tion of remotely sensed data in a USFS geographical information sys-
:tem.' Appendix iV is included to complement and further expand upon cer-

tain topics brought up 1n Section 3.5. Various aspe:ts are addressed,
o includlng the data elnments (3 5435 .1IV.3) and- processing algorithms - -

(3. 5 4 IV 4) required in light of’partioular data structures (3.5.1;
Iv.1) and a specific processing environment (3.5. 2; 1V, 2) that together
provide a generalized atmosphere that is adaptable to orocessing and

‘data base requirements mot specifio to remotely_sensed data.

3.2 GEOGRAPHICAL INFORMATION SYSTEMS o SRS
Computer-based information systems are. found in a variety of
forms Systems have been designed to manage the tedious bookkeeping
tjinvolved in.cataloglng suoh items as 11brary materials, bus1ness
- accounts ; and watey quallty control data. These information systems -
-can be divided primarily into twe categorieS'_ (1) ob;eot~oriented

as a business account system,'and (2) spatially o1 geographlcally

..,oorlented [2] “In a sense a geographical informatlon system (GIS) is'"”

‘{7}:5and::3)harea1 data, e ., Landsat data_

simply an obgect-orlented system w1th an added attribute *-'geographic.
Lﬁlocatieﬂu< However, the added complexity in - the storage, retrieval and

manipulation of these data leads us to- distingulsh spatial systems

from less complex objectworiented s:stems.

3,801 UEFINITION oF‘ GEOGRAPHICAL__ INFORMATION sys:cmas"' R
 Appendix I provides a detailed definition of geographica

‘Ttion systemsg; The following,summary iS;provided :'"'

-Wdata, e_g,) clImatological data, (2) linear data, e. g., a\tiver networkmbd_bﬁ
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Data incorporated in a computervbased information system evolves
through three stages. (1) raw data structure: the form in which data
are acquired, -e.g., soil map, (2) computer-external structure: the
- eomputer—compatible format in which the data reside on hardWaie:storege_
devices, e.g., tapes and disks, and (3) computer-internal structure:
the format in which the data,reside in computer core storage while
'being actively processed Computer external and 1ncernal formats are
of particular interest. Figure 2 illustrates tnat both internal and
external structures can. he v1ewed diffcrently, depending on. at what Lo
level the data are being interjaced within the system. Whereas a user ,:'
.":may be interested only in the a*tributes of a data structure, a program:'
"prccessing the data is intetrested. 1n'the format structure of the data,ﬁ ‘
.2c at a lower level, the opequing system is intevested in the data's -
physical location on storage devices. Our interest in this report is
”.1n data structures as viewed by a system user and processing program,

‘not the computer s cperating system.

;Logical Structure (Logical Atteibutes of Data)

External e
" SEricture \, " Progessing System .
AN Data. Organization
N\ Physical
“-Structute

Computer Opetrating System L
- Btorage ‘Device’ Organizatiun

Conversion

{7 o loplcal Structive (Logical Attribiutes of Data)

Tnternal ./ : '
Structure \ . Lenguage—nependent
Physical "
. .IFS,t,.ruct':w‘e,

,']Coﬁbutax Operatihe,Systemﬁ‘,,,
Core-Storage Organization

FIGURE 2. COMPUTER INTERNAL AND EXTERNAL STORAGE STRUCTURES =~
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Analysis of existing information systems incorporating-spatial
data reveals that the storage and processing characteristics of these
systems can be categorized into two basic types: (1) irregularly
encoded systems and (2) regularly encoded systems. S -

Irregularlyrencoded systems describe spatial features by ueing

- nodes and connecting'1ine.segments. Point form data are described

using only nodes, linear form data are described by nodes and con-
necting 1ine segmente, and areal data are described by sets of nodes
'gﬁa’iiﬁé*segheﬁfé?ﬁﬁiéh forﬁ'closedfregions,ni.e;; polygons.
‘Regularlyreneoded'data utilize a grid of cella. A cell is a
special form of areal data. Cells are rectangular polygons or pic—
_ture elements (pixe]s) which are generally stored and processed as a
contiguous array. Point source data, when stored as cells, require
the fabrication of a null cell t¢ indicate pixels for which no data:
aré available. linear datd also require'the ﬁull oell concept, While

_areal data are by nature contiguous and easily adapted to cell struc-

turing. ‘Null cells ‘do not necessarily have to appear in the data set,

since they can be accounted for by special cellular data structuring.

3. 2 2 EXAMPLE GEOGRAPHICAL INFORMATION SYSTEMS . - Do
‘Appendix IT. provides a partial listing of computerized geographical
4 information systems Appendlx III provides an annotated bihliography'

| of computer—based information system literature.' Several informatlon”

' systeme ‘will be brlefly described in this section simply'to provide a
“flavor of the variety of. approaches. that have been taken. ihere is -
‘no universally agreed upon 'best"approach and, in fact, the various

“:schools of thought are often diametrically opPOSed. -

:viystem (GGIS) [3]

The Canada Geogw_phic_rnforma“i
CGIS is a very large-scale system:developea b] IBM it currently

”is in operation at the Bepartment of the Environment, Government of

:3@Canada, Ottawa, Where it facilitates the use-oj data,gathered bv’the”“

1
L
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!
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sensed data. CGIS utilizes the irregular encoding approach by speci-
"fying polygons to describe features of interest. High density maps
are scanned by a dlgiti21ng drum scanner and automatically encoded as
polygons on digital tapes. Low density polygon data are input using
a conVentional digitiaer taole, as are point source dafa; 7Desétipcivé-
data arermanually encoded, CGIS designers chose.torcollect and ‘map
' data'in'bolygon:rather_thanfgrid format in order to maintain exact _
boundary data and.flexibility in data manipulation. It was felt that
polygon data .could be automatlcally converted to any size of grid cell
5ummary at any time. 'Such conversion is in fact employed in certain
subsequent forms of spatlalrana1y51s. Some acknowledge CGIS as the.
first and most sophlstlcated,geographlcal information system [41. As a
pioneerlng effort, however, others have noted sericus deficienc1es [5}
CGIS provides ne user 1nterface language. This, in cenjunction with
computatlonal complex1ty CGIS encounters in processing ‘polygonal data;’
‘is largely ‘the reason for the latter point of view.:'The task of incorpe-
- rating remotely sensed data in the CGILS -Will certainly not be straight-

forward.

ge~BaSed Information System (IBIS) [6]

IBIS is a system currently in use and under continuing development

at the Jet Propulsion Laboratory in Pasadena, California. IBIS makes

o use ef digltal image processing techniques to- 1nterface.exist1ng geo-—.

coded data sets and information systems with thematlc maps and remotely
__sensed imagery Spatial data layers are stored in separate files and
' can be formatted as ‘either- varlable—resolutlon—grrd or polygonal struc*.

tures. -The processing of data is carried out in raster format,,that

-;is,_on a vector oi grid cells Hence, when data are accessed they

are converted into a, cell structure with replications where necessary

to accommodate the cell size of the data 1ayer with the finest resolu—

.'tion. Proce551ng capabillties consist of mapplng, overlay, classifi—'

rfcation, and.determxnation of simple sums aﬂd averages., IBIS is a
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serious effort to supplement a'spatial data system comprised of socio-

economic and'topographic information with remotely sensed imagery.

.IBIS successfully addresses the mechanics of merging, i.e., overlaying
data layers of different external structure 1nto a cellular, or raster,
internal structure for processing purposes, hut the processing aspects

of IBIS relative tc remotely sensed data, are not as’ ‘yet fully developed.

Barth Resources Interactive_BroceSSigg System (ERIPS} [7]
ERIPS was developed by IBM for use at NASA/JSC in large-scale -

processing of remotely sensed data for crop inventory systems. It is

__currently used,as the,computer processing system for the Large Area P
Crop Inventory Experiment (LACIE) ‘ERIPS was developed to interface
components of a processing'system for remotely sensed data. The pro-

- cessing of.spatial;data_layers'from sources other than remote sensinga.l_if_'”
were not considered inuthe system design. ERIPS under LACIE does
address, however, the management problems and processing complexity _
associated with remotely sensed data. A well defined sampling strategy
has been.implemented ~multitemperal acquisitions of data samples are

:;managed large volumes of data are stored in a manner to expedlte e~

| trieval and analysis, and data update standards have been well defined

AR : | Currently over 600 agricultural data segments with an average of four
' - '*amultitemporal Landsat scanner cata acquisitions, each of an area’ of

';thi;tygsqparepmiles, are being processed to estimate wheat . production
on a-large;scale,” ERIPS can manage as many as 4800 sitns with four-

"£¢quisiti3£s'éach However, ‘whereas specific problems associated with

_ this specific remote sensing question have been.caretully addressed

“-_the ‘system has been.rigidly'defined and . lacks the flexibility to be’ mﬂ”

: considered a generalized geographical information syScem.,.

The. Minne ota Land Management Information System (hnM’S) [8]

o HL_ID is a state—wide land 1nformation system developed by the h
" Minnesota State Planning Agency and the Center for Urban ‘and Regionali
”“}fAffairs of the Universit Minnesota.- The. MLMIS data.base containsei”
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state-wide data for nine categories of predominant land use (1969) and
seven categories of water orientation. These are manually encoded into
forty-acre (1l6-hectare) cells. In addition to descriptive informationm,
each cell or 'forty' is 1abeled by the latitude and longitude of the
centroid of the forty, a county identification number, and the minor
civil division number of the U.S. Burean of the Census within which
 the fOrty falls. MIMIS ia very tybical'of'the grOWing:conoern of state
and county agencies to make reéesource information available to decision
maLers in state and 1ocal governments in a timely manner. MLMIS facea
a problem.in updating predominant land use and water information. The
need for making use of remotely sensed data, particularly frow Landsat,
is -apparent. The data bzase demands a rigid structure designed toc meet’
the erpected needs in a cost efficient manner. Landsat data structure
is not directly compatible, Hence, like other geographic information
systems seeking to incorporate remotely sensed data, MIMIS is faced

with new and- unexpected design and processingrcon51derations.

3.3 GENERALIZED GEOGRAPHICAL INFORMATION SYSTEM
The previous discussion, along with Appendix I, was provided to

..:fam1liarize the reader with terminology as well as with,several opera— E

' t10na1 1nformat10n systems.' It is hypothesized that,'as a norm, geo-

graphical information systems are de51gned with a particular application

" © and data basé in mind. 'systemsﬁbécome bounded by that application and =

data, and-thus are not easily adaptable to the incoerporation .of new

___processing strategies or data types. It is further hypotheSLZEd that
”'this-need not ‘be the case. A GIS can be designed independent of any
specific apﬁiicationfor data base., Hence, this section,is.provided -

- to- addresa'the subject of-GIS'&esign*on'a:more'analytic basisa:~That

,_is to say, given the wide.varlety of anproaches characterizing existing
information systems, can a generalized approach be constructed that L

'Tf;permits versatility enjoyed Dy no "one- existing system?'aiff7” S
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The advantage of such a generalizeéd approach is obvious. The
system would be compatible to the introduction of new applicacions,-
-new data sets and new processing strategies._ The incorporation of
.remotely sensed and associated data and their proceSSing requirements
would then be straightforward.

' THeiintereSting feature of a genetalized approach is that; once the
components of a geographical information system are well understood, the
dynamies of a generalized system are quite simple. Muchcﬁ'the philo- -
sophical groundwork for the design of a generali:red .system was set in 1971
by the COLASYL Data Base Task Group [9] This group of computer users
set. forth a strategy -for a generalized Data: Base Management System

' (DBMS) that addressed the special characteristics of objectworiented
data. The contention is made that a ,patially oriented system can be

':managed through a general framework that adheres to the philosophical
structure of the CODASYL DBMS. The following sections illustrate such

-_a.generaliZed approeeh_to-geogranhical,inﬁormationrsystem design.

3 3.1 OVERALL GIS MODEL . _ . ,
The DBMS approach is not generally encountered in existing geo~

‘”graphical informatlon systems. It is an’ approach, hpwever, that 1ends*’f1“

':itself to such systems. Geographical informationusystensvrequire the
,xmanagement of large quantities of data. -These date characteristica11y2<‘g
. are structured as cells or polygons. However, the user s view of the ‘
“lidata, for a given application, ‘may require a "1ook” at the data that
:“is inconsistent with its stlucture. A grid structure of speciflc
'element resolution,size may'be requlred, yet the data.may‘be stored
~.as polygons or. as a.erid of different resolution.. A typical solution N
ﬁ.to this problem is to Fix the permitted view of data and 50 structure
';'it. This is at ‘the expense of’generality;. A,SECond approach is to'

--;dnpliwate data in different formats.:-ihisii : téthe expense of storage SR

-efficiency.

15
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A DBMS, however, separates the data structuring, storage, and
retrieval from the data processing. The user can view the data inde-
pendently of its external storage because responsibility for data manage-
ment is relegated to an autonomous program, the data base manager. This
frees both user and application programs from the responsibility of data

management . -

The principles guiding the design of a generalized geographical {
information system include: (1) provide the GIS user a query environ- i
ment that is independent of the details of the system structure, (2)
provide application programs an environment that is independent of the
external structures of the data base, and (3) provide the user the
facility to permit multiple views of the data, independent of the
external storage characteristics of the data.

Figure 3 illustrates a generalized information system model that
interfaces various components in a manner that enables user/system,
program/data, and user/data independence. Structurally, the system
is a Data Base Management System with the addition of a user/system
interface through a batch operation or an Interactive Processing % )
Language (IPL). Elements of the diagram will be examined more closely

in the following sections.

3.3.2 BASIC ELEMENTS OF THE SYSTEM MODEL

The generalized computer-based geographical information system

T PN ST T e

/ depicted in Figure 3 is characterized by four basic structural com-
ponents and a number of languages interfacing between those components.
Each basic component (data base, data base manager, data pro-

cessor, and system user) sequentially perform specific roles in the
dynamic operation of the information system. Communication between
the components is carried out through languages designed to satisfy
a specific need for data or information upon request from an adjoining

component.
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Data base storage for a geographical information system would be

designed to support spatial data in various structural formats.

The data base manager (DBM) is a set of software programs that
interfaces between a user or program request for data and the physical
representation of those data in external storage. The DBM catalogs
not only the data sets that comprise the data base but also the per-
missible methods of retrieval. This catalog or data dictionary is

defined through the data definition language (DDL). The DBM processes

a request for data and invokes format service routines (FSR's} designed
to convert data from external representation to an internal format
designated as the data primitive (DP). This DP is in turn processed

by the application programs.

Five basic data processing functions.are required: (1) a regularly

encoded data processor, (2) an irregularly encoded data processor,

(3) object-oriented data processors, (4) a statistics processor, and

(5) data display mechanisms, e.g., graphics. The spatial processing soft-
ware would support both parallel and contextual processing functions as
described in Appendix I. This component of the GIS model provides

the mechanisms to interpret the data in selecied ways so that know-
ledge about that data, i.e., information, can be extracted for the

user. This distinguishes the system as an information system as

opposed to a data base management system. A significant point to be
SéréSSéd is that the data primitive is the internal representatiem of
the data set to be processed. This "active data set" is prepared by

the data base manager to satisfy the current view of the data.

The.processing system and user iﬁterface'through batch-mode opera-
tion or interactively through an interactive processing lanpuage (IPL).
This is,tafsay that the typical user may not be a programmer, hence the

~user is sﬁppliéd with a wvery high—level language interface to expedite
.interaction with the processing system The supplied vocabulary would

depend, of courseé, on ‘the processing functions available in the system.

- With such a language interface available, the user is hasically free

18
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of the mechanics of the information system providing answers to queries
that might be posed. To the user the system is a "black box" that
serves a function.

This generalized model provides the background within which recom-
mendation for the incorperation of remotely sensed data into a forest
and rangeland information system are set forth. Each structural com-

ponent will be discussed in further detail as recommendations are made.

3.4 REQUIREMENTS FOR FORESTRY AND RANGELAND INFORMATION SYSTEM

The United States Forest Service has identified a groving need
for the development of a consolidated information system serving the
USFS throughout the United States. This is reflected ia the formation
of both a Data Management Staff and special groups to analyze existing
Forest Service infermation systems for the purpose of designing a spa-
tially and statistically oriented infermation system. _

The Management Science Staff of the USFS has carried out a de-
tailed analysis of many existing USFS systems {10]. Another task group
is approaching the development of a USFS information system in two
phases [11]: (1) incorpcrate the best of existing USFS systems into
a single operational data base management and processing system and
(2) study the potential needs of the USFS in the unext decade in order
to establish a set of recommendations with regard te an advanced infor-
mation system, studying the reole of an integrated data base system.

.The most pressing needs are simply summarized in two points.

First of all, there is a need to provide accurate, up-to-date informa-
tion useful to USFS personnel and exchange information between per-—
sonnel in a more timely and efficient manner than is currently possible.
This generally leads to 'computerization' of the information extraction
" and exchange mechanisms. Second, for purposes of efficiency and cost-
effectiveness, this automation must be carried out in a mammer that
minimizes duplication of effert. The support of a single, integrated
global system may be more effiecient than the maintenance and interfaces

required in using a number of distinct lecally maintained systems.
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3.4.]1 ADDRESSING USFS INFORMATION NEEDS WITH REMOTE SENSOR DATA

The concern of this cdocument is to address the reguirements for
the incerporation of remotely sensed data in a USFS information system.
The need for timely information is an iufluencing factor in the incorpo-
ration of remotely sensed data, Classic techniques of land use classi-
fication, though accurate, are bounded by the end-to-end time required
in preoducing a preduct. Progress in the field of remote sensing has
shown the feasibility of using remotely sensed data for accurate land
use inventories, among other applications. The update capacity of a
land use classification system incorporating remotely sensed data is
greatly enhanced by satellite technolegy which permits the collection
of information at regular intervals.

The incorporation of remotely sensed data into a data base is
roughly analogous te the incorporation nf any other layer of spatial
data. However, twe significant differences arise. TFirst, the quantity
of data available through remote sensing sources dwarfs other spatial
data sources; Secondly, the process of extracting information from
remotely sensed data is highly specialized, requiring that a number
of sophisticated processing techniques be incerporated inte the infor-
mation system. The incorporation of these data, then, will have rami-
fications affecting the total information system. Recommendations must
be made, therefore, not only in 1ight of cﬁrrent USFS informatien needs

but also expected system design characteristics.

3.4.2 USFS GEOGRAPHICA! INFORMATION SYSTEM NEEDS
* Particular att:!butes of a USFS geographical information system
have been identified [11])]. A few of these attributes will be presented
in this section. The important point to note is that whereas these
attributes are derived from a broad base of information requirements
acquired through experience, they could easily be managed within the

context of the generalized geographical information system.
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In the long range future, the GIS could be managed through a dis-
tributed computer system, with terminals and minicomputers at a regional
level interfacing with a centrally maintained software facility and
data base that is of general applicability. Software and data of less
general applicability would be maintained at a local level.

The information system would require support of object-oriented
data, especially of a statistical nature, and geographically oriented
data, as well as interfaces between the two data types.

Other requirements include:

1. Maintenance of computer-compatible and other geographical

data banks, e.g., thematic maps,

2. Manipulation of geographical data layers in regular or

grid formats,

3. Manipulation of all irregular data forms, i.e., polygonal,

linear, and point source,

4. Cartographic display of data layers, including overlay

processing of data, and

5. Manipulation and display of statistical features of the

information extracted from the data.

Adoption of the generalized GIS approach is reasonable in light
of the fact that the management of these requirements is facilitated
in the generalized GIS environment. Morese, the incorporation of
remotely sensed data could be more easily carried out since processing
and data management facilities would be designed and defined in a

broad enough sense so as not to be limited in scope.

3.4.3 COMMERCIALLY AVATLABLE DBMS
The Management Sciences Staff has documented the implementation
of the Generalized Information Management (GIM) data base management

system [10]. GIM was developed and marketed by TRW and has been
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available to the Forest Service since 1971. €IM, like many other
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available data base management systems [12,13], is useful for the
storage and management of object—-oriented data. To the best of our
knowledge, however, commercially available DBMS's do not currently
provide an enviromment appropriate for the managemen. of spatial data,

especially remotely sensed data. Reasons for this include:

1. Inadequate storage support for extensive spatial systems,

2. Storage and retrieval of data by spatial attributes are r.ot

supported since retrieval is nominal in nature,

3. The spatial nature of the data require. specialized storage
structures, including polygonal and cell encoding which are

not supperted by available DBMS5's, and

4, TFunctions required to interface a user request for spatial
data in a particular form, e.g., in a given resolution size,

are not provided.

Hence the employment of a commercially available DBMS for spatial data
has to be restricted to small data sets whose layers have common exter-
nal storage characteristics. Even there, the mechanics of coordinaie
retrieval must be addressed since provision is not made for this fea-
ture in any available DBMS [14].
3;5 SPECIFIC RECOMMENDATIONS FOR THE INCORPORATION OF REMOTELY SENSED

DATA IN A USFS GEOGRAFHICAL INFCORMATION SYSTEM

To this pcint we have attempted to cons.:uct a philosophical frame-
work within which specific recommendations can be made with regard to
the incorporation of remotely sensed data in a USFS geographical infor-

~ mation system. We emphasize that:
1. A user/system, user/data and program/data independent environ-
ment is most desirable,

2. Remotely sensed and associated data can be viewed as different
layers of spatial data, inherently grid, linear, or point source

in nature,
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3. ihe incorporstion of these data in a GIS is in principal no
different than the incorporation of anv ciher spatially

oriented layer of data,

4, The mechanics of the management of a great volume of data
must be addressed, possibly through a careful segmentation

of the data,

5. The manipulation of these data requires special processing
functions. These could enhance the overall capability for

analysis and display of other data layers,

6. The precessing of these data results in the need to manipu-

late non-spatial data, i.e., object-oriented data types, and

7. The display and analysis of these data require interfaces
between data layers of both irregular structure and regular

structure with varying resolution sizes.

Th generalized geographical information system coucept introduced
earlier serves as the foundation of the recommendatiens to be set forth.
Certain aspects of this cencept, specifically the data structure, data
mansgement , and data processing aspects, are more fully detailed in
this section, as they apply to specific recommendations. It is impor—
tant to stress that, whereas the generalized apprvach is well within
the capability of state-of-the-art computer data processing techmnology,
the concept has yet to be made commercially available in hardware or
software form. Hence, developmental werk would be required.

Four categories of recommendations are presented next, regarding:
{1) data structural characteristics, (2) data processing environment,

3} data requirements, and (4) processing requirements. Certain topics
are discussed in further detail in Appendix TV.

3.5.1 EXTERNAL DATA STRUCTURE CHARACTERISTICS

Figure 2 in Section 3.2 illustrated two basic data storage struc-

tures for computer-based information systems. The internal structure
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pertains to the formatting of data in computer core storage while they
are being processed by an application program. Internal structure
characteristics for the processing of remotely sensed data are pre-
sented in Section 3.5.2, TExternal structures pertain to the formatting
of data on hardware storage devices while inactive. This section dis~
cusses recommendations for external storage structures for a GIS that
utilizes remétely sensed data. TFurther discussion is carried on in
Appendix IV.1.

To remain within the context of a generalized GIS utilizing

remotely sensed data, three items are specifically recommended:

1. That external storage support layers of both object-oriented

and spatial data (both irregular and regular enceding)},

2. That a data dictionary describe the location, structure, and

nature of each layer of data, and

3. That all storage and retrieval of data be conducted through

a data base manager software subsystem.

External structures of digital data have both physical and logical
attributes. Physical attributes include a higher level erganization
of the data as viewed by the processing system, as well as a lower
level organization as viewed by the computer operating system. Our
discussion of exiernal structure characteristics concentrates on
logical attributes and higher level physical data structuring.

Logical attributes of data incorporated in a GIS refer to the
inherent characteristics of each layasr of the data base. Remotely
sensed data, in particular Landsat data, have certain characteristics
that require specific attention, especially when interfacing or over-
laying these data with other spatial data layers. The basic logical
attribute tuat is of concern here is the gesmetry of these data. The
geometry of remotely sensed data is a function of the satellite orbit

or aircraft flight line and altitude and sensor field of view.
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Landsat data currently are collected at an orientation skewed by
a few degrees from a North-South orientation in a projection implicit
to the satellite. It is advisable, in order to expedite the process
of data layer overlay, to geometrically correct these data to a map
projection that would be standardized between various layers of spatial
data. Also, sample density must be considered. A variety of resolu-
tion sizes may be encountered. Landsat data resolution currently is
57%79 m per cell. The Thematic Mapper (Landsat D) is expected to have
a 30x30 m resolution size.

The incorperation of remotely sensed data in a GIS imposes the
requirement to find a means to accommodate the special geometries
encountered. Three approaches are discussed.

The first, and most general approach, would be to reformat the
data to suit the current need through the DBM upon retrieval. Hence,
Landsat data would remain in rvaw form until a specific user request
for a region of data, In a specific resolution size, and geometrically
corrected to some specified map projection, was encountered. The data
would be resampled and corrected upon retrieval for the current use.

The second approach would standardize the geometry of all layers
in the data base -- a particular projection and a specific cell size
for regularly encoded data. Two problems ayvise. The layers may be
geometrically dissimilar so a single cell size may not be practical.
In addition, this approach would restrict the GIS user to a particular
view of the data, whereas, the user should be a2ble to request these,
as well as other layers of data, in a resol.tion size or map projection

that may be different from that characteristic of the original data.

A third approach would be to make certain assumptions with regard
to the most likely form of request and convert the data into that format
upon loading it intec the data base. This approach is a comﬁromise,
more restrictive than the first but more general than the second. One

could pre-define a basic pixel size, like one meter square, and insist
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that each data layer be resolved in storage to some power of two

(e.g., 1, 2, 4, 8, etc.) of that size, The advantage of this approach

is that the resampling scheme employed upon retrieval would be simpli-
fied to an aggregation or splitting of the data cells. The disadvantages
being that the user would still be restricted to multiples of the basic
pixel size. Resampling of data not originally available in this form
would be carried out upon loading. Hence, resampling is not eliminated,
simply conducted at loading time as oppesed to retrieval time.

It is recommended that one of the more general approaches or a
combination of them be employed. There is a tradeoff in cost in these
two approaches. One would only correct subsets of data upon use,
whereas the other would standardize and correct all the data initially.

Remotely sensed data are commonly available in computer—compatible
form structured in grid format. Hence, the physical formatting require- .
ments associated with remotely sensed data are for the most part pre-
defined. However, various other layers of data may be required for
the effective use of remotely sensed data. Let us next consider for-
matting structures as they apply to data in general, both regularly
and irregularly structured.

Considerations for the external physical structuring of data in
a GIS must be carried out on two levels. The first concerns the tech-
nique employed to manage and store data accumulated over large geo-
graphical regions, that is, how the data are geographically segmented.
The second concerns the structural organization or encoding used for
these data, e.g., grid or polygon.

The potential volume of satellite data requires that a ecareful
segmentation strategy be employed. Whereas Landsat is most commonly
available in 100-nautical-mile-square frames, this is rarely a con-
‘venient storage unit. A feasible strategy may be patterned, after that
employed in the Land Inventory Mapping (LIM) System of Forest Region 2 [10].

LIM divides a forest into a matrix of quads. Each quad is of maximum
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dimension of 210 grid cell rows and 128 grid cell columms. This is not
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only convenient for storage and retrieval of data, but permits ready
joining of data should a request for a broader region be encountered.
Let us now move our discussion to methods of encoding regularly
structured data. It was mentioned that satellite data are stored in
sequential format. Another form of encoding that is recommended is
compact sequential encoding. This technique provides met only partic-
ular advantages of cell encoding, buf also a substantial savings in
the storage vequirement. Compact sequential encoding requires rhat
data values be entered cell by cell., However, adiacent repeating
cell values are not stored repeatedly, but an associated length attri-
bute is incremented instead. This form of encoding may not necessarily
be applicable to remotely sensed data, but is recommended whenever
regular encoding is preferred, and data features do not vary rapidly
from cell to cell.

Irregular encoding would certainly not be likely for remotely
sensed data. However, certain associated data layers, such as training
and test areas, as well as many types of ancillary data, may be encoded

-more naturally in this format. It is suggested that, for these data,
the feasibility of employing the chain/node encoding techmnique be
investigated. This technique, developed by the Harvard Laboratoery
for Computer Graphics, is described in detail in Appendix IV.1l. It
enables the storage of point source, linear, and areal data in one
topological data structure. In additiom, attributes of the data, like

the area of the polygon, can be managed within the same structure.

3.5.2 REMOTE SENSING DATA PROCESSI&G ENVIRONMENT

hls section summarizes a recommended data processing environment
that is more specifically detailed in Appendlx Iv.2. 'The Tecommended
approach, though developed for the processing and analysis of remotely
sensed data, is of more general character. It is designed in a manner
that will accommodate either 6bjeet ér spatial data, or both. The profo—

type system for remotely sensed data is currently under development at ERIM.
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Figure 4 is a simplified schematic diagram of the recommended
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data processing environment fcr a geographical information system.

User Interface
Data - Processing
Base B Monitor
Manager o
Application
Programs

FIGURE 4. GIS DATA PROCESSING ENVIRONMENT

The most prominent feature of this design is the interjection of a pro-
cessing monitor between the data base manager, the appli~cation programs,
and the user. The advantage of incorporating a processing monitor is
that the DBM, user, and application programs can act independently of
one another. The preocessing monitor insures that all input and output
interfaces between these three operators are compatible; The one
requirement is that each operator act within certain globally accepted
conditions. '

‘The user is responsible for providing adequate information to
enable the system to respond to a query. Specifically the user must
provide infermation with iegard to: (1) the specific layers of data
to be manipulated, (2} the spatial region of data to be processed,

(3) the specific process to be carried out, and (4) any appropriate

parameters desnribing the process.
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The application programs must be designed for purposes of respond-
ing to permitted user queries. To insure external data structure inde-
pendence, an understanding between the DBM and the programs as to per-
mitted internal structures is required. A data-primitive concept is
adopted in order to accomplish this. A data primitive is a globally
recognized internal storage structure entity, like a polygon or a raster
of cells. Each application program would declare the primitive(s) it
requires. The processing monitor would insure that the data requested
by the user would be made available to the application programs through
the DBM if the requests were compatible. The DBM would convert the
data sets required by the user from external format to the internal
format requested by the application programs via data primitive declara-
tions (see Apx. IV.2).

The general character of this approach as a processing environment
for a GIS that utilizes remotely sensed data stems from two features.
First, data primitives can take on any form, object or spatial, regular
or irregular. Secondly, the processing monitor acts as a know.edgeable
interface between the various operators to insure that communication
between them is understood in the proper context. Hence, any form of
processing can be carried out, as long as the application programs and

data required are available.

3.5.3 DATA REQUIREMENTS

Developments in areas of research in remote sensing have identi-
fied a need for the joint use of remotely sensed data with layers of
data derived from sources other than remote sensors. For example,
Volume 1 of this report [1] examined the utility of incorporating
remotely sensed data with ancillary data for inferring forest under-
story conditions. Section 4 of this report discusses in detail the
value of incorporating topographic information in the analysis of
Landsat data acquired in mountainous terrain. Studies of water balance

and evapotransformation processes have indicated a need not only for
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Landsat data, but for Metsat data, climatological, geologic, and topo-
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graphic information as well {15). Researchers acknowledge remotely
sensed data as a valuable source of informatiom, but one that comple-
f ments or 1s complemented by other data, It is this requirement for
' the joint use of data that led initially to our consideration of re-
motely sensed data as a layer of data in a generalized geographical
information system.
Data requirements for incorporating remotely sensed data in a
GIS span more than those data derived from remote sensing sources
alone. Some of these data layers may be already available in the GIS.
Others may not be. Those already available, however, may need to be
adapted to remote sensor applications. Appendix IV.3 deseribes a nnm-
ber of data types that might enhance remotely sensed data informatidn
extraction capabilities. The most basic requirements for utilizing
remotely sensed data im a USFS information system includes incorporating
Landsat digital data as well as associated parameters of acquisition,
e.g., sun angle and date. Remotely sensed data from other sources,
like aircraft radar or MSS scanner data, may be necessary where finer
resolution or more extensive spectral information is required. 1In
addition, spectral information acquired in a controlled setting, e.g.,
field measurement data, is considered an invaluable aid in the analysis
of remotely sensed data. Topographic information is considered criti-
cal, especially when terrain features vary rapidiy. This is due to
the sensitivity of the Landsat signal to the resultant irregular solar
illumiqation. The joint use of Landsat and topographic information
to be of use imposes the requirement that the topographic information
1 ‘ be sampled at the same resolution as Landsat data, or finer.
. Elements oﬁfghg data base essential to the extraction of infor-
mation from rein?iﬁ sensed data are not derived solely from external
sources, but alsbnfrom within the GIS., Certain components of the data

base that are felt by us to serve as important agents in this process
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of information extraction include remotely sensed data that have been
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preprocessed to correct for external effects, e.g., haze, as well as
data that might have been compressed in some manner. In additiom,
statisties generated from the data are important to malntain for refer-

ence and analysis.

3.5.4 DATA PROCESSING REQUIREMENTS

The incorporation of remotely sensed data in a USFS information
system will requlre the incerporation of a set of sophisticated pro-
cessing functions to enable information extraction and analysis of data
from remote sensing sources. Many of these functions are described in
Appendix IV.4.

For the purposes of this sectiomn, let us simply categorize those
functions and indicate certain applications that may effectively utilize
remotely sensed data in a forest and rangeland context.

The prerequisite categories for the processing of remotely sensed

data include:

1. Corrective Preprocessing
2, Feature Extraction

3. Data Classification
4

. Information Display

Corrective preprocessing of remotely sensed data is carvied out
to eliminate or reduce systematic wvariations in the data due to external
effects such as the sun angle or haze present at time of acquisition.
Screening the data for the presence of clouds, cloud shadows, and defec-
tive data is also important.

Feature extraction refers to the process of detecting the charac-
teristics of the remoteiy sensed data signals that enables ome to dis-
tinguish the classes or information present. Statistical, empirical,

and analytical techniques have been employed in feature extraction.
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Data classification pertains to the categorization of features
derived from remotely sensed data. This may take che form of associ-
ating the data elements to specific classes present in the scene, or
more generally be thought of as the identification ef features.

Information display is the component that acts as interface be-
tween the data analyst or user and the algorithms processing the data.
The specific algorithms employed are determined, of course, by the
application for which remotely sensed data are utilized. Most promi-
nent applications of these data include land use classification and
inventory, and change detection. Research in the field of remote
gsensing is not only improving the effectiveness of these types of

analyses, but alsoc broadening the scope of application as well.
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4
INFORMATION EXTRACTION TECHNIQUES

Multispectral scanner (MSS)} data from a single time period, alone,
may not permit sufficiently accurate classification and extraction of
information from forest and rangeland scenes. For example, spectral
similarities of the scene classes or spectral variability within
individual classes from location to location and time to time may
preclude adequate performance. Ancillary geographic data or MSS data
from additional time periods potentially can be used toc improve the
quality and quantity of information extracted, provided they can be
digitized and associated with the appropriate resolution elements
of the original MSS data. Types of ancillary geoegraphic data ineclude
terrain elevation, slope, and aspect data, soil type data, geologic
data, and land use data, among others.

Given the association or registration of ancillary geographic
data with MSS data, it remains to develop effective techniques to
exploit the potential of the combined infermation. One recent in-
vestigation [15] gave indications that the use of terrain elevation
data with Landsat MSS data could improve classification aeccuracy in
a forestry application. However, only one data set was analyzed so
additional verification of improvement is needed. There also is a
lénger-range need to determineé the most éeffective ways of using
ancillary data of this and other types for improving information

extraction capabilities from remotely sensed data.

4.1 APPROACH

Tc develop and test various processing and information extraction
techniques, we assembleéd a data set that consisted of Landsat data,
acquired on 15 August 1973 over a test site in Grand County, Colexado,
plus ancillary terrain data (See Section 4.1.1). This site is one of

those being investicated as part of the Forestry Applications
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Program's Ten Lcosystem's Study [16)}. We concentrated our analysis on
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the Fraser Experimental Forest, a subset of the site which lies within
both Grand County and the Arapaho National Forest; see Figure 5.

The Fraser Forest is a thirty-square-mile experimental water-
shed, heavily wooded with spruce, fir, and Lodgepole pine. The
mountainous terrain varies in elevation from 2400 to 4000 meters
(8000 to 13,000 feet) with slopes of up to 45°, The topography of
this region lends itself to an investigation of the effects of
terrain slope and aspect on one's ability to acecurately classify
forest stands with approaches using Landsat data both alone and in
combination with ancillary data. The terrain slope and aspect have
pronounced effects on Landsat signals.

A number of processing and analysis techniques were applied

to these data (See Section 4.1.2).

4.1.1 DATA SET DESCRIPTION

Data preparation activities preceded our processing and analysis.
The Landsat data were geometrically corrected, rotated, and resampled,
using a nearest-neighbor technique, in a UIM projection to a scale of
1:24,000 on a line printer display.

Digital terrain elevation data were purchased from the Yational
Cartographic Information Center (NCIC) in Reston, Virginia [17]. These
data, previously digitized from 1:250,000-scale topographic quadrangle
maps with 200-foot elevation contour intervals, are reportedly accurate
to within 100 feet, although interpolated to the nearest foot. A
program was developed and employed to convert these data to a format
compatible with multispectral data to permit registration with Land-
sat data.

Three additional types of data were derived from these elevation
data — slope, aspect, and a relative solar insclation factor. The
nine—element rules shown in Figure 6 were used to compute slope and
aspect for each pixel, using values from its eight neighbors. These

farmﬁlas had been previously developed for U.S. Forest Service uses [81.
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_ £21 + 722 + 73) - (Z7 + 28 + Z9)
6a

(Z3 + 26 + 79) - (Z1 + Z4& + 27)
6b

B2 =

Slope = tan™* \/312 + B2?

-— 2 .
Aspect = tan 1 (—g—‘f) (converted to azimuth,
clockwise from Nerth)

FORMULAS FOR TERRAIN SLOPE AND ASPECT CALCULATIONS

We then defined the relative solar inselation facter at a point on

the ground as the following function of sun position:

where

_n-s
FRI  cos ¢s @

¥ is the relative insolation factor

RI

T is the surface normal unit vector

s is the sun direction unit vector

¢ is the sun zenith angle.

s

This factor, relative to a horizontal diffuse surface, combines the

effects of slope and aspect, as well as solar zenith and azimuth angies,

inteo a single factor.

In terms of slope angle B and relative aspect W,

between the compass bearing of the sun and the horizontal projection of

n, we have:
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Fop = tan 9_ sin 8 cos ¢ + cos B (2)

The velative inselation of a horizontal surface would equal ene. A max-
imum is reached when the surface faces the sun directly and goes to zero
as it appreoaches a grazing'angle with respect to the sun. The algorithm
developed does not account for possible shadewing by nearby terrain re-
lief at low sun angles, a capability that should be included in a com-
prehensive program.

A merged data set was prepared, to enable the mapping and
malysis of these data using the same tools available for analysis

of Landsat data alone. This ten-channel data set included:

. 4 Landsat channels
. 2 elevatien data channels (to encode all levels)
. terrain slope
terrain aspect
. relative inscolation factor

. test site delineation

In addition to this set of Landsat data and associated ancillary
data, we made use of simulated reflectance data for pine forest
canopies. The simulated data are described in detail in Volume I [1].
In brief, they were generated using the Suits bidirectienal reflec-
tance model for vegetation canopies with parameter selections representing
several different canopy densities, understory conditions, and terrain

slopes and aspects relative to the sun.:

4,1.2 PROCESSING TECHNIQUE DEVELOPMENT AND TESTING
The first step in analyzing these data was to produce and examine
maps of the various types of data. Next, we studied correlations

between Landsat signals and the various ancillary variables. In
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addition, correlation analyses were performed on the cimulated forest

canopy reflectances.

Next, we examined the effects of incomplete training on computer
performance in classifying the Landsat data, training being incomplete
in the sense that the full range of variatiom in ancillary terrain
varidables was not represented in the training data set.

The next step was to investigate different preprocessing
algorithms based on ancillary terrain data, to reduce the variability
in Landsat signals and improve classificatiom performance. Algorithms
vere derived both empirically from Landsat data and from analysis of
the reflectance model calculations. The studies described up to this
point are related to ancillary terrain variables and are described in
Section 4.2.

A study also was made of the applicability of selected LACIE-

%
oriented data processing techniques and algorithms (See Sectionm 4.3).

One technique examined was the Tasselled-Cap Transformatiom which pro-
duces linear combinations of the original Landsat data. The first two
combinations define a plane that contains the vast majority of variance
in the Landsat signals and also have convenient physical interpretations.
Aﬁother related transformation, a polar green-angle/brightness-radius
transformation, was alsc examined.

Also, unsupervised clustering techniques were investigated —— both
pure spectral clustering and joint spectral/spatial clustering. The
spectral/spatial technique investigated was the ERIM BLOBE algorithm,
with derivatives therefrom which were developed as part of this study.

Finally, clustering analyses were conducted on data that had
been preprdcessed using one of the algorithms developed earlier. Theée
analyses are described in Section 4.4.

Conclusions and recommendations are presented in Section 4.5.

*
LACIE is the Large Area Crop Inventory Experiment [19].
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4.2 INVESTIGATION OF TECHNIQUES USING ANCILLARY TERRAIN DATA

Because of both the pronounced effects of terrain slope and aspect
that can be observed in Landsat imagery and the availability of digitized
terrain elevation data, it is appropriate to investigate the use of an-
cillary terrain data in improving the quality of information extracted
from Landsat data.

4.,2.1 ANCILLARY DATA CHARACTERISTICS

Prior to presenting maps of data in the various information channels,
the forest stand map of Figure 7 is presented to provide a frame of re-~
ference for the Fraser Experimental Forest area. (The upper right-hand
corner of this map is not completely filled in.) Interesting insights
into both the data and problems faced in processing these data can be
gained from a study of computer gray maps of the various Landsat and
ancillary data channels.

Figure 8 is a map of Landsat Band 7 in the Fraser Forest. The for-
est is an experimental watershed draining into St. Louis Creek which rumns
in a 8SQ to NNE pattern through the center of the forest.

As is seen in Figure 9, a map of the terrain elevation data, Fraser
Forest is bounded on three sides by mountains. The area to the West of
the St. Louis Creek is predominantly made up of slopes with an East-
facing aspect, and to the East predominantly West~facing, although North-
and South—facing ridges of lower elevation occur throughout (see Fig-
ure 10, a map of aspect angle relative to the sun's position).

An obvious feature of the Landsat data is the tendency of the signal
magnitudes to correlate visually with the aspect angle. Comparison of
the stand map (Figure 8) with Landsat data shows that, even though tree
stands of a particular type appear on both sides of St. Louis Creek, the
corresponding Landsat signals are very different in intensity. Compari-
son of slope angle patterns (Figure 11} and Landsat data indicates that

the signals are affected by terrain slope as well.
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Finally, the relative inselation facter (Figure 12), which incorpo-
rates botb slope and aspect effects, exhibits a noticeable correlation to

the Landsat data.
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4.2.2 ANALYSIS OF ANCILLARY AND LANDSAT DATA
Relationships were examined between ancillary variables and two
types of data -— actual Landsat data and simulated forest canopy reflec-

tance data (in Landsat bands).

4.,2.2.1 Actual Landsat Daté

An analysis was made of the correlation between ancillary variables
and tbe Landsat signals from selected cover types. Results are presented
in Table 1. bHote that relative aspect had the highest degree of correla-
tion with signals in the forested regions, followed closely by the rela-
rive insolation factor. Low correlations were found with elevation and
slope. Low correlations with slope are to be expected since the effects
of slope depend so highly eon thée corresponding aspect angle relative to
the sun. For example, at a 90° relative aspect, one would not expect
a change in slope te have any effect on the signal., The correlations
tend to be greater in Bands 6 and 7 than in Bands 4 and 5, especially
fcr spruce-fir which had lower overall correlations than Lodgepole pine.
The non-forested data had substantially lower correlations with the an-
cillary variables, perhaps due to a greater variation in the surface

conditions.

Table 2 indicates, for these same data, that a significant portion
of the variability in Landsat signals from the forested covers in Band 6
is explainable by the first two ancillary variables. Later, we examine
the significance of such effects on the training of a classifier and
subseﬁuent classificacion of the data (Section 4.2.3.) and on the pos-

sibilities of reducing these effects through preprocessing (Sec-

tion 4.2.4), In Section 4.3, we present additional analysis of corre-
lations between ancillary data and transformed versions of the Landsat

signals.
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TABLE 1., CORRELATION BETWEEN LANDSAT SIGNALS AND
ANCILLARY VARIABLES
Landsat Correlation for Cover Type:
Band Variable Lodgepole Pine Spruce-Fir Non-Forested
4 Aspect {(Relative) - 0.61 - 0.28 - 0.14
4 ' 0.5 : .
FRI 0.54 0.13 0.10
Slope ‘ - 0.01 - 0.06 ~ (.10
Elevation 0.13 0.06 0.08
5 Aspect « 0.65 - 0.23 - 0.12
FRI 0.58 0.06 0.08
Slope - 0.01 - 0.09 - 0.08
Elevation 0.19 0.12 0.09
6 Aspect - 0.73 - 0.51 ' - 0.20
FRI 0.67 0.41 0.19
Slope 0.02 0.06 - 0.11
Elevation 0.27 0.01 0.09
7 Aspect - 0.73 - 0.53 - 0.22
FRI 0.67 0.44 0.23
Slope 0.02 0.08 - 0.10
Elevation 0.30 - 0.01 0.08
*FRI = Relative Ingolation Factor
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TABLE 2. DEPENDENCE OF LANDSAT SIGNAL ON TERRAIN VARIABLES

R2 —-—- GOODNESS OF FIT
LINEAR REGRESSION —— LANDSAT BAND 6

CLover Type
Independent Variable Lodgepole Pine  Spruce-Fir
Relative Aspect 0.532 0.259
Relative Insclation Factor 0.452 0.170
All significant variables 0.603 0.404

4.2.2.2 8imulated Forest Canopy Keflectances

A corresponding analysis was made of the simulavad forest canopy re-
flectance data, except that elevation was not a factor. Correlation re-
sults are presented in Table 3 for three densities of trees and a com=
bined class of grass and brush. Each class of tree densities was sim-
ulated over a variety of understory situations having grass or brush of
varied densities over three different surface materials [1]. All den-
sities of grass and brush are included in the fourth class in Table 3.

The results agree gqualitatively with those on the actual Landsat
data. Correlations with aépect and relative insolation factor are large
while those with slope are smali. One difference 1is that, here, correla-
tion with relative insolation factor is higher than with aspect, this
may be due te path_radiance effects in Landsat data or other factors.
Again, Band 6 and 7 éorrelations are greater than Bénd 4 and 5 correla-
tions. Note also that correlations decrease as density decreases and that
the grass and brush correlations are substantially lower than the tree
correlations. Additional correlations are reported in Section 4.3 be~-
tween ancillary variables and transformed versions of these reflectance

values.
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TABLY. 3. CORRELATION BETIWEEN SIMULATED LANDSAT-BAND FOREST
CANOPY REFLECTANCES AND ANCIILARY VARIABLES

Correlation for Cover Type:

Forest
Band Variable High Density Medium Den. Low Den. Grass & Brush
4 Aspect (Relative) - 0.77 - 0.70 = 0.51 - 0.33
%
FRI 0.92 0.79 0.60 0.37
Slope - 0.10 - 0.09 - 0.08 - 0.06
5 Aspect - 0.76 - 0,65 - 0.51 - 0.32
FRI 0.91 C..4 0.55 0.36
Slope - 0.07 | - 0.08 - 0.09 - 0.07
6 Aspect - 0.87 - 0.82 - 0.71 - 0.51
FRI 0.97 0.92 0.80 0.58
Slope - 0,07 - 0.06 - 0.07 - .07
7 Aspect ~ 0.87 - 0.83 - 0,73 - 0.51
FRI 0.98 : 0.93 0.82 0.58
Slope - 0.09 - 0.08 - 0.07 - 0.07
*F e Relative Insolation Factor

RI

4,2.3 EFFECTS OF INCOMPLETE TRAINING ON CLASSIFICATION PERFORMANCE

Inaccessibility te areas due to terrain or availability of resources
may limit the amount of training data that can Be obtained in practice.
Therefore, an-experimenp was conducted to determine the extént to which
limited training.(relafive to the aspect angles included)} would influ~
ence classification performance.

Classifier trainihg was fifst limited to data from aspects facing
predominantly East (toward the sun). Three cover classes were repre-
sented -- forested (Lodgepole pine and spruce-fir), non-forested, and
non—éommefcial. The resultant signatures were used to classify three

groupings of the original Landsat data having:
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a. the same aspects
b. the opposite aspects

¢. a combination of all aspects.

The results presented in Figure 13 exhibit a wide variation in per-
cent correct ciassification, implying that the range of signal variation
for each cover type classified was not always properly represented by the
signature used for classification. The effect was most pronounced for
the forested cover type in the case where training was performed on West
aspects (away from the sun), see Figure 13(b). There, forest classifica-
tion accuracy was drastically reduced when opposite aspects were classi-
fied., Little effect was noted on the classification of forested areas
with East-facing signatures.

Spruce-fir and Lodgepole pine are represented as a single class,
forest, in this analysis. An attempt was made to discriminate spruce-
fir from Lodgepole pine, but due to their high degree of spectral simi-
larity, acceptable separation was not achieved.

The results indicated in Figure 13(a), on slopes facing the sun, are
not as erratic as those in Figure 13{(b). A plausible explanation for these
results can be hypothesized using known characteristics of the cover
types.

Figure 14 shows the relationship betweenAforested and non—forested
pixels in a transformed data space. This space is discussed in detail
in later sections. For our proposes here, it is simply important to note
that forested and non-forested distributions are represented in a manner
that closely correlates scene illumination to'radial distance from the
origin. ' '

When training is carried out anthe darker West-facing slopes, (Fig-
ure 14(b)), the decision boundary produced would likely result in good
classification accuracy for the non-forested type, with little difference
related to the slope on -which classification was carried out. Im con-

trast;'fOrested-classification accuracy could be expected to be high on
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West-facing slopes, but very low in East-facing slopes with such a deci-
sion boundary. These relationships are apparent in the classification
results illustrated in Figure 13(b).

Training on the brighter East-facing slopes produces the opposite
effect (Figure 14(c)). The decision boundary now includes all of the
forested pixels in the forested class, and classification accuracy should
be high, regardless of aspect. Non-forested classification, on the other
hand, should be degraded in é manner similar to that for forested classi-
fication with West-slope training: high accuracy on the same slopes, low
on all slopes, and lowest on opposite slopes. Again, these are the re—
lationships that resulted, as shown in Figure 13(a).

These results indicate a need to approach classifier training cau-
ticusly for mountainous terrain. One suggested sclution is to stratify
the signal space, based on the ancillary variables, such as was done
ahove for aspect, and then train in each stratum. This would help insure
that the variability of the signals of each cover type was represented.
Such an approach, however, may not be desirable or feasible in mountain-
ous terrain due to the physical constraints imposed on ground training,
~ the complexity of determining appropriate strata, and the number of sig-
natures required.

_Another approach investigated was that of preprocessing the data to
normalize the terrain effects to those of a fixed condition, e.g., terrain
facing the sun or horizontal terrain. This could reduce that variabil-
ity in the Landsat signals which is attributable to terrain effects and,
in turn, reduce the complexity of training and improve classification

results,

4.2.4  PREPROCESSING TO IMPROVE CLASSIFICATION
Freprocessing, as used here, refers to the application of transfor-
mations to MSS signals to remove or reduce systematic variations in the

data. Preprocessing algorithms can have either an empirical or a
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theoretical basis, or a comwbination of the two. Both empirical and
theoretical preprocessing algorithms were investigated in this study.

The empirical algorithms were based on the previously described
statistical analysis of the variability of signals from individual cover
types and extent to which it could be explained by ancillary variables.
As was shown in Table 2, the relative insolation factor and relative
aspect angles both explained a sizeable fraction of the variance in
linear regression analyses, especially for the Lodgepole pine cover
class.

We used two basic transformation models for preprocessing data
prior to classification. The first transformation model was of the

form:

'§'="§—G(K~KRef) S

where

is the adjusted signal vector for the scene element,

is the original signal vector,

R

is a vector describing the relevant ancillary conditions

at the element,

ARef describes the reference set of ancillary conditions,

and G is function of (K - Xﬁef) which can be determined

.by regressing Landsat signals on cne or mere

ancillary variables.,
Thus, Equation (A) defines an additive correction medel.
We determined G as a function of relative aspect and relative insola-
tion factor for use in separate preprocessing trials.

The other transformation model form ns=2d for preprocessing was:

* 1 L
S‘ = —a [ _'__'Fa, (B)
I F(A) -
where 8' and 8 are as defined previously,
-+
LP is an estimate of the atmospheric path radiance, i.e., extra=

neous radiation that emandtes from the atmosphere rather
than from' the scene element being viewed,
.
and _F(A) is a function dependent on ancillary variables.
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This type of transformation has a better physical basis than that of
Equation (A), in that it first subtracts an additive path radiance term
and then performs a multiplicative correction which is appropriate for
differences in irradiance.
For one of our trials, we let F(K).be FRI, the relative insolation

factor, which is proportional to the irradiance on the scene a2lement.

i For another, we used a modified relative insolation factor FMRI which

was based on our work in simulating the reflectance of forested canopies.

: As described in Volume I {1], the model predicted forest canopy reflec-
tances to be non—diffuse and supporting indications were found in Land-
sat data from the Fraser Experimental Forest, When FRI was applied to
data, it overcorrected for slope and aspect variations. Therefore, we
decided to modify the relative insolation factor to make it more closely
match the tvend in the simulated data. The one modification we tested
was to define a new slope angle and recalculate the Yelative insolation
factor using Equation (2). The new slope angle was obtained by multi-
plying the actual slope angle by the sine of the sun zenith angle. This:
multiplication factor was determined through analysis of the simulation

- data which had been produced for twe sun zenith angles, 36u and Sla.

; Figure 15 presents comparisons between coriginal and preprocessed

data (Landsat Band 6) from the Lodgepole~pine and spruce~fir cover classes.

Thé desighatéd,pixeis were grouped into bins corresponding to 30n inter-

vals in aspeect, relative to the sun's azimuth. Plots of the means of

original data within these bins exhibit sinusoidal variations as a func~
tion of.aspact. When preprocessed using the transformation of Equa-
tion (B) and the ordinary relative insolation factor, the curves in Fig-
ure 15(a) shoﬁ tﬁét the data were ovefcorrected, as previously noted.
The modified relative insolation factor produces a much better trans-—
formation, with on’y a slight residual variation pfesent, as shoﬁn in

Figufe 15(b).
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The two-channel scatter diagrams of Figure 16 provide another dis-
play of the effectiveness of two preprocessing algorithms in reducing
the variance of the signals from the Lodgepole—pine and spruce-fir cover
types.

Next, we turn to classification of the data to evaluate the possible
beneficial effects of preprocessing. Results to be cémﬁéred with those
presented earlier in Figure 13 for unpreprocessed data are presented in
Figures 17 and 18 for two different preprocessing algorithms. Both fig-
ures exhibit marked improvement over the vapreprocessed results, espec—
ially for the case where training was limited to West-facing slopes.
Here, there is little if any dependencé on the orientations of the data
that were classified, in contrast to the drastic drop in performance for
forested pixels on opposite~facing slopes with umpreprocessed data.

Figure 17 represents preprocessing by an empirical transformation
having the form of Equation (A) and being based on a regression of sig-
nal values on the relative insolation factor. On the other hand, the
transformation of Figure 18 had a theoretical basis (the modified relat-
tive insolation factor) and utilized Equation (B). 'The classification
of non-forested areas in Figure 18(b) is somewhat 1esé accurate than
ﬁithout preprocessing, but there is an inprovement in results for the

other-than-forested categories in Part(a), i.e., training on East-facing

. slopes. Overall, preprocessing appears advantageous in these results.

4.2.5 USE OF ANCILLARY DATA AS CLASSIFICATION VARIABLES
Ancther topic investigated in exploratory fashion was whether or
not the inelusion of ancillary variables as extra data channels, with

Landsat channels, in classification would enhance the separability of

_scene classes. This appreoach showed promise, under the condition that

variability din the signals was adequately represented in the signatures.

The inclusion of variables which primarily affect the relative amount

of solar irradiance reaching an element improved classification perform-

ance (see Figure 19).
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Even more significant, in this data set, howeveg;’has elevation,
whicn apparently had residual correlation with parficular cover types.
The separability of the non-commercial cover type, which is a mixture
of non—harvestable forest, brush, and g sses, was especially enhanced
due to its appearance at higher elevations than forested covers and
Jower elevations than non-vegetative cover. The difficulty of this
type of coincidence approach is in correctly representing the patterns

of terrain conditions that favor particular covers.

4,3 APPLICABILITY OF LACIE-ORIENTED INFORMATION EXTRACTION TECHNIQUES
Two types of information extraction techniques, developed at ERIM
in the course of research and development for agricultural applications
of Landsat data for LACIE and judged by us to be of potential value
for forestry and rangeland applications, were investigated. The first
type included techniques of transforming original Landsat signals which
have potential for data compression and improved interpretability of the
extracted features. Both the Tasselled-Cap transformation, which pro-
duces linear combinations of the original Landsat signals, and a non-
linear polar-coordinate transformation of the signals were investigated.

The second type included clustering technigques, both spectral-only
and spectral-spatial techniques which offer potential advantages for
clgssification and data compression.

Both types of techniques were applied to Lamdsat data acquired over
the Grand Csvnty, Colorado, test site on 15 August 1973. 1In addition,
the transformation techniques were applied to the simulated forest can-
opy reflectance data previously described.

4.3.1 TASSEILED-CAP TRANSFORMATION

The Tasselled—-Cap transformation is a linear transformation of
Landsat signals which was developed at ERIM [20] to exploit the high
degree of correlation that exists between signals in certain pairs of

Landsat bands in data from agricultural scenes. It produces four
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linear combinations of the original signals, combinations which have

the following physical interpretations:

a. Brightness - aligned generally with the direction eof wvaria-

tions in the brightness of bare soil (and exposed rock).

b. Green - orthogonal to brightness in the plane of principal
variation and in the direction of signals from healthy green

plants.

¢. Yellow - orthegonal to the green-brightness plane, in a
direction specified by an example of yellowed vegetation,
sensitive to existing atmospheric conditions, and serving

as a haze diagnostic.

d. Nensuch - orthogenal to the other directions, containing
residual variation, and having no direct physical interpre-

tation.

We sought to determine whether or not the Tasselled-Cap transfor-
mation is appropriate and useful for forest scenes, in addition to the
agricultural and rangeland scenes for which it was developed.

The Tasselled-Cap transformation was applied to Landsat data from
specific cover types in the Fraser Experimental Forest. Analysis of
total signal variability revealed that nearly 807 to 90% of the vari-
ance was in the brightness component, 107 to 20%Z in the green component,
only 1% to 2% in the yellow component, and less in the nonsuch com-
ponent, as shown in Table 4. This result 1s similar to experiences
we have had with agricultural data.

To test the generality of this conclusion, we next analyzed data
acquired over the larger Grand County, Colorado, test area. A sys-—

tematic sample (every 10th point on every 10th line) was analyzed,

with results as shown in Figure 20(a). Again, the vast majority (96%)

of the variance lies within the green-brightness plane. Thus, the data
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TABLE 4. TASSELLED-CAP TRANSFORM RESULTS FOR
TFRASER FOREST LANDSAT DATA

% OF TOTAL VARLANCE
Cover TYPE BRIGHTNFSS ~  GREEN YELLOW ~ NONSUCH
Now- ForesTen (NF) 87 11 2.0 0,2
LobeepoLE Pine (Lp) 78 13 1.7 1.5
Spruce-Fir (sF) . 77 21 1.1 1.0
NoN-COMMERCTAL (NO) 84 15 0.7 0.4

% TOTAL VARIANCE IN THE PLAME OF DRIGHTNESS AND GREEN, BY COVER TYPE

N P SE. KD
93 97 98 99

could be reduced to three or possibly two channels with little or negli-
gible loss of information, especially for multitemporal amalyses.

The scatter diagram in Figure 20(a) covers a wide range of cover
types, including water, exposed rock, and various kinds of vegetation.
A more selective display of data is presented in Figure 20(b); pixels
from Lodgepole pine areas are identified and the remainder are from non-
forested areas. Note the wide dispersion in the brightness direction
for the non-forested pixels, répresenting bright to dark exposed rock
and various amounts of vegetative cover, including grasses which are
brighter greem than pines. The dispersion in the green direction indi-
cates that some areas have rather extensive amounts of vegetative cover.
Note that the pine trees are both dark in brightness and relatively low
in greenness. To avoid negative green values as found on these figures,
32 counts are usually added to each Tasselled-Cap component.

4.3.2 POLAR GREEN-ANGLE/BRIGHINESS~RADIUS TRANSFORMATION

In displays of Landsat and simulated refléctance data from agri-
cultural scenes in the Tasselled-Cap plane, it was noted that a (non—
linear) polar coordinate transformation might provide a useful alter-

native pair of variables [21]. Figure 21 illustrates the way in which
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FIGURE 20. TASSELLED-CAP TRANSFORMATION OF LANDSAT DATA
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GA = Green Angle
BR = Brightness Radius
-
= -
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w
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Line of Bare Soil Signals
BRIGHTNESS

FIGURE 21. DEFINITION OF POLAR GREEN-ANGLE/
BRIGHTNESS~RADIUS TRANSFORMATION

the two new variables are defined in the Tasselled-Cap plane. First,
a displaced origin (0') must be selecced for the transformation; the
location of Q' is influenced largely by the atmospheric conditions,
particularly the amount of path radiance. Locating 0' accurately and
consistently is one of the major obstacles to the routine use of the
transformation. The '"brightness radius" is the radial distance from
the displaced origin. Bare soils of varied brightness tend teo lie
along a line approximately parall~l to the brightness axis. That line
serves as the starting ray for the 'green angle" of point P which is

measured counter-clockwise from it.

In selected agricultural data, the angular component has been
found to be indicative of the amount of green vegetation present and
largely independent of soil brightness effects [21], these latter
effects being reflected mainly in variations of the brightness radius.

The utility eof this polar transformatien has net been thoroughly

assessed for agricultural data. Nevertheless, we made exploratory
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calculations to examine its characteristics in the forestry data
assembled under this contract -- both Landsat and simulated reflec-
tance data. -

Table 5(a) presents correlations that were computed between anc¥l-
lary variables and the green—angle and brightness—radius components of
the simulated reflectances, as well as the Tasselled-Cap green and
brightness components. Part (b) of this table presents similar quanti-
ties computed from Landsat data for selected cover types in the Fraser
Experimental Forest. The reflectances and pixels analyzed spanned a
wide range of slope and aspect variations. These correlations tend
to support the prior observations that signal variations associated
with surface orientations are most highly correlated with brightness
and brightness-radius components. In addition, note how the green
angle is much less correlated with these variations than is the
Tasselled-Cap green component.

The Lodgepole pine correlations differ somewhat from the others,
having greater correlations for all four components and having appreci-
able correlation with greem angle. The latter may be a result of the
darkness of the signals from this cover class, placing the values near
the displaced origin and making the angle measure more sensitive to
noise and other variations (refer back to Figure 20). Note that decid-
uous trees and grasses would be expected to have greater brightness

radii for comparable green angles.

4.32.3 SPECTRAL CLUSTERING TECHNIQUES

Clustering techniques were investigated because they provide a
potential means for: (a) unsupervised classification and mapping of
scenes, (b)_stratification and identification of areas for training,
and {(c¢) data compression. Clustering techniques associate pixels that
are similar to each other in the feature space, according to one of
several possible similarity measures. A drawback of virtually all

clustering techniques is the meed for user-provided parameter settings.
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TABLE 5. CORRELATIONS BETWEEN ANCILLARY VARTABLES
AND TRANSFORMED LANDSAT VARIABLES

Simulated Landsat Inband Reflectance Values

Correlation With:

Relative Insolation

Variable Relative Aspect Factor
Brightness (Tasselled-Cap) ~-0.53 0.60
Green (Tasselled—Cap) -0.46 0,51
Brightness Radius -0.56 0.63
Green Angle 0.04 -0.65

Landsat Data from Fraser Experimental Forest
(i) Spruce-~Fir Cover Class

Correlation With:

Relative Insolation

Variable Relative Aspect Factor
Brightness (Tasselled-Cap) =0.43 0.30
Green (Tasselled-Cap) -0.55 0.54
Brightness Radius -0.48 0.37
Green Angle 0.11 0.09

(ii) Lodgepole Pine Cover Class

Correlation With:

Relative Insolation

Variable Relative Aspect Factor
Brightness (Tasselled-Cap) -0.73 0.66
Green (Tasselled-Cap) -0.66 0.62
Brightness Radius -0.74 0.67
Green Angle 0.43 -0.36

(iii) Non—-Commercial Cover Class

Correlation With:

Relative Insolation

Varigble Relative Aspect Factor
Brightness (Tasselled-Cap) =0.34 0.33
Green (Tasselled-Cap) -0.40 - 0.36
Brightness Radius -0.39 0.38
Green Angle -0.00 -0.02
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The lack of clearly-defined criteria for determining the right levels
for any given scene forces the user to experiment uutil a suivable set
of values to use is determined.

In pure spectral clustering, the only criterionm used in forming clus-
ters is spectral similarity. ERIM's CLUSTR algorithm [22], used in this
study, considers a modified chi-squared distance from each pixel to
each cluster previously created. The pixel is assigned to the nearest
cluster, held for later classification, or used as the initial element
of a new cluster (depending on its distance from the nearest cluster).

As seen by comparison of Figures 22 and 23, spectral clustering
of preprocessed data successfully distinguished, on a coarse level,
forested regions in the Fraser Experimental Forest from those areas
classified as non-forested or non-commercial. The same parameter
settings caused both water pixels and grass/rangelund pixels to be
separated from the rest of the scene in the larger Grand County subset

of data.

4.3.4 SPECTRAL/SPATIAL CLUSTERING TECHNIQUES

A second type of clustering technique that has recently been
under extensive development and use at ERIM is a joint spectral/spatial
algorithm called BLOB [23}. This algorithm includes pixel coordinate
channels along with spectral channels in the clustering process, thereby
combining spatial ''nearness' with spectral similarity in the clustering
metrie. The spectral and spatial channels are weighted independently
so that the best combination can be used for a given scene.

BLOB calculates a modified chi-squared distance from each pixel
to an array of previously existing spectral/spatial clusters (called
blobs) and compares that distance to a user-provided limit. Each
.pixel is added to the closest blob, or is used to initiate a new blob
if none of the existing blobs are within the required distance. The
end product of this algorithm is an irregular grid of blobs which tends

to conform well to field patterns in agricultural areas.
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Several potential advantages of spectral/spatial clustering over
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pure spectral clustering are presented in Table 6.

The spatial constraint in the BLOB algorithm favors a small average
size of the blobs. BSuch a feature is a distinct advantage for agri-
cultural scenes, where fields tend to be relatively small, and is gen-
erally advantageous in that it helps maintain a highi level of spectral
similarity within blobs. Under these circumstances, however, large
uniform areas tend to be divided into several semi-regularly shaped
blobs of a size determined by the spatial weighting factors. An exam-
ple of this phenomenon is presented in Figure 24(a).

Since patural areas such as forest stands tend to be irregular
in shape and spatially extensive, we concluded that efficient utiliza=-
tion of the BLOB technique would be enhanced through the inclusion of
an additional processing step. A technique called ADJOIN was therefore

developed as a part of this task.

TABLE 6. POSSIBLE ADVANTAGES OF SPECTRAL/SPATTAL CLUSTERING
OVER PURE SPECTRAL CLUSTERING

- LOCALIZED SPECTRAL SIMILARITY TESTS
~ Not As Susceptible to Scene~Wide Variatioms

- Can Relax Spectral Criteriomn to Include Some
Spectral Inclusions on Localized Basis,
Retaining Major Scene Teatures

+ PRODUCES LOCALIZED SPATTALLY DISTINCT ENTITIES SUITABLE
FOR TRAINING AND GROUND TRUTHING

+ DATA COMPRESSION ADVANTAGES IN ALLOWING PREPROCERSING
OF BLOB CHARACTERISTICS PRIOR TO THEIR CLASSIFICATION,
FOLLOWED BY MAPPING OF PIXELS
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ADJOIN operates on blobs obtained in the manner éxplained above.
Beginning with a list of these blobs and their spectral means, and a
list of neighboring (adjacent) blobs for each Llob, ADJOIN uses a modi-
fied chi-squared distance function to compare each blob to its neighbors.
Whenever the distance is less than a user-defined limit (which is inde-
pendent of the limit set in BLOB)}, the two blobs are combined, a revised
mean vector is computed, and the neighbor lists of the two blobs are
merged. This comparison process continues for the newly defined blob,
and progresses in like fashion for all the existing blobs. The result
of applying the ADJOIN process is a pattern of blobs which more closely
depicts the spectral patterns present (Figure 24(b)).

Wnen ADJOTN was used for the Fraser Experimental Forest test site,
the overall separation of forested from other areas was in good agree-
ment with the stand map {(compare Figures 22 and 25).

Another way of viewing the BLOB/ADJOIN process is as follows.

BLOE applies a localized test which can vary the relative importance

of spatial and spectral parameters. One might wish, for example, to
relax the spectral criterion somewhat to minimize the '"'salt and pepper"
appearance of some scenes. Next, ADJOIN applies a more regional spectral
test of all neighboring (adjacent) blobs. The resultant product is one
step removed from the global spectral similarity test of conventional
spectral clustering which is more susceptible to scene-wide variations.
This global test could be approximated by spectral clustering of the

blob or adjoined-blob means.

It sheuld be noted that, in spite of the theoretical advantages
¢f the BLOB/ADJOIN process as compared with simple speatral clustering,
the results of the two processes when applied to the Fraser Experimental
Porest were very similar in terms of major type delineation onm the
mapped nutput. Additional studies on varied scenes would be needed to

fuily compare th2 two techniques.
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et A

Map symbols denote blob numbers omly, not gfay scale levels.

Preprocessed data were used, with TAU = 8.

NOTES

ADJOINed BLOB MAFP OF FRASER EXPERIMENTAL FOREST

FIGURE 25.
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4.4 EXAMPLE CLUSTERING OF DATA AFTER PREPROCESSING BASED ON ANCILLARY
VARTABLES

The objective of the preprocessing discussed in Section 4.2.3 was
to use ancillary variables such as terrain slope and aspect and sun
zenith and azimuth in a transformation to reduce the variability in
signals that is associated with those variables. Using the theoretical
preprocessing model based on the modified relative insolatien factor
(with Lp = 0), followed by the BLOB/ADJOIN procedure for juint spectral/
spatial clustering, a demonstration of the effect of the preprocessing
transformation was carried out on the Fraser Experimental Forest test
site.

Figure 26 illustrates the ADJOIN output using untransformed signal
values, and clearly exhibits the influence of aspect. The two major
blobs in the center both contain the two forest types, differing pri-
marily in aspect. In Figure 27, a map of the ADJOINed blobs created
using the same parameter settings but operating on preprocessed data,
there is one major blob instead of two, and it includes both East— and
West~facing slopes. Preprocessing allows the use of tighter parameter
settings without generating extra subclasses that are due only to the
topographic variations. This would be of maximum benefit in scenes
where one needs to separate rather small differences in spectral proper-
ties —- mot really tested in this data set. The twc coniferous classes,
Lodgepole pine and spruce—fir, proved to be very similar spectrally
with no reliable spectral discrimination. On the other hand, they

were readily separable from the non-forested portions of the scene.

4.5 CONCLUSIONS AND RECOMMENDATIONS REGARDING INFORMATION EXTRACTION
TECHNIQUES

From the foregoing analysis and processing of data that combine
spectral characteristics from remote sensing with ancillary geographic
data from other sources, we draw the following conclusions and recom-

mendations.
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Map symbols denote bleb numbers oniy, not gray scale levels.

+
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NOTE

4.

TAQ =
FIGURE 26.

ADJOINed MAP OF FRASER EXPERIMENTAL FOREST (Raw Data)
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cray «cale levels.

L=}

NOTE: Map symbols denote hlob numbers only, not

TAU = 4.

ADJOINad MAP OF FRASER EXPERIMENTAL FOREST (Preprocessed Data)

FIGURE 27.
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4.5.1 CONCLUSIONS

1.

Effects of terrain topography in mountainous forested regions

on Landsat sfgnals and classifier training are significant.

a,

a.

The aspect of sloping terrain relative to the sun's

azimuth is the major cause of variability,

A relative insolation factor can be defined which,
in a single variable, represents the joint effects of

slope and aspect and solar geometry on irradiance, and

Forest canopy reflectances were found, both through
simulation and empirically, to have non-diffuse reflec-
tance characteristics; they exhibit a lesser total
reflectance change in the presence of terrain slope

and aspect variations than would a diffuse surface,

suggesting use of a modified relative insolation factor.

Training procedures can be Iimproved by stratifying in the
space of ancillary variables and training in each stratum

or, alternatively, training can be simplified by first trans-
formiug the data using preprocessing models based on ancil-

lary variables.

Preliminary indications are that the inclusion of ancillary
variables in the classification process can improve the per-
formance of the classifier; however, the generality of this
observation is yet to be established.

Application of the Tasselled-Cap transformation for Landsat
data acquired over forested terrain should provide a viable
rechnique for data compression and convenient physical inter-

pretations.

The dimensionality of Landcat data over forested regions

appears to be the same as over agricultural areas —— two
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major dimensions, Brightness and Green which have con-
venient physical interpretations, and a third (yellow)

which may serve as am indicator of haze conditions of

observation.

A polar-coordinate transformation to a green angle and
a brightness radius in the plane of principal variation
may have a better and more meaningful physical interpre-
tation, with better decoupling of brightness and vegeta-

tion density effects, but has not been fully evaluated.

Clustering techniques appear useful for analysis of forest

SCEnes.

a.

a.

b.

Both pure spectral and spectral/spatial technique were

applied successfully to the test site data.

We identified potential advantages for spectral/spatial
clustering over pure spectral clustering, but the data
set did not enable an adequate comparison to be made —-

few differences were observed.

Preprocessing techniques which take advantage of ancillary
data on conditions (i.e., topographic orientation) affecting
the illumination of a Landsat pixel scene element can reduce

the effects of irregular illumination.

Scene vlass variability was substantially reduced, and

Classification performance was improved.

4.5.2 RECOMMENDA{IONS

As a result of this investigation we recommend that:

1.

Further development and testing of prepricesning technigues
based on topographic variables be conducted, including Inputs
from additional modeling of forest canopy reflectance and

the effects of terrain shadowing at low sun angles.
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Investigation and development of improved information extrac-
tion techmniques for forest and rangeland applications be con-

tinued, including:
a. Data transformation techniques for data compression
and improved interpretation,

b. Data screening and atmospheric correction techniques,

c. Clustering techniques, both spectral and spectral/

spatial, and

d. Multitemporal techniques which take into account seza-

sonal chapges.

The continued investigations be conducted on cother sites
beyvond the Grand County site which contain deciducus as well
as coniferous forests and different ecosystems, to increase

the base of applicability.
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APPENDIX I
COMPO' ~ S OF A GEOGRAPHICAL INFORMATION SYSTEM

A geographical information system has been simply defined as "a
data base management system with the addition of analytical capabili-
ties'"{4]. Behind this simple depiction vmne finds a dynamic and elabor-
ate organization of data, information, and information extraction tech-
niques. Figure I-1 diagrams six components of an information system
illustrating their interrelationship [25].

Four basic functions required of any GIS have been divided into
four categories [4]: (1) data entry and data cleaning, (2) data sum-
marization and manipulation, (3) data analysis, and (4) data output.
Examining the components of a GIS, "data specification' and "acquisi-
tion'" address the first function; "data maragement' and data base"
pertain to the first two and specifically to the maintenance and
retrieval of data in a computer-based enviromment. The information
extraction processes are carried out at the 'data processing' an .
"dissemination' stages.

Each of these components will be addressed in detail in the

following discussioen.

Data Specification

Data specification imvolves four basic processes [25]:

1. The establishment of specific data needs. These data needs
may span a variety of data types including: land, environment,
population, and administration. The selection of specific data
types would be based on the system application.

2. The establishment of cross-level data needs, as well as cross-
funcrional data needs.

3. Categorization of data types and interrelationships by topic
and feature.

4. Determination of data update standards, based on the rate of

data change and data growth through processing.
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Data Base =
A
. ] S Data
Acquisition N\ Management
Daﬁa > :
Specification Processing
-4

v /

Dissemination

FIGURE I-1. SCHEMATIC REPRESENTATION OF THE RELATIONSHIPS BETWEEW
COMPONENTS OF AN INFORMATION SYSTEM

A unique characteristic of spatially oriented data is encountered
-nce one initiates the process of data specificatjons. That charac-
teristic is the "layered" nature of geographical data. Thatis, every
location on the ground can have associated with it a wide variety of
characteristics, One system employed at the Envirommental Res=zarch
Institute of Michigan defined 23 variables (like land use, soil and
topography) to charanterize a location of approximately ome hectare in

size. The same coordinate references many layers of information [26].

Data Acquisition

Probably the most awesome task confronting the implementation of

any information system ig the gatheving of data in a computer—-compatible
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format. This process takes on special problems when the data are geo-—

graphically oriented. The tasks at hand include [27]:

1. Establishing data sources, i.e., determining which data are cur-
rently available and which data must be measured.

2. Establishing strategies for sampling.

3. Determining data computer compatibility. This may require a
complicated digitization process to a standardized coordinate
referencing system.

Here we are confronted with a second important spatial d&ita charac-—
teristic. The volume of data required for even the small applications
may be enormous. Spatially oriented data can be dimenszioned not ounly
by their spatial resolutiom, but also by their teuporal resolutior,
i.e., rate of change as reflected in the frequency of measurement.

As a familiar example, vemotely sensed data gathered by Landsat are seg-
mented into frames. Each frame is 100 nautical miles on a side con-—
taining over 28,000,000 bytes of data. These data are neasured every
18 days. Approximately 20 data sets are gathefed over a givea site in
a year, representing over 0.5 billion bytes of data. Associated with
these data, one may require a variety of other information: elevatien

from sea level at a point or lamd use category.

Data Base

By "data base" we mean the collecticn of pieces of quantitative
and qualitative information, in & retrievable format, that measures
or describes features of interest. The term "data base" is often
misused, as is "data bank", for the information system itself. The
information content of each piece of datum is three dimensional [25]:
(1) thematic, what is being measured, (2) spatial, where it is being
measured, and (3) temporal, when it is measured. Eachk datum can func-
tion either as an analytical variable (i.e., a measurement that can

take on any numerical value over a continuous or interval scale) or
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a categorical variable (i.e., a descriptor or attribute that can take

on a limited number of values o:t a discrete or nominal scale) or both.

For example, multispectral scanner data are analytical, soil type data

are categorical, and topographic information could be either or both.
The logical design of a spatially oriented data base includes

the determination of the data layers or attributes, data interrelation-

ships, and, due to the potential volume of data, a data sampling aud

segmentation strategy.

Spatial data occurs in any of three basic ferms: (1) point source
data, e.g., water quality data collected at discrete points along a
river, (2) linear data, e.g., a street netwerk, and (3) areal data,
e.g., thematic maps over contiguous regions.

Physical storage characteristics of geographically oriented data
include two basic types: (1) regular cells or grid encoded data and
(2) irregular cells or linearly encoded dava, though each can be
encoded in a variety of ways {28]. Traditionally, systems are of one
type or the other. The fact that should not be compromised, however,

is that certain layers of information fall naturally into one storage

type or the other. The optimum system can manage hoth forms of data.
Let us discuse the concept of the spatial data structure a little

more fully.

1. Raw Data Structure: The form in which data are acquired, e.g.,
soil map cr MSS CCT format.

2, Computer-lxternal Data Stoage Structure: The computer-
compatible format in which the data base resides outside . -
comp..ter prucessing unit.

3. The Computer-Interral Data Storage Structure: The format in
which the date re.ide within the computer processing svstem.
The external storage structure is the format from which data are

initially retrieved before processing and by which data can be dis-

seminated teo wvarious users. As mentioned, the two basic geographic
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information system external data structure organizations are line
encoding and cell enceding.

In line encoding, spatial features are defined using nodes and
connecting line segments. Point form data are described using only
nodes; linear form data comsist of nodes and connecting line segments;
and areal data consist of nodes and line segments forming closed
regions, i.e., polygons. Polygons need not be contiguous nor com-
pletely cover the scene of interest. The organization of the encoded

nodes and line segments is generally handled through lists. Linear

encoding techniques include: (1) location lists [29], (2) point-
dictionaries [29], (3) DIME files [30], and (4) chain/node encoding [31].
Line enceding offers the most general type of geographic data repre-
sentation [32] and is particularly advantageous in terms of computer
storage requirements in describing: (1) large uniform regioms of
data such as state or county boundaries, 1.e., regiouns that are large
in area in comparison with the basic data cell size, {2) regions of
irregular shape, and (3) fcatures that are characteristically linear.
Cell encoding is a special form of line encoding of areal data.
Cells are rectangular pelygoms and are usually square. Because of the
regularity of the shapes, and since they generally cover am entire
scene, cells can be stored as an array, vather than in a list. This
form of encoding can permit an efficlent way of retrieving certain
kinds of data since access is done through coordinate referencing,
i.e., indexing into the array, rather than searching through a list.
Grid structures include three encoding techniques [25]:
1. Seiyuential -- Data values are entered into cell after cell along
rows or columns.
2. Compact Sequential -~ Repgacing data velnes are not stored for
each cell, but stored along with a length attribute.

3. Complete Coding —-- Each data value has a locational vector

associated with it.
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A third data storage. structure type that is ‘not always considered

ﬂ;_integral to the geographic data base are.data that are. not necessarlly

:geographlcally oriented but 1ist oriented Yet these data are s0 1nte—

.':j'grally related : to the processing of geographlcal data that they should
‘fﬁfnot ‘be separated from it. “Most systems manage these data Am assoc1ated~:
,Vflat flles. As prev1ously mentioned. these data could inelude statis—

 tica1 characterlzations of a particular layer of geographical data.

;:‘Tables of aggregated statletltal 1nformat10n that correspond to featulee

'fof 1nterest to the user of the ‘systemn form another 1ntegra1 part of the

- Data Management o » --'1 o

We have seeu,_so far, that geographimﬂ.systems are characterl?eé

”?”b (1) ‘the " epatfal orleutatlon of the data,’ (2) the' layered charac-
'fteristlcs of the ‘data, (3) the potentlal ‘volume of data, and (4) the

;,itvarlety of optlmal iata structures

-These characteristies espec1ally affect the management aspect

T_;_of data in a GISm _This ~aspect aoncerns all forms of data storages.,

aw, computer external and computer 1nternal Two 1mportant conw-“

' Jﬁsiderat1one fa- the management of spatlal data 1nc1ude. (1) a seg—i-

fmentatlon strategy to d1v1de data into manageable reglons and (2) the

. ;storage and retrieval of these data segments._ The latter requlrement_

Th%poses a twofold groblem.. Flrst”of all, -a partloular data requlrement
: may result 1n the need to mosaic dlfferent segments together. '“econdly,

R requlrement for'mnltlple layers of data refleets ameed ta’ merge 1avers'

' Whereas the need to properly manage data in 1ts Taw form is most

Tfllkely‘the T ponsibillty E an int ’ng R , the management Of

ildata in computer external into Lnternal form and vice versa is the

-.;%respon51b111ty'of_a computer data base management subsystem Let L

:diScuss thls brlefly 1n the terme proposed by CDDASYL Data Base 1ask'
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package of software designed to manage large amounts of various types
for all phases of input, updating, retrieval and output by a number

of users [33,34]. A DBMS was meant to be a middleman between a collec-
tion of data and users of that data. The data base management syhsystem
of a GIS would be aware of the data structuring, and is responsible

for the retrieval of these data in a manner that assures data integrity
and provides an atmosphere within which application programs are inde-
pendent of the external data étructure. | :

A DBMS for spatial data must be able to perform the functions
defined by the DBTG on the spatial data. It is likely that the
retrieval demands of a GIS preclude the direct employment of commer-
cially available DBMS. This was discussed more fully in Section 3.4. 3.
Retrieval requirements of a GIS include retrieval based on nominal
data characteristics, coordinate data designation and on relational
techniques. Another complexity in the retrieval of data is the require-
ment of accessing layers of data stored in a variety of formats. For
example, whereas one layer of data is stored as a set of linear fea-
tures, another may be grid in structure. It is'necessary, then, to
invoke a pqint-in—polygon algorithm which will convert the irregularly
shaped data into a grid cell matrix. The need to insure compatibility
in resolution size of associated grid cells is also an.important con—
cern at a data management level,

Tﬁe important concept to retain at this point is that a request
for a data set may not structurally correspond directly with the
. external structures of the data elements that comprise that data set.

A data base managemeht sysféﬁiédrfies§the‘respdnéibility of providing
the appropriate mosaiéing énd géruetural conversions from external to

internal form.
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Data Processing

The processing of sPatial data is often analytic in nature and
can generate new layers of spatial information that must be maintained
by the data base management subsystem. Data base growth, therefore,
comes not only from the specification and encoding of raw data types,
but also from the protessing of encoded data., Whereas a data manage-
ment system attempts to preserve data base and application ptogram
independence, the nature of the application,programs employed may affect
the data supported in the data base. ,

The processing of spatial data falls into two basic categories.
Processing.précedﬁres are either parallel, i.e., can be emploved to
all spatial elements simultaneously after determination of specific
global parameters, or contextual, that is, the spatial context of a
datum influences the outcome of the result.

Processing of spatial data is carried out in three steps: a pre- -
paratory or preprocessing step, a primary or amalytical processing step,
and a desériptive or graphic phase. '

The intent of data preprocessing is not to extract information
from the encoded data; but to modify the data in such a manner as to
make the extraction of information more feasible or efficient.

Data breproceSSing generally deals with such items as trans-

- forming raw data into some standard coordinate referencing system

like Universal Transverse Mercator. This activity is termed geometric
corréctibﬁ, A second preparatory activity ﬁight involve the analytical
transformation of data., For example, many foﬁms of spatial data, in
.partieﬁlar“those measured using remote sensors, are multivariate in
nature. A principal component anélysis of the data may warrant a
transformation to compress the data into fewer dimensions with axeé'”
.oriented in the direction of the principal components. 1In effect,

a new layer of data is produced. ' ' ,

-Primary processing of the spatial: data pertains to the infotmation

extraction process. This involves three basic operations:
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1. Feature extraction in response to a user's query within a layer
of data, e.g., a discriminant analysis to determine physical
chatacteristics_of the data. _

2. Feature extraction between layers of data; commonly this is
accomplished through co-occurrence analysis or overlay process-
ing, here layers of data are "intersected" to determine geo-
graphic regions that satisfy a user specified query that may be
algebraic in nature.

3. Inference modeling; the information content of the data is used
in conjunction with a mathematical model to project changes that
may oecur, e.g., an ecological system over a period of time
under a set of circumstances.

Descriptive processing pertains to the aggregation of information
extracted in the primary processing stage. Statistics are gathered
into a format compatible to some report or tabular display. Often-
times the sequence of data processing efforts is an interactive one.
The post-processing of the data may warrant another processing

approach té extract new or different forms of information.

Dissemination

Dissemination pertains to the delivery and maintenance of data
and information extracted from data to the users of the system. At
a local level, data are disseminated to the users through some sort
of hard or softcopy interface in the form of a mapvor’a report. That
report may be generated as a response to a query language interface
with the system user. It may take the form of a table, chart or
graph. The standard vehicles designed to transport these data would
include a line printer, a table plottet, or a video terminal with
associated hardcopy unit. ' '

Disgemination of spatial data and information both begins and
ends the cycle of a geographic information system. The information

extracted may be the computation of a new layer of data which is in
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turn re-entered into the system for further processing and analysis,
or may be a final report describing the results of data processing

and anal: sis.
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APPENDIX 1II

PARTTAL LISTING OF OTHER COMPUTERIZED
GEOGRAPHICAL INFORMATION SYSTEMS

Land Use and Land Cover Data and Analysis Program, U.S. Geo-
logical Survey, Geography Program, Mail Stop 710, Reston,
Va., 22092

Minnesota Land Management Information System, Center for
Urban Affairs, 311 Walter Library, Minneapolis, Minn. 55455

South Carolina Information and Mapping Program. S.C, Wildlife and

PLUM

ORRMIS -

MAGL

LUNR
PI08

CGIS

TNR1S

Marine Resources Department, Marine Resources Center, Office
of Coastal Planning, Charleston, §.C., 29407

Planning and Land Use Management System, Land Use Planning
Section, Department of Natural and Economic Resources,
P.0. Box 27687, Raleigh, N.C., 27611

Qak Ridge Regional Modeling Information System, Oak Ridge

- National Laboratory, 0ak Ridge, Tenn,, 37830

Maryland Automated Geographic Information System, Maryland
Department of State Planning, 301 West Preston Street,
Baltimore, Md., 21201 '

North Dakota Regional Environmental Assessment Program,
North Dakota State Planning Division, Bismarck, N.D., 58501

Land Use Natural Resources Inventory, State of New York,
Office of Planning Services, Albany, N.Y., 12201

Polygon Information Overlay Syétém, Eavironmental Systems
Research Institute, Redlands, California, 92373

The Canada Geographic Information System, Land Management
Information Systems, Div. Land Directorate, Efivironment
Canada, Ottawa, Canada

Texas Natural Resources Information System
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GRDSR -
QLINE -
NARIS -~
IBIS -
MIDAS -~
LARSYS -
STORET -
CMS-II -
- INTURMAP
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Earth Resources Interactive Processing System, National Aero-
nautics and Space Administration, Johnson Space Center, Housten,
Texas

South Carolina Computerized Land Use Infermation System,
Seouth Carolina Land Resources Conservation Commission,
Clemson, 5.C.

The Geographically Referenced Data Storage and Retrieval
System, Methodology and Systems Branch, Statisties Canada,
Ottawa, Canada, K1AOT6

Image-Based Data Processing System, Environmental Research
Institute of Michigan, Ann Arbor, Mich., 48107

Natural Resource Information System, Center for Advanced
Computation, University of Illinois at Urbana-Champaign,
Urbana, I11., 61801

Tmage Based Information System, Jet Propulsion Laboratory,
San Francisco, California

Maine Information Display and Analysis System, Maine Bureau
of Inland Fisheries and Game

Laboratery for Application of Remote Sensing, Purdue
University, W. Lafayette, Ind.; 47906

Storage and Retrieval of Water Quality Control Data,
Environmental Protection Apency, Washington, D.C.

Computer Mapping System, Federation of Rocky.Mountain States,
Denver, Colo., 80211

- Interactive Urban Mapping System, Department of Computer

Science, University of British Columbia, Vancouver, B.C.,
Canada
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APPENDIX IIT

ANNOTATED BIBLIOGRAPHY OF COMPUTER-BASED INFORMATION
SYSTEM LITERATURE

(R. C, Cicone)

Abbitt, C. W., Earth Resources Interactive Processing System Require-
wents, Aeronutronic Ford Corporation, November 1975.

The Earth Resources Interactive Processing System (ERIPS) is the
system currently used in processing the LACIE data base; 4.8 x 107
bytes of data are managed. This report describes data structures
and formats with an emphasis on the menu directed interaction
between computer and system user., The method for storage and
retrieval of the data is of particular interest. Landsat multi-
temporal-multispectral data are stored by sample segments. Data
ancillary to the Landsat data segment are stored in a historical
file which also contains pointers to the location of the data seg-
ment. Retrieval of the data is done nominally by segment title.
The chain of pointers is followed and the data stored on disc are
read into core when processing takes place.

Alvarey, D. T., M, L. Taylor, Carcographic Data Base Hlerarchy, Vol. 1:
Systems Analysis and Pesign, PRC Information Sciences.Co., McLean,
Virginia, September 1974.

A system was designed and implemented that employs a hierarchical
encoding scheme for the detailed description of cartographic fea-
tures. Variable data resclution was achieved through the storage
of geographic coordinates in a compact incremental format.

Anuta, P. E., Computér-Aided Analysis Techniques for Remote Sensing
Data Interpretation, Laboratory for Applications of Remote Sensing,
1ARS Information Note 100675, Purdue University, West Lafayette,; Indiana.

An overview of the LARSYS system is presented with a description
of clustering, geometric correction and classification techniques
employed in the processing of multispectral data.

Cooke, Maxfield, The Dime Geocoding System, Bureau of the Census,
Washington, D.C., Census Use Study Report 4, 1967.
The Dual Independent Mapping Encoding System used by the Census
Use Study stores information about a geographic entity, not only
in terms of its spatial whereabouts but also with its topological
relationship to other features of the map scene.
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Craven, C.W., F, P. Baxter, C. R. Meyers, R. J. Olsen, C. R. Schuller,
A, H. Voelker, Regional Environmerital Systems Analysis, Progress Report
June 15, 1971 - June 15, 1972, Oak Ridge National Laboratory, Oak Ridge,
Tennessee, March 1973.

and

Durfee, R. C., ORRMIS: Oak Ridge Regional Modeling Information System,
Part I, Oak Ridge National Laboratory, Oak Ridge, Tennessee, Septanmber
1974. '

The Oak Ridge Regional Modeling Information System is described.
Aspects covered include a thorough description of the data base,
the data structures and the variety of modeling efforts that are
carried out. System applications emphasized include socioceconomic,
land use, ecological and sociopolitical analyses that are carried
out.

DeCourcy, D. J., The Development of a Natural Resource Information
System (NRIS), Vol. }, Raytheon Corporation, August 1973.

NRIS exemplifies a typical polygon~oriented information system.
The data base for this system is derived from a variety of
Thematic Maps from which polygonal reglons are digitized, point by
point, so that they can be reconstructed within computer mefiory
as n-sided polygons. A digital plotter is used to produce high
quality maps. However, the system is non-interactive.

Elliott, M. {(ed.), Proceedings of the International Conference on Auto-
mation in Cartography, Library of Congress Number 76-2164, Reston,
Virginia, December 1974.

Advances in computer hardware and software technology in the area
of cartography are covered. Attention is paid in the software.
‘section to geographic information system display capabilities.
Polygonal data structures are reviewed. Of particular interest
is a discussion by Professor Nicholas Chrisman of Harvard
University wherein he discusses a chain structure.for storing
polygonal data elements.
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Hsu, M., L. Mahi, G. Owing, The Minnesota Information System and Land
Use Map, Department of Geography and Center for Urban and Regional
Affairs, University of Minnesota, Minneapolis, Minnesota, ASCM,

Fall 1972,

and

Hsu, M., et al, "Computer Applications in Land-Use Mapping and the
Minnesota Land Management Information System"™, pp. 298-310 of J. Davis
and M. McCullagh, Display and Analysis of Spatial Data, New York,

J. Wiley, 1975. '

MLMIS is a statewide information system for land-related informa-
tion. These references describe the aims of the project, and the
approach used in collection, assimilation, analysis and display
of data. MIMIS is of particular interest in that it is an attempt
to collect data from a variety of sources in a standardized cellu-
lar format.

Marble, D. F.,'(Committee Chairman), Computer Software for Spatial Data
Handling, Review draft prepared for USGS under Grant #14-08-0001-G~-215,
March 1976.

A compilation of computer software available throughout the U.S.
that is pertinent to the task of manipulating and displaying
spatially distributed data that are stored in polygonal or cellular
format. This volume is not yet in publication, though it is
expected to be approved for publication within a year. It is
available on microfilm through the Resources and Land Investigation
Program at USGS National Center in Reston, Virginia.

NASA Earth Resources Survey Symposium, Volume 1.B: Geology, Information
Systems and Services, Johnson Space Center, NASA, June 1975.

Several hardware and software solutions to typical problems
encountered in the design of remote sensor-oriented, geographi-
cally-based information systems are presented in the Information
Systems and Services Session. The complexity of some of these
problems require the development of specialized hardware, . A sam-
pling of systems is found among the following papers: :

_Schaller, E. 5., “.mage 100 = The Multispectral Image Processing
" System", I-1l. -

Quinn, M. J., "Screwworm Eradication Data System (SEDS)“ 1-13.

Johnson, R. H., "MrDAS SYSTEM for Mul:ispectral Data Analysis",

H-'Henze, J., and R. DeZur, "Interactive Digital Image ManipulatiOn
: Syscem (IDIMS)“, I-23.
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NASA Earth Resources Survey, Symposium, Volume 1-A: Agriculture,
Enviromment, Johnson Space, NASA, June 1975.

Several presentations made on the behalf of state and local users
of geographically-based information systems are of interest especi-
ally in depicting the kinds of information the user at this level
is interested in and in the variety of ways their respective sys-
tems have been designed ta meet their needs. Of interest are the
following articles:

Shoeder, R. H,, R. H. Cartmill, "South Louisiana Environmental
Information System", C-5.

Sizer, J., E., "Remote Sensing in Minnesota Evaluation of Pro-
grams and Current Needs', S-9.

Baldridge, P., "Remote Sensing in the State of Ohio", S-10.

Nez, G., A Regional Land Use Survey Based on Remote Sensing and Other
Data, Quarterly Report, Federation of Rocky Mountain States, Inc.,
10 April 1976.

The Federation of Rocky Mountain States otrganizational structure
18 described and a description of the progress being made in the
development of CMS-II, the Composite Mapping System, is documented.
This system is a grid-oriented system which features line printer
mapping of a variety of geographically-based information with the
capability of merging remotely sensed data and ancillary data.
Available documentation includes the following:

CMS-II Users Manual, Federation of Rocky Mountain States, Inc.,
March 1976. _ _ .

CMS-I1 System Documentation, System Version II, Federation of
Rocky Mountain States, Inc., August 1975.

Philips, R. L.,'"Computer Graphics in Urban and Environmental Systems”,
Proceedings of the IEEE, Vol. 62, No. 4, April 1974, pp. 437-452.

- An excellent overview of the key role played by computer graphics
in urban, regional and environmental information systems. Speci-
fic examples are cited with recommendations given for research in
the area of data base design and display techniques.
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Proceedings of the Tenth International Symposium on Remote Sensing of
Environment, Environmental Research Institute of Michigan, Ann Arbor,
Michigan, October 1975.
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represents a thorough overview of geographically based information
systems as researched by Prof. Tomlinson and five other contri-
buting authors, Only 500 copies were originally published though
future editions are envisioned. :
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APPENDIX IV

DATA BASE RECOMMENDATIONS

This appéndix pr6vides a supplemental discussion of recbmmendations
to complement Section‘SLS, Data Base Requirements for the Incorporation
of Remotely Sensed Data in a USFS Forest and Rangeland Information Sys-
tem. Four topics are addressed!: data structural characteristics, data

processing environment, data requirements, and processing requirements.

IV.1 DATA STRUCTURAL CHARACTERISICS
Two features of the generalized geographical information system
relate to the structural characteristics of the data base:
1. A variety of spatial and object-oriented data structures are
supported. .
2. The storage and retrieval of these data is carried out not by a
system user or application program, but by an intervening data
- base manager software subsystem respoading to user and applica-
tién program requests.
Various aspects of the déta base structure are described in the next

" two sections.

IV.1.1 DATA STORAGE MODEL

Figure IV-1 models the basic computer-external data strueturcs of
a geographical information system and their interaction with the data base
manager. Mngt“glements,of th;s diagram‘have.been described in the main
bd&y;"qu purposé”hé1e'i$'to discuss forﬁﬁttiﬁg tecﬁhiqﬁes'récommended
in Section 3.5.1. First let us distinguish hardware formats from soft-
Qhare-formatég* Hardwate'fbrmattingjﬁextains to the physical structuring of
data on drum, disc, and tape. That is, the physical arrangement of these
data on hardware storage devices. It is beyond the scope of this docu-
ﬁeﬁt'to &iscﬁaé hardwafe'forﬁatfing. Software fdrmétting'pérfainé to the
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FIGURE IV;l. DATA STRUCTURE SCHEMATIC FOR GEOGRAPHICAL INFORMATION SYSTEM

the 1ogicél structuring of the,data. That is to say, the inherent data
characteristics (e,g., geometric projection) and structural layout (e.g.,
polygon or grid) that are important to a user or program irregardless of
its actual physical location on.hardware,storage devices., '

A particularly important feature of Figure IV-l is the. data dic—.
tionﬁry. ‘This dictionary provides a data map for each element of the
data base tq the data base manager. This data map providea the basic
information required so the data base manager can carry out the storage

édn'retrieval of :he.data. A,data'map would be created each time a new

data'element was loaded into the data base. Important'attyibutes include:
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data type, specific formats, spatial features l1ike resolution and cover-
age, and temporal attributeo.

IV.1.2 DATA STRUCTURAL ELEMENTS

As has been mentioned, the incorporation of remotely sensed data
in a USFS GIS will result in the processing of théese data with layers of
data that are derived from sources other than remote sensors. A carerul
organization of the layers of data to expedite the overlay process is
essential, The following is a discussion that pertains to a number of
important considerations.

Computer Compatibility

Processing in a computer environment requires data in digital for-

mat. Information collected by remote sensors, for’examﬁle, Landsat 2,
is available in both digital and image form. Other data, however, are
not available in digital form, requiring a digitization process. Num~
erous examples of digitization techniques are available. The National
Cartographic Information Center (NCIC)'eoploys a system:involving poly-
gonal techniques utilizing table digitizers [18). There are examples of
manual digitization techniques wherein a grid is overlayed on a thematic
map and values within each grid are coded by an analyst [26]. The Wild-
land Resource Information System developed by R. M. Russell, D A Sharp-
nack .and E. I. Amidon in Forest Region 5 employs and utilizes an automated
scanner polygon line input system [10]}. This system might serve as a
model for digitization requirements for a USFS geographic information
system.

Data Attributes

Four important data‘athlbutes must be established s standards

common to each layer of spatial data. Thege include geometric orien~
tation, geometric ptojection or map rectification, data registration,
and, in the case of cellular data, resolution size.

1. Geometric Correction and Registration of Layers'

'In order. to carry out simultaneous analyses, the various layers of -
data must be accurately registered to each other, preferably .. a
' .. 105




[ SRR RN L 2 ey g g ey V0 Y ML Rew AR REERERT T eomE R T

Z‘ : . ' FORMERLY WILLOW RUN LABORATORIES, THE UNIVERSITY OF MICHIGAN

standardized geometric projection and orientation. These operations
could be performed either when the data were entered into the data bank
or upon retrieval for processing. In the latter case, each.data layer
would be stored in its own particular format. The former procedure may
be more efficient where thé same data are used frequently. '

7 To illustrate some of the differences to be encountered, we com=~
pare the formats of Landsat data and the digital terrain elevation data
currently available through NCIC [15]. Landsat data are skewed by
Farth's rotation, scan lines are rotated by several degrees from a true
West to East ground scan, and scan lines progress from North to South .~
over a frame of data. The terrain elevation'data are stored in profiles,
analogous to scan lines, that have South to North orientation and pro-
gress from East to West. Thus, correétioﬁ'and‘fegistfotion of these :
data layers involves a complicated resampling. In the future, Landsat
data may become available in geometrically corrected form. _ _

Spatial data provide planar representations of the Earth's surface.
Implicit in any such geometric projection are distortions and locational
errors. Numerous map projections are available to chose from inciuding
Universal Transverse Mercator (UTM),.latitude-longitude, space-oblique-
mercator {(50M) and others. '
2. Pixel Resolution

Cellular data formats assume that each element or pixel spans a

_ rectangular_areagon.the;esrth's surface. ;Tﬁe'pixel‘égsizeﬂie termed
pixel resolution. Landsat data are provided in pixels of size 57 x 79 me-
ters. Most available topographic information from NCIC was digitized with

. 63 x 63 meter resolution. It 18 advantageous in an 1n:egrated data base
to stendardize-the available,resolution sizes. One approach taken by
the,Dak Ridge National Laboratory in the system ORRHIS {35] was to insist

 _that layera of data be resolved in sizes that were even multiples of one

~

another. This expedites the ability to respond to a user request for a
-particular resolution sizae. ~ Pixels are either aggregated or split into
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‘the appropriate resolution. The user is restricted, however, to requests
that are integer multiples of a basic size. Other systems like the
Minnesota Land Managcment Infbrmation System [8] permit only one size
element (40 acre resolution for MIMIS}).

The incorporation of remotely sensed data introduces yet another
complication. Whereas data collected locally can be digitized to a
specific size resolution, data gathered elsewhere.carry their own impli-
cit resolution, size, e.g., current Landsat at 57 x 79 meter and Thema-
tic Mapper projected to be 30 x 30 meter. No guarantee can be made that
the pizel sized will be multiples of one another. Hence, resampling of |
one or more of the different data types would likely be required.

Data Segmentation '

Spatial data coverage has both a-spatial and temporal componént.
Landsat data, for example, are available through the EROS Data Center in
frames that are 100 nautical miles square. Data can be collected over a
geographical location every 18 days. A careful strategy must be deter-
mined in order to establish which geographical regions and which time
periods are required for purposes of information extraction. The incor-
poration of spatial data in an operational geographical information sys=
ﬁém méy be carried out in:a.manuer'that results in wall-to-wall spatial
spatial coverage (that is, all of a geographical region like a state) or
by ‘applying some sampling criterion that selects particular subsets of
interest. In eétablishing an ovefall étofage strategy for these data,
two questions must be considered. First of all, what will be the retrie-
val demands. Secondly,_what is a redsonable unit of storage.

To address the first question, the processing of spatial data in
. general, and remote sensor data in particular, requires retrieval of__
polygonal windows of.data. For example, a retrieval request may be
for a particular county or a-particular.stand of trees within a forest.
"Access to this data would be through a specification of the coordinates
of the polygon's vertices. | '

107



B, e e T L e e

Z FORMERLY WILLOW RUN LABDRATCRIES. THE UNIVERSITY OF MICHIGAN

On the other hand, spatial data over extensive regions cannot be
stored contiguously over the whole region. Device limitatiens pre-
clude this. Hence, it is more appropriate to store these data in
segments. As an example, the Earth Resources Information Processing
System (ERIPS) employed in the Large Area Crop Inventory Experiment
(LACIE) samples data in disjoint 5 x 6-mile segments [20]. Retrieval
of these data from the data base is conducted by loading any desired
segment in its entirety into core storage. Hence, arbitrary polygonal
retrieval from the data base is not supported. However, polygonal re-~
trieval of the data in core can be carried out. As another example, the
USFS maintains a data base in Region 2 supported by the Land Inventory
Mapping System (LIM) which employs a segmentation strategy for grid-

E ‘orietned data that is particularly designed for typical forestry appli-
cations [10]. LIM divides a forest map a priori into a matrix of 'quads'
with permanently assigned quad numbers. Each quad is at most 210 grid

cell rows and 128 grid cell columns in size. This feature permits ready

joining of data, i.e., mosaicing, on geographical fragments of the for-
est. ' S ' .
Segmentation of remote sensor data into quads would be an advan-
‘tageous approach for purposes of retrieval. Retrieval of data frqm
afbitrary.polygénal boundaries could be carried out by mosaicing quads
and flagging cells within a polygon. This activity must be carried out
- with caution. Landéat data are affected by atmospheric conditions, sun
angle, and viewing angle. These conditions vary from frame to frame and
even within a frame. The mosaicing of Landsat data with varying condi-
“tions will lead to difficulties ih'data:anélfsis unless careful ﬁteproc-
‘essing of these data to minimize angular and atmospheric effects are
carried out. At a minimum, a data set composed of several quads should
contain information specifying each cell's Landsat fraﬁe and associated

attributes.
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_ Segmentation of linear data can be carried out in a similar fashion
to grid data. Mosaicing of linear data is termed edge matching. As in
cellular data, edge matching must account for errors implicit in the

map projection employed.

Spatial Data Encoding

Encoding techniques employed for spatial data were discussed in

Appendix I. Encoding refers to the format structures employed upon

digitization of raw data. Remotely sensed data is most often provided ‘
in digital form. However, other layers of spatial data may need to be | i
digitized Two encoding techniques of particular interest are described 3
in fuller detail here. The advantages afforded by each warrant their |

careful consideration when devising spatial data structures.

1. Compact Sequential Coding

Compact sequential coding is a cellular encoding technique that
provides not only the particular computational advantages of cell encod-
'ing but also a substantial savings in the storage requirement. With
compact sequentiel coding, data values are also entered into cell after
cell elong'rows or columns; except that repeating data values in adja-
cent cells are not stored; instead, the repeated value is stored along
with its number of occurrences (i.e., a length attribute). Since pixels
can be accessed by coordinate referencing, retrieval of data can be .
carried out efficiently. This is done while simultaneously minimizing

stoage requirements that can make sequential cell encoding impractical. A |

2. Chain/Node Enooding

The recommended Chain/Node Polygon Storage Concept was developed

at the Harvard Laboratory for Gomputer'Graphics (311 and is illustrated .-
in Figure IV-2, A traditional approach to the digitization of polygons
1s to place each vertex of’every polygon in a list format. This is

the so—called 1ocation list. 1In contrast the chainlnode storage
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method defines polygons by chains and nodes and a list that associates
ot links the chains and nodes from each polygon. |

A neode is a point of junction of three or more line segments; for
example, two specific nodes on Figure IV-2 are labeled (22) and 55).
A chain'consists of the vertices between a pair of nodes, for example,
Chain 888 between (22) and (55). The polygon labelled 20 would con-
sist of Chains 888, 222, and 1il. These are linked together with

corresponding nodes, as is illustrated on the chain structure diagram
on the right of Figure IV-2, A seemingly complicate& structure, the
chain/node storage concept offers several distinct advantages over
other storage approaches. Since Chain,§§§‘is a boundary shared by
Polygon 20 and Polygon 13, one need digitize and store only one occur-
rence of this chain. Hence digitization effort is eut in half, as is
the computer storage requirement Furthermore, as is illustrated,
topological information can be conveyed by storing attributes in the
chain file indicating what is on the "left" and "right" of the chain.

- In a forestry application, for example, stand type polygons may be - .

resolved to describe not'only stand types but also stand density. 1If
stand density is not of interest, one need only ignore the chains that
separate similsr types into different densities.'» - '

‘ Another—advantage of the storage concept is the ability to describe
not only data that are polygonal in nature,. hut also linear and point.

'source data in the same logical structure. Linear data, e.8., river

networks, are simply unclosed polygons . Point source data, €.8.,
water .quality samples, dare nodes.; Hence, utilizing the same structure

one can describe a,watershed through a description of the polygonal

.soil patterns, linear drainage patterns, and point—source spring locar R

'IV 2 DATA PROCESSING ENVIRONMENT

Processing of. remotely sensed data can be- carried out in a. manner. -
that - 1nsures user/data structure and program/data structure independ-

i ence, This section will address a set of desirable design components
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of a data processing environment for remote sensing data. Implemen-
tation of a similar system has begun at the Environmeéntal Research
Institute of Michigan.* A unique chaféctefistic of the design is that
the same environment can be employed in processing of both spatial and
object-oriented data layers. This gives the system the generalized
character discussed in the main body of this report. The intent of
this section is not to provide a detailed system design, but simply

to discuss the essential design components.

Iv. 2 1 MODEL PROCESSING ENVIRONMFNT
Figure IV=3 is a schematic model of a modular data proeessing envi-

ronment for a geographical information system. A processing monitor acts

*
See Acknowledgements.
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FIGURE IV-3. MODULAR GIS DATA PROCESSING ENVIRONMENT =~
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in the role of job controller 1nterfacing with the user, the data base
manager, and application programs User requests for information would
be directed to the processing monitor through a command 1anguageepro-
cessor. Data storage and retrieval is through the data base manager
which invokes-apﬁropriate input and output fermat‘service routines
(FSR's) to interface with data stored on external devices. The pro-
cessing of the data is carried out by function modules. :Functiohs eén
belperformed in series, i.e., can be 'pipelined', to minimize the over-
head of data retrieval. The following sections define and discuss the

interfaces between these design components.
'1V.2.2 DISCUSSION

<USer/Monitpr Incerfade.

The user ideally communicates with the processing monitor through
a command language interface. A command language processor would parse ‘

© a user query and invoke the monitor appropriately. A user query. is
. comprised of the following four basic pieces of information

1. .The Specific Layers of Data,to be Manipulated

Data ilayers would be specified nominally employing the name speci-
fied when data is loaded.

2. The: Spatial Rengn of Data to be Processed

Specification of the processing region could be done nominally

- or by specification of ait arbitrary polygonal boundary.' For spatial

data’ an example of nominal reference may be the declaration of a par-
ticular quad, county, or fotest. Internal tables for such mapping
would ‘have to be available in’ the Data Dictionary available through
the Data Base Manager. Subsets of object oriented data,layers could '

be specified by some. algebraic expression, for"example, "all wheat sig=

'“'natures ‘or all cotn aignatures and fields over 40 acres"..

':3. The Specific Process to be Carried Out

" The user. need’ for infotmation requires a.specification of  e

what kind of information is required or what processing'functions
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must be invoked. Examples may include CLASIFY, GVERLAY,‘LOAD;'GQAPH'
and so on. ) '

4.: Modifiers _

Both the processing region and information required may be modi-

fied by the user., For example, region,may be invoked at a user speci-

‘fied resolution size. A process 1ike CLASIFY may require.more specific L

information with regard to the specific technique employed, e.g., quad-~

ratic rule, linear rule, etc.

Construction of a Function Module

An application program, or fnnction module is constructed in a
. manner so as to carry out a specific task on the specified data set.

The function module has two basic design features.

1. Data Primitive Declaration
Every application program written will require data in some.

computer-intexnal format. However, modules do not access data in computer-'
externai form. This is the function of the DataVBaae Manager. Each S
‘function does declare, hawever, one or more data primitives. batavv
priﬁitives_arecgldbally recognized entities. They define the data

type required by the module. Each data primitive would carry an
implicit'storage strscture. Modules that are pipelined would define
compatible data primitives. These primitives are declared to and
©managed by. the processing monitor. Example primitives include:
' a. Gell.Raster ~= A cellular structure, one line of pixeis
_ composed of the various data layers. _ N
::bl,vCellnggigg_-- A rectangular region of pixels..

c.- A Signature -- The statistical means vector and covari— :

o, ance’ matrix of ‘signals from a ‘specific: spatial feature.;.;.“ﬁﬁ**fi“

d. 'A.Polzgon -~ A 1inear‘structure defining an.enclosed
' spatial region._

A data primitive is not necessarily a complete data set._ uswevef,'it“is“ R

a unit that defines a basic feature of a particular layer of data. “For-.
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example, Landsat data usually are composed of a series of ce11 rasters,
hence a module can perform a function on each raster until the job is
completed for all of them.

2. Processing Monitor Interface

Each function module makes the basic assumption that when it
requires data, it is prorided the appropriate data in the expected
computer~internal format. The processing-monitor s role is to initiate

each module, insuring that the user-declared data requirements,apd the
function data requivements are compatible. Each module would, therefore,

. be composed of a set of steps. Each step is initiated by'the.monitor'and

constitutes a particular phase te which the monitor or data base manager
may have to respond. Four important phases include: (1) the module's
declaration of data primitives, (2) initialization of global data-set

. parameters befoxe the processing of a data region, (3) repeated pro-

cessing of data primitives until the entire region is processed and

(4) post-processing required after the global data region has been -

. processed. At each phase the monitor. would need to respond,appropri-

etely; For example, at the third phase the monitor repeatedly invokes |
the DBM to retrieve the next data primitive to be processed.

. Data Manag?ment Interface

' The’ data primitives, defined ) the previous section, .are con—."”’""
itrolled by the. data.base manager through input and output format ser-»
vice routines. The processing monitor invokes the data base manager

._with information corresponding to the user data requirements and the '

N function module data requirements. _

The first funetion of the data'base manager is to. insure dara

EVu:type compatibility. - A user. may'have requested iaformation that cannot
vggbe determined from the data.set specified. EOr example, the user may ':

“have qeeried, "Hhat is the determinant of a polygonq" The requested

vdVdata type is a polygon, the required data primitive could be the covari-
':'pance'matrix’of & signature.;mfs'*axa~wi den T
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Thé"next function of the data baée ménager is to invcke the appro-

. i
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priate FSR's. Format service routines are a set of programs at the DBM
level that interface computer~external data structures with computer-
internal data primitive structures. Input FSR's supply data from the
data base to a module in the structure of a data primitive. Output
FSR's cnnvert'data.from internal form to external format. Output FSR's
in effect load or replace data in the data base or produce an output
product for dissemination.

The data base manager must ménage requests for data types that
differ from the external storage characteristics of the data layer in
thé data base. TFor exampie should data, say a soil association map;
be stored as linear features, the request for seil association as a
cell raster would require the invocation of an FSR capable of carrying
out a conversion through some point-in-polygon routine. Another situ-
ation may involve a user request for cellular data at a resolution
different than the data layer resolution size. If the request is an
acceptable one, the appropriate aggregation or splitting procedure must
be carried out before passing the data into the storage area assigned
to the data primitive. '

IV.3 DATA REQUIREMENTS

This section wili'd@scribe certain déta requirements for the incor-
poration of remotely sensed data in a USFS geographical information
. system, The_pdtgutial volume of remote sensor data available results
in a need to define a data sampling strategy. Research has been carried
out in an attempt to analyze and recommend sampling strategies [36].
This subject is beyond the scope of this report but of enocugh critical
concern to warrant mention. As mentioned pteviously, the acquisition
of data for a geographical information. system.demands not only speci-
.fication of the data types, but alse of its spatial and temporal charac-
teristics.
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A data base incorporating remotely sensed data is constructed

not only of data acquired from external sources, as with satellites,

but also from internal sources. That 1s, data from internal sources
are manipulated within the processing system to create additional data.
Requirements for data from external and internal sources will be dis-

cussed.

IVv.3.1 DATA ELEMENTS ACQUIRED FROM EXTERNAL SOURCES

Two groups of data are presented, The first represents a minimum
set of requirements for effective information extraction utilizing
remotely sensed data. The second group includes a number of data ele-
ments that could provide greater versatility, enhance and simplify

information extraction capabilities.

Group 1
1. Landsat ﬁigital Data:
Landsat represents state-of-the-art in remot~ sensor data collec~
tion. As an arbitrary satellite, it can collect and transmit data at
. regular intervals in a resolution size that may satisfy some forest
i inventory needs. The launch of the Thematic Mapper will. open another

invaluable sdurce of data.

2. Topographic Data:t

Topographic information is required wherever teérrain features vary
rapidly. Varying terrain results in irregular solar illumination of the
ground even at high sun angles and in shadowing at lower sun angles.
This dirregular illumination and shadowing affecfs Landsat data 8O as
to complicate the inventory information extraction process. Methods
'have been employed to preprocess Landsat data to minimize effects 6f'
irregular illumination (Section 4). Other studies have résulted in
terfain ﬁodels that can be employed to flag Shadowed regions. Studies
have shown that terrain information enhances one's sbility to infer
forest overstory classes when used in conjunction with Landsat data

.{37}. The topographic features required are slope, aspect and solar
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insolation. These can be derived from terrain elevation [19]. Digital
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terrain data has been made ‘available through the National Cartographic
Information Center. It should be noted that terrain data are an inte-
gral element of applications like soil erosion modeling, independent

of its usefulness in conjunction with remote sensing data. This applies

to all of the recommended data layers that are derived from other than

remote Sensor sources.

Group 2

1. Field Measurement Data: ‘

The analysis of Landsat data is greatly enriched when prefaced
by the aﬁalysis‘of-the reflectances of features of interest. The
modeling of forest canopy for fuller understanding of the physical
components affecting the signals measured by remote sensors relies
on the availability of reflectance measurements for foresé components
as well as atmospheric parameters [See Volume I]. The acquisition of
these data would require extensive field work. Although the availa-
bility of these data is in question, the importance of it as an ana-
lytical tooi influences us to list it first among ancillary data

requirements.

2. Geological Features:
A priori knowledge of predominant geologic features would provide
additional information in the classification of forest and rangeland

data using remote sensing techniques.

3. Soil Types and Condition:
Soil information provides an integralAcomponent of forest under- .

story inference strategies employing remote sensor data [see Volume I].
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4, Climatological Data:
Timely climatological -information is required for purposes of

A —
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change detection analysis employing Landsat data, Varying weather
conditions affect Landsat signals from varying ground cover differently.

Climatological effects may lead to incorrect observation in change if

not accounted for. Climatological information is an integral component

of inference and predictive information modeling systems.

5. Hydrological Information:

Information with regard to the hydrolegical conditions within a
region of analysis provides a dimension in the layered c¢lassification
of Landsat data. This information where available’provides a priori

knowledge of location of river networks and drainage patterns.

6. Ownership, Jurisdictional and Political Boundaries.

Information which specifies geographic boundaries are valuable for

the aggregation of inventory statistics for reporting purposes.

7. Current or Projected Land Use:
Existing land use information is valuable in conjunction with
remote sensor data for change detection analysis as well as layered

classification of Landsat data.

8. Aircraft Multispectral Scanner Data: _

Certain regidns of interest may require analysis at a resolution
finer than Landsat can provide. The selective collection of data in
these regions by thée employment of aircraft multispectral scanners

will help meet the need for a finer data,resolﬁtion.

9. Active Remote Sensor Data: _ _
Active remote sensors, including both laser scanners [38] and
multichannel.imaging radar [39], are now available and may provide

useful information on forest and rangeland resources.
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10. Meteorological Information:
Meteorological satellites cam provide layers of information that

' can enhance an analyst's knowledge of climatological conditions.

11. Non-Digital Data:
Maps, aerial photography, and Landsat false-color imagery provide
visual aids to an analyst in the interpretation of information extracted

from remotely sensed data.

IV.3.2 DATA ELEMENTS ACQUIRED FROM INTERNAL SOURCES

The digital analysis of remote sensor data results_in the creation
of additional layers of information.that may be in turn stored in the
data base for future reference. The data elements to be set forth in
this section do not incorperate all those data derived through the
normal course of analysis. There are certain data elements derived
from internal sources however, that enable and enhance the analysis
of Temote sensor data. The following serve as éXamﬁles of ddta derived

from the basic Landsat data source.

1. Sun Angle Corrected Landsat Data.-

For uniform analysis of Landsat data that have been collected in
different frames but representing the same temporal acquisition, it is
neceésary to eﬁploy'a technique to normalize effects of the solar angle,

the specific place and date of acquisition. Simple cosine corrections

~are sometimes employed for sun angle normalization [40].

2. Tasselled Cap Transformed Data

The Tassalled_Cap_transformation of Landsat data is described in..

Section 4. 'It.prbvides a cchpressioh of the data such that the data

is arranged in a more physically meaningful way along axes representing

brightness, green and yellow components.
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3. Haze Diagnostics
Landsat signals are calibrated radiance measures of ground reflec-

tance through an atmosphere. The same reflectance measured through a

variety of atmospheric conditions will result in just as many signal
values. The effects of atmosphere have been well documented [e.g.,
41,42];' Techniques have also been devised to determine haze diagnos-
tics in order to normalize atmospheric effects from place to place [42].
These. diagnostics at a minimum as well as the haze corrected equivalent

of Landsat data should be available to the analyst.

4. Landsat Cloud, Cloud Shadew and Water, Data Quality
Techniques have been devised and are being refined [42] to screen
Landsat data to detect the location of clouds, cloud shadow and water

as well as suspect data points.

5. Landsat Feature Signatures
 The analysis of Landsat data requires the derivation of statistics
describing features of interest. These statistics represent the means
and variance/covariance of data features. Often these statistics are
employed in the classification of the data and then most often discarded.
It had proven that the maintenance of this information along with des-
eriptive attributes is invaluable as an analytical tool used to compare

difference featurcs from scene to scene.

Iv.3.3 DATA/GIS INTERFACES
Table IV-1 illustrates the interrelationship between system storage
characteristies and some possible data formats for the generalized data
storage management facilities. For. ex;mple, a soil data file could be
| stored in two physical storage formats, e.g., storage in both compact
sequential grid format and in polygonal chain/node format. Such dupli~-
cation could be beneficial under certain circumstances. If, for example,
soils data were stored only in polygonal format, frequent requests for
grid format would require repeated invocation of a point-in-polygon
process.
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TABLE IV-1. POSSIBLE DATA/INFORMATION SYSTEM INTERFACES

@ Data
g g 2
& - & g 3 5 £& B :';
g9 5 S S g g 3g 2 2
g g g 2 £ g 32 E g
53 3 k] 3 e & 33 £ 3
RID SEQUENTIAL SEQUENTIAL COMPACY COMPLETE NO NO NO SEQUENTIAL
TORAGE SEQUENTIAL CODING OR C. SEQ.
OLYGON NO NO POLY POINT POLY NO LINEAR NO
TORAGE : CHAIN CHAIN CHAIN CHAIN
NOCDE NODE NODE NODE
leT NO NO NO NO LOCATION YES NO NO
TORAGE L1STS

IV.4 DATA PROCESSING REQUIREMENTS

The incorporation of remotely sensed and associated data in a
USFS geographical information system results in the need to incorporate
a set of sophisticated processing functions to facilitate information
extraction and analysis of data from remote sensor sources. These func-
tions can be complex and not typical of the functibné most commonly
employed by geographical information systems [see Table IV-2]}. Much
effort has been expended to this point in establishiﬁg a processing
and data base environment that can accommodate remotely sensed data
while at the same time providing a generalized environment for the wide
variety of other system processing functions. The objective of this
section is to display a representative list of processing algorithms
currently employed in the analysis of Landsat data and recommended for
incorporation into a forest and rangeland system utilizing remotely
sensed data. First, a categorization of typical processing functions
is provided. These categories must be in some way represented in the
GIS processing system in order to insure adequate tools to analyze re-
motely sensed data. Secondly, a list of specific information extrac;ion
techﬁiques.are provided to provide sample approaches to each proceésing

category as well as an array of additional applications.
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COMMON SPATTAL DATA HANDLING CAPABILITIES

OF A GEOGRAPHICAL INFORMATION SYSTEM

Entry & Cleaning

Generalization &

~ format conversion -
- spike & gap removal -
= geometric correction -

rotation, translation)
- map rectification

-~ arror estimation

Data-Main;enance

- geographical update -

Manipulation OQutput
polygon merger - windowing
overlaying - c¢lipping
edge matching - printing

point-in~polygon and plotting

scale change
projection conversion
parsing & smoothing

perimeter & area
calculation

centroid calculation
simple sums & averages

classing

Analysis

{special-purpose
procedures)

* , ‘
Source -~ D. Peuquet [4]
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IV.4.1 CATEGORIZATION OF REMOTE SENSING DATA PROCESSING
Figure IV-4 illustrates four categories for the processing of

remotely sensed data.

Corrective Feature : Data Information
_P:gp:ocessing Extraction - }Classification | Display

FIGURE IV~-4. REMOTE SENSING DATA PROCESSING CATEGORIES .

Corrective preprocessing of remotely sensed data is carried out
to eliminate or reduce inconsistencies in the data due to the barameters
and variables of data collection. A number of external effects influence
the nature of the data. Consistency in analysis from one acquired data
regioh to ahothef demands that certain preprocessing functions be cafried
out. Landsat data, for example, may require sun angle and atmospheric
haze correction factors. Aircraft remotely sensed data are often strongly
affected hy.the scan anglé, requiring an across-scan correction. Radar
digital imagery is characterized by speckles that should be smoothed
from the data before analysis. o

Feature extraction refers to the process of determining the char-
acteristics of remotely sensed data that enables one to distinguish
classes of information. Feature'extraction techniques include data
channel gselection, data compression, training data selection and signa-
ture extraction. S§ignature extraction may'reqhire the identification
of the statistical, analytical or modeled characteristics of spectral,
temporal, spatial or textural features of data. Clustering is a commonly.

employed statistical feature'extraétioh techniqﬁe.

Data classification pertains to the identification of features
detected using remotely sensed data. 1t is the decisjon-making process -

that associates data elements to the classes present in a scene as
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predicted by the training procedure. The basic data element classed

may be a pixel or a group of pikels, that is, a field or stand. TIndi-
vidual element labeling may mot be the primary goal of data classifica-
tion. One may be interested in proportion estimates of various classes
over an entire scene, or even a prediction of crop yield, e.g., wheat
Yield‘Ot timber volume. Numerous classification strategies are availa-
I ble; -THe most common employ statistical techniques like the maximum
likelihood decision rule. Techniques have been developed that employ
spatial textural and temporal as well as spectral information (see
Section 4). '

Information display acts as interface between the data amalyst
and the algorithms processing thg-data. Tabular and graphical display
are the two basic means the analyst has at his/her disposal to view the
information.extracted. Common strategies employed with remotely sensed
data inélude false~color or graymap display, data histograms, and simple
tabular displays. It is recommended that the statistical analysis of
-any signature data be aided by the graphical display of contour (e.g.,
one standard deviation) ellipses representing a signétﬁre in two dimen-—

sions.

IV.4.2 INFORMATION EXTRACTION TECHNIQUES .
The following list of algorithms applicable to the processing of
remote sensor data is not exhaustive, but represents each of the data

processing categories described in the previous sectiomn.

PrqprpcesSing‘ox_Dgga Preparatory Fung;ions

Function Description
- 1.. Sun Angle Correction Normalize differences in illumination

due to sun angle
2. Scan Angle Correction Eliminate variability in signal attri-

buted to scan angle, especially with
aircraft data :
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Haze Effect Correction

Tasselled Cap Trans-
formation

Data'Quality Analysis

Geometric Correction

Map Rectification

Terrain Effects
Correction

Feature Extraction

1.

3.

b

Function

Spectral and Temporal
Feature Selection

Spatial Feature .
Selection

Statistieés for a

Fixed Region

Clustering

e ———r——
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Minimize variability in signal attri-
buted to atmospheric effects

Linear transformation to orient data
along axes containing meaningful
information

Flag clouds and cloud shadow, deviant
data points

To deskéw and rotate data

Projection of the data into UTH
coordinates

Cotrection of effects of irregular
illumination due to terrain and
flagging shadowed points in rugged
terrain at low sun angles

Description
To define the optimum subset or

"linear combination of a set of

spectral (dimensions) and temporal
(date of acquisition) features for

. classification

Determination of spatial field or
stand structure for training selec-
tion and data compression purposes

Direct determination of mean vector
and covariance matrices, 1l.e., single
sigpature, for sets of data vectors,
fields or regions defined by user

Automatic determination of the set

' of signatures representing a region

of interest

126



D ERIM

' SR S .,‘._.»u.;»_._.if,...:._._.ﬂ.:___.‘_..‘gj. [

Classification Functions

1'

2.

4.

Function

Maximum Likelihood
Classification of
Pixels

Maximum Likelihood
Classification of
Compressed Features

Layered Classifier

Spatial Classification
Rules

Descriptive Functions

1.

2,

Tabular Results
Image Display
Statistical Displays

Signature Display

A—— N— S ——
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Description

Assignment of individual multi-
variate samples to user-defined
classes

Assignment of compressed features
to user~defined classes

Classify points using a hierarchical
sequence of decisions leading from
a general class definition to speci~
fic classes

Classing of a sample is based on its
association to spatial neighbors in
addition to spectral characteris-
tics

Description'

Display of aggregated results of
clasgification

Graymap or false color image displays
on a line printer or CRT

Histograms and scatter diagrams
depicted data distributions

One, two and three dimension dis-

plays of Gaussian distribution
representing a data class
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Analytical Furictions

The following lists a set of functions whose utility is to expénd
the analytical tools available to the system user.

Function S Description
1. Overlay Processing Many user queries can simply be

resolved by the union or intersec-
tion of information in multiple
layers of data. ~Such analysis is
conjunction with statistical tabu-
lation and mapping routines

2. Signature Manipulation The determination of adequate sig-
nature for classification requires
analysis of those computed through
statistical and clustering techniques
requiring a facility to display (see
Descriptive Functions) and manipulate
these signatures statistically

3. Distance Function Often overlooked is theneed for sim~
ple measures of distance between
sample points and statistical dis-
tributions. Requirements would
include Euclidean distance between
a point and a line, print or plane;
x2 distance and Bhattacharyya dis-
tance between two distributions

4. Polygonal Manipulation  Computation of area, perimeter,
intersection, centroid

5. Statistical Manipula— Statistical analysis function provide
tion the most powerful analytical tool o
available -- linear and multiple
-regression analysis, analysis of
variance :

6. Contour'Mapping , To display data stored as grid cells - ..
B S - - -in standard map notation -
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Data Base Maq:ger Functions |

Interfacing a data base composed of a variety of data,types will
:require, at a minimum, the following format service routines. The DBM
philosophy is not to reformat data but to accommodate it in its most
straightforward form, providing FSR’S to read the data at time of -
storage and retrieval.”

1. Uni:ersal.Landsat Format A standard. NASA remotely sensed data
. format structure

2. Lapdsat Format ' Standard EROS Data Center Landsat

fcvmat _ :

3. NCIC Digital Terrain . To read digital terrain data availa—
Tape o ble through the National Cartographic'
o BRI A Information Center - . -

4. :Polygon to Grid Con- Employment-of'a_point-in—polygonal

version A ~ algorithm to convert linear data
o - o . te eellular structure. .

. ' 5. Other ' - ¥FSR's should be designed to manage
o S _ any nonstandard data layer format
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