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REMOTE SENSING OF AQUATIC PLANTS

K. S. Long and L. E. Link, Jr.

U. S. Army Engineer Waterways Experiment Station
Vicksburg, Mississippi

ABSTRACT

To develop a means of rapidly assessing the extent and composition of
aquatic plant infestations, a stuay including both computer simulation and
field exercises was begun in 1975 to test various sensors in terms of their
ability to detect and discriminate among noxious aquatic macrophytes. A survey
survey of researchers currently studying the problem and a brief summary of
their work is included. Results indicated that the sensor types best suited to
assessment of the aquatic environment are color, color infrared, and black-and-
white infrared film, which furnish consistently high contrasts between aquatic
plants and their surroundings.

1 . BACKGROUND

One major responsibility of the Corps of Engineers is to maintain tne
nation's navigable waterways. This maintenance depends partly on the control of
noxious aquatic plants that threaten to choke the many channels. The ability
to assess rapidly both the areal extent and the species composition of the vari-
ous aquatic species greatly enhances the control efforts. Decisions concerning
the type of control measure to be applied, the magnitude of the application, and
the location for application require this information. Currently, an adequate
means does not exist at the operational level for rapidly determining the posi-
tion, extent, and character of aquatic plant infestations over large areas. In
addition, the dynamic character of aquatic plant communities requires the
ability to examine large areas repetitively, both to identify areas where rapid
growth is occurring and to monitor the effectiveness of ongoing control measures.

The U. S. Army Engineer Waterways Experiment Station tWES) research efforts
in aquatic plant control include developing an operational capability ror
mapping the distribution and character of aquatic plants with emphasis on ease
of application, rapid execution, and use of available remote sensor systems and
technology. The final product of the study will be guidelines for using remote
sensors and rapidly extracting and portraying information on aquatic plants.

2. PROBLEM DEFINITION

Personnel of Corps of Engineers districts, divisions, and WES met at the
WES in September 1975 to discuss the informational needs of Corps personnel
actively engaged in aquatic plant control at the District level. Their needs
included knowledge of areal extent and species composition at two scales and
frequencies: yearly regional surveys and more frequent detailed surveys.
Particular emphasis was placed on the following species: hydrilla (Hydrilla
verticillata Royle), Eurasian watermilfoil (Myrlophyllum spicatum L. ) , egerla
(Egeria densa Planch.), waterlettuce (Flstia stratiotes L.), waterhyacinth
[Eichhornla crassipes (Mart.) Solms.], duckweed (Lemna sp.), water cnestnut
(Trapa natans L.), and alligatorweed (Alternanthera~phlToxeroides Griseo.).

Acquisition of the data outlined above requires the ability to: (a) dif-
ferentiate aquatic plants from their common surroundings, such as water or ter-
restrial plants, (b) differentiate from one another the various aquatic plant
species, and (c) differentiate, for a given species, variations in plant
biomass. Obviously, each successive differentiation is more difficult, espe-
cially for submersed aquatic plant species. It is also necessary that these
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differentiations be made by Corps of Engineers District personnel on a timely
basis without additional manpower.

3. SCOPE AND PURPOSE OF STUDY

This paper will present a synopsis of the work that is being accomplished
by the Corps Aquatic Plant Control Research Program on the remote sensing of
aquatic plants. Work items planned for the future are also discussed.

The initial study efforts have been designed to determine the feasibility
of acquiring the desired information for aquatic plants (i.e. location, species,
and character) with existing sensor systems that would be available to the Corps
districts. The follow-on work will involve formulation of guidelines for
applying remote sensors for data acquisition, including setting forth criteria
for mission planning, information extraction, and information portrayal.

4. ONGOING INVESTIGATIONS

Tne work to data has been to determine the feasibility or acquiring infor-
mation concerning the extent and composition of aquatic plant assemblages by
using currently available remote sensing procedures. The following discussion
is divided into four sections: a literature review, a description of remote
sensing systems, model studies, and field (imagery) investigations.

4.1 LITERATURE REVIEW
A literature review was conducted to identify current relevant work by

other investigators. Scientists at the National Aeronautics and Space Admin-
istration (NASA) Kennedy Space Center, Florida, under contract to the Florida
Department of Natural Resources, have been investigating the use of aerial
photography and interactive image processing to monitor tne status or hyarilla
in small lakes where white amur fish (Ctenopharyngodon idella Val.) have been
introduced (Vause and Davis, 1974). Their work has demonstrated the feasibility
of accurately delineating and measuring the area of hydrilla infestations with
low-altitude aerial photography. Dr. Charles Welby of North Carolina State
University at Raleigh used Landsat data in a study for the Corps of Engineers
Wilmington District that demonstrated the feasibility of delineating Eurasian
watermilfoil infestations in certain North Carolina estuaries (Welby, 1974).
Personnel at the Remote Sensing Center, Texas ASM University, College Station,
under the sponsorship of NASA, Texas Water Quality Board, and the Corps of
Engineers, have examined the use of aerial photography for detecting the pres-
ence of submersed and emergent aquatic plant infestations in selected locations
in Texas (Benton and Newman, 1976). The results of these latter studies showed
the feasibility of using color and color-infrared (IR) aerial photography to
detect the presence of species such as hydrilla, waterhyacinth, and duckweed.
The results obtained by these investigators are being used to support and guide
the ongoing WES effort by providing basic data from which additional experi-
ments are designed and to supplement the results of the WES studies.

4.2 DESCRIPTION OF REMOTE SENSING SYSTEMS
Remote sensing systems vary considerably in the types of information they

provide. Airborne photograpnic sensors operate in the "visible" portion of the
electromagnetic spectrum and record the energy reflected from the surface or
ground features. The resulting photographs are normally the easiest of all
remote sensing products to interpret because the films used have roughly the
same sensitivity as the human eye. Thus, the human interpreter is accustomed
to what he sees on the photographs. Other sensors, such as the multispectral
scanner (MSS) system in Landsat, also record reflected energy and produce photo-
like images of the terrain. The major difference is that, in the case of
Landsat, the earth's surface is being viewed from space and the resulting reso-
lution is much less than for photos acquired from an aircraft. Landsat provides
the advantage of covering large areas in a single scene.

A second type of remote sensing concerns the thermal-IR portion of the
electromagnetic spectrum. Thermal-IR systems record the energy radiated from
terrain materials. The amount and spectral character of the energy is a func-
tion of the temperature and radiation characteristics of the materials. A
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third major type of remote sensing concerns radar or microwave systems. These
systems (called side-looking radar) transmit a pulse of microwave energy (per-
pendicular to the airplane's flight path) and record the energy backscattered
from the terrain surface. The amount of energy returned is a function of the
surface roughness of the terrain surface. Side-looking radar systems also
allow coverage of large areas in a short period of time.

Aerial photos and Landsat imagery, because of differences in reflectance
characteristics of aquatic plants and their surroundings, are expected to be
effective tools for delineating aquatic plant infestations.

Side-looking radar systems may provide a possible tool for regional-type
surveys for emergent and floating aquatic plants because of their differences
in roughness compared to relatively smooth water surfaces. Thermal-IR sensors
are not expected to be very useful. Because of these basic assumptions, aerial
photographic, Landsat MSS, and side-looking radar systems are considered to
have the most potential for immediate application to the aquatic plant mapping
problem, and are, therefore, the remote sensing techniques emphasized in this
study.

4.3 MODEL STUDIES
A computerized mathematical model of the relations between photographic

remote sensors and the environment has been developed by the WES (Link, 197*0
to provide a capability for evaluating the performance of different film-filter
combinations for acquiring specific types of data prior to the actual photog-
raphy. The model was employed to determine the combinations that showed the
most potential for allowing discrimination between aquatic plants and their
surroundings and between aquatic plant species. The basic process for using
the model is as follows: (a) the spectral reflectance characteristics of the
feature (a noxious aquatic plant in this case) and its surroundings (other
aquatic plants or water, etc.) are input to the program; (b) atmospheric condi-
tions, sensor altitude, and other basic parameters are selected (from a spec-
trum of conditions available) and the model is run; (c) the output of the com-
puter program is a table giving predicted optical density contrast values for
the feature and background and for a variety of selected film-filter combi-
nations. An example of the model output is presented in Figure 1. The right-
most column gives the contrast to be expected for the given feature and back-
ground for each film-filter combination listed. For single-emulsion films
(e.g. film Nos. 2*102, 2403, and 2124) the numerical value of the contrast must
exceed 0.30 in order for the contrast to be readily detected by the human eye.
The model considers each emulsion of multi-emulsion films (e.g. Nos. 244b and
2413) individually. Therefore, the model output includes a contrast value for
the cyan (C), yellow (Y), and magenta (M) emulsions of such films. The optical
density values for individual emulsions do not give a true measure of the total
contrast that occurs on these films for a feature and background. Thus, some
combination of values is necessary. For the purposes of this study, a simple
sum of the three (for the three emulsions) predicted optical density values was
considered as an approximate value for the total optical density contrast that
would occur for the multi-emulsion films. The sum of the predicted contrast
values was compared to the 0.30 threshold previously mentioned to assess the
capability of multi-emulsion films for discrimination of specific feature-
background combinations.

Spectral reflectance curves (for features and backgrounds) are the only
input required for execution of the model. For this study spectral reflectance
curves of common aquatic plant species and water bodies were obtained in
selected locations in New York, Florida, Louisiana, and Texas during the late
summer of 1975- Some additional data were obtained in Louisiana, South Carolina,
and Mississippi during the summer of 1976. A list of those aquatic plant
species and other features associated with them (e.g. water) for which reflec-
tance data have been collected is given in Table I. Species were compared to
every other prominent species associated with it, as well as to the surrounding
water.
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The specific objective or the model studies was to make an initial assess-
ment of the ability of available photographic film-filter combinations for dis-
criminating (a) areas with submersed aquatic plant infestations from areas with
no submersed aquatic plants, (b) areas with emergent aquatic plants from sur- •
rounding water, (c) specific submersed aquatic plant species from one another,
and (d) specific emergent aquatic plant species from one another. It must be
recognized at this point that the ability to detect the presence of submersed
plant infestations is very dependent on water clarity. It is logical to assume
that in very turbid water, it would be difficult to detect the presence of
plants only a few centimetres below the water surface; whereas in clear water,
it may be possible to detect infestations at much greater depths. The data
represent relatively clear water conditions and, as such, should not be assumed
to represent turbid water where the adequacy of specific film-filter combina-
tions to detect submersed plants could decrease significantly. Table II pre-
sents a comprehensive tabular summary of the results of the model study.

The results of the model studies suggest that in almost all instances (in
clear water conditions), it appears feasible to detect the presence of both
submersed and emergent aquatic plant infestations with readily available film-
filter combinations. In some instances specific comparisons of certain species
do not appear to create an optical density contrast of sufficient magnitude to
allow discrimination of one species from another. However, there are also
instances when available film-filter combinations appear to be quite capable of
allowing discrimination among certain aquatic plant species, especially emergent
or floating ones.

The ability to discriminate among plant species based on image tone does
not necessarily imply the ability to identify a specific plant species without
some additional information, such as a prior knowledge of possible species for
a given waterbody or growth patterns of a particular plant. Clearly, attributes
of plants other than spectral properties must be considered, namely pattern and
associative properties. These properties are more difficult to quantify than
spectral properties since they are more a subjective impression than an easily
measurable entity.

4.1 FIELD STUDIES
To confirm the model predictions and to establish further the capability

to acquire information on aquatic plant species extent ana composition with
aerial photography, a number of field studies were initiated. The field
studies consisted of acquiring ground truth data and aerial photographs of se-
lected water bodies having infestations or a variety of aquatic plant species.
The field studies were initiated with the acquisition of ground truth and aerial
photography at Lake Boeuf, Louisiana, in May 1976; Lake Theriot, Louisiana, in
May 1976; and Ross Barnett Reservoir, Mississippi, in April 1976, as shown in
Table"III. Ground truth data and photographs were obtained at Santee-Cooper
Reservoir (Lake Marion), South Carolina, in July 1976. The aerial photographs
were obtained from light aircraft with hand-held 35-mm and 70-mm cameras. A
second ground truth and air-photo survey was accomplished at Lake Boeuf,
Louisiana, Lake Theriot, Louisiana, and Ross Barnett Reservoir, Mississippi, in
September 1976 to examine late-season or mature-growth-stage conditions.

In addition to the detailed work conducted at the three test water-bodies,
high-altitude (acquired at a scale of 1:120,000 with a U-2 aircraft) aerial
photographs and Landsat imagery have also been acquired. These images are
being used to determine the relative quantity of information available on high-
altitude imagery with respect to the information available on the low-altitude,
detailed photos.

Figure 2 shows examples of the low-altitude aerial photographs of Lake
Theriot, Louisiana, obtained in the field studies. Features evident on the
photos are a canal entering the lake (near the top of each photo), an area of
marsh vegetation (upper half of each photo), and an area of water heavily
infested with hydrilla with some local infestation of waterhyacinths (lower
portion of each photo).
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Examination of the photographs in Figure 2 shows that the color-IR film
with yellow filter (Figure 2a) produced the best discrimination of the submersed
hydrilla from areas with no hydrilla (mainly the canal and its extension into
the lake) and the rafts of waterhyacinth. The color film (Figure 2b) shows the
rafts and fringe areas of waterhyacinths very well, but does not produce much
contrast between the hydrilla-infested areas and the open-water areas, although
the hydrilla is detectable. The black-and-white infrared film (Figure 2c) was
underexposed but did produce good contrast between the hydrilla-infested areas
and open water. The waterhyacinth rafts are detectable on the image but not as
well as on the color-IR and color images (Figures 2b and 2c, respectively).
The panchromatic film with red filter (2d) shows little contrast between the
hydrilla-infested areas and the open-water areas; the areas of waterhyacinth
were readily apparent. Of the four film-filter combinations shown, optical
densities of (a) 1.04, (b) 0.8l, (c) 0.85, and (d) 0.46, respectively, were
predicted for hydrilla versus waterhyacinth. These relative values are not
inconsistent with subjective evaluation of photographs, except for the relative
ranking of the black-and-white infrared (c) and the Plus-X panchromatic film
(d). The optical density contrast predicted for each film-filter combination
shown for hydrilla and its surrounding water was (a) 0.41, (b) 0.16, (c) 0.6b,
and (d) 0.05, Again, the relative order of contrast agrees with predictions
with respect to the color infrared and color films.

The results of the low-altitude aerial photo examinations are consistent
with the results of the model studies and demonstrate the ability of commonly
available photographic systems to obtain information concerning the extent and
composition of aquatic plant infestations. For example, the results or the
model studies summarized in Table II show that each of the organisms for which
spectral reflectance characteristics were analyzed could be distinguished from
its surrounding water by one or more of the film-filter combinations considered.
Field exercises supported this prediction. Similarly, waterhyacinths when
photographed with duckweed contrasted markedly in tone, whereas tone discrimi-
nation between waterhyacinth and spatterdock was not nearly as distinct. The
field results, in summary, essentially agreed with model results in relative
intensity of contrast.

Figure 3 shows an enlargement of a portion or color-IR high-altitude aerial
photograph of Lake Boeuf, Louisiana. The photograph represents conditions in
October 1974, when significant infestations or numerous species (egeria, water-
hyacinth, and duckweed) had occurred. The presence of aquatic plants is easily
detected on this image. Cursory examination of high-altitude aerial photos for
Lake Theriot revealed an ability to detect Eurasian watermilfoil infestations,
and imagery of Ross Barnett Reservoir showed the ability to detect watershield
(Brasenia Schreberi Gmel.) infestations in September 1975.

Figure 4 shows a photographic enlargement of a band-7 (near-IR) Landsat
image of the upper portion or Ross Barnett Reservoir in April 1976. Comparison
of this image to ground truth data for the same time reveals that areas of
watershield appear to be evident on the image. Landsat band-7 imagery of Lake
Boeuf, Louisiana, shows obvious evidence of aquatic plant infestations exhibit-
ing many image tones, indicating a possible ability to obtain additional inror-
mation. Additional work is planned with the Landsat images in digital rormat
to define the information available on Landsat imagery.

b. FUTURE STUDY EFFORTS

Presently, much emphasis is being placed on detailed interpretation and
analyses of the different types of imagery acquired from the field studies. A
careful comparison will be made among the spectral, spatial, and associative
properties of the individual images and the associated ground truth information.
The results of this effort will be a definition of the information gathering
capability of each sensor type (i.e. to obtain information concerning the
composition and extent of aquatic plant infestations) both for detailed and
regional scale information.
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Side-looking radar will be further investigated as a potential regional
survey tool. A radar imaging mission or the Withlacoochee River Basin, Florida
and the area from Lake Apopka to Orlando, Florida, has been executed by the
363rd Tactical Reconnaissance Wing, U. S. Air Force Tactical Air Command, Shaw
Air Force Base, South Carolina. The side-looking radar imagery was obtained
with the AN/APQ 102 synthetic aperture system that covers a ground swath of
approximately 32 km for each flight path and has a resolution of approximately
15 m. A previous study conducted for NASA by the Environmental Research
Institute of Michigan demonstrated the feasibility of observing large areas of
floating aquatic plants using a very sophisticated and experimental radar
system. The U. S. Air Force System is a more operations-oriented system in that
it has been used for many years as the standard radar imaging system for Air
Force reconnaissance missions. High-altitude aerial photographs of the study
areas will be obtained to aid in evaluation of the aquatic plant information
available on the side-looking radar imagery. Figure 5 shows the enlarged radar
image of Lake Tohopekaliga, Florida, with the known aquatic plants labelled by
personnel of the Florida Game and Freshwater Fish Commission. Tall plants can
be seen quite vividly on the shoreline contrasted against the water surface.
Anomalous patterns on the water surface also appear in areas known to be in-
fested with submerged hydrilla and Vallisneria.

The aerial photography obtained for the Santee-Cooper Reservoir System
will be used as an example of a large-scale field test for using aerial photos
to determine the extent and composition of aquatic plant infestations in a
large water body (930 sq km). The photos will be interpreted to delineate
areas inhabited by individual (major) plant species and the results field
checked for verification. A second aerial-photo mission over the Santee-Cooper
complex is scheduled for the spring of 1977.

The follow-on work involves the design, fabrication, and implementation
of an effective procedure for Corps district personnel rapidly to acquire needed
Information concerning the extent and composition of aquatic plant infestations
via available remote sensor technology. This may involve development of some
automated interpretation procedures for use with high-altitude and satellite
imagery for rapid surveillance of very large areas and detection of potential
problem areas. In addition, the relative costs of the available procedures
and the resources necessary for their implementation will be examined. It is
envisioned that several large-scale field programs, such as that described for
the Santee-Cooper complex, will be planned and implemented to gain practical
insight into effectiveness of the techniques, to identify items requiring
additional development, and to effect a technology transfer to potential users.
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TABLE I. AQUATIC PLANTS FROM WHICH SPECTRAL REFLECTANCE DATA WERE COLLECTED

Date Location
Sep 75 Florida

Sep 75 New York
Sep 75 Louisiana

Oct 75 Texas
Jul 76 South

Carolina
Sep 76 Louisiana

Organism/Feature
Waterhyacinth, alligatorweed, frogbit, waterfern,
tapegrass, pickerelweed, hydrilla, water pennywort,
green algae, cattails, water paspalum, Eurasian
watermilfoil, salvinia, spatterdock, water lettuce,
egeria, associated water

Water chestnut, associated water
Waterhyacinth, coontail, cabomba, hydrilla,
associated water
Waterhyacinth, alligatorweed, associated water
Egeria, waterprimrose, waterlily, associated water

Waterhyacinth (living and dead), American lotus,
egeria, frogbit, duckweed, Eurasian watermilfoil,
panicum, associated water

TABLE II. TABULAR SUMMARY OF RESULTS OF MODEL STUDIES
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Water
Waterhyacinth
Frogbit
Waterfern
Vallisneria
Hydrilla

Coontail
Egeria
Pickerelweed
Waterlettuce
Salvinia with
duckweed

Alligatorweed
Spatterdock
Duckweed
American lotus
Panicum
Naiad
Waterprimrose
Cabomba

anno nanna n ODD a a ODD
ODD a DAD ana a a
A AD D A

o

AO

A
D DA

O A

A
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D O A D O

0

D
Legend
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with at least one of the
film types considered .

O- Discrimination not possible
A- Discrimination marginal

Blank - Comparison not made
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TABLE III. FIELD STUDY SITES

Location

Lake Boeuf,
Louisiana

Mean
Depth
m

1-1.5

Area

km2

7.0

Important Aquatic Macrophytes

Waterhyacintn, Egeria, duckweed, water-
meal, American lotus, white waterlily,
yellow waterlily, frogbit, Panicum

Lake Theriot, 1-1-5
Louisiana

Ross Barnett
Reservoir,
Mississippi

5.2

3-7 121.5

Lake Marion, 6.7 447.6
South Carolina

Hydrilla, waterhyacinth, Eurasian water-
milfoil, yellow waterlily

Naiad, pondweed, watershield, American
lotus, coontail

Egeria, waterprimrose, naiad

Film

2402 Plus-X Panchromatic
24u3 Tri-X Panchromatic
2402
2403
2402
2403
2402
2403
2402
2403
2448C Color*
2448Y
2448M
2443C Color-infrared*
2443Y
2443M
2443C
2443Y
2443M
2424 Black-and-white infrared
2424
2424
2424

Filter

12 Yellow
12
47B Blue
47B
58 Green
58
25A Red
25A
3 Haze
3
3

- 3
3
3
3
3

12
12
12
12
25A
87C Infrared
87B Infrared

Optical Density
Contrast
0.017221
0.0131^7
0.178b59
0.164144
0.079427
0.079427
0.032514
0.014665
0.063758
0.043076
0.000578
0.270419
0.104692
0.069592
0.117260
0.010083
0.146050
0.067922
0.004641
0.194452
0.202076
0.173644
0.213561

Legend

Feature: waterhyacinth, Black Creek, Fla.
Background: spatterdock, Black Creek, Fla.
Atmosphere midlatitude summer haze: 23 km
Zenith angle: 30 deg
Distance to sensor: 1.50 km

C, Y, and M represent the cyan, yellow, and magenta emulsions, respectively,
for multiple-emulsion color and color-Infrared film.

FIGURE 1. TYPICAL MODEL OUTPUT
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hydrilla.

marsh
4 Wi vege-

tation

water-
hyacinth

a. Color infrared with yellow
(Wratten 12} filter.

hydrilla

b. Color.

marsh
vege-
tation

water-
hyacinth

hydrilla
water-
hyacinth

c. Black-and-white infrared.

water-
hyacinth

d. Panchromatic with red
(Wratten 2t>) filter.

FIGURE 2. LOW-ALTITUDE (c. 300 m) AERIAL PHOTOGRAPHS OF A PORTION
OF LAKE THERIOT, LOUISIANA.

FIGURE 3. COLOR INFRARED HIGH-ALTITUDE (c. 18,000 m) PHOTOGRAPHS
OF LAKE BOEUF, LOUISIANA.
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FIGURE 4. PORTION OF LANDSAT BAND-7 IMAGE OF ROSS BARNETT RESERVOIR,
MISSISSIPPI (10 APRIL 1976).

SCIRPUS,
FEW WATERHYACINTHSJ

WATERHYACINlHS,
PICKERELWtED,SCIRPUS,

AND PAN I GUN
OPEN HATER

SCIRPUS CALIFORWJ

FIGURE 5. RADAR IMAGERY OF LAKE TOHOPEKALIGA, FLORIDA (SEPTEMBER 1976)
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PRODUCTION OF A MAP OF LAND-USE IN IOWA
THROUGH MANUAL INTERPRETATION OF LANDSAT IMAGERY

by

Raymond R. Anderson
Iowa Geological Survey

Remote Sensing Laboratory

ABSTRACT

The staff of the Iowa Geological Survey Remote Sensing Lab (IGSRSL)
recently completed a land-use map of Iowa based on manual photo inter-
pretation of LANDSAT I images. The map, the first of its kind for
Iowa, was prepared at a scale of 1:250,000 and printed at a 1:500,000
scale. It displays nine categories of land-use; they are urban resi-
dential, urban commercial/industrial, urban open, transportation net-
work, extractive land, agricultural land, forest land, water, and
reservoir flood pool. Interpretations were verified through the use
of Skylab and high altitude aircraft photography. Information from
various maps produced by the U.S. Geological Survey, Iowa Department
of Transportation, Federal Aviation Administration, and the Iowa
Geological Survey also aided in production of the map. Preliminary
copies of the map were reviewed by each of Iowa's 17 Regional Planning
Agencies as well as the Iowa Conservation Commission and the Iowa Office
of Planning and Programming. These agencies corrected interpre-
tation or handling errors and insured inclusion of major land-use
changes that occurred subsequent to LANDSAT image acquisition. A
total of 6% man-months was needed to produce the map at a total cost,
from image acquisition through printing, of 18C per square mile.
The map can provide useful information that may be used in conjunc-
tion with other resource data in defining some management goals or
policies .

INTRODUCTION

Private citizens, public interest groups, and governmental boards and agen-
cies have expressed an ever increasing desire for information about Iowa's
natural resources. In part, this desire has been generated by an increased
awareness of the complex nature of the problems relative to management of these
resources. Such problems as water pollution, flood protection, highway con-
struction, and shortages of energy and food have recently become increasingly
insignificant. The search for the solutions to these problems has lead to the
introduction of comprehensive land-use and single resource legislation at both
the federal and state governmental levels and to the consideration of more re-
strictive rules and ordinances at the county and city levels of government.

Land-Use in Iowa, 1976 was produced to provide generalized information on
the present utilization of land in Iowa. As the first such map produced in the
state, it is intended to provide a synoptic view of the distribution of several
categories of land-use within the state.

SOURCES OF DATA

Imagery from the LANDSAT Satellite was the primary source of information
used in production of the map Land-Use in Iowa: 1976. LANDSAT was chosen be-
cause it represented the only available source of imagery that provided state-
wide coverage which was both current and at a uniform, small scale. These
attributes allowed production of an up-to-date map at a workable scale,
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1:500,000, using a reasonably small number of images and thus making manual
photographic interpretation efficient.

For production of the map nine LANDSAT color infrared composite images
were obtained from the EROS Data Center at a scale of 1:250,000 (Figure 1).
This working scale allowed direct comparison with the U.S. Geological Survey
1x2 degree NK series maps. The complete state coverage of the NK series maps
provided a valuable base for the LANDSAT land-use interpretations. Use of this
scale for map production allowed a 50% reduction to a scale of 1:500,000 for
the completed, printed version of the map. Such reduction enhances the appear-
ance of drafted maps.

Uniformity of information across all designated images and the land-use
information desired were the criteria used in choosing the land-use categories
to be mapped. The images were acquired with zero or minimal cloud cover between
August, 1972 and August, 1973. Where available, summer images were used because
they were determined to provide the most satisfactory land-use data.

For the southernmost counties in central and western Iowa suitable LANDSAT
imagery was not available. To map land-use in these areas 1:80,000 scale
color infrared aircraft photography was used. This photography was obtained by
the Iowa Geological Survey in cooperation with the U.S. Soil Conservation Ser-
vice during the spring of 1975. Other photographic and non-photographic sources
of land-use information were utilized to verify LANDSAT interpretations. All
of these sources, their uses and references are listed in Table 1.

LAND-USE CATEGORIES

Nine land-use categories were designated to be identified and mapped.
They were (1) Urban Residential, (2) Urban Commercial/Industrial, (3) Urban
Open, (4) Transportation Network, (5) Extractive Land, (6) Agricultural Land,
(7) Forest Land, (8) Water, and (9) Reservoir Flood Pools. With few exceptions
the categories chosen were those which were readily identifiable on all the
LANDSAT images used. One exception was the location of flood pools associated
with Iowa's four major reservoirs. These areas were not identifiable on the
imagery because the pools were not full when the images were produced. The
maximum pool locations were determined using information supplied by the U.S.
Army Corps of Engineers at Rock Island and the U.S.G.S. N.K. series maps.

PRODUCTION OF THE MAP

The actual production of Land-Use in Iowa, 1976 was accomplished by manual
interpretation of the 76cm x 76cm LANDSAT color infrared images followed by
repetitively cross-checking interpretations against various other data sources,
including data provided by regional planning agencies. Mapping was done in ink
on overlays of K & E 44 1035 Stabilene ink-surface film. The first step in this
process was to map county lines on the overlay within the limits of the image
being interpreted. This was accomplished by locating key roads and inter-
sections near county lines on Iowa Highway Commission General Highway and Trans-
portation Maps and on images. Then using these landmarks the county lines were
mapped on the overlay. The presence of the county lines assisted photo inter-
preters in locating particular land-use areas to be verified from other maps.

All federal highways and selected state highways were then added to the
overlay. They were located by using the U.S.G.S. 1:250,000 scale NK series
maps as a base. These locations were then verified from the LANDSAT images.
Where disagreements occurred the LANDSAT locations were used. Normal pool and
flood pool levels of Iowa's four major reservoirs were also added to the overlay
at this time. Information from both LANDSAT and the NK series maps were used
for this purpose.

Interpretation and mapping of the remaining land-use categories (forest,
extractive facilities, water, airports, and urban residential, commercial and
industrial, and urban open) were then completed from each LANDSAT image.

To facilitate mapping land-use from LANDSAT images, the interpreters began
with the areas with which they were somewhat familiar. This allowed each inter-
preter to gain skill at identifying-the spectral reflectance characteristics of
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each of the various land-use categories
Features mapped as towns and rivers were verified from the General Highway

and Transportation Maps and NK series maps, with the latter being used to
locate rivers where they become unidentifiable on the images. Airports were
checked against the Sectional Aeronautical Charts to verify location, runway
composition, and size. Features identified as extractive facilities were veri-
fied from the General Highway and Transportation Maps, NK series maps, and the
map of Mineral Resources of Iowa. A final in-house check was accomplished by
examining all available high altitude and Skylab photography to verify the
interpretations from the LANDSAT imagery. Railroads were added later using the
Current Inventory and Transportation Map of Iowa and the NK series maps for
location.

The next step in the production of the map of Land-Use in Iowa, 1976 was
the transfer of interpretations from the overlays to a 1:250,000 scale base.
The base consisted of 12 individual maps. Each map included a grouping of
counties chosen so the areas of each map were nearly equal and their physical
size would allow easy duplication by the Geological Survey's Diazojet Mark III
Whiteprinter. The transfer of information to the base maps was done township
by township in order to correct for minor variations between the scales of the
LANDSAT images and the base maps.

The area of southwest and south central Iowa not covered by good quality
LANDSAT color composites was mapped by interpreting land-use information on the
1:30,000 scale, 1975 IGS-SCS color infrared photgraphy. This information was
transferred directly from the photography to the ozalid copies of the base maps,
using available U.S.G.S. topographic maps for control. The IGS-SCS imagery
provided increased resolution and therefore greater land-use information than the
LANDSAT imagery. For uniformity, the data was generalized to match the level
of detail obtained by LANDSAT interpretation.

After transfer of the information to base maps, black-line ozalid copies
of each map were produced, with the various land-uses color coded with Prisma-
color pencils. The colored ozalid prints were then regrouped by counties to
correspond with the areas included in Iowa's multi-county regional planning
agencies, and a copy of the land-use interpretation was mailed to each agency
for additions, corrections, and comments. Of the 17 agencies, 14 returned the
maps with corrections and suggested changes. Those suggestions consistent with
the purpose and limitations of the map were adopted and the appropriate changes
were made. The finished maps were then drafted to produce camera-ready copy,
i.e. registered overlays from which the printer could directly burn negatives
without the costly process of photographically producing color separations.
These were then forwarded to the printer for production of the final map.

IDENTIFICATION OF LAND-USE FROM LANDSAT IMAGES

Because none of the eight land-use classifications interpreted from the
LANDSAT imagery produced a unique, visual spectral response on the color infra-
red composites, a number of factors had to be considered in identifying the
land-use of any given area. Some of the factors considered were color (hue and
saturation), shape, size, and association with other features. The following
section describes many of the parameters used to identify each land use as well
as some of the possible problems in interpretation associated with each.

1. Urban Residential. Three classes of urban land-use are differentiated
on the map of Land-Use in Iowa: 1976. These are residential, commercial/indus-
trial, and open land. On the LANDSAT color infrared images developed, urban
areas appear in flesh-colored tones, with white and/or soft blue mottling pre-
sent in larger cities. Their identification is often aided by their location
at the hub Of a radiating road network.

Urban residential areas dominated by single famly dwellings produce a
flesh to pink coloration on the LANDSAT imagery, resulting from the integration
of white tones produced by such high reflectance objects as houses,roads and
driveways, and red tones produced by the high reflectance of infrared EMR by
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trees, lawns and other vegetation. The classification of a particular reflect-
ance as a residential area is a generalization because such areas may contain
small businesses and even light industry. However, they are predominantly
residential.

The August imagery has proved to be the best for differentiating urban
residential areas. They can be easily mapped at this time of year due to their
contrast with the more uniformly red colors produced by surrounding croplands
and other heavily vegetated areas. Much of the urban vegetation is stressed by
lack of moisture, mowing and other urban influences. This stress contained with
the integration of white light from the previously mentioned highly reflective
objects reduces the intensity of the red tones of urban vegetation as compared
to most rural vegetation. The only features which may be confused with urban
areas at this time are large areas of sparsely vegetated, well-drained (usually
sandy) soils. Such areas are generally found only near major rivers.

Identifying urban areas on the May and June images has proven to be more
difficult. At this time the vegetation within urban areas is especially vigor-
ous, reflecting highly in the near infrared. This produces a bright red and
white mottled appearance on the LANDSAT prints which is very similar to the
response produced by the combination of forestlands, grasslands, and well-train-
ed soils often found in drainages near urban areas.

Low density urban residential areas may be erroneously omitted from this
classification. This omission is the result of large green spaces and assoc-
iated high reflectance of EMR in the infrared wavelengths. Such areas can be
easily misidentified as forest or urban open.

2. Urban Commercial and Industrial. Once an urban area has been identi-
fied commercial and industrial areas can be differentiated based on their re-
sponses on the color infrared print. Two types of responses are common. Older
commercial or industrial areas appear as bluish colors often ringed by a white
aureole. The blue colorations are produced by the limited reflectance from the
asphalt roofs of older buildings, with the tone of blue dependent upon the
amount of white contributed by high reflectance features such as streets, park-
ing lots, etc. between the buildings. The more white present, the lighter the
blue tones. The white aureole is produced by the high reflectance features
surrounding the complexes.

Newer industrial complexes and commercial facilities commonly use more
modern roofing practices and are almost always associated with large parking
lots. These produce a bright white response within the urban areas on the LAND-
SAT prints due to their high levels of non-selective reflection of incident EMR.

These high reflectance industrial and commercial areas may be confused with
other large features with similar high reflectance characteristics. Such land-
uses as sand and gravel pits, quarries, and certain large, well-drained, bare
soil areas as well as such urban features as high density residential areas,
large apartment complexes, and institutions may be misinterpreted as commercial
and industrial. Other industrial or commercial facilities of smaller size, dis-
persed among other land-uses or well landscaped with vegetation, may be misiden-
tif ied as urban residential.

3. Urban Open. The final urban classification, urban open, includes ex-
tensively vegetated areas, such as parks, within urban areas. The more natural
settings of these parklands tend to promote healthier vegetation than is found
in other urban situations. Some reduction of urban stress and much less highly
reflective material create a brighter red response, similar to that produced by
non-urban vegetation. There is little chance of confusing this land-use with
others. In some cases, however, low density, heavily-wooded residential land
may be confused with urban open. Agricultural land surrounded by urban areas
could also be confused with urban open land use, but these are rare situations.

4. Transportation Network. Three major transportation systems were in-
cluded on the land-use map:RTghways, railroads, and airports. All three are
represented on the map by only a selected portion of the facilities actually
present.
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All federal highways and selected state highways were mapped. Although the
transportation network in Iowa represents a significant land-use in Iowa (over
3% of Iowa land is utilized as roads or rights of way)l, only a portion was
included on this small scale map, primarily as an aid in the location of speci-
fic areas on the map. The decision to map all federal highways, and only key
state highways in areas not served by the federal roads, allows a relatively
uniform distribution of roads across the state without de-emphasizing other
land-uses.

Identifying selected highways can be difficult. The August images proved
optimal in identificaiton of the road network in Iowa. The responses produced
on August LANDSAT images by this network were off-white to yellow linear fea-
tures. The large number of section line roads in Iowa create a striking,
square, grid-like geometric pattern over the majority of the state. Only in the
high relief areas of southern and northeastern Iowa is this grid absent. Be-
cause of this large network of roads, and the difficulty in differentiating
between concrete, asphalt, and gravelled roads it was necessary to work closely
with the U.S.G.S. 1:250,000 scale maps, state highway maps and regional planning
'agencies in order to assure that the proper roads were mapped. The road network
is much less distinct on the spring images. However, at this time paved roads
display a slightly greater reflectance than the gravel roads. Even so, it was
necessary to use supplementary highway maps when interpreting spring imagery.

At the request of many of the state's Regional Planning Commissions, prin-
pal railroad routes as chosen by the Iowa Department of Transportation were
also included. Although the actual railroad right-of-ways can only rarely be
seen on the LANDSAT images, their diagonal trend breaks up the rectangular pat-
tern of agricultural land. This effect leads to relative ease in mapping rail-
roads in the state. The U.S.G.S. 1:250,000 scale maps were used to aid in lo-
cating the railroads where the routes were not identifiable on the imgery.

Paved airport runways were readily identifiable on all LANDSAT imagery
used for this project. They, like the roads, are excellent reflectors of visi-
ble and near infrared EMR and therefore, have an off-white appearance on the
imagery. They are relatively short in length and often oriented in a north-
westerly or northeasterly direction. Because of the relative abundance of air-
craft landing strips around the state, both public and private, it was decided
to include only public airports with hard-surfaced runways of at least 457.2
meters in length. This decision allowed use of Federal Aviation Administration
Sectional Aeronautical Charts to confirm the locations of airport as interpreted
from the imagery.

5. Extractive Land. Extractive facilities, including quarries, sand and
gravel pits, and recent borrow pits, are characterized by a high reflectance
of incident electromagnetic radiation. On the LANDSAT images these facilities
have a very bright white response because of the highly reflective and non-sel-
ective nature of the interaction of such materials with EMR. Once the inter-
preter becomes familiar with this response, they can usually be differentiated
from other land-uses. There are, however, other responses which may be confused
with these extractive facilities. Very dry, and well-drained soils which have
not been recently disturbed often produce a similar white response on the imag-
ery. Urban commercial and industrial areas with newer buildings and large park-
ing lots also produce this white response as do new housing developments and
trailer courts. Generally the white produced on the image is seldom as intense
as that produced by an extractive facility.

Perhaps the land-use most easily confused with extractive land is large
cattle feed lots. The many buildings, use of concrete surfaces, and compaction
of bare soil by the cattle create a high reflectance situation very similar to
an extractive facility.

Several features of extractive land aid in its identification. Sand and
gravel pits are commonly found in association with streams. High reflectance
in such locations, especially when vegetation is vigorous, may be mapped as
extractive land with a high degree of certainty. Recent borrow pits, areas
where materials have been removed for construction, are most frequently found
along major highways, particularly interstate highways. Thus high reflectance
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areas directly associated with such highways, and-not associated with urban
areas, have a high probability of being borrow pits. In identifying quarries,
the presence of a flooded portion and its associated blue (highly turbid) water
reflectance may provide a helpful clue.

Coal strip mines, also mapped as extractive, have a much different re-
sponse. On the LANDSAT images they have a grayish-blue coloration very similar
to the older commercial and industrial areas discussed. The tones of the strip-
mined areas range from almost black to light blue and often display a white
aureole. The grayish-blue tones are produced by the black shale and other rock
materials which are devoid of vegetation. Strip mines are very easily confused
with bare, poorly drained soils. Thus they are often impossible to identify on
spring or fall imagery where bare fields are common. On the August imagery,
however, the strip-mined areas may be easily spotted and identified because of
the high contrast between the vegetated fields and unvegetated mining areas.

6. Agricultural Land. The vast majority of the area mapped as agricul-
tural land is utilized in agricultural related endeavors, such as row crops,
cover crops, pasture land, and farmsteads. Many other land uses, however, also
exist in these areas. These include such uses as non-pasture grasslands, scrub
land, roads and right-of-ways, very small or low density residential areas, and
small ponds and wooded areas. The failure to display these land-uses is not an
attempt to minimize their importance. They have not been differentiated on the
map because of the inability to accurately interpret them with uniform accuracy
over all of the LANDSAT images studied, and the difficulty in displaying them
on the small-scale final map.

Row crops, primarily corn and soybeans, are planted in the spring, usually
in middle and late May, respectively, and cover over 70%2 of Iowa's agricultur-
al land. Areas devoted to row crops can be identified on the May and June
images as colors of dark to light grayish blue-green. These areas are bare
ground, plowed either in the spring or the previous fall. The more recently
plowed fields usually appear darker than those plowed earlier because of great-
er surface roughness and greater surface soil moisture. Rough ground scatters
sunlight, reflecting a lower percentage back to the detectors on the LANDSAT.
Rain, wind, and other erosive forces act to smooth these fields with time,
increasing their reflectance and changing their appearance on the color infra-
red composite to lighter tones of grayish blue-green. The amount of soil
moisture present also affects the tones of bare soil areas. Water, whether as
standing water or soil moisture, absorbs a very large percentage of the incident
infrared EMR. This makes poorly drained areas with higher soil moisture appear
as darker tones. Conversely, better drained areas have lower soil moisture
and reflect a greater percentage of incident EMR to the satellite. This pro-
duces lighter tones on the images.

The grayish blue-green color is attributable to the general brown to black
color of Iowa soils. Brown is produced by combining reflection of EMR of red
light wave-lengths with a lesser amount of green wavelengths. When the green
reflectance is colored blue and the red is colored green as they are in pro-
ducing color infrared images, blue to green-blue color is produced. The inten-
sity of the reflectance of these colors and the amount of infrared light re-
flected controls the tone of the response.

On the July image those row crops planted early in the growing season have
germinated and grown to the extent that they can no longer be differentiated
from cover crops by a human interpreter. This is also true in August although
the Purdue University Laboratory for Application of Remote Sensing has success-
fully used computer analysis to differentiate corn, beans, and other crops
using early August LANDSAT imagery.3 Such computer manipulation of imagery
requires sophisticated equipment and technology and was not considered necess-
ary for a general land-use analysis.

Cover crops, primarily winter wheat, oats and hay crops, constitute about
10.5%^ of Iowa's agriculture land. Winter wheat is planted in the fall and is
not easily^ differentiated from hay crops, pastures, and non-pasture grasses on
spring imagery.
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Some differentiation of these agricultural land-uses is possible under
ideal conditions. For example, heavily grazed pastureland can sometimes be
identified, especially in times of drought, by the lower infrared reflectance
of the grazing-stressed grasses. Similarly, for a few weeks subsequent to mow-
ing, hay crops can be differentiated by their lower infrared reflectances.
Both of these conditions occur at random times, therefore, no single image is
adequate for mapping either land-use without serious omission errors.

7. Forest Lands. The classification of forest land includes all identi-
fiable wooded areas except those within urban areas or reservoir flood pools.
Generally wooded areas of 10 acres or larger could be identified; however, this
varied with forest location, season, and image quality. Forested areas, like
other concentrations of vegetation, reflect very highly in the infrared portion
of the electromagnetic spectrum giving them a red appearance on the LANDSAT
color infrared composite images. The red of these forests is a darker red than
that produced by crops, pasture or non-pasture grasslands. In some instances,
however, particularly on the springtime images, patches of forested land can
easily be confused with individual vegetated fields. Also, the ability to dif-
ferentiate between forest and non-forest vegetation is reduced as image quality
deteriorates towards the edges of some images. Midsummer and snow-covered
winter scenes provide the best definition of these forested areas.

In Iowa the location and shape of many forested areas assist in their in-
terpretation. They usually occur as irregularly shaped patches and frequently
border drainage-ways. However, many of the thin gallery forests along drainages
were not mapped because of difficulties in identifying or mapping them at the
small map scale used.

8. Water. Reservoirs, lakes, ponds, and rivers have been classified as
water on the land-use map. Iowa has four major reservoirs: Coralville, Rath-
bun, Red Rock, and Saylorville. The areas of these reservoirs mapped as water
are the recreational pool level of each as determined from information obtained
in part from the Corps of Engineers and the 1:250,000 NK series maps. It was
necessary to use this supplemental data because on the August 1972 image of
southeastern Iowa, both the Coralville and Rathbun Reservoirs are at abnormally
high levels, as is the Red Rock Reservoir on the May 1973 image of central Iowa.
The new Saylorville Reservoir was not yet filled when the map was published but
was also mapped at its designed recreational pool level.

All lakes and larger ponds which could be identified on the LANDSAT images
have been mapped. The minimum resolvable size varies from image to image de-
pending on season and pond location. Five acre and larger ponds can be identi-
fied on the August imagery, but few ponds or lakes smaller than 50 acres can be
identified on the May and June images.

This inability to distinguish water in the spring-time images is primarily
due to the similar responses of water and moist, bare soil. Clear water absorbs
a very large percentage of the incident near infrared EMR. This, combined with
water's low reflectance of red and green EMR, creates a black response on infra-
red images. The response goes from black to blue with increased turbidity.
Bare soil, especially if it is moist or freshly plowed, also produces a black
to dark blue response. Therefore, smaller water bodies surrounded by moist,
bare soils are difficult to identify because of the reduced contrast. However,
smaller water bodies surrounded by materials with a higher reflectance can often
be mapped because of increased contrast. Such situations occur where lakes are
ringed with trees or grass or, in the case of quarries or gravel pits, where
rock is exposed surrounding the open water.

Rivers were also often difficult to identify. Where there is no signifi-
cant vegetative border in springtime images, the rivers are often not differen-
tiable from bare soils. On the August images the canopy effect of trees grow-
ing along narrower rivers often obscures them. Because of these problems, loca-
tions of some sections of the rivers mapped on the land-use map were obtained
from the U.S.G.S. 1:250,000 scale maps. All information derived in this manner
was overlain on the images to correlate locations as closely as possible. Be-
cause of these interpretation difficulties it was arbitrarily decided to map
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all streams identified as rivers on the U.S.G.S. maps and to exclude creeks
irregardless of their discharge.

9. Reservoir Flood Pools. Reservoir flood pools are those areas of land
inundated when a reservoir is at maximum capacity.

The land included in these flood pools is owned by the Federal Government
and controlled by the Corps of Engineers. It is intermittently flooded, some-
times for prolonged periods, but some areas are leased to farmers for raising
crops when possible. These flood pool areas may also contain forests and are
frequently used as recreation areas during times of lower water levels. How-
ever, since the flood pool represents the restricting factor in determining
land-use in these areas, other possible uses have not been mapped. The bound-
aries of all four reservoir flood pools displayed on the map were determined
from information provided by the Corps of Engineers and U.S.G.S. 1:250,000 NK
series maps. This was necessary because none of the reservoirs were at their
maximum pool levels when imaged by LANDSAT.

MAP LIMITATIONS

Even though many techniques were employed to reduce errors during the pro-
duction of the map Land-Use in Iowa: 1976 undoubtedly some mistakes or misin-
terpretations are present. However, the use of many sources of data to verify
LANDSAT interpretation and the final inspection by the state's regional plan-
ning agencies has minimized these errors. Most of the possibilities for error
or misinterpretation have been discussed in detail throughout this text. Some
registration problems in printing have shifted geographic locations slightly on
portions of the map, and a few outlined land-uses were left uncolored due to
printer error. The lack of an accurate base of comparison hinders the deter-
mination of map accuracy.

To date only a minimal number of errors have been identified on the map.
The staff of the Iowa Geological Survey Remote Sensing Laboratory feel that, as
a regional interpretation, the map of Land-Use in Iowa: 1976 represents an
accurate portrayal of the utilization of land in Iowa.

CONCLUSION

The Land-Use Analysis Laboratory at Iowa State University in Ames, Iowa,
has digitized the map of Land-Use in Iowa: 1976 and subsequently analyzed the
map to determine the area consumed by each land-use category and the percent
of the total area of the state represented by each. The following are the
results of their study.

Land-Use

Urban Residential
Urban Commercial/Industrial
Urban Open
Transportation Network*
Extractive Land
Agricultural Land
Forest Land
Water**
Reservoir Flood Pool

Total State

Area
Hectares x 1000

157.1
28.6
14.3
14.3
14.3

12,999.7
914.2
128.6
42.9

14,314.0

Percent
Square of Total
Kilometers State

1,570
285
143
143
143

129,997
9,413
1,285

427

143,136

1.1
0.2
0.1
0.1
0.1
91.0
6.4
0.9
0.3

100.2%

* Transportation Network figures include airports only
** Inland rivers are not included in Water figures.
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Because of the difficulty in clearly portraying thin, linear features such as
railroads, highways, and most rivers to scale on a small scale map such as the
map of Land-Use in Iowa: 1976 and the inaccuracies involved in digitizing such
features, they were not included in the Land-Use Analysis Laboratory's area
percentages. Information on the land area used by these features can be ob-
tained from the Iowa Department of Transportation-' and Iowa Conservation
Commission. *>

Land-Use in Iowa: 1976 was produced in a relatively short time and at a
low cost. Map interpretation time, including actual interpretation and check-
ing with other available imagery and maps, averaged about 5 man-days per area
for each of the 12 multi-county groupings used for the map production. Another
2% man-day per area was needed for transferring, corrections, and other changes;
this totaled about 90 man-days of interpretation. The nine 76cm x 76cm enlarge-
ments of LANDSAT images used were obtained at a cost of $40.00 each from the
EROS Data Center, and one roll of mylar and ozalid paper was used. The combin-
ed cost for producing the photointerpreted may was $4910.

An estimated 40 man-days was needed by the drafting department to produce
camera-ready copies of each of the 12 area maps. Six rolls of mylar were used
in the final drafting, and including the drafting pen points consumed, the
total drafting costs were $1870.

The cost to print 2700 copies of Land-Use in Iowa: 1976 totaled $3398.
The total cost of production of the map was $10,178.
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FIGURE 1. LOCATIONS AND
DATES OF LANDSAT COLOR
COMPOSITES USED FOR
MAPPING.

TABLE 1. DATA SOURCES USED FOR LAND-USE MAP PRODUCTION.

Photography

Landsat 76cm x 76cm color
enlargements (1972-75
Scale: 1:250,000

NASA Skylab Photography
(1973-74)
Scales: 1:2,800,000 and
1:950,000

IGS-SCS High Altitude
Southern Iowa River (1975)
Basin Study Photography
Scale: 1:80,000

NASA Cornblight Photography
Scale: 1:120,000 (1972)

NASA High Altitude DCS
Koines (1973) to Omaha
Flight
Scale: 1:120,000

Ncm^-Photographic Data

U.S.G.S. 1:250,000 scale
N.K. Series Haps; NK 14-3
15-6, 14-9, and NK 15-1
through 15-12

1975 Official Highway
Hap of Iowa
Scale: 1:825,000

Current Inventory t Trans-
portation Hap of Iowa (1974)
Scale: 1:1,580,000

Sectional Aeronautical
Charts, Cknaha and Chicago
Scale: 1:500,000

Iowa Highway Commission
County Highway & Transportation
Maps, Scale: 1:250,000

Mineral Resources of Iowa
Scale: 1:500,000

general land-use
mapping

used to check
LANDSAT interpre-
tations

mapping regions of
Southern Iowa not
mapped from LANDSAT-
also used to verify
LANDSAT interpreta-
tions

used to check
LANDSAT interpre-
tations

used to check
LANDSAT interpre-
tations

used to prepare
county outlines on
base map; verify city,
highway, river, railroad,
and reservoir location

used to verify city
location and size and
highway location

used to identify
and locate principal
railroads t airports

used to locate and
identify principal
airports

used to locate and
identify towns, roads.

used to check ex-
tractive facilities

EROS Data Center
Sioux Falls, S.D.

EROS Data Center
Sioux Falls, S.D.

Iowa Geological
Survey
Remote Sensing
Lab Iowa City,
Iowa

EROS Data Center
Sioux Falls, S.D.

EROS Data Center
Sioux Falls, S.D.

U.S.Geological
Survey
Iowa City, Iowa

Iowa Department
of Transportation
Ames, Iowa

Iowa Department
of Transportation
Ames, Iowa

Federal Aviation
Administration
Local Airports

Iowa Department
of Transportation
Ames, Iowa

Iowa Geological
Survey
Iowa City, Iowa
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N78-I4531

THE APPLICATION OF IR- AND

MSS-DATA IN THE RUHR DISTRICT, GERMANY

P. Stock

Siedlungsverband Ruhrkohlenbezirk, Essen,
West Germany

ABSTRACT

The Siedlungsverband Ruhrkohlenbezirk (Ruhr Planning Authority - SVR) is a
user of remote-sensing data, which are needed for its planning decisions.
Since its foundation it has appreciated the value of aerial photography: IR
and MS scanners have been in use since 1970. The IR data provide information
about the thermal loading of the Rhine, and are also particularly useful for
determining the climatology of the urban and surrounding country areas.
The methods used by SVR to interpret the IR pictures are described.
The object of this work is the production of maps indicating the thermal
distribution in the conurbation.

INTRODUCTION

The Ruhr District is a polycentric agglomeration with 5.68 million in-
habitants. It is well-known as the most important industrial region in Ger-
many. This region also has the most difficult environmental problems.
The Siedlungsverband Ruhrkohlenbezirk, SVR, is a communal umbrella organi-
sation whose job it is to take note of, and solve, problems of the utiliza-
tion of waste-products, leisure, traffic, landscape planning and the safe-
guarding of green areas throughout the Ruhr District.
As early as 1926 the aerial photograph was introduced as a basic material.
Since this time picture-taking flights have been carried out in regular
intervals of a few years. Pictorial plans on a scale of 1 : 5000 are then
produced from this material and placed at the disposal of the municipalities
as a basis for planning.
Since 1973 a mapping of actual utilization has been carried out with the aid
of this pictorial material. It was begun on a scale of 1 : 25000 and is now
being continued on a scale of 1 : 10000. This work produces important infor-
mation about ares balances.
Now is the time, however, to speak in more detail about the employment of
IR- and MS-Scanners. These instruments were introduced in the Ruhr District
as early as 1970 and have proved themselves especially in water-supervision.
An even more important development in the use of scanners was in the scope
of the cities, as the IRLS-data produce important information about the
"heat-island" of the city, the activity of green areas and the distribution
of land-utilization.
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Since 1972 the Rhine has been flown over 18 times in sections.

In 1973 the entire Ruhr District was photograped 4 times with a scanner, as

were a further 8 test areas. In the autumn of 1974, together with the entire

Ruhr District, a test area was photographed from various altitudes. In 1975

4 flights in the course of a day produced the thermal behaviour of the

earth's surface in the height of summer. As in 1974, an 11-channel scanner

was also employed.

The flights over the Rhine between Krefeld and Wesel show clearly the

behaviour of warm cooling-water inlets along the river. Their total number

is 21. in accordance with the quantity and temperature of the water brought

in, cooling-water banners of varying lengths are shown:

3 banners are longer than 5 km, 5 banners are up to 4 km long, 4 banners

have a length of about 1 km and 9 of the banners are only a few metres long.

The "heat-island" of the city is especially easy to recognise in the IRLS-

photographs. The example of the city of Dortmund can be used to show how the

surface-temperature rises with increasing housebuilding.

The individual areas of the city have a varying thermal behaviour in the

course of a day. As has been shown in an examination of the city of Essen,

above all the degree of sealing can be correlated with the overheating of

the city.

Relief plays a large role in a city's climate. The interpretation of IR-

photographs must, however, give separate consideration to this, as the work

for the city of Wuppertal shows.

The Ruhr District is a polycentric agglomeration whose settlement struc-

tures are very complex. Important findings concerning the area-pattern of

the settlemnets and the thermal burden on the area can be deduced from the

heat-pictures.

A scanning of the data also gives us here the possibility of making

quantitative statements about area-sizes and area-behaviour.

Apart from the evaluations of thermal pictures, however, the automatic evalu-

ation of MSS-data is becoming ever more important for mappings of area

utilization. It is above all in the inner-city area that there are still

difficulties. Preliminary results concerning the distribution of green areas

in the city are, however, promising.

SURVEY TECHNIQUES
«

The SVR has used the Type DS-1230 Daedalus Scanner for IR and MSS flights

since 1973. The data recorded on magnetic tape are reproduced on to 12cm

film by a DEI 610 Processor. The individual channel data can be reproduced

individually or in combination either analogue or by the equi-density tech-

nique. SVR processes and interprets the scanner data under contract to the

District Councils in the Association Area, and the results must therefore

be reproduced in map form for the various planning officials in the towns

to use as basic working material. Because geometric rectification of the
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scanner data is still very expensive, and also as the problem of correcting

the radiometric errors is not solved, cartographic conversion of the scanner

interpretations still presents great problems. However, one compensation is

that aircraft height and time of photography are not so critical.

There are, however, considerations concerning the most favourable time for

flying (Lorenz,1973), and the most suitable weather conditions, but these

are so rare in the Ruhr area that flying should take place, ideally without

delay, during any relatively dry period when the sky however, can be prede-

termined, depending on the object of the particular task.

Tasks encompassing the whole Ruhr area are flown at A,500m. It was found

that the most suitable height for town analyses was about 2,000m above ground

level, while detailed tasks were flown at between 400 and 800m.

As an example, SVR has had produced a map of the surface radiation tempera-

tures of the whole Ruhr area, for which the colour equldensities to a scale

of 1 : 110,000, had to be converted manually into a 1 : 50,000 scale chart

representing the core zone of the Ruhr area. The area extends some 60km East-

West and 30km North-South. The flight pattern flown during the night of 25

April, 1973 consisted of 6 parallel East-West tracks. The Oigicolor process

covers the temperature range from -3°C to +9°C in 2°C steps.

SURFACE TEMPERATURE BEHAVIOUR

a) Homogeneaus Surfaces: The thermal behaviour of homogeneous surfaces is

best determined by radiometer, a device which measures the heat radiation

from a surface. As the scanning angle of the device is very small (1°), the

measurement taken is very nearly a point reading.

Comparisons of the surface temperatures of varying types of surface and sur-

face-coverage have been made by a large number of authors (viz, inter alia,

ALBRECHT.1952, LORENZ,1962,1966,196?, LENSCOW and DUTTON.1964, FUCHS and

others,1967, FUJITA and others,1968, KESSLER.1971, GAY,1972, and von HOYNIN-

TGEN-HUENNE,1973). Most of these measurements concentrated on the mid-day

maximum, and some on the early morning minimum, in all cases under cloudless

sky conditions. Fezer,1975, has collated the investigation results of the

above authors. The resultant daytime surface-temperature variation curves

are shown in Fig. 1. Kessler,1971, also conducted radiometer temperature

measurements in Bonn. Some of his results are shown in Fig. 2, which repro-

duces the daily mean value determined by him of the temperatures of extre-

mely varied surfaces. The "least favourable" high temperatures are produced

by stone, concrete and asphalt surfaces. It is apparent from the illustra-

tions that surface temperature variation is at its least at sunrise, after

which temperatures begin to rise at varying rates, and cool down again after

sunset at varying rates and to different levels.

Urban superheating is generated by the stone, concrete and asphalt surfaces,

whose "unfavourably" high mean temperature is clearly shown in the illustra-
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tions.

b) Urban Surface Temperature Behaviour: Measurement of the surface tempera-
ture of overgrown areas presents us with problems, as the surface itself
cannot be accurately defined. It must be remembered that the values recorded
during radiometer measurement from vertically overhead are composed of data
emanating from subsurfaces located between the surface of the ground and the
upper vegetation level.
Measurements by airborne scanner produce the same problems. The surface tem-
perature of large areas is made up of data determined over extremely diverse
surface structures with very different thermal behaviour. It is impossible
to determine the surface behaviour of every individual, small, homogeneous
surface in an area covered: it is therfore necessary to simplify interpre-
tation of the data acquired. This is achieved by using equidensities - aver-
age or approximate values - which must be considered in relation to the
known thermal behaviour of characteristic homogeneous surfaces such as grass-
covered areas, concrete, wooded areas ans asphalt etc.

During the Slimmer of 1975, SVR organised four survey flights over the Essen
area during the 24 hours between 7 and 8 August. From the data acquired, it
was possible to determine the temperature behaviour of urban surfaces (Mahler
and Stock,1976).
First, for 50 selected areas, the type of use, surface-coverage density and
the vertical extent of surface coverage were determined. The scanner data
were then used to calculate the mean temperature of each surface at all four
flight times.
Figs. 3 and 4 show the minimum and maximum surface temperatures. The diffe-
rence between these produces the temperature-variation shown in Fig.5.
All the examples shown display a rise in temperature with increased surface-
coverage and building density, as shown in Fig. 7.
The temperatures for each affected surface were determined with the aid of
isolevels: i.e., the distribution of surfaces radiating at the same tempera-
ture-level was determined and shown in 1.5°C steps (night) and 3°C steps
(day). We therefore had a film record for each temperature step. It was also
possible to determine the distribution across the surface and vertically
over the temperature profile. In addition the results of the four flights
along one profile directly East-West were digitized. The profile was made up
of 10 areas, from which the vegetation proportion was determined, as shown
in Fig.6. On the other side, the IR channel was used to determine the areas
of high thermal radiation. A distinct correlation between vegetation and
temperature is apparent: the higher the temperature, the lower being the
proportion of vegetation.

THE URBAN HEAT ISLAND

Proof of the existence of the Urban Heat Island has been demonstrated on
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many occasions (WM 0,197*0. When installing measurement stations and deter-

mining locations, a prior concern is that the different buildings in a town

exert different influences on the values recorded. As early as 1885, Harm

had already recognised that varying temperaturedifferences between town and

country arise not so much from the size of town, but are primarily related

to the instrument siting. (Kratzer,1956). The variation between different

building layouts, surface contouring and relative building density always

produces varying effects on temperature behaviour.

Edmonds also writes (195*0: "The validity of my purely mesoclimatic investig-

ations could only be assured by siting (of the measurement equipment) so as

to ensure that the area represented was also able to exert its full influence

on the equipment." The measurements recorded are therefore determined by the

measurement sites selected. The thermal radiation pictures can therefore be

drawn on to determine these locations. However, if the detailed thermic com-

position of a town is known from the radiation pictures, it can be divided

into areas of the same and/or different temperature. It would naturally be

difficult to lay down such a division of the town area by absolute air tem-

perature or humidity values, but it is certainly possible to determine the

general levels and the climatic balance of the town from thermal radiation

pictures. A decisive part is played by the ability to carry out area plot-

ting, as the whole urban area provides readings at the particular instant of

recording: we can thus compare different areas of the town with one another.

Using conventional measuring techniques, this kind of comparison can only

bemade with great difficulty, and lenghty and expensive measurement-sequen-

ces are always necessary. From this, methods arise of applying surface-tem-

perature radio-measurement techniques to the problems of urban and inhabi-

ted area meteorology and climatology (Lorenz,1973).

The town of Wuppertal, for example, lies in the Wupper Valley, and the

effects of surface contour must therefore be taken into account when inter-

preting the thermal radiation readings.

In thematic charts of the urban area, we have attempted to weight the indi-

vidual factors and to summate them, choosing the figures 1 to 3, where 1 re-

presents favourable, 2 is neutral and 3 unfavourable.

The thermal distribution pattern noted during one night IR overflight divided

the city into cold (1), warm (2), and very warm (3) zones. The contouring

was divided into hilly (1), inclined (2), and valley-bottom (3) areas. The

usage map distinguished between wooded (1), grassy (2), and built-up (3)

areas, while the latter were further sub-divided into scattered (1), closely-

spaced (2), and central (3) area building-densities. It will be seen from

Pig.7 that the highest radiation temperatures were produced by the areas

where the building density was highest. Heatemitting heavy industrial in-

stallations also make their presence clearly apparent (Stock,1975).

The Ruhr Heat Islands are shown in Fig.8, and it can clearly be seen how
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close they are to each other in the West. The towns of Duisburg, Oberhausen,

Mtilheim and Essen almost form one single Heat Island. The area becomes some-

what less densely-packed towards the East. Only the town of Dortmund is

again apparent as a major Heat Island. Classification of this area with the

aid of IR photographs and MSS data by the methods indicated above certainly

produces important basic material for planning purposes. A first step is the

recently-printed surface radiation temperature distribution chart of the

Ruhr Area (Stock,1976).
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POTENTIAL APPLICATIONS OF DIGITAL, VISIBLE, AND INFRARED DATA

FROM GEOSTATIONARY ENVIRONMENTAL SATELLITES

D.B. Miller, M.P. Waters, III, J.D. Tarpley
R.N. Green, and D.C. Dismachek

U.S. Department of Commerce, NOAA
National Environmental Satellite Service

Washington, D.C. 20233

ABSTRACT

The National Environmental Satellite Service (NESS) is
experimenting with an hourly, digital data base from the
Visible/Infrared Spin-Scan Radiometer (VISSR) instrument on
the GOES-1 and SMS-2 geostationary satellites. The general
characteristics of this experimental VISSR data base (VDB)
are described. Several examples of developmental applica-
tions of these quantitative digital data are presented.
These include a review of recent attempts to develop products
that are of use to meteorologists who provide services to
aviation, agriculture, forestry, hydrology, oceanography, and
climatology. The sample products include high resolution
thermal gradients of land and ocean surfaces, thermal change
analyses, fruit frost/freeze application, cloud-top altitude
analysis, analysis of hurricane characteristics, and analyses
of solar insolation. The poster session audience is invited
to comment on the utility of these developmental products and
to suggest applications that may be useful to the meteorolo-
gical community services.

1. INTRODUCTION

The two geostationary satellites currently operated by NESS view the
earth's disk through the VISSR instruments. Complete technical details of this
dual geostationary satellite system are contained in the technical memorandum
edited by Bristor (1975). This paper describes the general characteristics of
the experimental VDB and presents examples of experimental applications of these
quantitative digital data.

2. THE EXPERIMENTAL VISSR DATA BASE

The digital data from the VISSR instruments on the Western and Eastern
satellites (currently GOES-1 located at 75W longitude and SMS-2 located at 135W
longitude over the equator) are processed into an experimental VDB. These
digital data may be obtained from each satellite at 30-minute intervals. The
Western satellite's data are normally acquired at 15 minutes and 45 minutes after
the hour. The Eastern satellite's data are acquired on the hour and half hour.
The data from the full earth disk view are currently reduced to areas extending
from SON latitude to 38S latitude* and approximately 50 degrees longitude east
and west of the satellite's subpoints. Thus, the VDB contains half-hourly
digital data from the Western satellite representative of the area from SON to
38S latitudes and 85W longitude to 175E longitude. Data from the Eastern
satellite cover the area bounded by the same latitude range and from 25W to
125W longitudes.

The VISSR instrument provides concurrent observations in the infrared (IR)
spectrum (10.5 to 12.6 ym) and in the visible (VIS) spectrum (0.55 to 0.75 ym).
The IR and VIS digital data in the VDB are at a 7x7-km spatial resolution.

*This southern limit will be expanded to SOS when more computer storage is
available in mid 1977.
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The IR data are expressed as 8-bit count values that can be converted to
equivalent blackbody temperatures. The VIS data are expressed as 6-bit count
values that can be related to albedo values. The IR and VIS values are cali-
brated in terms of sensor output. Additionally, information is appended to the
data tha allows the values to be located with respect to the earth's surface.

The VDB is processed from data ingested in near real time and physically
resides on four IBM 3330 disk packs that comprise a portion of the NOAA IBM
S360/195 computer facility at Suitland, Maryland. The data are maintained for
24 hours in the experimental system. The characteristics of the experimental
VDB are presented in Table 1.

3. POTENTIAL APPLICATIONS

The ability to retrieve quantitative digital data at half-hourly intervals
opens a new world of potential applications. The absolute and relative changes
in thermal and visible radiation patterns are available for quantification as
to magnitudes of change, rates of change, departures from a specified or variable
time average, time series analyses, etc. Derived quantities such as cloud cover
and cloud-top altitude are open to analysis of their changes with time. Changes
in surface thermal field can be analyzed on time and space scales that heretofore
have been available only from a limited mesoscale network of conventional surface-
based instruments.

4. TIME COMPOSITING

The arrangement of the data lends itself to the application of so-called
"time compositing" techniques. This method takes advantage of the ability of
the large-scale computers to store and fetch quantities very rapidly and effi-
ciently. The method entails saving the warmest (darkest) or coldest (brightest)
of the IR (VIS) values. A "save the warmest" composite over the ocean over an
extended time period allows cold clouds to move through the scene and not affect
the surface (warmest) values that are retained from each scene. The "warm"
composite field contains only the warmest values viewed in the time sequence.
Any "cold" areas remaining after a several-hour or several-day compositing
period can be interpreted as areas of persistent cloudiness. A "save the
coldest" composite results in a field that represents both the movement and
vertical development of clouds. In clear areas, a "cold" composite can be used
to show the movement of a cold air mass (for freeze-line analysis) and to show
the areas of minimum radiative temperature.

5. EXAMPLES OF POTENTIAL APPLICATIONS

The Computer Techniques Branch (CTB) of the Sensor Processing and Applica-
tions Division of the NESS has been working with the Satellite Field Service
Stations (SFSS's) (Washington, D.C., Kansas City, and Miami) and the Analysis
and Evaluation Branch (A&EB) of NESS to determine the usefulness of the VISSR
digital data from the VDB, as well as product needs that might be developed from
it. The CTB has developed several digital products from the VISSR digital data
accessed from the VDB and has made such products available to interested users
at the SFSS's. The products are provided on a nonoperational basis for experi-
mental evaluation and assessment. Examples of these products are displayed at
the poster session and are explained below.

5.1. SEA SURFACE THERMAL GRADIENT ANALYSIS

Since the digital data are geographically registered in the VDB, data can
be retrieved, processed, and displayed in near real time to any site operating
with the NOAA 360/195 computer -using computer printer alphanumerics. By
specifying the picture time, latitude, longitude, and the dimension to be dis<-<
played, one could receive an alphanumeric array of both VIS and IR data. When
a threshold of brightness in the VIS is assumed (or mapped) for land and cloud
coverage, then the IR data can be screened pixel for pixel. This is possible
since both the VIS and IR data are collocated in the VDB. Figure 1 is an
example of this type of digital display.
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5.2. SEA SURFACE THERMAL GRADIENT FROM TIME COMPOSITES

When the technique described above is applied over time and the warmest
temperature saved, more extensive coverage is possible. This time compositing
allows for cloud-edge, as well as partially clouded IR data, to be eliminated
from the composite.

An experimental digital display of the Gulf of Mexico and the Coastal Zone
of the Eastern United States is currently produced daily and sent to the Miami
SFSS for use and evaluation. This composite uses four pairs of VIS and IR
digital pictures with each picture pair separated by two hours. The sea surface
thermal gradient alphanumeric display is sent via the National Hurricane Center
(NHC) computer terminal. The experimental display is printed on eight pages of
computer paper and represents coverage with about 8-km resolution. The product
is used to position the Gulf of Mexico Loop Current and the Gulf Stream Wall.
Figure 2 is an example of this composite and display technique.

5.3. ANALYSIS OF HURRICANE VISIBLE AND THERMAL CHARACTERISTICS

The use of digital VIS and IR data is also useful for making near real time
hurricane rain- and flood-potential estimates. Currently, VIS and IR negatives
or positive transparencies are analyzed at the National Hurricane and Experi-
mental Meteorology Laboratory (NHEML) in Miami, Florida. Image data sent to the
Miami SFSS are analyzed on a scanning, false-color, microdensitometer. The storm
canopy areas are measured at three specified brightness thresholds of the sun-
sensor-target normalized visible data (Griffith, et al., 1976) or three tempera-
ture thresholds for the IR data (Grube, et al., 1976). By accessing the VDB in
near real time, image data and the microdensitometer processing are eliminated.
To date, an experimental product has been provided NHEML, which "slices" the
thermal IR digital data into three specified temperature regions, counts the
pixels, and displays the IR on a computer printer using alphanumerics. Personnel
at NHEML select the picture (VIS and/or IR) times (one up to eight, any combina-
tion) and the center latitude/longitude of interest for each picture time.
Software is submitted via NHC's computer terminal. The digital data are selected
from the VDB (1,OOOxl,000-km area each picture time) as NHEML directs, processed,
and returned to NHC Miami.

Last year, several examples of this product were sent via computer to
NHEML. For this hurricane season, NHEML will select pictures from the VDB on
an experimental basis using software developed specifically for this purpose by
the CTB at NESS. Figure 3 is an example of this product.

5.4. CLOUD-TOP HEIGHT ANALYSIS

When the height/temperature relationship is known at a location, the height
value can be assigned to thermal IR digital data. The CTB has developed a cloud
height display technique that utilizes RAOB data located in NMC's observation
file, the VDB, and computer printer alphanumerics to produce the cloud height
display.

Thermal IR data are retrieved from the VDB for a given latitude/longitude
and array size (i.e., area). The latest radiosonde observation closest to the
center latitude/longitude of the digital IR is extracted from NMC observation
file. A height/temperature relationship is then obtained from the radiosonde
pressure-height/temperature profile data. Using computer printer alphanumerics,
height values are assigned each pixel of the IR data based on the height/
temperature profile information. Successive "pictures" of the IR height display
allow for differences in the scene to be analyzed and displayed temporally,
spatially, and in vertical extent. This product is one of the initial digital
satellite products being developed by NESS/CTB for the AFOS system of NWS.
Figure 4 shows an example of this type of display.

5.5. SCENE CHANGE ANALYSIS BY TIME SERIES

Digital IR, when taken from the same location over time, can be analyzed
for scene change characteristics. When cloud-only IR is analyzed in this
fashion, then movement and growth (both vertical and horizontal) can be displayed.
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The CTB has only recently begun to develop scene change display techniques. Two
products under development are cloud-top height change and surface thermal IR
scene change. Image data have suggested that surface heating patterns of clear
areas may be key zones from which convective activity develops later in the day.
Digital scene analysis can map,.not only the areas of influence but also, the
relative changes of visible and thermal characteristics of the area.

5.6. SURFACE THERMAL FIELDS RELATED TO THE FROST LINE

Changes in the thermal IR over land with time have also been used to monitor
freeze events in fruit crop growing regions. This past winter enhanced IR
pictures were sent to the Ruskin, Florida, WSO through the Miami SFSS. The image
data, specially enhanced, showed the ground location of the freeze line and the
temperature distribution on either side of the line. These data, along with
other ground data, have been used to provide a frost warning service to farmers
and fruit growers in Florida. The digital thermal IR data from the VDB were
also provided researchers of the joint NASA/NWS/NESS University of Florida study.
Since the Ruskin WSO is not serviced by the NOAA 360/195 computer, which contains
the VDB, data were mailed to cooperators for evaluation and assessment.

The digital thermal IR from the VDB was found to be much superior than the
enhanced IR images. Plans are now underway to provide the Ruskin WSO with a
dial-up computer terminal to access the VDB directly, via RJE (remote job entry)
using software and display algorithms developed by the CTB. This will allow
near real-time access to digital thermal IR on freeze event nights.

5.7. SOLAR INSOLATION ESTIMATES

An experiment is planned for the summer of 1977 to investigate methods for
determining surface insolation from satellite and ground-based meteorological
data. This experiment will collect coincident satellite, meteorological, and
pyranometer measurements over the portion of the Great Plains bounded by the
29N and 49N parallels of latitude and the 95W and 105W meridians.

The data collection procedure is illustrated in Figure 5. The Great Plains
will be divided into targets 0.5 degrees latitude and longitude on a side
(about 50-km square) and data collected for each target. A minimum of six to
eight observations distributed over daylight hours will be made each day. The
data will be collected for 60 days, although the days will not necessarily be
consecutive.

Shortwave solar radiation incident on ttie earth is either reflected to
space, absorbed in the atmosphere, or absorbed by the earth's surface. Surface
insolation, the quantitiy of interest, is a function of incident solar radiation,
and the amounts of energy reflected to space and absorbed by the atmosphere.

The fraction of incoming radiation that is reflected to space is primarily
controlled by cloud amount and cloud thickness, both of which can be estimated
from satellite data. Cloud amount will be computed by the two-threshold method
(Shenk and Salomonson, 1972) in which the number of pixels in clear, partly
cloudy, and cloudy classes are weighted to yield percentage cloud cover. The
clear threshold is obtained by regression against functions of local solar
zenith angle and the azimuth angle between satellite and sun. The mean bright-
ness of the clouds is determined by averaging the count value of all pixels
brighter than the cloudy threshold. Mean target brightness will also be computed
for another measure of reflected radiation.

The amount of incoming radiation that is absorbed in the atmosphere is
controlled by cloud cover, atmospheric moisture, dust, and the atmospheric mass
traversed by the beam. Precipitable water and surface pressure are available
from NMC and together with the cloud characteristics should provide enough
information to account for radiation absorbed by the atmosphere. The precipi-
table water and surface pressure will be accessed from NMC fields whose resolu-
tion is lower than the one-half degree grid used for the Great Plains.

852



REFERENCES

Bristor, C.L., Ed., "Central Processing and Analysis of Geostationary Satellite
Data," NOAA Technical Memorandum NESS 64, U.S. Department of Commerce,
NESS, Washington, D.C., March 1975.

Griffith, C.G., W.L. Woodley, S. Browner, J. Teijeiro, M. Maier, D.W. Martin,
J. Stout, and D.N. Sikdar, "Rainfall Estimation from Geosynchronous
Satellite Imagery During Daylight Hours," NOAA Technical Report ERL 356,
WMPO 7, 1976, 106 pp.

Grube, P.G., W.L. Woodley, and C.G. Griffith, "Rainfall Estimation from Geo-
synchronous Infrared Satellite Imagery" (in progress).

Shenk, W.E. and V.V. Salomonson, "A Simulation Study Exploring the Effects of
Sensor Spatial Resolution on Estimates of Cloud Cover from Satellites,"
Journal Appl. Met., II, 1972, 214.

SATELLITE

TABLE I. THE EXPERIMENTAL VISSR DATA BASE (VDB)

SUBPOINT ACQUISITION TIMES

DATA
ACQUISITION RESIDENCE
INTERVALS DATA COVERAGE TIME

East (GOES-1)

West (SMS-2)

75W

135W

On the hour and half hour

15 minutes and 45 minutes
after the hour

30 min

30 min

50N-38S;
25W-125W

50N-38S;
85W-175E

24 hrs

24 hrs

Sensor Data Characteristics:

DATA TYPE SPECTRAL INTERVAL UNITS CONVERTIBLE TO
NOMINAL SUBPOINT
SPATIAL RESOLUTION

IR

VIS

10.5-12.6 ym

0.55-0.75 urn

8-bit count
values

6-bit count
values

Equivalent blackbody
radiative temperatures

Albedo

7x7 km

7x7 km

Other Characteristics:

• Earth location and calibration information are appended.
• Resides on four IBM 3330 disk packs in the NOAA IBM S360/195 computer system.
• Currently, some 55 of the possible 144 pictures are processed.
• Data volume is approximately 7x108 bits per 24 hours.
• The processing system, format, and data coverages are experimental and, thus, subject to

interruption at any time by operational priorities and requirements.
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FIGURE 1.—SEA SURFACE DIGITAL GRADIENT DISPLAY OF THE GULF OF MEXICO LOOP
CURRENT. Thermal IR digital data were taken from the GOES-1 satellite at
1600 GMT of February 25, 1977. Area displayed is the Gulf of Mexico with
States bordering the Gulf, a portion of Western Cuba, and the Northern
Yucatan Peninsula outlined by solid black lines. White areas in the display
are either land, shallow water areas, or cloud-covered regions at picture
time.

ORIGINAL
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FIGURE 2.—SEA SURFACE DIGITAL GRADIENT DISPLAY OF THE GULF OF MEXICO LOOP
CURRENT USING TIME COMPOSITING TECHNIQUES. Thermal IR digital data were
taken from the GOES-1 satellite at 1400, 1600, 1800, and 2000 GMT of
February 25, 1977. Area displayed is the Gulf of Mexico with States
bordering the Gulf, a portion of Western Cuba, and Northern Yucatan Peninsula
outlined by solid black lines. White areas in the display are either land,
shallow water areas, or persistent cloud-covered regions at the different
picture times.
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FIGURE 3.—THERMAL IR DIGITAL DISPLAY OF STORM CANOPY SLICED INTO FOUR DIFFERENT
REGIONS FOR ESTIMATING RAIN AND FLOOD POTENTIAL BY THE NATIONAL HURRICANE
AND EXPERIMENTAL LABORATORY, MIAMI, FLORIDA. Data displayed were taken from
SMS-2 of storm located 22.ON, 110.OW at 1545 GMT on October 28, 1976.
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FIGURE 4.—THERMAL IR DIGITAL HEIGHT DISPLAY OF CLOUD SYSTEM, WITH EMBEDDED
THUNDERSTORMS, IN THE SOUTHEASTERN UNITED STATES. Data, centered at 30.ON,
85.OW, were taken from GOES-1 at 1600 GMT of March 4f 1977. White areas in
the display are either cloud heights below 35,000 feet or clear areas. Symbol
table is located at upper left of display.
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GOES

PURPOSE: TO GATHER COINCIDENT SATELLITE, METEOROLOGICAL, AND PYRANOMETER DATA TO INVESTIGATE
METHODS OF DETERMINING SURFACE INSOLATION FROM REMOTELY SENSED DATA.

AREA: THE GREAT PLAINS— 29N TO 49N AND 95W TO I05W.

TIME: 60 DAYS BEGINNING ABOUT JUNE I.

VISSR DATA BASE. ALL
VISSR PICTURES FOR

LAST 24 HOURS.

GET AT LEAST 8 VISIBLE

1/2- LAT/LONG TARGETS

COMPUTE EXPECTED CLEAR
RADIANCE IF TARGET WERE

SOLAR ZENITH ANGLE a
ANGLE BETWEEN SUNS
SATELLITE)

COMPUTE FOR EACH TARGET:

L CLOUD AMOUNT 8 CLOUD
BRIGHTNESS BASED ON
EXPECTED CLEAR
RADIANCE.

2 MEAN TARGET BRIGHTNESS

THE DATA SET WILL BE AVAILABLE ON MAGNETIC TAPE

FOR THE PRICE OF THE TAPE.

PICK UP METEOROLOGICAL
DATA FROM NATIONAL METEOR-
OLOGICAL CENTER:

1. PRECIPITABLE WATER
2. SURFACE PRESSURE

WRITE DATA FOR
EACH TARGET ON

COMPUTER-COMPATIBLE
TAPE FOR COMPARSION
AGAINST PYRANOMETER

DATA

PYRANOMETERS ON THE
GROUND COLLECTING DATA
FOR GROUND TRUTH DATA
SET

FIGURE 5.—ILLUSTRATION OF DATA COLLECTION PROCEDURE FOR INSOLATION EXPERIMENT
TO BE CONDUCTED IN THE SUMMER OF 1977.
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STUDY OF THE BRAZIL AND FALKLAND CURRENTS USING THIR IMAGES OF NIMBUS V AND

OCEANOGRAPHIC DATA IN 1972 TO 1973

Y.C. Tseng, H.M. Inostroza V. and R. Kumar

Institute de Pesquisas Espaciais (INPE)
Conselho Nacional de Desenvolvimento Cientifico e Tecnologico (CNPq)

12.200 - S.J. dos Campos, SP, Brazil

ABSTRACT

An oceanographic study of the Western Edge of the Sub-tropical Convergence of the South-
western Atlantic Ocean, called the Front, which is a thermal discontinuity between the Brazil
and Falkland Currents, was done utilizing the Temperature Humidity Infrared Radiometer (THIR)
of Nimbus V in the 10.5 to 12.5 pm channel and historical oceanographic data in the period of
1972 to 1973. Some important results obtained are: the oceanographic Front could be detected
from Nimbus V THIR data: oceanographic charts clearly showed that the transition zone where
the Brazil and the Falkland Currents meet, was the Front detected from satellite data; ocean
current speeds calculated with THIR data were of the same order of magnitude as those
calculated oceanographically; fisheries statistics for Fargo Roseo showed that the maximum
catches were in September of 1973, in the period when the Front was observed most distinctly
and clearly. The results showed the great potentiality of satellite data to study surface
thermal structures, surface currents and oceanic fisheries.

I. INTRODUCTION

The area of study is located at the western edge of the South Atlantic Sub-tropical
Convergence, where the boundary (also called the Front) between the Brazil and Falkland Currots
has been observed. The approximate coordinates are from 25° to 45°S latitude, and from 45° to
65°W longitude, whose oceanic part was estimated to be 2.5 x 106 km (Fig. I.I). The Brazil
Current, carrying water of high temperature and high salinity, is a southern branch of the
South Atlantic Equatorial Current. The Falkland Current, which sometimes is considered a branch
of the South Atlantic West Wind Drift Current, extends northwards along the Coast of Argentina
to about 35 S, where it meets the southwestern moving Brazil Current. The Falkland Current
carries water of low temperature and low salinity of the Subantarctic region.

The boundaries between the cold and the warm currents have been found to be good fishing
areas (Uda, 1936 and 1952; Zusser, 1958; Laevastu and Hela, 1970; Hynd, 1968). The Falkland
Current maintains a high phytoplankton biomass and has been found to be one of the most
productive areas of the world's oceans (Handelli and Orlando, 1966). The greatest abundance
of demersal fish exists in the southern Brazil at latitudes of more than 28°S (Yesaki, 1973).
Besides, the Brazil and Falkland Currents are, at present, very poorly described in the
existing literature. For these reasons it seemed that studying this current system could
contribute significantly to fisheries and oceanography.

Many investigators have found that the surface boundary between warm and cold currents
can be detected through remote sensing by studying the cloud-free images, either in the
infrared and/or in the visible wavelength region, (Allison and Kreins, 1970; Maul, 1972 and
1974; Maul and Gordon, 1973; Stevenson et.al., 1974; Stevenson and Miller, 1972; Szekielda,
1972; Szekielda and Mitchell, 1974). With the Temperature Humidity Infrared Radiometer (THIR)
OF Nimbus V satellite, 10.5 to 12.5 urn channel, it has been possible to detect the pronounced
temperature gradient of the surface boundary between the warm Brazil and the cold Falkland
Currents; sometimes to observe clearly the difference of the two water masses associated
with them and in some cases to visualize the complexity of their mixing. The objectives of
the study are summarized as follows:

1 - To visually interpret the available cloud-free Nimbus V THIR (10.5 to 12.5 ym channel)
images from the end of 1972 to the end of 1973 in the study region.

2 - To describe the most outstanding features of the boundary and the two water masses
of the Brazil and Falkland Currents.

3 - To describe possible displacement of the currents and attempt to visualize the
Mixing processes of the associated water masses from the comparison of successive
images.
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4 - To compare the Nimbus THIR data with the oceanographic data available from the Data
Bank of INPE.

II. METHODOLOGY

152 cloud-free images of Nimbus V (see Table II.1), Temperature Humidity Infrared Radio-
meter (THIR), 10.5 to 12.5 Urn channel, were used for this study. The boundary of the Brazil and
Falkland Currents was primarily determined by visual interpretation of enlarged photographs.
In this way a boundary line (or Front line) was obtained for every image. 75 boundary lines,
obtained from enlarged photographs rated as excellent, were superimposed in Mercator map into
12 groups according to 12 time periods of the year, i.e. four seasons and each season being
subdivided into three time periods called the first, the second and the third periods respec-
tively. Each period was further subdivided into three shorter periods called early, middle
and late periods. Each short period covered approximately 10 days. Image-100 (General Electric
Company, 1975) was used to help the visual interpretation, in those cases indicated in Table
II.1.

The oceanographic data of temperature, salinity and dynamic height were used to supplement
the interpretation of the boundary. More than two thousand, oceanographic stations distributed
over ten time periods were selected for this study. The first two variables - temperature and
salinity - were considered as the ground truth (sea truth) and compared with the results
obtained from image studies. The dynamic height was used to calculate the geostrophic current
in order to get an idea of the possible movement of the boundary. The study was done at first
to describe the outstanding characteristics of the Front in each period, and then to compare
these with the oceanographic data. Due to the time and the scale differences between these
two approaches (satellite and conventional oceanographic data) and the errors (measurement,
assumptions, approximations) involved, only the comparison of the order of magnitude of the
quantities was emphasized, rather than their absolute values.

In order to better describe the Front, the study area was divided into three regions as
defined in the previous work (Tseng, 1974), i.e. the northern region, the central region and
the southern region. The northern region extends from 30° to 34°S latitude and from 48° to 54°W
longitude; the central from 34°S to 38°S latitude and from 51°W to 56°W longitude and the
southern from 38°S to about 46°S latitude and from 50°W to 60°W longitude.

Some terms used in Section III have been defined in order to compare oceanographic and
satellite data:

Mean Front (or mean boundary or mean): the arithmetic mean of the Fronts (obtained from
Nimbus V THIR data) in each period.

Eastern Envelope: the line connecting the easternmost peaks (more oceanic part) of the
individual boundary (obtained from Nimbus V THIR data) lines.

Western Envelope: the line connecting the westernmost peaks (close to the coast) of the
individual boundary (obtained from Nimbus V THIR data) lines.

Eastern peakline: the line connecting the peaks of the (surface) isotherms (obtained
from oceanographic data) in the eastern part (more oceanic part) of the
study area.

Western peaklines: the line connecting the peaks of the (surface) isotherms (obtained
from oceanographic data) in the western part (close to the coast) of the
study area.

Transition zone: the zone lying between the Eastern and the Western peaklines.

HI. STUDY OF THE FRONT WITH THIR IMAGES AND WITH OCEANOGRAPHIC DATA

Natural oceanographic phenomena such as the boundary between the Brazil and Falkland
Currents is so important to oceanography and fisheries that, from space data, a cartographic
description in 6 out of the 12 periods is given in this Section III. In this description,
features such as the position of the Front in the various periods of the year, its geograph-
ical extension, its apparent East-West motion and its meanders, are discussed. An attempt
was also made to compare the order of magnitude of the East-West possible displacement of the
Front with respect to geostrophic currents. A comparison of the Front with oceanographic
charts was done for those periods where oceanographic as well as satellite data were available.
More detailed description of the Front and its comparison with oceanographic data can be found
in Tseng (1976).
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3.1 SUMMER SECOND PERIOD (FROM JANUARY 22 TO FEBRUARY 21, 1973)

Nine Front lines were selected from 20 cloud-free THIR images. Four of then were in the
early as well as in the late period; one was in the middle period (Fig. III.l).

In the northern region, the Front was found on its mean position in the middle of the
early period at an approximate distance of 160 km from the coast (curve 1), and reached its
westernmost position (curve 5) in the middle period, with the minimum distance of 100 km from
the coast. In general, the Front had a tendency of being more oceanic during the early and
the late periods and was closer to the coast at the end of the early period and in the middle
period. In almost all cases studied, its northern tip was hardly seen north of 32°S.

In the central region, the Front was found more oceanic in the middle of the early and
the late periods (curves 1 to 2 and 6 to 7); while in the rest of the periods, it was much
closer to the coast (curves 8 to 9). An outstanding meander existed in front of Rio de La Plata
at about 37°S, throughout the whole interval of the study, having its radius of curvature of
400 km to its eastern side. '

In the southern region, the Front was observed on its easternmost position with its
southern tip reaching the longitude of 50°W in the early period (curve 1). In the rest of the
period, its northern part stayed around the mean (curves 2 to 9) , having small oscillations.
However, its southern part had very wide fluctuations, especially at the latitude of 41°S. An
outstanding meander existed around 53°W and 40°S with a radius of curvature of approximately
200 km on its western side.

The two Peaklines obtained from the oceanographic data were superimposed on the Front
lines. The Envelopes and the Mean were properly located between the East and the West Peak-
lines in the northern and the central regions and showed a reasonable agreement between the
satellite and oceanographic data (Fig. III.2). Some general characteristics of the Front ,
obtained from both satellite and oceanographic data are outlined in Table III.l. !

3.2 AUTUMN FIRST PERIOD (FROM MARCH 22 TO APRIL 21, 1973)

Nine Front lines were chosen from 20 THIR images studied in this period. Five of them
were in the early period, one in the middle and three in the late periods (Fig. III.3).

In the northern region, only three Front lines appeared. The Front was found at its
Mean in the early period (curve 1); at the end of the middle period, it was on its eastern-
most position (curve 6), and at the beginning of the late period, it reached the closest
position from the coast with a distance of 90 km from it (curve 7). -

In the central region, the Front was observed on its Mean in the early period (curve 1), L

was in the easternmost position with its southern edge still touching its Mean at the end of
the early period (curve 5) and in its westernmost position at the end of the late period
(curve 9). In general, the Front apparently had a tendency of being more oceanic at the end
of the early period and in all the middle period, while it was closer to the coast in the
late period.

In the southern region, the Front was observed at its Mean (curve 1) and was on its
easternmost position at the end of the early period. Early in the late period, the Front
reached its westernmost position (curve 8). Two meanders were observed throughout all of
the period: one was centered at 38°30'S, with the center of curvature on the eastern side of
the Mean; the other at 41°S with the center of curvature on the western side. Generally, the .
Front stayed more oceanic at the end of the early and middle period and closer to the coast in
all of the late period.

The Mean and the two Envelopes also stayed between the Peaklines, up to 39 S, indicating
a good agreement between the satellite and oceanographic data (Fig. III.4).

3.3 WINTER

3.3.1 WINTER SECOND PERIOD (JULY 22 TO AUGUST 21, 1973)

Four Front lines were chosen from seven THIR images studied. One of them was in the
middle period; the other three in late period (Fig. III.5).
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In Che northern region, the Front was found at its Mean (curve 1) at the beginning of the
middle period, maintaining a distance of 180 km from the coast and was on its easternmost
position at the beginning of the late period (curve 2). A meander was found in front of Rio
de La Plata, with its center of curvature to its western side and lasted for all of this
period. The shift of the bending point of the Front Lines seemed to form an ellipse of 160km
in the East-West direction and 50 km in the North-South direction, suggesting the presence of
a counter clockwise oceanic eddy in this period (Fig. III.5).

In the southern region, the Front was observed on the west of the Mean (curve 1) at the
beginning of the middle period, and on its easternmost position in the late period. Three
meanders could be observed around 39°S, all with their centers of curvature to the east of the
Mean. The southern tip of the Front could not be observed clearly south of 40°S. This was the
shortest Front observed in the twelve periods of 1973 (See Table III.l). A comparison between
satellite and oceanographic data was shown in Fig. III.6. The Eastern Peakline was not avail-
able in this case.

3.3.2 WINTER THIRD PERIOD (AUGUST 22 TO SEPTEMBER 21, 1973)

Twelve Front lines were chosen from 22 THIR images studied. Six of them were in the
early period, two in the middle period, and four in the late period (Fig. III.7).

In the northern region, the Front was found at its mean position at the beginning of the
early period (curve 1), on its westernmost position at the end of the early period (curve 5)
and reached its easternmost position at the beginning of the middle period. The northern tip
could be observed very clearly and distinctly down to 31°S in most of the cases studied.

In the central region, the Front was found on the easternmost position at the end of the
middle period (curve 4) and on its westernmost position at the end of the late period (curve
12). Many meanders could be observed in front of Rio de La Plata in all of the period. In
most of the cases, their centers of curvature stayed on the western side of the Mean.

In the southern region, the characteristics of the Front were quite similar to those in
the central region, showing the complexity of the East-West oscillations and the meandering
at the Front in all this period.

A comparison between satellite and oceanographic data was made, as shown in Fig. III.8.
It was found that the Mean Front and the Envelopes stayed between the two Peaklines shown in
this Figure. The calculated speeds of the geostrophic current in the East-West direction were,
roughly, 0.7 and 0.4 km/hr at 34° and 36°S respectively: the same order of magnitude as those
calculated from the Front lines (Table III.l).

3.4 SPRING

3.4.1 SPRING SECOND PERIOD (FROM OCTOBER 22 TO NOVEMBER 21, 1973)

Eight Front lines were chosen from nineteen THIR images studied. Five of them were in the
middle period and three in the late period (Fig. III.9).

In the northern region, only one boundary line could be seen at distance of about 90 km
from the coast. The northern tip could not be seen clearly in the latitudes north of 34°S.

In the central region, the Front was found on its westernmost position at the beginning
of the middle period, and reached its easternmost position at the end of the late period
(curve 7). A meander could be observed in the front of Rio de La Plata with its center of
curvature to the eastern side of the Mean lasting for the whole period.

In the southern region, the Front was found on its easternmost position at the beginning
of the early period (curve 2), and on its westernmost position at the end of the late period
(curve 7). A meander could be observed at 40°S with the center of curvature to the west of
the Mean. The fluctuations of the position of the Front were much wider in this period. The
Mean and the two Envelopes did not lie between the two peaklines (Fig. III.10). This is the
only exception from the six periods studied.

3.4.2 SPRING THIRD PERIOD (FROM NOVEMBER 22 TO DECEMBER 21, 1973)

Five Front lines were identified from eight THIR images studied. One of them was in the
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early,one in the middle and three in the late periods (Fig. III.11).

In the northern region, the Front was found on its easternmost position at the end of the
early period (curve 1) and reached its westernmost position at the beginning of the late
period (curve 3) to a distance of 110 km from the coast. The fluctuations of the position of
the Front were especially smaller when compared to other periods studied.

In the central region, the Front was found on its easternmost position at the end of the
early period (curve 1) and it reached its westernmost position at the beginning of the late
period (curve3). A meander occurred in front of Rio de La Plata, with its center of curvature
in the eastern side of the Mean, lasting for almost all the period. The amplitude of the
oscillations of the Front was the smallest as compared to the other periods in 1973.

In the southern region, the Front was found on its westernmost position at the beginning
of the late period (curve 3) and reached its easternmost position at the end of the late
period (curve 5). A meander was found at about 40°S with its center of curvature on the
western side of the Mean lasting for almost the whole period.

The Mean Front and the two Envelopes stayed completely between the two Peaklines showing
a good agreement between the satellite and the oceanographic data (Fig. III.12).

IV. DISCUSSION

To study oceanographic current boundaries would need a large number of images and a lot
of oceanographic data. The number of good quality images is limited by such factors as
excessive cloud cover, noise in the spectral channel and/or detector,telemetry problems, grid
point errors, etc. For these reasons, some periods in this study had a lot of good quality
images, and others did not have enough. Besides the possible errors mentioned, two more factors
should also be taken into account. The one is called microsurface effect; the other is the
time difference between the measurements made by oceanographic methods and with satellites.

With respect to the first, it is known that a layer of less than 1 mm of water is opaque
to infrared radiation from 8 to 14 pm, and 982 of the absorption occurs in the first 0.1 mm
of the layer (Ewing, et. al. 1960). This means that the observed infrared radiation emerges
from the very top of the air - water interface (the microsurface), where transfer processes
like evaporation, reflection etc., take place and also where microsurface properties, such as
protein monolayer and dust or oil films, are significant. The sea surface temperature is
defined by conventional methods as the mean temperature of a well-mixed layer at least several
decimeters deep, which is in reasonable agreement with the nature of conventional sea surface
temperature observations. Experiments have shown (Ewing, et.al. 1960) that the microsurface
is approximately 0.6 K colder than the layer of 15 cm under the surface. It has also been
observed that the microsurface is remarkably stable. Thus, under clear-sky conditions, radio-
metric measurements of sea surface temperature generally should be approximately 0.6°K lower
than conventional measurements.

With respect to the second factor, it can be said that the THIR sensor scans the large
area of the boundary in approximately ten minutes. In such a short period of measurement,
not a single oceanographic station could possibly be taken. For oceanographic vessels to
cover the same boundary area, they would have to stay months in sea, running distances of
more than one thousand kilometers to make oceanographic stations. When these cruises end,
oceanographers have to plot the data in a single chart for every property measured for the
whole area. After that, a chart showing average conditions is issued. Thisichart, however,
contains probably a larger distortion of the ocean structure than that obtained from the
satellites for the same area.

The oceanographic information of this area, in a scale adequate to compare with
satellite data (1:3500000 in this case), was poor and fragmentary. For this reason, an Atlas
of oceanographic structure (Inostroza and Tseng, in preparation) was prepared, and was used
as a basic historical document for the image study. This Atlas consists of 150 charts of
temperature, salinity, oxygen and nutrients in four levels: surface, 50m, 100m and 150m.
These charts represented the average monthly conditions, and were used as the ground truth
for this study, because simultaneous ground observations corresponding to the satellite
passages were not available. Since the average conditions of the open ocean do not change
very much in this scale (almost in steady state, Pickard, 1963), the average monthly
temperature charts could reasonably represent the ground truth data.
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The results from Che comparative studies between oceanographic and satellite data have
been quite stimulating. Because not only the Mean Fronts, but also their Envelopes were located
between the Eastern and the Western peaklines obtained from the oceanographic data. The zone
between these two peaklines, defined as the Transition Zone, was the zone where all the
oscillations of the Fronts during the period of 1972 to 1973, occurred. The Peaklines repre-
sented a permanent oceanographic reality of the southwestern Atlantic Ocean at the boundary
of the Brazil and Falkland Currents (not yet described in the existing literature). The Eastern
and the Western Envelopes were fully obtained from the satellite Nimbus THIR data. Why the
positions of the Envelopes stayed practically between these two peaklines in almost all the
cases and not out of them? The authors believe that the Fronts obtained from the satellite
data in this region are in the zone where they belong to, that is to say, in the Transition
Zone, because in this zone the temperature gradient, as measured by the sensor, exists. Then
it could be stated that in spite of the errors involved in the present sensor capabilities
and the variables in oceanographic and satellite data including time differences between the
tvo data sets, oceanographic charts show that the sensors give the positions of the Fronts,
where they should be, i.e., where the temperature gradients obtained from oceanographic data
are.

Another idea, developed to correlate the oceanographic characteristics and the satellite
data, was to estimate the current speed. The authors believe that to study the movement of
the current is not easy at present, because the capabilities of the present sensors are
limited. For this reason, charts of geostrophic currents were made, and their speeds were
calculated and compared with those obtained from the satellite data (see Table III.l). Speeds
of the currents obtained from the pilot charts cannot be properly compared with those obtained
from the satellite and the geostrophic currents (the scale of pilot charts was 5 x 5 , while
that of the satellite and the geostrophic currents was 1 x 1 ). A careful comparison of the
current speeds (E-W or W-E direction) calculated from the satellite and the oceanographic
data showed that, at least at 34°S, they were practically equal in each corresponding period.
Now, from the seven periods studied and nineteen individual values of speed (Table III.l),
it was found that eighteen of them were between 0.2 km/hr (0.1 knot) and 1.7 km/hr (0.9 knot)
(close to 95Z of the cases studied), and only one value was 2.4 km/hr (1.4 knot). It can be
said that the current speeds calculated from the satellite data are of the same order of
magnitude from 0.2 to 1.8 km/hr (0.1 to 1 knot). As those calculated from the conventional
oceanographic methods (in 95Z of the cases) and, in some latitudes, these values are
practically equal (in the case of 34°S, for instance).

A study of the commercial fisheries of Fargo Roseo in the coast of Rio Grande do Sul
demonstrated that the catches of this fish were maximum in September of 1973, with 5
million kilograms and, in the other months,the catches were much smaller (Yesaki and Barcellos,
1974). As the Front lines of the third period of winter, obtained from the satellite data,
were very active and much wider in their fluctuations, the Front lines and their characteristics
could be important factors that affected, directly or indirectly, those September catches. This
would mean that detecting the Front might be an important subject to study in the future, that
would give useful information for fisheries in this region.

V. CONCLUSIONS

Some important conclusions obtained from this study are summarized as follows:

1. Detailed analysis of seventy five THIR images(interpreted visually and some with
Image-100) have shown clearly the existence of oceanographic Fronts in this study
area.

2. The surface temperature charts obtained from the historical oceanographic data showed
the existence of a series of peaks, associated with each isotherm in the west, as
well as a series of peaks, associated with each isotherm in the East. The Western
and the Eastern peaklines could be observed in all the periods studied. Obviously,
the first (Western) is associated with the Falkland Current and the second with the
Brazil Current. These Peaklines, which have not been described in the present
literature, were considered as the permanent oceanographic reality in the study
region. They were obtained completely from the pure oceanographic data. The
Transition Zone was also obtained from the pure oceanographic data.

3. The Envelopes and the Mean Fronts were obtained from pure satellite data. In
comparison with the oceanographic data, it was shown that these Envelopes and the
Mean Front were practically located between the Western and the Eastern peaklines in
each period. This is encouraging and useful as it shows similarity between the
results obtained from conventional and from space oceanography.
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4. Another relationship between the conventional and space oceanography became evident
from the calculation of current speeds. The results showed that 95% of the current
speeds, calculated from both methods, were of the same order of magnitude, and in one
case, at 34°S latitude, the calculated speeds were practically equal in all the
periods.

5. As pointed out earlier, the position as well as the characteristics of the Front lines
can be important factors that might affect, directly or indirectly, the concentration
of the fish. This fact supports the conclusion that the boundaries between the cold
Falkland Current and the warm Brazil Current in the Southwestern Atlantic ocean are
good fishing areas.
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FIG. I.I - AREA OF STUDY.
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ORIGINAL PAGE IS
OF POOR QUALITY!

30-S 30"ir

FIG. III.l - FRONT LINES OF SUMMER SECOND
PERIOD OF 1973.

4S°W

FIG. III.2 - MEAN FRONT, ENVELOPES AND PEAK-
LINES OF SUMMER SECOND PERIOD OF 1973.

30°s 30'S

FIG. III.3 - FRONT LINES OF AUTUMN FIRST PERIOD
OF 1973.

FIG. III.U - MEAN FRONT, ENVELOPES AND PEAK -
LINES OF AUTUMN FIRST PERIOD OF 1973.
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TABLE III.l - SOME GENERAL CHARACTERISTICS OF THE FRONT.

SEASON

SUMMER

AUTVKM

WINTER

SPRiJIC

PERIOD

1

2

3

1

2

3

1

2

J

1

2

3

LATITUDE

31
34
36
38
to
31
35
36
38
40
32
34
36
38
40
32
34
36
38
40
31
32
34
35
36
38
40
31
33
34
36
38
40

31
34
36
38
40
34
35
36
38
40
53
34
36
38
40
34
36
38
40
31
34
36
38
40
32
34
36
38
40
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IN EAST-WEST OR WEST-EAST DIRECTION

FROM NIMBUS V THIR

0.6
0.6
0.7
0.6

0.4

0.6
0.4
0.7

0.4
1.7
2.6
3.1

0.6
0.4
0.9
0.7

0.2

0.2
0.2
0.4

0.2
0.2
0.2
0.2

0.2
0.2
0.2
0.4
0.6

0.
0.
0.

0.
0.
0.
I-
0.
0.4
0.7
0.6

0.6
1.3
1.5
1.7

0.4
0.2
0.2
0.4

FROM OCEANOGRAPHIC DATA

-

-

0.4
0.4
0.6

0.2
1.1
0.7

0.2

1.1
0.7

0.2

1.1
0.7

-

-

0.7
0.4

-

0.4
0.6
0.7

0.4
0.6

FROM PILOT CHART

1.1

1.3

1.1

0.7
0.9

0.7
0.9

0.6
0.6

1.1

1.1
0.9

1.3

0.6

0.9

0.9

1.1

1.1
1.1

1.1
1.1
1.1

l.i
1.1
1.1

APPROXIMATE NORTHERN
AND SOUTHERN TIPS
FROM NIMBUS V THIR (°S

32-43

32-43

32-41

32-43

34-43

33-43

33-43

32-40

30-43

31-43

33-43

32-41

APPROXIMATE LENGTH OF
FRONT
FROM NIMBUS V THIRQOO

1.220

1.220

1,000

1,220

1,000

1,110

1,110

890

1,450

1.330

1,110
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OF 1973. LINES OF WINTER SECOND PERIOD OF 1973.
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PERIOD OF 1973.
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LINESOF SPRING SECOND PERIOD OF 1973.
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PERIOD OF 1973.
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FIG. III.12 - MEAN FRONT, ENVELOPES AND PEAK -
LINES OF SPRING THIRD PERIOD OF 1973.
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NASA/COUSTEAU OCEAN BATHYMETRY EXPERIMENT

Fabian C. Polcyn

Environmental Research Institute of Michigan
Ann Arbor, Michigan

SUMMARY

Experiment was conducted in the Bahamas between August 26 and September
8, 1975- The "Calypso" operated by the Cousteau Society and the "Beayondan"
operated by personnel from the Applied Physics Laboratory, Johns Hopkins
University were the two vessels from which the experimental team obtained
supporting data on water transparency, bottom reflections, fathometer depths,
and position information. LORAN-"C" equipment was used aboard the Calypso by
arrangement with the U.S. Coast Guard.

NASA arranged for both Landsat 1 and 2 to be operated in the high gain
mode in order to determine maximum depth and depth accuracies obtainable by
satellite remote sensing. Applications to updating world navigational charts
and mapping of changes in nearshore bottom topography are forecast based on
results obtained.

Thirteen satellites were used during the experiment. Near real time
transmission of Landsat derived data from NASA Goddard to the Calypso was
successfully demonstrated. Near real time depth contouring from MSS-*) was
also demonstrated at NASA Goddard.

Supported only by measurements of average water transparencies and bottom
reflection data, Landsat Bands 4 and 5 were used to construct bathymetry maps
of the test area near the Berry Islands.

Depths to 22 meters were reliably verified at accuracies within 10 per-
cent of measured values. CCT signals two counts above deep water signals were
identified to be caused by light reflected from 1)0 meter depths. Landsat data
taken in October successfully gave reliably depths using experimental data
taken a month earlier.

At 3X gain for Landsat-1, Band 4 was found to saturate a 1.3 meter depths
and Band 5 saturated at .3 meter depth for high reflective bottom (about 30
percent in Band 1)). These are acceptable since Band 5 can be used to cover
range where Band k reaches saturation.

Preceding page blank
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LAIMDSAT DIGITAL DATA FOR WATER POLLUTION AMD WATER QUALITY STUDIES IN

SOUTHERN SCANDINAVIA

Ulf Hellden Ingv/ar Akersten

Department of Physical Geography National Defence Research Institute
Section of Remote Sensing (FOA), Havd . T>
University of Lund Fack
Solvegatan 13,223 61 Lund,SWEDEN 104 50 Stockholm 80,SWEDEN

ABSTRACT

Spectral diagrams,illustrating the spectral characteristics of different water
types,were constructed by means of simple statistical analysis of the various
reflectance properties of water areas in southern Scandinavia as registered by
LANDSAT-1.There were indications that water whose spectral reproduction is dom-
inated by chlorophyllous matter (phytoplankton) can be distinguished from water
dominated by non-chlorophyllous matter.Differences between lakes,as well as the
patchiness of individual lakes,concerning secchi disc transparency could be
visualized after classification and reproduction in black and white and in color
by means of Line Printer, Calcomp Plotter (CRT) and Ink Jet Plotter respectively.

1.INTRODUCTION

Water quality studies u/ere carried out by densitometer analysis of LANDSAT dia-

positives within different wave length bands at the Remote Sensing Section,

Department of Physical Geography,University of Lund in 1974 (Helld6n 1975).

Thereby it proved possible to trace pollution plumes in the Oresund off Copen-

hagenhagen and to obtain relative measures of the concentration distribution and

circulation in the polluted water under different conditions.The results obtained

also clearly indicated that there is probably a relation between the grey-tones

of lakes within different spectral bands in LANDSAT imagery and secchi disc

transparency of the same lakes.It was considered valuable for the continued

work in this field to test the information bulk in LANDSAT CCT for the appraisal

of water qualities by automatic data processing.Parts of Scania and the Oresund

were chosen as test areas.The data used for the investigation were registered by

LANDSAT-1 on Aug. 8, 1973 (1400-09410).

2.ERRORS AND THEORY

According to spectral investigations presented by Fitzgerald (1972) water pol-

lutions and inorganic suspensions are characterized by a reflectance maximum in

0.6-0.7 microns (MSS 5) and then the reflectance falls rapidly with increasing

wave length,while the spectral characteristics of phytoplankton are more complex.

Generally speaking chlophyll in water in the form of plankton absorbs effectiv-

ely within the band 0.4-0.5 microns while reflectance is most intensive in the

band 0.5-0.6 microns (MSS 4) with a secundary minimum in 0.6-0.7 microns (MSS 5)

and a secundary maximum in 0.7-0.8 microns (MSS 6). The pre-requisite for a

secondary maximum in MSS 6 is that the chlorophyll concentration reaches a low-

est critical value in the water layers closest to the surface since the

electromagnetic radiation in the near IR is almost entirely absorbed by the

water molecules in the uppermost centimeters of the water body.
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The radiation that is recorded by the satellite borne sensor system cannot be

related to the radiation properties of the water exclusively,but the spectral

properties of the atmosphere must also be taken into consideration.According to

Farrow (1975) about 9%,on an average,of the radiation that reaches the atmosphere

from the sun is back-scattered into space on a cloudless day. Of course,great

deviations from this value may occur due to variations in solstice and compo-

sition of the atmosphere.Provided that 75/S of the radiation emitted from the sun

reaches a water mass on a cloudless day and that the water re-radiates 10^ of

the radiation,i . e. 7.5/£,via the atmosphere into space,it is evident that the

atmospheric radiation into space is of great importance since it makes up more

than half of the radiation registered by the satellite.The atmospheric scat-

tering ,which is partially dependent on wave length (Rayleigh scattering) is most

intensive in short wave lengths and, then, gradually decreases with increasing

wave length.Thus,the atmospheric noise is strongest in MSS 4 where it can some-

times reach values that are equivalent to the re-radiation of the water,while it

may be considered neglible in the near IR -bands (MSS 6 - MSS 7)(Farrow 1975,

NASA 1974).

In the present investigation no attempt has been made to quantify the effect of

the atmosphere or solstice on the radiation recorded by LANDSAT-1 since the

study is based on analyses of one LANDSAT scene only.When studying water quality,

using LANDSAT data,over long periods and at registrations from different times

during the year, these factors should be taken into consideration.

3.DATA AND METHODS

3.1.DIGITAL PROCESSING OF MULTISPECTRAL DATA

Basic research regarding digital processing of pictorial information has been

carried out at the National Defence Research Institute (FDA) since the 1960s

and in 1973 this activety was extended to comprise multispectral data.

The computer processing has been carried out at the Stockholm Computer Center,

using an IBM 360/75 and also using a PDP-11/40 at FOA. As a necessary com-

plement to the image processing the FOA computer has special equipment for in-

put and output of image data, for example three-colour TV, ink jet plotter and

instruments for converting a transparent film to a digital image or,vice versa.

FDA have several routines for the conversion of data.These routines are all part

of the process to convert data of different original types and from different

storage medium to a form which can be used as a standard routine.

An important part of the digital processing also consists of manipulations of

separate spectral bands,e.g. mhen transforming digital data in order to improve

the image.Amongst other things it is interesting to investigate the amount of

picture elements with a certain digital value and to present them in the form of

histograms or to present pixel by pixel of the digital values registered .Other
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manipulations mhich may be used are,for example,writing only one or a feuu

selected digital levels with one of the image recorder units available, in-

cluding line printer,colour coding of the digital levels in a spectral band or,

in advanced processing to use Fourier transformation technique for the analysis

of any regular geometric forms in the image.Routines for all this manipulations,

and others,are implemented,or can be included as intergrated parts of the program

system for the processing of multispectral digital data at FOA,even if its main

purpose is simultaneous processing of several'image layers'.True multispectral

processing must also be based on knowledge of the statistical characteristics

of image data.In this case routines are required for the calculations of,for

example,mean values,variances,co-variances and correlations,generation of

scattering diagrams etc..Where generation of images is concerned,colour images

can,naturally, be created where separate spectral bands can be given separate

colours and also composite images in the form of the difference or the quota

or more complicated mathematical relations between the pixels which correspond

to the same ground point.Special forms of statistical pre-processing are re-

quired for automatic classification,i.e. the determination of which "class" the

pixel belongs to according to rules known in advance and in relation to known

type objects or in relation to groupings of similar pixels which are determined

during the course of the calculation.These processing routines are also imple-

mented in the program system in question.A detailed examination of the available

processing routines are beyond the scope of this report. Please refer to

separate reports for the description of this program system and its application

(Gustafsson and Akersten 1976, Orhaug and Akersten 1976 a,-b, Orhaug et al.

1976).

3.2.METHODS OF EVALUATION

After the selection of subscenes and the definition of extensions by determination

of corner co-ordinates (line number and pixel),the statistical grey-tone

distribution for the spectral bands MSS 4 - MSS 7 could be presented in the form

of histograms and symbol coded plots.The distribution of pixels over digital

grey-tone levels (DGL) for different types of water was automatically evaluated

and represented in diagrams.Mean values and standard deviations were calculated

at the same time. The latter formed the basis of the construction of spectral

diagrams for the study of spectral characteristics of different water qualities.

In order to visualize differences in water quality grey-tone maps (line printer

plots), Calcomp Plots (CRT) and color plots (ink Jet Plotter) were produced.

Using the line printer for production of grey-tone plots up to nine different

grey-tones can be reproduced simultaneously,while up to 15 grey-tone levels can

be reproduced at the same time in a calcomp plot. The ink jet plotter has the

capability of producing color images directly on ordinary paper.By forcing ink

under high pressure through a fine nozzle,small drops of ink are produced. A
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suitable voltage charges the drops which can be modulated by a control electrode.

With three ink systems having different colours (magenta,yellow and cyan) color

images can be produced. The one available at FOA can be fed directly from the

computer or from a tape drive.It plots six pixels per millimeter in the colors

mentioned independently modulateable to 15 intensity levels .Current output format

allows a 1024 x 1536 pixels image to be plotted on a drum in about 90 seconds.

4.RESULTS

4.1.THE COPENHAGEN AREA

Today most of Copenhagen's waste water is discharged unpurified by two pump

stations into the Eastern part of Kongedybet at a depth of 6-10 m. The pump

station situated in the North discharges about 14 mill, m waste water per

annum,while the corresponding quantity for the pump station in the South is

about 40 mill, m /year (Dackman et al.1971) .Besides the sewers mentioned two

day-water sewers start from Strandvaenget,which,on Aug.27,1973,served as sources

of the waste plume furthest to the North registered by LANDSAT-1 (Hellde'n 1975).

The extension of the plumes and presumed concentration distribution are shown in

Fig. 1. The iso-lines,which are supposed to be a relative measure of the particle

concentration of the discharge plumes,were drawn with the help of a symbol coded

line printer plot in MSS 5.The grey-tone distribution in the water areas near

the coast on all plots reflects not only the varying particle concentration of

the water but probably also the varying depth of water (Fig. 2-3).

4.2.LAKES RINGSJOARNA

As investigation area and subscene number two the lakes Ostra Rings jon, l/astra

Ringsjbn and Satoftasjbn were chosen.

The differences in water quality between and within the three lakes were visu-

alized by production of plots of the above mentioned types (Fig. 5-6).The plots

can also be said to illustrate the extent to which a measurement of the secchi

disc transparency carried out in situ in any one of the lakes is representative

of the lake in question.In other words,the applied methodology may be useful for

obtaining an idea of the patchiness of lakes regarding their secchi disc trans-

parency.The great variations in reflectance in the different bands,within and

between the registered lakes,can probably be referred to algae blooming.The

light strakes,which are most distinct in Lake Ostra Ringsjbn in MSS 6 and MSS 7,

are interpreted as accumulations of blue-green algae in the most superficial

water layers.

4.3.THE LAKES NW YSTAD

As investigation area and subscene number three the Lakes Krageholmssjbn,

Ellestadsjon,Snogeholmssjon and Sbvdesjon were chosen.The spectral description

and varying water quality of the lakes are dealt with under the following

heading.
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4.4.COMPARATIVE SPECTRAL ANALYSES

Spectral diagrams were constructed for the respective investigation areas in

order to carry out comparative studies of the spectral characteristics of

different water qualities (Pig. 7-8).

4.4.1.THE COPENHAGEN AREA

The spectral functions of the mater masses outside Copenhagen are characterized

by having the highest DGL values in MSS 4 falling with a relatively steep

gradient to MSS 5.In MSS 5 the gradient becomes more gentle and assumes a per-

manent value between MSS 5 and MSS 7. The position of the functions in the y-

direction is supposed to provide a measure of the transparency of the water and

consequently the digital grey-tone levels,especially in MSS 5,are supposed to

give a relative measure of the particle concentration in the water.High values

of DGL correspond to high particle concentrations.The spectral functions con-

cerning the standard deviations of the waste plumes, on the whole display the

same characteristics as corresponding functions for DGL mean values.The mutual

positions of the functions are supposed to reflect the varying homogenity

(patchiness) of the different water masses regarding transparency and particle

concentration.

4.4.2.LAKES RINGSJOARNA

All the functions are characterized by assuming the highest DGL values in MSS 4

from where they fall to MSS 5 in relatively steep gradients.However,between

MSS 5 and MSS 6 the gradients decrease and in one case even changes sign,but

between MSS 6 and MSS 7 they resume values that are equivalent to the course of

functions between MSS 4 and MSS 5.An embryo of a secondary maximum is thus seen

in MSS 6 concerning A,B and C, a secondary maximum which is a reality for the

function D; the latter reflects spectral characteristics of an accumulation of

superficial plankton (algae) in Lake Ostra Ringsjbn.The above mentioned embryo

or occurrence of a secondary maximum in DGL in MSS 6 is supposed to characterize

chlorophyllous water.The appearance and mutual position of the functions are

thereby thought to give information about varying algae concentrations and tran-

sparencies between the lakes.

The spectral functions concerning standard deviations are characterized by a

minimum in MSS 5 and a maximum in MSS 6. The mentioned max. and min. are

probably characterizing chlorophyllous and,where phytoplankton distribution is

concerned,heterogenous waters.The mutual positions of the functions reflect

the varying homogenity,patchiness, of the waters concerning transparency and

algae concentration.All the functions diverge noticeably from the spectral

functions of the Copenhagen area.

4.4.3.THE LAKES NW YSTAD

As in the case of the spectral functions of Lakes Ringsjbarna,the characteristics
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of the lakes (A),(B),(C) and(D)are supposed to be a result of the presence of

chlorofyll (phytoplankton) in the water bodies. However, the presence of chlor-

phyll in (B) seems to be almost zero. The presence of chlorophyll gives rise to

increased reflectance values in MSS 6.Matter not containing chlorophyll in water

does not give rise to such an increase (Cf the spectral diagrams of the Copen-

hagen area).The appearance and mutual positions of the functions are supposed to

reflect varying algae concentrations and secchi disc transparencies between the

four lakes.

The spectral functions regarding standard deviations are,as in the case of Lakes

Ringsjoarna,characterized by a minimum in MSS 5 and a maximum in MSS 6. The min.

and max. mentioned are supposed to characterize chlorophyllous and, regarding

phytoplankton distribution,heterogenous waters.

5.CONCLUSIONS

The secchi disc transparency of the above-mentioned lakes was measured in situ

between Aug. 8 and Aug. 27,1973 by means of a secchi disc.The registrations were

carried out by the County Administration of Malmbhus (Nilsson 1974).Since the

variations in secchi disc transparency in six of the seven lakes only amounted

to 35 cm and there is little investigation material,it was not considered approp-

riate to present any correlations between in situ measurment and DGL.The

reliability of the secchi disc transparency values can also be questioned as the

measurements were taken in only one place in each lake,part of which were appa-

rently very heterogenous concerning particle concentration and secchi disc trans-

parency .Consequently it is uncertain to what extent the registrations carried out

in situ were representative of the respective lakes.

In spite of the small variations in secchi disc transparency between the lakes in

question,it is evident from the results obtained that very small differences in

water quality can be detected by analysis of LAWDSAT digital data. The results

also suggest possibilities of distinguishing chlorophyllous water from water

whose secchi disc transparency is above all dependent on suspensions of non-

chlorophyllous matter.In addition,certain conclusions can be drawn about quality

conditions at different depths of water at the same time as a measure of the

patchiness of different water masses can be obtained regarding transparency and

particle concentration.

In order to determine the statistical relations between different types of

spectral functions and water qualities the collection of ground truth data from

about 200 lakes for comparision with satellite data is in progress.For further

investigations laboratory analyses by spectrometer are probably necessary in

order to determine how the spectral properties of water vary with different

algae species and with different concentrations and to what extent minerogenic

suspensions can affect the results.
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FIG.1. COPENHAGEN WASTE PLUMES.The ex-
tension and presumed concentration dis-
tribution of the Copenhagen pollution
plumes according to analyses of LANDSAT
CCT(27/8-73 ) .The iso-lines were drawn
with the help of a symbol-coded line
printer plot in MSS 5.A=27B,B=96 pixels.

FIG.2. COPENHAGEN WASTE PLUMES,
Grey-tone plot (line printer)
covering the Copenhagen area
(MSS 5, 27/8-73).

KIG.3. COPENHAGEN WASTE PLUMES. Calcomp plot in MSS 4 - MSS 7.
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FIG.A. COPENHAGEN WASTE PLUMES.The extension
and relative concentration distribution of the
Copenhagen pollution plumes generated by Ink
det Plotter (MSS 5 and MSS 7,27/8-73).Green=
land.The image is filtered for the LANDSAT line
scanner noise.

MSS 6

FIG.6. LAKES RINGS30ARNA.
Calcomp plot in MSS 4 and
MSS 6.

FIG.5.LAKES RINGS30ARNA,
generated by Ink Jet
Plotter in MSS 4 and
MSS 7 (27/8-73).The
image is filtered for
the LANDSAT line scan-
ner noise.Green=land,
dark blue=highest
transparency and lowest
particle(phytoplankton)
concentration.Dark red
=loiuest transparency
and highest particle
concentration.

The left lake is l/astra Ringsjdn,the right lake is tistra Ringsjb'n and the upper-
most part of Ostra Ringsjbn is Lake Satoftasjon.
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FIG.7.a. SPECTRAL DIAGRAM for the pol-
lution plumes A and B and for "clean"
water off Copenhagen.

CCT-B«fl«tanc>

FIG.7.D. SPECTRAL DIAGRAM for the Lakes
Vastra Ringsjbn (A),0stra Ringsjbn (B),
Satoftasjbn (C) and an algae strake in
Lake Ostra Ringsjbn (D).

FIG.8. SPECTRAL FUNCTIONS
regarding standard deviations
of digital grey-tone lev/els,
(l) The Copenhagen area, (2)
The Lakes NW Ystad, (3) Lakes
Ringsjbarna. The functions are
named in the same tuay as in
Fig. 7a-7c.

FIG.7.C. SPECTRAL DIAGRAM for the Lakes NW Ystad. A=Krageholmssjon,
B=Ellestadsjbn,C = Snogeholmssjb'n and D = Sbudesjbn.
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INDICATORS OF INTERNATIONAL REMOTE SENSING ACTIVITIES

G. William Spann

METRICS, INC.
290 Interstate North, Suite 116

Atlanta, Georgia 30339

ABSTRACT

METRICS, INC. recently completed a survey to deter-
mine the extent of worldwide remote sensing activities,
including the use of satellite and high/medium altitude
aircraft data. Data were obtained from numerous indi-
viduals and organizations with international remote
sensing responsibilities.

Nine indicators were selected to evaluate the nature
and scope of remote sensing activities in each country.
These indicators ranged from attendance at remote sens-
ing workshops and training courses through the spectrum
of remote sensing activities to the establishment of
earth resources satellite ground stations and plans for
the launch of earth resources satellites. Each country
was then classified into one of three categories (begin-
ning, moderate/intermediate, or advanced) according to
the ranking of its indicators.

Results of the survey indicate that more than 110
countries are involved in some form of remote sensing
activity. Also, more than twenty international organi-
zations are actively promoting the use of remote sensing
data around the world. Furthermore, this technology
constitutes a rapidly increasing component of environ-
mental, land use, and natural resources investigations
in many countries, and most of these countries rely on
the Landsat satellites for a major portion of their data.

1. INTRODUCTION

This paper presents the results of a comprehensive data collection effort
and evaluation concerning international remote sensing activities. The purpose
of the project is to determine the extent of use of remote sensing data by each
country. Remote sensing activities include use of satellite and high/medium
altitude aircraft data for mapping, resource investigations, and environmental
studies. The scope of the survey is the entire world, but includes only U.S.
activities which involve a joint research project or cooperative venture with
another country. Specific objectives of the survey are:

* A country-by-country evaluation of remote sensing activities for
all countries known to be actively involved in remote sensing;

* Classification of each country into one of three categories ac-
cording to the nature and extent of remote sensing data use; and

* Evaluation of the remote sensing activities of international
organizations.
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To obtain the needed data, numerous individuals and organizations with in-
ternational remote sensing responsibilities were contacted. Data were obtained
from such organizations as NASA, USGS, the United Nations, the Canada Centre for
Remote Sensing, several international development agencies, and a number of oth-
er organizations and individuals from around the world.

2. INDICATORS OF REMOTE SENSING ACTIVITIES

Nine indicators were chosen to use in measuring the nature and extent of
remote sensing activities in each country. These indicators were selected to
measure all levels of remote sensing activities from the earliest stages when
training activities predominate through the most advanced levels of remote sens-
ing technology including establishing satellite ground receiving stations and
data distribution/analysis centers. The indicators are listed and discussed in
the approximate order in which a number of countries have progressed in the use
of remote sensing.

1. Attendance of personnel at remote sensing workshops, training
courses, and symposia.

2. Hosting/co-sponsoring workshops, training courses, and symposia
sponsored by international development agencies and/or countries
with advanced remote sensing programs.

3. Receipt of international assistance in the use of remote sensing
technology such as joint remote sensing projects or development
projects with a remote sensing component.

4. Participation in the Landsat and/or Skylab research programs.

5. Active participation in regional cooperative remote sensing
activities.

6. Existence of a national remote sensing agency and/or well
developed remote sensing infrastructure.

7. Provision of international assistance in the use of remote
sensing technology.

8. Existence of, or firm plans for, an earth resources satellite
ground station.

9. Plans for development and launch of an earth resources satellite.

Each of these indicators is explained in more detail in the following para-
graphs.

Attendance at Workshops, etc. Generally this is the first evidence of a
country'sinterest in remote sensing activities. One or more individuals from
the country will attend a workshop, training course, or symposium concerned •
primarily with remote sensing. Sponsorship of the individual's travel and fees
might be by his government or an international aid program or a combination of
the two. Generally, these attendees are high ranking government officials with
planning/resource responsibilities.

Hosting/Co-Sponsoring Workshops, etc. After a country becomes seriously
interested in the utilization of remote sensing data for its planning and re-
source studies, hosting and/or co-sponsorship of an international workshop or
training course is a possibility. There are numerous recent examples of such
workshops, sponsored by an international development agency, with attendees
from the host country and several surrounding countries.

Receipt of International Assistance. Once a particular country has de-
termined the usefulness of remote sensing techniques for its own purposes, it
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is not unusual for it to apply to an international development agency for assis-
tance. This is particularly true among the developing countries which often
lack the financial and technical resources to start their own program without
external support and assistance. Many resource development projects having a
remote sensing component are currently underway around the world.

Participation in Landsat/Skylab Research Programs. This is an important
indicator of interest in remote sensing activities, but it tends to overlap the
first three indicators, at least in time, for many countries. Since funds for
participation in NASA's Landsat and Skylab investigation programs are supplied
either by the individual country or by an international development organiza-
tion, it represents a financial commitment of a portion of the resources of that
country to the use of remote sensing data. Hence this is an important step in
the evolution of a country's remote sensing activities.

Active Participation in Regional Cooperative Activities. A further indi-
cation of interest in utilizing remote sensing data in an operational environ-
ment is regional cooperation. The cooperation may be solely among the neighbor-
ing countries or it may be joint cooperation with another country (e.g., the
U.S. or Canada) or with an international development organization. This indica-
tor is differentiated from the receipt of international assistance by extensive,
active participation of high level technical and resource personnel from each of
the cooperating countries.

Existence of a National Remote Sensing Agency. The formal establishment
or designation of a national remote sensing agency carries significant implica-
tions for the future of remote sensing within a particular country. Establish-
ment of such an agency will either formalize the existing remote sensing infra-
structure or it will likely serve as the catalyst for the formation of a remote
sensing infrastructure within the country. In either case, it tends to promote •
strongly the utilization of remote sensing technology. This step is frequently
combined with the establishment of a national training center or a technical
assistance program.

Provision of International Assistance. Providing assistance to other
countries is generally a sign of a relatively advanced, and often an opera-
tional, remote sensing program within the country which provides the assistance.
There are numerous recent examples of developed countries with advanced remote
sensing programs cooperating with international development agencies in holding
seminars, short courses, and symposia, in various parts of the world. In other
instances technical assistance is provided directly to another country or to
several countries in carrying out remote sensing projects of local or regional
importance.

Existence of/Plans for an Earth Resources Satellite Ground Station. This
indicates a substantial financial commitment to an on-going, operational remote
sensing program by a country or regional association of countries. It also gen-
erally indicates substantial experience with and facilities for the analysis and
interpretation of photographic and digital.remote sensing data. An expenditure
of this magnitude is also indicative of long-range plans for the use of satel-
lite remote sensing data.

Plans for Earth Resources Satellite. At the present time, only a few
countries (e.g., United States and USSR) have definite plans for the development
and launch of earth resources satellites. However, there is a rapidly growing
list of countries which are formulating plans for the launch of their own satel-
lite or are cooperating with other countries in planning such a satellite.

The above list of indicators is not perfect by any means. They probably
could have been ordered differently, or additional indicators could have been
selected, or perhaps the indicators selected could have been further subdivided
and refined. However, the nine indicators discussed are the ones selected for
evaluation of the remote sensing activities of the countries involved. Use of
these indicators in the evaluation process is discussed in detail below.
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3. METHODOLOGY FOR EVALUATING REMOTE SENSING ACTIVITIES

Several hundred references as well as personal contacts from around the
world were consulted in compiling this paper. The approach was to collect all
available documentation and information relating to international remote sensing
activities. Data from several sources were often merged to get a complete pic-
ture of remote sensing activities within a particular country or organization.

A relatively simple scheme for evaluating the extent of remote sensing
activities is employed. It involves a determination of the highest level of ac-
tivity (according to the ranking of indicators as presented previously) that a
particular country has attained. Each country is then classified into one of
three categories: advanced remote sensing programs; moderate/intermediate lev-
els of remote sensing activities; and remote sensing activities in early stages
of development.

Countries which exhibit involvement in activity indicators one through
three only are classified as being in the early stages of developing their re-
mote sensing activities. Countries which participate in programs involving in-
dicators four or five are classified as having moderate/intermediate levels of
remote sensing activity. Finally, countries which demonstrate evidence of the
characteristics inherent in indicators six through nine are classified as having
advanced programs.

International organizations (or national organizations with international
responsibilities) involved in remote sensing activities were not ranked accord-
ing to the level of their activities. With respect to such organizations, the
present effort was limited to cataloging all such organizations with current or
planned remote sensing activities. Some of these organizations are very ad-
vanced in their use and/or transfer of remote sensing technology whereas others
have only recently become involved in such activities or are in the early plan-
ning stages for these activities.

All organizations included in this listing belong to one of two catego-
ries: (1) international organizations composed of or chartered by several (or
many) countries or (2) national (i.e., government) organizations which have in-
ternational responsibilities. The United Nations is an example of the former
type of organization whereas the United States Department of State/Agency for
International Development is an example of the latter. Private (i.e., non-
government) organizations and universities are excluded from the list.

4. RESULTS

Results of the survey indicate that many countries and organizations are
formulating operational remote sensing programs without the extended research
phase which has preceded most operational remote sensing activities in the Unit-
ed States. Furthermore, many developing countries are using remote sensing data
in a wider range of problem areas than those of the more developed countries.

The countries involved in remote sensing are categorized according to the
extent of their activities in Table I. The international development organiza-
tions identified as users/promoters of remote sensing technology are identified
in Table II.

Among the statistical results of the survey are the following:

* More than 110 countries are participating in some form of
remote sensing activity.

* More than 600 organizations worldwide are involved in
remote sensing activities.

* More than 75 countries have utilized Landsat data in
various types of resource and mapping studies.
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* More than 20 countries and/or international organizations
have existing or proposed ground stations capable of
receiving Landsat data.

* More than 30 countries are classified as having advanced
remote sensing programs.

* More than 20 organizations are actively promoting the use of
remote sensing data in less developed countries or are using this
technology in conjunction with existing development projects.

5. DISCUSSION

There are some limitations to the scheme employed above. In particular,
the d i v i d i n g lines between categories are not sharp. Furthermore, it is possi-
ble that the sequence presented here simply does not represent the evolution of
remote sensing activities in some countries. Nevertheless, it serves as a com-
mon point of reference for classifying the various activities of each country,
and it parallels the development of remote sensing activities actually observed
in a number of countries.

6. CONCLUSIONS

From extensive analyses of international remote sensing activities,
METRICS, INC. concludes that this technology constitutes a rapidly increasing
component of environmental, land use, and natural resources investigations in
many countries throughout the world. In addition, there is a substantial demand
for remote sensing training in those countries which have some, but as yet fair-
ly limited, remote sensing activities. Finally, satellite data is the major re-
mote sensing data source for the majority of the countries in the world.
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TABLE I. CLASSIFICATION OF REMOTE SENSING ACTIVITIES

Beginning

Afghani stan
Algeria
Benin
Burma
Cameroon
China (Formosa)
Congo
Cyprus

Dominican Republic
El Salvador
Fiji
Gambia
Ghana
Guyana
Honduras
Iraq
Jamaica
Jordan
Laos
Liberia
Madagascar
Nepal
Nicaragua
Panama
Portugal
Qatar
Rhodesia
Rwanda
Saudi Arabia
Sierra Leone
Somalia
Syrian Arab Republic
Togo
Tunisia
Uruguay
Yemen
Yugoslavia
Zambia

Moderate/Intermediate

Austria
Botswana
Bulgaria
Burundi
Central African Republic
Chad
Colombia
Costa Rica
Ecuador
Ethiopia
Gabon
Greece
Guatemala
Guinea
Iceland
Israel
Ivory Coast
Kenya
Korea (Republic of)
Kuwait
Lesotho
Libyan Arab Republic
Malaysia
Malawi
Mali
Mauritania
Morocco
New Zealand
Niger
Peru
Senegal
South Africa
Sri Lanka
Sudan
Swaziland
Tanzania (United Republic of)
Turkey
Uganda
Venezuela

Advanced

Argentina
Australia
Bangladesh
Belgium
Bolivia
Brazil
Canada
Chile
Czechoslovakia
Denmark
Egypt
Finland
France
Federal Republic of Germany
India
Indonesia
Iran
Italy
Japan
Mexico
Netherlands
Nigeria
Norway
Pakistan
Philippines
Romania
Spain
Sweden
Switzerland
Thailand
USSR
United Kingdom
United States
Upper Volta
Zaire
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TABLE II. ORGANIZATIONS INVOLVED IN
INTERNATIONAL REMOTE SENSING ACTIVITIES

Canada Centre for Remote Sensing

Canada International Development Agency

Center for Natural Resources, Energy and Transport

Central Treaty Organization

Economic and Social Commission for Asia and the Pacific

Economic Commission for Africa

Economic Commission for Latin America

Economic Commission for Western Asia

European Space Agency

Food and Agriculture Organization

Inter-American Development Bank

International Bank for Reconstruction and Development (World Bank)

Liptako-Gourma Authority

National Aeronautics and Space Administration

Swedish International Development Agency

United Nations Development Programme

United Nations Disaster Relief Organization

United Nations Educational, Scientific and Cultural Organization

United Nations Environment Programme

United States Department of State/Agency for International Development

United States Geological Survey

World Health Organization

World Meteorological Organization
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QUANTITATIVE EVALUATION OF WATER BODIES DYNAMIC

BY MEANS OF THERMAL INFRARED AND MULTISPECTRAL

SURVEYS ON THE VENETIAN LAGOON

L. Alberotanza

Laboratorio per lo studio della dinamica delle grand!

masse,C.N.R.-Ca'Papadopoli I361j S.Polo-Venezia (Italy)

G.M. Lechi

Istituto per la Geofisica della Litosfera, C.N.R.

Via Mario Bianco,9 - Milano (Italy)

ABSTRACT

This work which is a part of the research effectuated to save

Venice and its lagoon, was carried out by remote sensing tech-
niques.

The investigated area is the 'Bocca di Porto di Lido1,entrance

mouth to the Lido Port which is the most important inlet direc-

tly influencing the Historical Center of Venice and the behaviour

of an half of the lagoon area.

The aim of this work is to perform a quantitative study of the

changing of some parameters with no conventional oceanographic
method.

Five surveys (whose repetition rate was one hour) employing a

two-channel Daedalus Infrared Scanner and multispectral photo-

graphy were performed for a complete investigation of spring wa-

ning tide.

By means of an electrical analogic technique the thermal signal

was analized following the shift of a surface involving two fi-

xed temperature during the tide.
This kind of investigation, repeated for each survey, allowed

us to calculate the velocity of water mass under the hypothesis

that the lateral thermal conductivity was pratically negligible.

The multispectral photography investigation allowed the discri-

mination between the different kinds of suspended matter (main-

ly organic and non-organic).

The sea-thruth on surface was captured by means of local probes

with continuous recording of temperature, salinity, sediment

transport and ebb stream velocity.

Some considerations about the behaviour of the front of an out-

going "plume" in order to understand the relationship between

the two water masses, coming from the northern and Lido lagoo-

nal basins were carried out; this investigation was conducted

in order to correlate the bottom topography with the dynamic

appearance on the sea surface.

Preceding page blank
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1. INTRODUCTION AND OBJECT OF STUDY

The Special Law, for safeguarding Venice, stipulated the terms and the conditions for any in-

tervention concerning the regulation of the exchange of internal waters with the sea.

The principal provision considers the reduction of the opening of the port, but since there

are still questionable doubts as to the effects of such an act, it was resolved to execute a

series of different surveys.

By employing boats various section of the inlet of the Port of Lido were traced to obtain di-

rect measurements of the current velocity and the principal chemical-physical parameters.

All the data were compiled to meet the precise requirements necessary for the formulation and

functioning of mathematical and physical models.

A well equipped airborne remote sensing unit, utilized to survey the sea-surface "state" made

it possible to integrate the direct measurements to the overall studied area.

Moreover the time-interval surveys accurately described the dynamic phenomena occurring between

the lagoon and the sea in terms of their dimension and their evolution.

2. INVESTIGATED AREA

The area under investigation is the Lido inlet (Fig.I), the largest of the three lagoonal en-

trances (Lido, Malamocco and Chioggia inlets).
Almost 900m wide this hydraulic junction sustains aproximately and inflow and outflow of more

than one million cubic meters of water for every tital cycle transporting the waters of Sant

Andrea, Sant'Erasmo and Treporti respectively, the latter feeds the entire northern basin.

The depth ranges between 2 to I7m and the greatest depth is found in the south western part
of the canal.

For a complete coverage of the area the aerial survey was performed from a constant altitude

of 1500 m a.s.l. on the axis of the inlet in a south-east and north-ovest direction.

A total of five flights, each at one hour interval starting at 11,50 a.m. provided the infor-

mation enabling a complete study of a syzygial waning tide evolution (Fig.2 the plume flowing

between the jetties) (Fig. I dotted square demarcates the investigated area; the arrow indica-

tes the point where direct measurements were taken).

3. METHODS USED

To study the above mentioned phenomena five surveys were simultaneously run in the visible
bands (blue, green and red) and in two thermal infrared bands.

Photographs were taken with a "cluster" of three electric Hassblad cameras equipped with

Distagon UOmm lenses.

The following film-filter combination were used:

a) B&W Kodak Plus-x film and a 1*7 Wratten filter (blue band)

b) " " " " " " " 58 " " (green band)

c) " " " " " " " 25 " " (red band)

In the thermal infrared bands a Daedalus scanner model 1230 was used.

This instrument provides quantitative data and can be considered as a precise scanning radio-

meter. In fact, it is provided with two built-in black bodies at constant temperature adju-

stable in such a way that is makes possible to calibrate the electrical signal.

This is true only if atmospheric absorption is very low or negligible; however, even if atmo-

spheric absorption is considerable this instrument can be employed looking at relative and

not absolute measurements.

Very often, in fact as in our case, it is not so important to measure the absolute black-body

temperature of the surface as it is to evaluate the differences of black-body temperature

between one point and another.. ,Then, since we can suppose with a good approximation that the

atmospheric absorption is constant during, the test time ( a few minutes for each survey) and

over the investigated area (3 km) no correction is' needed for atmospheric effects.

Two bands of the thermal infrared regions were used and they are as follows:

a) U.5-5 5 micron with InSb detector

b) 9-II micron with HgCdTe detector
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In our case only the 9-H micron band was used since it is the best for the range of tempe-

rature under consideration.

Direct measures of "sea-truth" were effectuated from a boat anchored at short distance off of

the southern jetty within the entrance of the Port of Lido (arrow in Fig.I).

The parameters surveyed, during the entire waning tide, were as follows: temperature, salinity,

ebb stream, velocity and turbidity.
The temperature and velocity data were required for a direct comparison of the values obtained

from the thermographic analysis.

Fig. 3 : a) thermography from first flight

b) "slicing" at 6 levels

Fig. h : graphic recording of principal chemical-physical parameters measured directly

"in situ".

During a time span of seven hours, the turbidity and velocity parameters were continously re-

corded while temperature and salinity were measured every 15 minutes. Measurements were always

made maintaining the probes at the same depth and a minimum distance from the water surface.

Temperature and salinity were measured using a MC5 Electric Switchgear probe with a sensitivi-
o

ty of O.I C and 10 ppm. For turbidity, a Parteck solid suspended monitor with a HP 20 probe

based on the principle of differential absorption of light was used with a sensitivity of

2 ppm and a full scale calibrate to 25 ppm.
Ebb tide velocity was surveyed with a unidirectional correntometer model B/8 of the Marina

Adviser, with a scale of 10-15 knots and a sensitivity of O.I knots.

k. CALCULATION OF SURFACE VELOCITIES

On the possibility of measuring the average waning tide velocity at the sea surface we utili-

zed the space covered by a front of an area at a constant A T between one flight and another

at one hour interval.

Assuming that thermal exchange of air-water due to the conduction is negligible for this type

of calculation; remembering that the A T between air and water is minimum the radiation is
negleted too.

Of the 5 available thermographs from the five flights were examined only the third and fourth

one.

The front of the isotherm area under investigation was situated in the proximity of a point

where the sea truth was captured in order to confirm the validity of the method.

The thermography from the third flight (13,50 p.m.) is represented in Fig.5a, while in Fig.5b,

the "slicing" is shown where appears an area involving aAT.

On Fig. 6a, the thermography from the l»th flight (I1*,50 p.m.) is represented and in Fig.6b

the"slicing" of the sameAT precedently considered.

Fig.7 shows a comparison map of the isothermal area boundaries obtained from the two preceding

"slicings". On this map, it is shown that the front of the isotherm are advanced in an hour

2200 m corresponding to 1.2 knots.

The velocity measurement carried out at the point indicated by the arrow, in Fig.I, gives I.U

knots with a difference of 0.2 knots i.e. 15?.

Such a difference, also present in the errors of the measurements of the traditional oceano-
graphic instruments, is to be attributed to the presence of average wind blowing from the

S-E in an opposite direction to the water movement at a speed of about I1* km/hour inhibiting
the surface outflow.

Regarding the circulation of the water masses coming from the northern basin it was'nt possible

to take reliable measurements since the path of the water current undergoes an abrut change,

as shall be seen later on in the hydrodynamic interpretation, so that it is physically impossi-
ble to follow the same isotherm level durign one hour.

5. DYHAMIC INTERPRETATION OF THE PHENOMENON

Explaining mouvements of the surface currents is extremely easy with the aid of thermographies.

In fact, it is enough to outline the various paths of the isotherm areas to automatically have
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a map of the surface's current circulation, using temperature as a tracer.
It is more difficult, even if feasible, to describe the currents paths under the sea surface,
taking into account the bathymetry and what occurs at the surface.
In this case, it is just the matter of a precise and accurate interpretation of a physical
phenomenon of which the boundary conditions are known.
Even being significant the results of all the flights, it seemed more interesting, for the
study of dynamics, those where the velocity of the two water masses (coming from the south
and north respectively) is maximum and that happen in the flights 3 and h as shown in Fig.7-
In Fig.8, an outline is drawn which represents the probable paths of the two currents, deno-
minated as (N) and (S) before entering into the canal, and then up to the mixing as they are
apparent from the surface black body temperatures. On this phase, we have the advantage
that (N) and (S) have two very different temperatures (AT=2.5 C) so that they are well
distinguishable one from the other.
Above all, our attention is focused on the A and B points (see Fig.8).
At point A, a thermal discontinuity is so strong to be only explained by hydraulic considera-
tions that is current (N) flows under current (S).
At point B, a water mass colder than the surrounding water is detected at the surface which
could float only if its density were less than that around it, that is to say a very low
salinity.
The above described dynamic behaviour is confirmed taking into account a bathimetric profile
shown in Fig.10, where it is very easy to observ a thermocline (arrow) testifying the existance
of two water masses with two different physical characteristics, floating in the forseen lo-
cation.
As we can see in Fig.8 and 9, we find at point C, just slights after the immersion of (N) under
(S), a lowering of the bottom unjustifiable if it was not for the erosion associated with
current (N).
Lastly, we can see that the geometry of the bathymetry near the two light houses at the end
of the jetties are somewhat diverse. It could even be in this case an effect of accelerated
erosion induced by current (N) that therefore affects point (D), in comparison to that rela-
tive to point E.

6. CONCLUSION AND FINAL CONSIDERATIONS

As already mentioned in the introduction, this work was executed by using an unusual survey
technique for the circulation data and as shown from the results presented this kind of appro-
ach seems particularly good for this type of phenomena.
The positive and negative aspects of this technique are briefly summarized as:
1) synopticity of the survey: it is evident that in noway ground measurements even plentiful

can reach a synthesis so complete from only one survey

2) precision of measurements: absolute temperature measurements are not allowed (whose interest
is relatively scarce). Relative measurements are possible with a precision up to at least
0.2 C which seems to be the limit even for the traditional thermometers

3) possibility of extended investigation : when the aircraft is in flight, the cost increment
of an investigation in a near zone is extremely low

1*) possibility of various investigations: for the same reason just stated above, it is cheaper
to load the plane with as many instruments as possible, thereby gathering the maximum data
with the minimum of cost

5) impossibility of using the thermal infrared bands to investigate underneath the surface:
this is due to the nature of the electromagnetic radiation in that wavelenght

6) the use of temperature as a tracer is feasible, but we^can't (for obvious thermal exchanges
with the surroundings) study from the air extremely large areas. This will be possible
when the thermal sensors on board the satellites will have a thermal and geometric resolu-
tion useful for these scopes

6) for the following investigations it could be good to effectuate for every scheduled survey
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at least two flights over the same area a few minutes apart, to catch small but significant

movements of the water masses

7) taking into account the wind effect it is advisable that these surveys has to be carried

out in the absence of wind or at least when blowing at a constant speed as in our case.

ORIGINAL PAGE IS
OP POOR QUALITY

897



ORIGINAL PAGE IS
OF POOR QHAUTV

Fig. 1. The investigated area.

Fig. 2. Aerial photo of the plume.
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Fig.3. Therraography of the first flight (up)

Level slicing of the previous thermography (down).

/Nx tolld I....eon '

Fig.U. The four parameters recorded "in situ"

(see arrow in fig. 1).
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Fig. 5. Thermograph/ of the 3' flight (up).

The level slicing used for the velocity calculation.(down)

Fig. 6.Thermography of the 1* flight (up)

The level slicing used for the velocity calculation (down)
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rd
Fig. 7- Comparison between the boundaries of the isolevels of the 3 and

the h (dotted) surveys.

P.ta Sabbioni

.:.-.,...-*

Lido

®

Fig. 8. Map of the dynamics of the two water bodies.
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Fig. 9. Cross bathymetric prophiles of the inlet.

-. — -. •/

• • •
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.- .

Fig. 10. On-axis bathymetric sonar survey of the southern part of the inlet.
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VIZIR - THE S.E.P. HIGH RESOLUTION LASER BEAM RECORDER

M.L. Salter and M.G. Maincent

Optical Space System Division, Societe Europeenne de Propulsion
Vernon, France

1. INTRODUCTION

In terms of Satellite System, there is a common tendency to think that all of the engi-
neering and technical problems turn to the level of the onboard equipment. Although this is
true in most, not to say in the majority, of the cases, there is, however, a number of equip-
ment items for ground based stations, that raise some intricate problems ; among such
equipment items, can be mentionned the image reconstruction systems on photographic films
that are used in the ground based receiving stations, of the meteorological data transmitted
by satellites such as the S. M.S., for instance.

I have much pleasure in having to tell you about a high performance image reconstruc-
tion unit, for which a number of delicate issues had to be solved by use of advanced techni-
ques. .. sometime with a great deal of novelty.

The problem submitted to us was quite simple in its wording :

"How to reconstruct, at the ground, in real time, the image data transmitted from the
S. M.S. Satellite in its various modes, while keeping the veru high resolution of the image
scanned by the onboard sensors ?".

The answer to be given was just as simple : "the only requirement is to design and
build an image reconstruction unit which suits to the problem".

In order to make the account less anonymous, I must tell you that the Agency that raised
the problem was the French National Meteorology, and the company who solved it ; was SEP
(Societe Europeenne de Propulsion) by proposing the VIZIR, a "laser beam recorder" I am
now going to describe to you further.

2.. FUNCTIONS OF THE VIZIR IN A METEOROLOGICAL DATA RECEIVING STATION

The Wallops Station retransmits every fifteen minutes a visible image and a infrared
image previously scanned by the sensors of the S. M. S/A satellite. The receiving station of
the French National Meteorology, located at LANNION, therefore receives data to be stored
in an amount close to 250 million points. Various approaches may be envisaged for the stora-
ge, such a "digital archiving" on high density magnetic tapes, or "analog archiving" on pho-
tographic film.

For ground based stations of which the mission is to supply data for interpretation pur-
poses, the analog approach is selected, enabling to have images available ; in the case of
gestationary meteorological satellites a succession of images is available which allows quan-
tifying the evolution with time of the overall events.

The VIZIR shall according be regarded as a means for high density archiving of the
meteorological data on a photographic film. The data are stored on-line under a form acces-
sible to interpretation. The VIZIR thus forms the final link of the receiving system of a
ground station.

It may easily be understood that the major qualities such an equipment should feature
are as follows :

- a modulation transfer function not impairing that of the scanning system onboard the
satellite. 9Q3
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- a dynamic and a photometric resolution high enough to obtain a good signal-to-noise
ratio.

- a high fidelity in the reproduction of the scale of grey on the image format and from
one image to the other.

- a good reproducibility of the geometry of the image as well as from one image to the
other to make superpositions possible (case of the colored compositions).

All such requirements are met with the VIZIR by use of most advanced techniques at
the level of the subunits that constitute it.

3. PRINCIPE OF OPERATION AND MAIN PERFORMANCE LEVELS OF THE VIZIR

The VIZIR, is first of all, a laser beam recorder in operational service for more
than two years now, in the sation of the C.E. M.S. (Space Meteorological Research Cen-
ter) at Lannion. In order to understand its principle of operation, the following general ideas
should be kept in mind : (fig. 1).

FIGURE 1 - GENERAL PRINCIPLE OP THE VIZIR

- the video-signal, proportional to the apparent ground luminance, controls a static
light modulator of the electrooptical oracousticooptical type,

- the modulator placed behind a continous beam laser acts as an optical filter the trans-
parency of which varies et the rate of the modulation of the video-signal.

- the modulated light beam is focused on a photographic film ; the latter is placed on a
rotating drum suspended on active magnetic bearings.

- a motorized table, with step by step feed motion, carries the focusing optical system ;
this table travels parallel to the rotation axis of the drum at the rate of entry to the
lines of the image.

- a continous rotation of the drum at constant servolooped speed provides for point
scanning.

Further, it is worth mentioning, that the equipment works in the asynchronous mode,
which means that a low capacity buffer storage associated with the VIZIR mini-computer,
acts as a regulator of the data rate between the output of the decoder and the input of the laser

904



beam recorder. This principle of operation avoids every difficulty of synchronization between
the transmission and the reception.

According to the wise principle of "What can do more can do less", I shall just give the
technical data of the VIZIR with the highest performance levels, therefore the one that was

• developped for the S. M.S. application (fig. 2).

Photographic Support

Image size

Number of lines

Spot diameter

Image reconstruction
time

KODAK or 3 M film

400 x 400 mm

15,000

27 microns

1 5 minutes

Density levels

Permanent distortion

Random distortion

Gitter

Video input signal

64 withAD = 0. 037

£3.10~ 4

<+3 .10 ' 5

<+ 0.610"5

0-1 volt ; 300 KHZ

FIGURE 2 - MAIN CHARACTERISTICS OF THE VIZIR (SMS)

The large image size allows the users easy interpretation without having to resort to
enlargement through a conventional process. Interest is arising in substituting the bath de-
velopment type of film, by a heat development type of film providing faster access to the
data and simplifying the operating procedure.

4. PRESENTATION AND OPERATING PROCEDURE OF THE VIZIR

The external presentation of the VIZIR features two separate subunits :

FIGURE 3 - ELECTRO-OPTICAL SUBUNIT OF THE VIZIR
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the first one, (fig. 3) referred to as the electrooptical subunit comprises the various
optical components (laser, modulator, lenses) together with the mechanical compo-
nents providing for line scanning (motorized table) ans point scanning (rotating drum
on magnetic tarings) ; all these components are arranged on a surface plate enabling
strict mainu. :iing of the optical alignments.

FIGURE 4 - ELECTRONIC SUBUNIT OF THE VIZIR

- the second one, (fig. 4) referred to as the eletronic subunit, is in the form of a rack
that comprises : the power supplies, the speed and suspension of the rotating drum
servo-electronics, the mini-computer, a magnetic tape unit, eventually, and finally
a control desk. It is from this desk that the operator controls the starting of the
VIZIR and selects some of the options of the image reconstruction system such as
the obtention of a negative or positive image, or a different resolution.

The two subunits are cable connected. They are generally used in association with an
automatic film developing module.

The operator can monitor the performances fo the equipment by means of a built-in
test generator that internal simulator generates a scale of grey or a checker-board test
pattern..

5. FIELDS OF APPLICATION OF THE VIZIR

Further to the reception of the image data transmitted from the S. M.S., it may be con-
sidered that the VIZIR is quite suited to :

a) - the reception of the data that will be transmitted from the European meteorological
METEOSAT satellite. In that case, the resolution of the visible image (5, 000 x 5, 000
points) and of the infrarec image (2, 500 x 2, 500 points) allows simultaneous and on
line reconstruction of these two images on the format. This remark applies both to
the reconstruction in the Central Station that will be located at Darmstadt and to the
reconstruction in the Primary Datz User Stations (PDUS).

b) - the reception of the data that are and will ve transmitted from the U.S. satellites of
the V. H. R. R. type. The same remark as above applies as regards the obtaining of
simultaneous black and white and infrared images.
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Prior to closing the list of the signal reconstruction configurations in ground stations,
I would like to mention, that the VIZIR could readily be fitted to ERTS or LANDSAT recei-
ving stations, (fig. 5).

FIGURE 5 - IMAGE DISPLAY UNIT

Turning to other purposes, the applications of the high definition laser beam recorder
to Digital Data Processing Centers are worth mentionning. After applying such or such
calculation algorithms to image signals, a reconstruction on film is carried out with the
object of subsequent data interpretation. For such type of OFF-LINE application a magnetic
tape unit is added to the VIZIR, acting as the data source, together with a display console
on color screen, according to the requirements, we call this grouping of equipment units an
image display unit (Fig. 5). In France, "I'Institut Fran9ais du Petrole" is already equiped
with such a system. We are currently building another one for the Indian Space Organiza-
tion : ISRO, and for the EURATOM CENTER of ISPRA (ITALIA).

6. CONCLUSION

Since a few years, the area of image reconstruction on photographic film has evolved
towards a demand for higher and higher performance equipment. The present requirements
in this area are likely to be exceeded within a short future and this is why SEP did not hesi-
tate to develop a hardware making use of the most advanced techniques (laser, static light
modulator, active magnetic bearings), enabling to effect the necessary extrapolations. Among
such extrapolations there is ground to envisage, first of all, the direct reconstruction of
colored photographs.
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TWO PHASE SAMPLING FOR WHEAT ACREAGE ESTIMATION1
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(115)612-2351

ABSTRACT

A two phase Landsat-based sample allocation
and wheat proportion estimation method was
developed. This technique employs manual,
Landsat full frame-based wheat or cultivated
land proportion estimates from a large number
of segments comprising a first sample phase
to optimally allocate a smaller phase two
sample of computer or manually processed seg-
ments. Application to the Kansas Southwest
CRD for 1971 produced a wheat acreage esti-
mate for that CRD within 2.12 percent of the
USDA SRS-based estimate using a-lower CRD
inventory budget than for a simulated
reference LACIE system. Factor of 2 or
greater cost or precision improvements rela-
tive to the reference system were obtained.

1. INTRODUCTION

One of the most important aspects controlling the success of any inventory
system is the sampling agregation plan utilized. Substantial differences in
final estimate precision, bias, and cost can occur depending on which sample
design is selected. Moreover, the number of parameters (e.g. different crop
acreages or yields) that can be estimated and the reporting level at which
they are available are similarly affected by the design.

The advent of timely and relatively inexpensive remote sensing data has
fostered new inventory sample design options and improved estimate perfor-
mance possibilities. While progress has been made in this regard through the
Large Area Crop Inventory Experiment (LACIE) and through smaller projects,
current inventory performance capability falls significantly short of its
present potential.

2. STUDY OBJECTIVE

In order to provide a relatively simple demonstration of crop inventory
performance possibilities presently unexploited, a two phase Landsat-based
sample allocation and wheat proportion estimatation method was developed in
this study. A simulated second year LACIE inventory system was used as a
base for performance (precision, cost) comparison.

supported by NASA Contract NAS 9-11565. Preceding page Wank
909



The two phase technique employs manual, Landsat full frame-based wheat
or cultivated land proportion estimates from a large number of segments com-
prising a first sample phase to optimally allocate a small phase two sample
of computer or manually processed segments. Proportion estimates from each
phase are then linked by regression or probability proportional to estimated
size (ppes) estimators to provide wheat proportion estimates and standard
errors by reporting unit.

3. SAMPLING AND MEASUREMENT METHODS

3.1 Information Requirements and Performance Goals

The information target for the inventory was defined to be wheat acreage
sown (1973-7^) expressed as a proportion of total land area for county and by
U.S. Department of Agriculture (USDA) Crop Reporting District (CRD). Counties
and CRD's were defined on a "pseudo" basis meaning that their boundaries were
slightly modified so as to avoid splitting inventory sample segments.

Inventory precision control was set to achieve a wheat acreage estimate
within five percent of the corresponding USDA estimate, 95 times out of 100
at the Crop Reporting District level. Budget and inventory throughput rate
constraints were selected to be similar to those of the reference LACIE year
two system.

Two Kansas CRD's were chosen to demonstrate the Landsat two phase sample
technique in the winter wheat region. The first of these, the Kansas, South-
west CRD (11,865 mi2) occupies a predominantly semi-arid to sub-humid environ-
ment . The dominant small grain-related crop rotation in this water-limited
area is summer fallow, wheat and sorghum. To provide a contrasting wheat
distribution and appearance situation, the moister and more humid Central
Crop Reporting District (8,968 mi2) was selected as the second Kansas inven-
tory test area. Here moisture is no longer the dominant limiting agent and
double cropping sequences often result. Field size is generally smaller,
wheat density lower, and noncultivated range-grassland interfringes more ex-
tensively with cultivated areas within the Central CRD.

Inventory data was purposely limited to that available in the LACIE
counterpart; namely Landsat full frame color infrared transparencies (not
real-time), Landsat digital data for a small sample of five mile by six mile
on-a-side segments, and ancillary crop calendar and cropping practice infor-
mation. A more tailor-made domestic inventory system, not considered here,
might also include aircraft and ground data for estimate and measurement
calibration purposes.

3.2 Sample Design Specification

A stratified double sampling (i.e., two phase) design was selected to
demonstrate the capability of remote sensing-aided systems to meet wheat
proportion information requirements within the CRD performance constraints
just described.

This design takes advantage of the relationship between a more expensive
to measure variable Y (e.g., computer-based wheat proportion) and.a corres-
ponding less expensive to measure variable X (e.g., a rapid analyst estimate
of sample segment wheat proportion). A relatively large first phase sample
of observations on X may be used to efficiently allocate a much smaller sample
of observations on Y. Similarly, the small sample of information on Y can be
used to calibrate (to Y accuracy standards) the area-wide information on X.
If the correlation between X and Y is sufficiently large, significant reduc-
tions in estimate (e.g., wheat proportion) variance and second phase (e.g.,
computer segment) sample size can result when compared with single phase
sampling on Y alone.
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Figure 1 illustrates the two phase sampling concept as applied to the
wheat proportion estimation problem. The top layer in the figure was defined
to represent a CRD-wide phase 1 sample frame composed of standard 5x6 mile
(30 mi2) sample segments. A "data sandwich" consisting of several previous-to-
crop-year Landsat transparencies was associated with the phase 1 sample frame.
These color infrared transparancies were used by an image analyst to produce
rapid and inexpensive wheat proportion estimates (variable X) for all sample
segments.*

The resulting sample phase 1 proportion data were then used to minimize
final crop estimate variance by stratifying the segment population into crop
(in this case wheat or, alternatively, cultivated land) density strata.
Thus, after tabulating a list of phase 1 data, a small phase 2 sample can be
allocated within the phase 1 strata with either equal or variable probability.
Stratafied probability proportional to estimated size (of phase 1 wheat pro-
portion) allocation was used to select sample phase 2 segments in this study.
More accurate (Y variable) wheat proportion estimates were then made for
each phase 2 segment selected by using multitemporal manual or machine-aided
classification methods as illustrated by the lower layer in Figure 1.

3-3 Determination of Optimal Phase 2 Sample Size

The optimal second phase sample size, n, designed to minimize estimate
variance for specified survey budget levels was determined via regression
based optimal sampling rate formulas. These are presented and discussed in
detail in Thomas and Hay.5 Optimal phase 2 sample size for each wheat density
stratum is a function of the relative cost and correlation between phase 1
and phase 2 sample segment proportion measurements as well as the actual
sample segment variability represented by the variance of Y. The latter
quantity was estimated by the variance obtained from phase 2 sample segment
wheat proportion data. For purposes of sample size determination, correlation
between phase 1 and phase 2 proportion estimates was assumed to be 0.8 on the
basis of preliminary tests.

Based on a detailed cost analysis5 it was determined that the cost ratio
for unitemporal machine processing at phase 2 to analyst estimation at phase
1 was 170:1. If multidate manual classification of a small point sample was
used instead at phase 2 then the cost ratio became 17:1.

A simulated LACIE system sample size was determined in order to define
the total survey budgets available for the Kansas Southwest and Central CRD's.
Crop year 1972-73 USDA statistics were used to give the proportion of wheat
average sown, harvested, and produced in each CRD relative to the U.S. total.2

Under an early LACIE assumption that 636 sample segments would be allocated
to U.S. wheat regions, the total expected number of sample segments allocated
to both CRD's was determined for each allocation factor.6 Cost per unitempor-
arily processed computer segment was then multiplied times the sample size
required under the acreage sown allocation assumption to give total available
CRD survey budget. This budget represented that theoretically available to
the reference LACIE system.

Given the crop reporting district budgets, phase 1 to 2 correlations and
cost** ratios, and estimated phase 2 variances, optimal phase 2 sample sizes
for the two phase sample with regression estimation were calculated. Sample
selection was defined to be with replacement, ppes, by stratum.

*Since all phase 1 units are sampled, the sample design applied here becomes
regression sampling. However, the more general technique developed in this
study can be applied when sampling less than the population size at phase 1.

**In order to be conservative relative to two phase sample system performance,
a phase 2 to phase 1 ratio of 150:1 was assumed.
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3.t Specification of Measurement Procedures

Wheat or cultivated land percent estimates were obtained for phase 1
sample units by the first of two image analysis procedures developed in this
study. The first image interpretation procedure allowed quick (approximately
three minutes per segment including rest time) proportion estimates to be made
from a base date Landsat full frame transparency. The base date was selected
from a recent crop year date that gave maximum contrast between wheat versus
other crop types. In the two Kansas CRD's examined, this base date occurred at
or shortly after harvest. At this time, wheat fields appeared very white
relative to all other cover categories.

When confusion situations were identified by reference to ancillary data
concerning crop calendar and cropping practices as well as multidate inter-
pretation of Landsat imagery, an additional one and rarely two dates of color
infrared full frame data was referenced by the image analyst. Grain sorghum
fields, not easily separable from wheat on the base date, represented an
example of such a situation. Land use/soils association stratification on
Landsat full frame data was found to provide a convenient means of coding
circumstances in which wheat versus other confusion might occur.

A second image interpretation procedure served to provide phase 2 wheat
proportion estimates. This technique was chosen to represent the best Landsat-
based wheat proportion measuration capability available for phase 2 sample
segments. Earlier tests had shown that this multitemporal image interpreta-
tion approach resulted in more accurate proportions than did corresponding
unltemporal machine-aided classification. Ideally multitemporal machine pro-
cessing should give results at least comparative to the manual method, and
for this reason the machine cost figures were used for phase 2 sample size
determination.*

The phase 2 wheat measuration procedure was to employ a systematic sample
of 48 points over enlargements of phase 2 sample segments obtained from full
frame transparencies. Enlargements were to CX120 "lantern slide" size repre-
senting a five to six times scale increase relative to the original 1:1,000,000
scale. Dates chosen for inclusion in this analysis included a representative
having the least cloud cover, least noise, and most contrast between cover
classes.

Wheat versus other classification were recorded on an acetate sheet
covering a record photo for the given sample segment. In order to maximize
wheat identification accuracy (correctly identifying wheat as wheat) and mini-
mize commission error (classifying a sample point as wheat when it was not),
other major non-wheat cover types and confusion crops were identified when
possible. This additional identification task was designed to ensure a con-
scientious consideration of wheat alternatives by the photointerpreter.

3-5 Specification of Proportion Estimators

Two estimators were considered: stratified regression and stratified
probability proportional to estimated size (ppes).J'3'* Generally the linear
regression estimator is used when the relationship between X (phase 1 propor-
tion) and Y (phase 2 proportion) can potentially move far from the origin and
when the variance of Y about the regression line (02e) remains approximately
constant over the range of X. In this situation it is known as the best

"Original unitemporal machine processing costs were retained as opposed to
substituting higher multitemporal costs. Again this assumption is conserva-
tive relative to two phase sample system performance.
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linearly unbiased estimator (BLUE). When the relationship between X and Y is
thought to pass close to the origin and a2e increases proportionally to X then
ppes estimators are termed BLUE. This latter situation may occur especially
in areas with high wheat density variability. In addition, ppes allocation may
be used to drive second phase sample unit selection towards a greater propor-
tion of "higher value" areas and still maintain unbiased estimation. For ex-
ample, it may be desired to force computer segment selection to units tending
to have higher wheat density or higher wheat variety spectral class mixture
representation in order to maximize signature extension success.

4. SYSTEM EVALUATION: COST-EFFECTIVENESS ANALYSIS

A portion of the analysis involved a precision versus cost performance
comparison between the double sampling system described in this study and the
reference LACIE sampling system. This analysis was done to demonstrate the
relative amount of improvement to be expected with inclusion of the full frame
Landsat data in the system.' The form of cost-effectiveness analysis used is
known as a "system comparison study". It helps a decision-maker answer ques-
tions about how to achieve a given set of objectives at the least cost, or
conversely, .how to obtain the most effectiveness, from a given set of resources.

5. RESULTS AND DISCUSSION

5.1 CRD and County Wheat Proportion Estimates:

Application of the two phase design to the Kansas Southwest CRD for 1974
produced a wheat acreage estimate for that CRD within 2.42 percent of the
USDA SRS-based 1974 estimate using a lower CRD inventory budget than for the
assumed referenced LACIE system. Table 1 presents the results for regression
and probability proportioned to size (ppes) estimation for the Southwest CRD.
Recall that both estimates are based on the same ppes draw of phase 2 sample
segments. Consequently a comparison of the increased estimate precision
available with ppes versus random within stratum selection could not be made
aside from that resulting from the formulas themselves.

The regression estimator was used in a predictive manner to produce county
estimates (see Table 2). County regression estimates for the Southwest CRD
show a greater range of departure from their corresponding USDA-based values
than the CRD level estimates. This situation is expected when sample alloca-
tion is optimized for the CRD as opposed to county level. Differences range
from -6.66 percent in Stanton county to a low of 0.25 percent in Finney county
to a 9.5^ percent over-estimate in Ford county. The average difference, sign
considered, was 0.18 percent (not statistically significant with the paired
t-test). The average absolute difference, sign ignored, was 2.93 percent also
found not to be statistically significant with the paired t-test.

The performance of both the regression and ppes estimators in the Kansas
Central CRD was below that obtained in the Southwest CRD. The regression es-
timate fell 3.50 percent absolute below the USDA-based proportion estimate
while the ppes estimate was found to be 6.09 percent low. These same depar-
ture percentages represent 10.94 and 19.04 percent of the USDA-based estimate,
respectively. Resulting estimate standard errors were 1.67 times higher for
regression and 1.53 times higher for ppes in the Central as opposed to the
Southwest CRD.

The less satisfactory performance in the Central Crop Report District re-
sulted from a poor correlation between phase 1 and phase 2 proportion esti-
mates. This low correlation was in turn traced to the fact that a significant
amount of wheat had been plowed-down in some sample segments on the original
phase 1 base date transparency. A test was run to determine if an earlier
base date would produce correlations obtained (.8) in the Southwest CRD.
This test was successful and suggested that inventory performance levels com-
parable to those achieved in Southwest should have been obtainable in the
Central CRD.
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Use of correct base date transparencies for phase 1 wheat estimation re-
sulted in phase 1 to phase 2 correlations of .82 and .79 for the Southwest and
Central CRD's respectively. These correlations were achieved when strata were
pooled. Within stratum correlations varied from .5^ to .83- The generally
lower stratum-specific correlations suggest that some strata should be grouped
or phase 2 sample sizes increased somewhat so as to allow a more accurate
representation of the stratum phase 1 to phase 2 relation.

Interestingly, phase 1 cultivated land proportion estimates gave a phase 1
to phase 2 (wheat) correlation of .89 in the Southwest CRD. The corresponding
value for the Central District, however, dropped to .68. Dominance of the
wheat crop in Southwest CRD may explain the former result, while the more com-
plex multicrop patterns in the Central may be responsible for the latter re-
sult. In any event, the importance of inexpensive phase 1 cultivated land es-
timates, easily obtained in most agricultural situations, should not be over-
looked as an inventory performance improvement option.

5.2 Cost-Effectiveness Comparison

The cost-effectiveness framework was used to compare the relative preci-
sion and cost performance of (1) the reference LACIE sampling system with
stratification based on historical agricultural wheat area statistics, (2) the
two phase sample procedure with machine-aided wheat classification at the
second phase, and (3) the two phase sample procedure with multi-temporal manual
processing at the second phase. Figure 2 illustrates the results of this
analysis.

Cost ratio, correlation, and phase 2 variance data obtained for the Kansas
Southwest CRD was used to construct the Figure. The LACIE reference system was
defined to be a stratified random sample with phase 2 sample allocation to
wheat density strata proportional to area. This reference system was defined
to represent as closely as possible the LACIE second year procedure. Strati-
fication on historical county wheat data was assumed to give a 4 to 5 times
reduction in variance relative to unstratifled random sampling. The total CRD
survey budget determined earlier for the LACIE reference system was defined
as the 100 percent inventory level.

Comparison of points PQ and Pa in Figure 2 indicates that the two phase
sample with computer processing at phase 2 should give greater than a two fold
increase in precision relative to the reference LACIE system. Alternatively,
the same LACIE reference system standard error at point PQ should be obtain-
able with less than one half to one fifth the reference system cost by using
the two phase sample approach. This cost relationship can be seen by projec-
ting* the curve containing l?a to the level of PQ .

Similar comparison of PQ with P^ indicates a greater than 10 fold in-
crease in precision relative to the LACIE reference system may be achievable
with the two phase sample using manual wheat classification at phase 2.

Comparison of Pa and Pb shows a four fold increase in precision when two
phase sampling with manual as opposed to machine-aided wheat classification is
employed. A similar reduction in cost is indicated.

It should be emphasized that these results are limited to the Kansas data
set examined and the particular sample design assumptions made. The authors
submit that the important information here is not the exact cost or precision
improvement values, but rather the relative performance relationship between
the two phase and single phase (reference) sample system.

6. CONCLUSIONS

The sampling and measurement methods described in this study are of prac-
tical utility in many agriculture inventory situations. Optimum allocation of

•Using the shape relationship of the curve containing Pb. The shape relation-
ships are approximately equivalent.
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sample units to control precision of acreage estimation is a common sampling
concern. The spatial information provided on the full-frame Landsat imagery
can, as demonstrated in this study, be used to cost-effectively stratify a
population of segments so as to minimize final estimate variance. For the
Kansas test areas examined in this study, it appears that remote sensing-aided
inventory systems can perform with high precision and accuracy at the Crop Re-
porting District level.
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TABLE 1: RESULTING TWO PHASE KANSAS SOUTHWEST CRD WHEAT PROPORTION ESTIMATES

(ACREAGE SOWN 1973 - 197*0

USDA-Based

Estimate

27.63

Two Phase Regression

Estimate

28.31%

Std.
Error

1.

R.D.
USDA
vs .
Two
Phase

Two Phase ppes

Estimate Std.
Error

28.30% 0.40%

R.E.
USDA
vs .
Two
Phase

2.42%

n SAMPLE ESTIMATE - USDA ESTIMATE -, nn
'D- USDA Estimate x 10°

TABLE 2. COUNTY TWO PHASE RESULTS FOR THE KANSAS SOUTHWEST CRD
(1973 - 1974)

COUNTY WHEAT PROPORTION ESTIMATE DIFFERENCE
(Two Phase - USDA Based)

Hamilton -1-95%

Kearny -5.95%

Finney 0.25%

Hodgeman 5-33%

Stanton -6.66%

Grant 0.27%

Haskell -0.91%

Gray 2.08%

Ford 9.54%

Morton -0.74%

Stevens -3-48%

Seward -0.19%

Meade 1.74%

Clark 2.56%

Ave. Difference sign considered = 0.18%

Ave. Difference sign ignored = 2.93%
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Figure 2'- COST-CAPABILITY COMPARISON OF LANDS AT
INVENTORY SYSTEMS USING TWO PHASE VERSUS
SINGLE PHASE SAMPLE ALLOCATION STRATEGIES
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CLASSIFICATION OF LANDSAT AGRICULTURAL DATA BASED UPON COLOR TRENDS

J. D. Tubbs

Department of Mathematics
University of Arkansas
Fayetteville, Arkansas

SUMMARY

Historically, supervised classification procedures are usually "trained"
by photo-interperters who preprocess the data. This preprocessing consists of
identifying and labeling training areas by analysing photo products produced
from the digital Lansat data. An oversimplification of this procedure is that
the photo-interperters label a field according to whether or not its observed
color (determined by the false color IR film product produced from a composi-
tion of landsat bands 4, 5, and 7) coincides with the expected color of known
crops at acquisition time t. Since the success of most, if not all, supervised
classification procedures is highly dependent upon the success of the photo-
interperters, multiple acquisitions obtained throughout the growing season are
desired in order to insure sufficient confidence in the field labeling. In
fact, very few errors are encountered if the photo-interperter has imagery
available at the various growth stages of the crops he is interested in identi-
fying. Based upon this assumption, it seemed feasible to automate a part of
the photo-interperters logic process, that of labeling or classifying fields
(hence pixels) according to their color trend. The purpose of this paper is to
present such a classification procedure. The decision rules have been devel-
oped for classifying an unknown observation by matching its color trend with
that of expected trends for known crops. The results of this procedure have
been found to be encouraging when compared with the usual supervised classifi-
cation procedures.

1. INTRODUCTION

Historically, the majority of crop inventoring of agricultural regions
using Landsat multispectral scanner data have been performed using supervised
classification procedures [MacDonald 1975]. This type of procedure usually
consists of having trained photo-interperters (PI) define and label homogenous
areas found on a film product produced from the digital data. A principle pro-
duct used in this identification is a false color IR produced from a composite
of Landsat bands 4, 5, and 7. In defining and labeling these homogenous areas,
the PI selects areas which are representative of the major crops to be classi-
fied in the test segment. Since the performance of the classifier is highly
dependent upon its training inputs (hence the PI labeling), it is often desir-
able and necessary for the PI to analyze multiple acquisitions of the same test
area throughout the growing season. An oversimplification of this procedure is
that the PI labels a field, crop x, according to whether or not its color at
acquisition time t coincides with the expected color for crop x at time t. By
repeating this process for each acquisition, the PI obtains a degree of confid-
ence in the labeling of the training inputs. In this paper, I have developed
a simple procedure which attempts to automate this portion of the PI logic pro-
cess, that of labeling fields or pixels according to their observed color
trend. The results of this procedure are compared with a supervised classifi-
cation procedure, both in terms of spacial properties (preservation of field
structure) and as crop proportion estimates. Due to the nature of the avail-
able data, I have restricted my attention to the problem of separating wheat
from all non-wheat by using Landsat imagery obtained from at least three dis-
tinct growth stages for wheat.
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2. PROCEDURE

Engvall, Tubbs, and Holmes (1977) have shown that certain agricultural
crops could be classified according to their temporal trend. In order to det-
ect the temporal trends, it was necessary to transform the original four dimen-
sional Landsat space S^ onto a two dimensional slpace Sp. Then an unknown ob-
servation is classified by matching its temporal trend with the temporal trend
for known crops. In their paper, the transformation was based upon band dif-
ferencing and ratioing, in order to take advantage of the spectral variability
over varying ground targets. In this paper, I have developed a procedure which
is also based upon classifying temporal trends, however I have projected the
original Landsat space SL onto a hopefully more familiary space, one that is
equivalent to plotting points in the standard CIE Chromaticity diagram [ 3 ].

As mentioned in the introduction, the analysis of false color IR film pro-
duct obtained periodically throughout the growing season is usually sufficient
to insure that the PI correctly label the training inputs. This is particu-
larly true if certain auxiliary information (cropping practices, updated wea-
ther reports, etc.) is also available. The PI then labels a field A, crop x,
if the observed color (red on film implies a green-like target, non-red implies
a non-green like target) agees with the expected color for crop x at acquisi-
tion time t. For example, if the PI suspects field A is winter wheat, then he
expects to see a non-red (preemergence), red (emergence to heading), then non-
red (harvest). There will be some variability in this general trend, however
variance could be anticipated according to the auxiliary information. Since
the film product is produced directly from the digital data, it seems feasible
that one could determine directly (without analyzing the film product) whether
or not an observation is red or non-red. Then by repeating this procedure for
each acquisition, one would be able to classify an unknown observation accord-
ing to its agreement or disagreement with the expected trends for known crops.

Mathematically this is equivalent to defining a transformation from the
spectral space SL onto 0 to 1 (0=non-red, 1= red). Let X =(x, ,x_ ,x, ,x. )

represent the four dimensional row vector corresponding to the multispectral
scanner data (Xfce SL) acquired at time t. Due to the lack of variability in
the scanner data and to the inconsistency in the dynamic range of the spectral
bands, it is often necessary to enhance the data before processing the color
product. One such approach is to define a linear map on X by

x. = s.x. + b. for j = 1,2,3,4. (1)

where s j, bj are such that x"j-3sdj=0 and Xj,+3sdj=255, when x j, sdj are the
sample mean and standard deviation for band j and (0,255) represents the dyna-
mic range of the photo processor. Now define the following transformation

it
Y j- A Y

4- 4-

* * * * * * *
} ,X« rX-. ) f Dr X-| T X~
Jt 3t 4t 1t 2t 't

where X = (x, ,x_ ,x, ,x. ), br = x, + x2 +x^ and (2)

0 0 0 1/br

A 0 1/br 0 0

1/br 0 0 0

Thus X. is mapped onto Yfc= (y.̂  ,y2 ,y^ ) which is equivalent to
 Y
t
=(y^ '^2 '̂ >r^

since y, +y~ +y-> =1. Note that Yfc is the Trichromatic coefficient [3 ], and

y1 y are the chromaticity coordinates which can be plotted on the CIE dia-
t t

gram. These coordinates can be used to determine whether or not X. is red or
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non-red when projected onto the color plane S^. Let R denote the red region of
the color plane and NR the non-red region. If (y. ,y. )e R, then let d = 1,

t t
otherwise d = 0. By repeating this process for each acquisition t, t=l,2,...,
n, we have reduced a 4 x n dimensional row vector X = (X̂ ,X2,...,Xn) onto a n
dimensional row vector D = (di,d2,... ,dn) , where dj= 1 if the j

fc" acquisition
of the unknown observation X is red like on the film product.

3. CLASSIFICATION PROCEDURE.

Suppose that there are m different crops to be classified, denoted by
C1»C2'•••'Cm- Let Gj= the set of Dk's that are to be associated with crop j,
j=l,2,...,m. Let X= (X^,X2,...,Xn) be an arbitrary observation to be classi-
fied. Since there are 2n possible outcomes and n is usually small (n_<̂ 6) the
matching problem is fairly trivial. For example, assume that n=4, where the
acquisitions are spaced according to the distinct growth stages for wheat. Let
C^ denote the class of pure wheat, C2 denote the class of possible wheat, and
C3 denote the class of non-wheat, where GI={DI>, G2=(D2,D,,D.} and G,= the
remaining 12 outcomes and

Oj^ = (0,1,1,0) ideal wheat (z=6)

D_ = (0,1,0,0) possibly early maturing wheat (z=2)

D, = (0,0,1,0) possibly late developing wheat (z=4)

D. = (1,1,1,0) possibly very early developing wheat
(z=7).

Class C2 is defined to account for the variability of the wheat fields within a
sample segment and the proportion of observations falling into this class could
be weighted according to the nature of the auxiliary information. Since the D
vector is made up of zeroes or ones, there is an easy procedure for matching
unknown observations with the 2n possible outcomes. Let z = d, +2d2+4d3+2

n~ld .

Now the comparison of the color response for an unknown observation with that
of known crop consists of comparing integers. That is, in our example if the
z value for the unknown observation was a 6, then it was classified as pure
wheat, if z = 2,4,7 then it was classified as possible wheat and would be
weighted according to the available information, and if the z value was not
2,4,6,7 it was classified as non-wheat.

4. RESULTS

The proposed classifier (color) was applied to 19 different Landsat data
sets collected during the 1974-1975 growing season throughout the major wheat
producing regions of the United States. To aide in the evaluation of this pro-
cedure, the 19 data sets were classified using three different procedures. The
first (RLE) is maximum likelihood classification using any or all of the avail-
able Landsat acquisitions. The results were deemed satisfactory by the PI us-
ing ad-hoc investigation. The second procedure (B104) is also based upon maxi-
mum likelihood classification where the data sets were classified using all
available acquisitions (multitemporal classification). The third procedure is
the non-supervised classification procedure (DELTA) as proposed by Engvall, et
al. (1977). The results (wheat proportion estimates) have been summarized in
Table 1. Table 2 lists correlations and linear regression coefficients.
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Data Set

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

X

5D

Table 1:

COLOR
11.9

15.9

20.0

7.7

14.2

22.6

20.7

9.1

1.6

32.1

15.1

18.9

34.9

9.6

16.0

9.4

23.1

3.4

26.6

16.1

9.0

Wheat Proportion Estimates

Procedures
MLE
18.0

26.0

7.0

2.0

14.6

36.9

8.0

15.3

0

21.3

12.7

.3

40.0

8.5

8.8

13.7

46.7

20.0

18.0

16.7

13.0

B104
12.6

35.2

10.9

7.4

18.7

33.1

13.8

15.3

.2

23.2

2.4

5.3

39.5

8.5

7.7

13.7

12.3

19.3

15.2

15.4

10.7

ORIGINAL PAGE IS
OF POOR QUALITY

DELTA
6.0
**

27.5

15.9

11.3

24.2

19.1

34.5

7.0

29.7

8.7

3.4

45.8

5.1

.5

1.5

54.6

7.4

7.0

17.1

15.7

** Dates were unsatisfactory

Table 2: Correlation and Regression Coefficients

Source

Color x MLE

Color x B104

Color x DELTA

Bo
8.14

10.00
7.69

B,1
.47

.35

.54

R

.46

.35

.41

r

.68

.64

.59

5. CONCLUSION

As mentioned in Engvall, et al (1977), the difficulty in evaluating or
selecting "best" classification results in absence of ground truth information
has been a real problem to remote sensing investigators. This is particularly
true if one wishes to make decisions based solely upon fixed decision rules.
Recently, there has been a trend toward developing simple (minimum setup and
computer time) classification procedures to aid in this decision process. In
this paper, I have introduced such a procedure. One of the main advantages of
this procedure is that the transformation is similar to the one used in pro-
ducing the color film product. This is particularly important when one con-
siders the nature of this transformation. The transformation is many to one,
which means that different points in the spectral space are mapped to the same

922



color. Mathematically this is equivalent to saying that the inverse transform-
ation is not unique. This is evident when the PI defines two training areas
as identical crops, only to find that the classifier finds that they are enti-
rely different. This problem is particularly apparent in defining representa-
tive multitemporal training areas. For this reason I wanted to classify a
sample segment using the same space in which the training areas were defined
and labeled. It was my hope that the color process (hence the proposed classi-
fier) could be used to separate major crop types (wheat from non-wheat), where-
as it may not be able to distinguish different varieties of wheat.

The preliminary results of this investigation have been encouraging.
There seems to be a very good agreement between the classification results and
the PI labeled training areas. I stated in the introduction that I wanted to
compare this procedure with some of the usual procedures using both spacial
properties and proportion estimates. Due to lack of resources, I was not able
to display any of the class maps generated using this procedure, however they
were very satisfactory (comparison of computer printer plot with 5x6 color
film product). The proportion estimates also seemed satisfactory, although
one must always guess at what is a satisfactory answer.
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ABSTRACT

In the Large Area Crop Inventory Experiment
a technique was devised using a vector transfor-
mation of Landsat digital data to indicate when
vegetation is undergoing moisture stress. A
relation was established between the remote-
sensing-based criterion (the Green Index Number)
and a ground-based criterion (Crop Moisture Index).

1. INTRODUCTION

Meteorological indexes which provide methods of computing the extent and
severity of general drought have been developed. The most common of these are the
Palmer and Foley drought indexes [1]. The Palmer drought index is the more
Involved and the most satisfactory solution to the problem of combining precipita-
tion and temperature data and producing a predictor variable [2]. During periods
when a major drought is developing and spreading, it provides a means for routinely
assessing the areal distribution of the various degrees of drought severity [3D-

Palmer used a two-layer soil moisture model for estimating soil moisture defi-
ciency on a month-by-month basis [4]. These monthly variations are adequate for
the study of drought; however, they do not reveal the shorter periods of soil mois-
ture fluctuations which are important during strategic phases of plant growth. The
earlier drought study was modified by Palmer to calculate a weekly index of soil
moisture related to crop water requirements [3]. This index uses the same two-
layer models to compute a weekly hydrological balance. It is published in the
United States as the Crop Moisture Index (CMI). Although the CMI provides an indi-
cation of current plant-water relationships, it requires climatological analysis of
a long record in order to derive the constants which define the moisture character-
istics of the climate in the area of interest. This paper describes a procedure
using criteria based on remote sensing to detect and monitor crop moisture defi-
ciencies without analyzing a long record of climatological data.

2. METHODS

The procedure described in this paper was devised in an attempt to quantify
the subjective Judgment of the analyst-interpreter in deciding that a region is or
is not drought affected. The data used are Landsat multlspectral scanner (MSS)
values for Large Area Crop Inventory Experiment (LACIE [5]) sample segments through-
out South Dakota, which were acquired during the 1975 and 1976 crop years (fig. 1),

"Under National Aeronautics and Space Administration (NASA)~~
Contract NAS 9-15200.
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and the CMI values reported weekly during these crop years by the U.S. Department of
Agriculture (USDA) for each crop reporting district (CRD). Using the ideas pre-
sented by Kauth and Thomas [6], we devised a summary number, the Green Index Number
(GIN), which was computed for each acquisition of each segment. Each segment was
classified twice as drought affected or normal — first using only the GIN (remote-
sensing-based criterion) and second using only the CMI (ground-based criterion).
The results of these two classifications then were compared (table 1), and a con-
tingency table of the GIN and CMI classifications (table 2) was prepared.

The GIN is defined as follows: First, the data in the segment acquisition
are summarized by clustering using the Iterative Self-Organizing Clustering System
(ISOCLS) algorithm [7] as implemented on the Earth Resources Interactive Processing
System (ERIPS [8]) on the special purpose processor. (This parallel processor clus-
ters a segment in approximately 30 seconds.) The clustering procedure summarizes the
segment in 20 or fewer cluster means in the four Landsat channels. The count of
pixels belonging to each cluster is also calculated. Each mean vector x1 is then
transformed by

(1)

where

. - £. a vector representing the Landsat-1 version of the Kauth-Thomas trans-
y = ^ = formation of x1 [6]; the subscript number indicates the Landsat channel,

and the supercript is the cluster number.

0.1326 0.6325 0.5857 0.26tl
-.2897 -.5620 .5995 .1907
-.8242 .5329 -.0502 .1850
.2229 .0125 -.5431 .8094

b' = (0.45, -1.50, 10. 61, 2. 22)

Each vector is inspected automatically, and any vector having values unreasonable
for agricultural data is discarded using the following procedure.

A cluster y is accepted as good only if

30 < < 110

-10 <

-10 <

-10 < < 10

(2)

The greenness level m of the soil line then is estimated by the minimum second
channel value y| for acceptable clusters. That is,

m M I N
i is good

(3)

Then the green number g is computed for each cluster by

g1 - y| - m
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The value of g should be a good measure of the green vegetation present on the
picture elements (pixels) in cluster i. Experience with spectral plots in the
brightness-greenness plane and the corresponding imagery led to the following
assumptions.

• g = 0 indicates bare soil

• g = 5 indicates a trace of vegetation

• g = 15 indicates good cover of vegetation

Operating on these assumptions, we chose the level 15 and defined GIN to be
the percentage of pixels in the entire image within clusters having green numbers
greater than 15- This value was considered somewhat unstable for consecutive-day
data where, for example, a cluster would slip from 15-1 one day to 14.9 the next
day; therefore, cubic weighting was added to smooth this calculation in the follow-
ing manner.

Let a cluster have green number g and contain n pixels. Define the weighting
factor w by

w = 0 if g1 < 11

w = 1 if g1 > 17
(5)

1 | ̂ i 1 ll I I ( n- T il ̂  I

Otherwise,
L̂ 4] [l - ̂

The cluster is counted as having w x n pixels with green numbers greater than 15.
This curve makes a smooth transition from full counting to not counting as the
green number decreases.

The GIN then is an estimate of the percentage of pixels in a Landsat scene
having green numbers high enough (>15) to indicate full cover of green vegetation.
It is computed using only Landsat data. A sample spectral plot of green numbers
versus brightness [6] is given in figure 2.

Having defined this segment summary number, the results had to be analyzed.
For the test set used, it was impossible to make (1) year-to-year comparisons
because of sparse Landsat acquisitions and important weather differences between
1975 and 1976, (2) area-to-area comparisons because of differing wheat propor-
tions and haze effects, and (3) a direct comparison of GIN's and CMI's because
the GIN contains crop stage effects not taken into account in calculating the
CMI. This comparison also is confused by nonwheat crops with different crop
calendars from those of wheat.

Therefore, the preferred technique for this analysis was a comparison of clas-
sifications. The plot of GIN versus time for a normal, predominantly wheat segment
should follow a curve such as a in figure 3. If an observed point for a segment
fell into the shaded region, the segment was classified as drought affected. The
bounds for the shaded region were defined empirically as shown in figure 3, with t
defined as the approximate spring emergence date in days. For different areas or
years, the shaded area can be moved from side to side to match the greenup curve.
The initial point in South Dakota was usually near day 110 (t = 110). This
classification was compared to a classification based on the CMI for CRD's, wherein
a CRD was classified as drought affected if the CMI fell below -0.5 for 2 consecu-
tive weeks. Both classifications were restricted to similar time frames. Classi-
fication was performed only for data between April 1 and July 10.

3- DATA AND RESULTS

The data used in this study consisted of all LACIE segments in South Dakota
which had at least 5 percent wheat as measured by the LACIE Classification and
Mensuration Subsystem (CAMS [9]) in the 1976 growing season. This definition
yields 17 segments with 34 possible classifications. Of the 34, 12 had either
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insufficient data during the growing season or data were inaccessible for other
reasons. The final data set contained 22 segment years1 for 13 LACIE segments
(fig. 1, table 1). The contingency table (table 2), which applies the two classi-
fication methods to the 22 good segment years, shows that the classifications based
on the CMI and GIN are related. It was concluded that the GIN is detecting moisture
through crop responses.

An inspection of the five disagreements on the classification results (table 1)
disclosed that on two segments the GIN algorithm was confused by a lake. Three
of the segments were on the edge of their CRD's, and the CMI classifications may not
reflect the actual conditions in these segments. One segment was located on the
eastern edge of the CRD where heavy rains occurred at the weather station located
in the Black Hills in the western part of the CRD, causing a possible incorrect
condition to be reflected by the CMI.

Examples of the segment classification procedure are shown in figures 4 and 5-
The GIN indicates that 1975 was normal for the entire crop season for segment J
(fig. 4). In 1976, the GIN indicated that by May 24 there was moisture stress in
segment J. This indicates that the GIN detected vegetation moisture stress at the
same time as the CMI. Segment L (fig. 5) experienced drought as indicated by both
the GIN and the CMI during the 1975 crop year. In 1976, the GIN indicated moisture
stress on May 26, which was confirmed by the CMI.

4. DISCUSSION

The results reported cover a first attempt at measuring drought conditions
using Landsat data. Preliminary checks indicate that this procedure works in the
U.S. Great Plains. More recently, we have developed a program using raw image data
and avoiding the clustering procedure, enabling the generation of GIN's with any
threshold. This new procedure will be utilized in continuing investigations.

5. CONCLUSIONS

A technique was developed using Landsat digital data from 9-by-ll kilometer
sample segments, which indicates when agricultural vegetation is undergoing mois-
ture stress. A relation between this technique, which utilizes remote sensing, and
a ground-based criterion (the CMI) has been shown. Indications are that this pro-
cedure may be capable of detecting crop moisture deficiencies in areas of the world
where ground information is not available or reliable.
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TABLE 1. RESULTS OP GIN AND
CMI CLASSIFICATIONS

TABLE 2. CONTINGENCY TABLE OP GIN AND
CMI CLASSIFICATION METHODS

D = Drought conditions
W = Normal conditions
- = No data

CMI

Segment

A

B

C

0

E

F

G

H

1

J

K

L

M

1975

GIN

W

-

W

W

W

W

W

W

W

W

W

D

-

CMI

W

W

W

W

W

W

W

W

W

W

W

D

D

1976

GIN

-

W

D

D

D

W

W

D

-

D

D

D

W

CMI

D

D

D

D

D

D

D

W

W

D

D

D

D

Normal

Dry

Normal

10

1

11

Dry

4

7

11

14

8

22

X2 = 7.07 with 1 degree of freedom.

P = 0.0082 = level of significance.

NORTH DAKOTA

B

H SOUTH DAKOTA

M

NEBRASKA

FIGURE 1. SEGMENT LOCATIONS. Map of South Dakota showing locations of
LACIE 9-by-ll kilometer sample segments.
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ABSTRACT

Remote detection of stress in forest trees prior to the appearance of
visible symptoms has been a dream of foresters for several decades. Laboratory
data indicate that pre-visual detection of some types of insect and disease
attacks should be possible, either photographically or with multispectral
scanners. All but two attempts to realize this potential under field condi-
tions have produced negative results, and pre-visual detection has been largely
discarded.

Extensive tree mortality due to recent attacks by the southern pine beetle
(Dendroctonus frontalis Zimm.) has resulted in renewed interest in pre-visual
detection of forest stress. Interest persists despite the lack of success at
pre-visual, or early, detection of attacks by another bark beetle (Dendroctonus
ponderosae Hopk.) realized by the U.S. Forest Service in the Black Hills during
1967-72.This report summarizes a review of available information relating to
pre-visual, or early, detection of forest stress with particular reference to
detection of attacks by pine bark beetles.

Available data indicate that early, or pre-visual detection is more likely
with multispectral scanners (MSS) than with camera systems. Preliminary efforts
to obtain early detection of attacks by pine bark beetles, using MSS data from
the ERIM M-7 scanner, have not been sufficiently successful to demonstrate an
operational capability, but indicate that joint processing of the 0.71 to 0.73,
2.00 to 2.60, and 9.3 to 11.7 pm bands holds some promise. Ratio processing
of transformed data from the 0.45 to 0.52, 1.55 to 2.60, and 4.5 to 5.5 or
9.3 to 11.7 \im regions appears even more promising.

The view that prevention of beetle attack through better silvicultural
treatment of pine stands will be more effective than control of the beetles is
growing in popularity. When prevention through improved silvicultural treat-
ment is economically feasible, early detection of beetle attack becomes an
academic issue. However, early detection of moisture stress, an important pre-
disposing invitation to beetle attack, may become more important as a guide to
silvicultural treatment.

INTRODUCTION

Remote detection of stress in forest trees prior to the appearance of
visible symptoms has been a dream of foresters for several decades. Laboratory
data indicate that pre-visual, detection of tree stress due to drought and some
types of insect and disease attacks should be possible, either photographically
or with multi-spectral scanners. All but two attempts to realize this potential
under field conditions in pine forests have produced negative results (Roller
and Thompson, 1972; Fox, 1973). Due to the severity of current attacks by
several forest pests, interest in pre-visual detection of forest stress remains
high among foresters.

Preceding page blank
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Murtha (1972) has described four types of symptoms of stress, or damage,
that can be detected from remote sensor imagery:

Type I: Trees are completely, or almost completely, defoliated.
Type II: Trees show some defoliation through the presence of bare

branches, or malformation.
Type III: Trees show abnormal foliage coloration.
Type IV: Trees show no visible sign of damage but appear different

from non-stressed trees in non-visible parts of the spectrum.

Truly pre-visual detection of forest stress requires detection of symptoms of
Type IV. By definition, this requires the use of remote sensors operating at
non-visible wavelengths. Although infrared sensitive films in camera systems,
and the even larger and varied wavelength capabilities of optical-mechanical
scanners, have received greatest attention, microwave sensors may also have
possibilities.

This report grew out of an assessment of the opportunities for pre-visual
detection of attacks by the southern pine beetle (Dendroctonus frontalis Zimm.)
funded by the Texas Forest Service and the Department of Forest Science at
Texas A§M University. The support of both organizations is gratefully acknow-
ledged, but the views expressed are those of the author and do not necessarily
represent the official opinions of either sponsor.

RATIONALE BEHIND THIS ASSESSMENT

Airborne remote sensing systems record, and thereby permit analysis of,
spectral intensities of energy flux at the collecting aperture of the sensor.
Only to the extent that this energy flux has been modified by an object can
analysis of the remote sensor record provide information about that object.
To detect the presence of tree stress, that stress must alter the energy flux
from highly stressed trees, as compared to the flux from trees with lower
levels of stress. Not only must the higher level of stress alter the energy
flux, but that alteration must be large enough to exceed the detection thresh-
old of the detection and analysis systems. Since beetles and most other
causes of stress are too small to permit direct detection with airborne remote
sensors, any assessment of changes in energy flux resulting from their presence
must be based upon tree responses. A review of know effects of stress in pines
is, therefore, an essential beginning of the present assessment.

REACTIONS OF PINE TREES TO STRESS

Many types of insect and disease attacks that do not result in visible
symptoms, such as defoliation or chlorosis, disrupt the water metabolism of
attacked trees and lead to water deficits and reduced growth. Low levels of
atmospheric pollutants and low level nutrient imbalance may also result in
growth loss of affected trees, but without disruption of water metabolism.

Effects of Water Deficits

All forest trees, even those growing in moist environments, have negative
water potentials in their upper extremities most of the time. These negative
hydrostatic pressures vary diurnally, and may reach -60 bars in conifers.
Water stress is considered to be increasing when water potential decreases
(becomes more negative). Under such conditions, both the upward flow of water
to the crown and downward flow of water from crown to roots are reduced;
foliar water content declines; stomates close; and rates of transpiration and
photosynthesis are reduced (Crafts, 1968). Loblolly pines (Pinus taeda L.)
subjected to drought or continuous flooding have been found to have higher
levels of reducing sugars, nonreducing sugars, and carbohydrates in their inner
bark than trees not so stressed (Barras and Hodges, 1969; Hodges and Lorio,
1969). Hodges and Lorio (1975) also reported that the resin of loblolly pines
subjected to moisture stress had a lower proportion of resin acids relative to
monoterpene hydrocarbons. A drop in oleoresin exudation pressure (OEP) is also
found in pines with low water potential (Vite1, 1961).
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Stoszek (1973) reported that increasing stress in Douglas fir [Pseudotsuga
menziezii (Mirb.) Franco] is accompanied by the emission of a series of volatile/
aromatic compounds with a specific order of appearance as stress increases.
This sequence of release of volatile/aromatic compounds was shown to influence
insect behavior and regulate the order in which specific insects began their
attacks on stressed trees.

Changes in geometric arrangement of needles and branches have also been
observed as a result of moisture stress. Working with watered and non-watered
red pine (P_. resinosa Aitk.) seedlings under greenhouse conditions, Fox (1976)
found measurable differences in the angle that needle fasicles made with the
branch, and McCarthy (1977) observed that needle fasicles were more open and
the uppermost branches began to droop sooner on stressed than control trees.

Effects of Air Pollutants and Nutrient Imbalance

Tree species vary in their response to air pollutants and nutrient im-
balance, and genetic differences within species have been reported (Berry, 1971
and 1973). The effects of ozone and sulfur dioxide on pine trees appear to be
similar and independent of tree age (Berry, 1971; Miller, 1973). Ozone has
been shown to reduce the rate of photosynthesis in ponderosa pine (P_. pondero-
sae Laws.) and the reduction was greatest when ozone dosage was greatest
(Miller, et al., 1969). High levels of soil nitrogen appear to increase,
while high levels of soil phosphorus appear to reduce, the severity of damage
by air pollutants (Cotrufo, 1974). Additional interactions between air pollu-
tants and other damage agents are known and synergistic relationships between
"smog" and pine beetles are known to hasten death of pines (Miller, 1973).

When pines react to air pollutants and nutrient imbalance, the commonest
effects seem to be chlorosis; necrosis, in which needles die back from the
tips; needle dwarfing, with production of shorter needles than normal; thinning
of the tree crown; shoot elongation that is less than normal; or reduced
growth. These symptoms are all visually detectable if the observer knows what
to look for, but are difficult to detect in their early stages. Early detec-
tion, even if not truly pre-visual, would be of assistance to foresters, but
is beyond the scope of this report.

\
Some possibly pre-visual effects have been described. Linzon (1967), and

Miller and Evans (1974) identified changes in the mesophyll cells of pine need-
les caused by ozone, sulfur dioxide, and a variety of oxidants. Similar inter-
nal changes in broadleaved species have been identified as the basis for
claimed pre-visual detection of disease in citrus trees (Colwell, 1960).

REMOTE SENSING IMPLICATIONS OF STRESS RESPONSES IN PINES

Several responses of pine trees to stress have implications favoring pre-
visual detection of stress with remote sensors. These implications affect
remote sensing opportunities in several parts of the electromagnetic spectrum.

Water Deficits and Reduced Transpiration

Water deficits and reduced transpiration occur together and imply lower
foliar moisture content. In broadleaved species lower foliar moisture content
is accompanied by an increase in foliar reflectance which is most pronounced
and dependable at wavelengths longer than 1.0 micrometers (Figure 1), too long
to be recorded photographically (Olson, 1967; Rohde and Olson, 1971). Similar
results were obtained with red pine by Weber (1965), Rohde (1971) and Fox|
(1976), but all also reported detectable changes at visible wavelengths.

Since transpiration is a cooling process, reduced transpiration is
usually accompanied by increased foliage temperatures. Heikkenen and Alger
(1977) used an AGA Thermovision 680 system to determine apparent temperatures
of tree crowns of severly stressed loblolly pines. Stressed trees were as much
as 2°C. warmer than control trees even though the crowns of the stressed trees
showed no visible symptoms of stress. Weber (1965) and Rohde (1971) deter-
mined foliage temperatures for red pine and found that stressed trees were as
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much as 5.5°C warmer than control trees. In subsequent work under field con-
ditions, it was found that ponderosa pines infested with western pine beetles
(Dendroctonus ponderosae Hopk.) were warmer than non-infested trees under some
conditions; but at the same, or lower, temperatures than non-infested trees
under other conditions (Weber, 1969). Drying of the soil root horizon with a
resulting increase in moisture stress of non-infested trees, and a midday trans-
pirational lag that resulted in a thermal equilibration of infested and non-
infested trees, were identified as factors contributing to these results. Tests
with airborne thermal scanners showed that, although infested trees could be
detected on the imagery, so many non-infested trees were classified as infested
that the "false-alarm" rate was too high to justify operational use (Weber,
1976).

Chemical Changes •

None of the known changes in tree chemistry appear directly detectable
with presently available remote sensing systems. Changes in sugar and carbo-
hydrate levels, resin acids, OEP, or release in volatile/aromatic compounds
may prove important, however, once their affects on water metabolism or geo-
metric arrangement of branches and foliage are known.

Geometric Changes in Foliage and Branches

When branch angle or foliage position changes, the projection of the tree
canopy "seen" by a remote sensor changes. The relative proportions of the
reflected or emitted signal coming from foliage, bark and ground background
may vary widely and permit detection of tree stress. Such detection would
not be truly pre-visual, but might make earlier detection of tree stress possi-
ble from an airborne vantage point. Active microwave sensors (radars) are
particularly sensitive to changes in target geometry and their capabilities
for detection of forest stress should be investigated.

Air Pollution Damage

Studies of smog-damaged ponderosa pine near Los Angeles, California, have
shown that trees with thinning crowns, needle dwarfing, or chlorotic foliage
can be detected in normal color photographs. Reflectance data from one study
show a detectable increase between 0.52 and 0.68 urn, but negligible change in
infrared reflectance out to 2.6 pm (Heller, 1969). No pre-visual detection
was reported even though damage to mesophyll cells in needles should be most
detectable in the 0.7 to 1.0 pm band, if present.

Exploitation with Remote Sensors

The only known case of supposedly pre-visual detection of stress in pines
with camera systems is that reported by Fox (1973) for detection of Fomes
annosus root rot in white pine (£. strobus L.). This result was achieved with
color-infrared film exposed from an altitude of approximately 12,000 meters in
mid-May of 1971, during the period of rapid shoot elongation. Visible symptoms
of damage could not be detected from the ground sixteen months later. This
study has not been duplicated and this evidence is, by itself, insufficient to
justify operational use of photographic systems for pre-visual detection of
stress in pine forests.

Single channel, optical-mechanical scanners have provided some cases
where pre-visual detection of stress has been claimed, but not with sufficient
accuracy to meet operational needs. Greater success has been realized with
multi-spectral scanners (MSS) through ratio processing of signals in different
spectral bands (Roller and Thompson, 1972). Extension of this work was
planned as part of the U.S. Forest Service effort to obtain pre-visual detec-
tion of attack by the western pine beetle at the Black Hills Test Site in South
Dakota in 1972-73. MSS data were collected with the Environmental Research
Institute of Michigan's M-7 scanner in June 1972. Unfortunately, funds for
processing these data were diverted to support LANDSAT investigations, and the
data have not yet been thoroughly analyzed. A preliminary analysis of these
data was made in March 1977, based on digitized data for twelve spectral bands

936



supplied by F. P. Weber, former study leader on the U.S. Forest Service Black
Hills Study Team. Since a primary effect of pine beetle attack is a disruption
of the water metabolism of the attacked trees, information on pine response to
moisture stress was reviewed and the probable signal response in each spectral
band determined. Probable signal response of several possible ratios of differ-
ent spectral bands was also determined. Results of this analysis are summar-
ized in Table I.

Based on these estimates of probable signal responses, it is apparent that
normal color film should show stressed trees as a somewhat lighter green, with
no real change in the blue or red spectral bands. Unfortunately, the small
increase in green reflectance is no larger than the variation in reflectance
normally encountered between individuals of one species. It is also apparent
that color-infrared film will add little discriminating capability to that of
normal color films. Thus, it is most unlikely that any photographic system,
or any system utilizing only the photographic spectrum, will achieve dependable,
pre-visual detection of moisture stress. This analysis agrees with the field
results of the U..S. Forest Service (Weber, 1976).

Analysis of the non-photographic spectral bands (MSS Channels 9, 10, 11,
and 12) indicated that a combination of these bands would offer greater pro-
bability of pre-visual detection. With the generous assistance of F. P. Weber
and R. D. Dillman, several combinations of these spectral bands were examined
on the digital image analysis equipment available at NASA's Johnson Spaceflight
Center, Houston, Texas. Results with Channels 8, 11, and 12 suggest that the
inability to obtain dependable pre-visual detection of attack by the western
pine beetle may have been due to inability to separate stressed and infested
from stressed but non-infested trees. Time and funding limitations have pre-
vented implementation of the suggested ratio processing, as of this writing.
Ratio processing is expected to provide better discrimination of moisture
stress, however, and work is continuing. If subsequent work confirms the
apparent result of this preliminary analysis, it may be possible to use MSS
systems to detect moisture stress in pine stands early enough to permit correc-
tive action to be taken before beetle attacks or growth losses reach epidemic
proportions.

THE SOUTHERN PINE BEETLE: A CASE ANALYSIS

Continuing outbreaks of the southern pine beetle (SPB) have reached epi-
demic proportions in the southeastern United States. Loblolly pine (Pinus
taeda L.) and shortleaf pine (P_. echinata Mill.) are the most commonly attacked
species, but successful attacks on several other southern conifers have been
reported. Excellent summaries of our knowledge of the SPB appeared in the
comprehensive reviews of Thatcher (1960), Dixon and Osgood (1961), and Coulson,
et al. (1972). This brief review was drawn primarily from these sources and
is focused on those aspects of the beetle's life history that seem to relate
most directly to possible pre-visual detection of SPB attack through airborne
remote sensing techniques.

Adult beetles initiate an attack by boring through the bark and construc-
ting a winding gallery in the phloem, cutting the cambium. This gallery has
a distinct component that is more or less horizontal and perpendicular to the
vertical flow of sap through the phloem (R. F. Billings, personal communication,
1977). Eggs laid along the sides of the gallery hatch in three to nine days
under optimum conditions, and emerging larvae construct lateral galleries in
the phloem that widen abruptly after the first molt. Four instars are normal
with the last three tunneling into the outer bark where pupation occurs before
the new adult beetles bore to the surface and emerge (Fronk, 1947). One com-
plete generation can occur in as few as twenty-six days in the summer but may
take more than three months in winter (Thatcher and Pickard, 1967).
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Concurrent invasion of the blue-stain fungus Ceratocystis minor (Hedge,
and Hunt) usually accompanies attack by the SPB and the fungus may penetrate
and block the first one or two xylem rings within four days (Caird, 1935). The
decrease in phloem moisture content at the point of attack, noted by many in-
vestigators and considered essential to brood survival by Gaumer and Gara
(1967), may be enhanced by the localized phloem block created by the adult
gallery and intensified by C_. minor. The presence of C. minor appears to be
non-essential, however, for many trees killed during th~e 1946-48 outbreak of
SPB in Florida showed no evidence of blue-staining (Hetrick, 1949).

Biochemical analyses of loblolly pines have revealed many changes in the
chemical composition of the sap, resin, and inner bark following innoculation
with SPB and associated fungi, with the greatest changes occurring in trees
which had lost much of their root systems to rootlet pathogens (Hodges and
Lorio, 1975).

Resin flow into wounds caused by SPB reduces the rate of gallery construc-
tion by beetles that are not "pitched out". As resin flow moderates gallery
construction increases and most galleries are entirely resin free (McAndrews,
1926). The drop in OEP associated with successful attack by the SPB may result
from two different causes: (1) decreasing water potential caused by the dis-
ruption of the tree's water metabolism by attacking beetles and associated
fungi; and (2) decreasing water potential resulting from physiologic drought
that could result from excessive competition for available soil moisture (St.
George, 1930; Mason, 1971), excessive soil moisture and resultant poor root
development and poor aeration (Hetrick, 1949; Lorio and Hodges, 1968a, 1968b),
attack by root-rotting fungi such as Armillaria mellea (Vah.) (Hetrick, 1949)
or Fomes annosus (Fr.) Karst (Skelly, 1975), or a combination of these factors.
Thus, decreasing OEP and water potential may be both a symptom of attack by
the SPB and a preliminary condition inviting such attack.

Death of the host tree follows mass attack by large numbers of beetles
that concentrate in an imperfectly understood response to pheromone exudation
by attacking beetles (Vitef, et al., 1964; Vite', 1974; Silverstein, 1974).
This mass attack massively disrupts the water metabolism of the host tree.
Visible fading and then browning of the foliage occur (Doggett, 1971; Heikkenen
and Alger, 1977) in a pattern similar to the changes reported in red pine
seedlings under severe moisture stress (Weber and Olson, 1967). Fading and
browning of the foliage may not occur until several weeks after the bark has
fallen from large sections of the mid-bole, indicating that the tree is
functionally dead. Many of the adult beetles have emerged and moved on before
this bark-fall occurs.

Factors Affecting Susceptibility of Attack

There seems little doubt that a high level of moisture stress increases
susceptability of a tree to attack by SPB. Moisture stress may result from
low rainfall (Craighead, 1925; St. George, 1930; Hetrick, 1949; Kalkstein,
1974, 1976), poor root development on wet sites (Lorio and Hodges, 1971$ Lorio,
et al., 1972; Hodges and Lorio, 1975), attack by root rotting fungi (Hetrick,
1949; Skelly, 1975), or competition between trees (Coulson, et al., 1974;
Leuschner, et al., 1976; Billings and Pase, 1977). Competition appears to be
of particular importance in pure stands of high basal area and larger than
average tree size. In large areas of east Texas, dense stands of small saw-
timber with basal areas approaching 120 square feet per acre are common and
seemingly present optimum conditions for epidemic development of SPB (Coulson,
et al., 1974). Past timber stand improvement projects that removed hardwoods
and promoted higher density (closer spacing) of pines appear to have increased
the risk of epidemic attack by the SPB, for between tree spacings larger than
20 or 25 feet have been found to curtail expansion of individual infestations
(Gara and Coster, 1968).

Seasonal differences in the behavior of the SPB also influence the proba-
bility that a given tree will be attacked. During summer, most new attacks
are associated with active infestations and result in the enlargement of these
infestations (Thatcher and Pickard, 1964; Coster, 1967). During winter and
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early spring, enlargement of active infestations is slow or non-existent but
many new infestations occur through population dispersal (Gara, 1967; Coulson,
et al., 1972). These two patterns of spread, often referred to as "spot growth"
and "spot dispersal", have distinct remote sensing management implications.

Remote Sensing Management Considerations

Whenever most beetle activity is of the spot growth pattern, and particu-
larly in summer when a complete generation of the SPB may require only 26 days,
the likelihood of obtaining meaningful early detection of attacked trees with
an airborne remote sensor is low. Time required to record, process, interpret
and supply actionable information to control crews virtually precludes effec-
tive control action before adult beetles emerge and move to new trees. Even
if information could be supplied to ground crews in time to permit effective
control action, weather conditions during the spring-summer period are such
that airborne remote sensors cannot be depended upon to obtain the needed
coverage at the appropriate time(s).

Early detection during late fall or early winter could, however, provide
for more effective implementation of control measures. Spot growth has slowed
and beetle generations are longer than in summer. The relatively low mobility
of the over-wintering population lengthens the effective response time for
control actions. In addition, flying weather during this season is usually
good enough to permit development of an acceptably dependable, operational
detection system if detectable early symptoms of attack can be identified. It
appears, therefore, that primary attention should be devoted to early-indicators
of attack that will permit detection during the late-fall and winter period.
This agrees with the findings of the U.S. Forest Service researchers studying
early detection of the western pine beetle, for they reported that detection
probability is highest in the fall (Weber, 1976).
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TABLE I. PROBABLE SIGNAL RESPONSE IN DIFFERENT SPECTRAL BANDS
AS A RESULT OF MOISTURE STRESS IN PINES.

Data
Channel

1

2

3

4

5

6

7

8

9

10

11

12

Rat io

- Ratio

Ratio

Ratio

Rat.i n

Spectral
Band

(in

0.41 -

0.50 -

O.S2 -

0.55 -

0.58 -

0.62 -

0.67 -

0.71 -

1.00 -

1.50 -

2.00 -

9.30 -

Channel
Channel

Channel
Channel

Channel
Channel

Channel
Channel

Ch.10 +

urn)

0.

0.

0.

0.

0.

0.

0.

0.

1.

1.

2.

11

3
1

9
5
10
11

9
11

Ch

48

54

57

60

64

74

94

73

40

80

60

.70

.11

Probable Signal Response of Pine Trees Under
Moisture Stress

Reflectance should remain unchanged or increase
slightly (Olson, et al., 1964; Fox, 1976).

Reflectance should remain unchanged or increase
slightly (Olson, et al. , 1964; Fox, 1976).

Reflectance should increase (Olson, et al.,
1964; Fox, 1976).

Reflectance should increase (Olson, et al.,
1964; Rohde, 1971; Fox, 1976).

Reflectance should increase slightly (Olson,
et al., 1964; Rohde, 1971; Fox, 1976).

Reflectance should remain unchanged or increase
slightly (Olson, 1969; Rohde, 1971; Fox, 1976).

Reflectance should remain unchanged or increase
slightly (Olson, 1969; Rohde, 1971; Fox, 1976).

Reflectance should increase slightly (Olson,
1969) .

Reflectance should increase slightly (Olson,
1969; Rohde, 1971).

Reflectance should increase (Olson, 1967; Rohde,
1971).

Reflectance should increase faster than at
1.50 - 1.80 um (Olson, 1967; Rohde, 1971).

Emittance should increase (Weber, 1965; Rohde,
1971) .

Signal strength should increase slightly as
stress increases.

Signal strength should decrease as stress
increases.

Signal strength should decrease as stress
increases.

Signal strength should decrease as stress
increases .

Signal strength should increase rapidly as
stress increases.
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ABSTRACT

The objective of this paper is to investigate the view angle effect in LANDSAT
II imagery. The LANDSAT multi-spectral scanner scans over a range of view
angles of -5.78 to 5.78 degrees. The view angle effect, which is caused by
differing view angles, could be studied by comparing data collected at different
view angles over a fixed location at a fixed time. Since such LANDSAT data is
not available, consecutive day acquisition data were used as a substitute: they
were collected over the same geographical location, acquired 24 hours apart,
with a view angle change of 7 to 8 degrees at a latitude of 35 to 45 degrees.
The study will show that there is approximately a 5% reduction in the average
sensor response on the second-day acquisitions as compared with the first-day
acquisitions, and that the view angle effect differs field to field and crop to
crop. On false infrared color pictures the view angle effect causes changes
primarily in brightness and to a lesser degree in color (hue and saturation).
An implication of this study is that caution must be taken when images with
different view angles are combined for classification and a signature extension
technique needs to take the view angle effect into account.

I. INTRODUCTION

A multi-spectral scanner (MSS) measures the ground radiance by varying its view
angle across the flight path of its carrier. Sensor outputs are dependent upon,
among other things, the instantaneous view angle corresponding to each output.
The effect caused by differing view angles is called the view angle effect or
the scan angle effect. The objective of this papper is to investigate the view
angle effect in the LANDSAT II MSS**. The LANDSAT MSS scans a swath of 185km
width on the ground from a height of 920km, so the view angle varies between
-5.78 and 5.78 degrees.

Some of the previous work on view angle effect are reported in the following.
Reflection properties of natural objects such as clay, sand, soil, and grass
turf at varying view angles and zenith angles were studied by Coulson et al.
Cl,23 in the laboratory environment. Smedes et a_l.C3D investigated the view
angle effect in the imagery acquired over the Yellowstone National Park area by
an airborne 12-channel scanner whose view angle varies from approximately minus
40 degrees to plus 40 degrees. They introduced a normalized scan-angle function
in order to reduce the view angle effect. Their results indicate that the view
angle effect is larger near the nadir (zero degrees) than at the larger view
angles.

This paper documents an investigation of the view angle effect in the LANDSAT
MSS based on analysis of its imagery. This task could be performed by com-
paring data collected at different view angles over a fixed location at a fixed

*This work was done under NASA contract NAS9-14350.
** Note that the results of this investigation are applicable to the LANDSAT I

data because the two MSS's are identically designed.
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time. However, such LANDSAT data is not available. Consecutive-day acquisi-
tion data were used as substitutes. Due to the LANDSAT orbit a certain portion
of a LANDSAT full frame (185km by 185km on the ground) is also seen in a frame
acquired on the next day C4,53.Total view angle changes between consecutive-day
acquisitions, which depend upon the latitudes of the ground area, are in the
range of seven to eight degrees at latitudes of 35 to 45 degrees. Little at-
tention to the view angle effect in the LANDSAT MSS has been paid in the past,
possibly due to a common belief that such a small view angle variation would
not affect the imagery. In this paper it will be shown that the effect is
larger than expected. Moreover an attempt will be made to assess its rough
order of magnitude.

II. MEASUREMENTS

One hundred and one consecutive-day acquisition pairs of LANDSAT subframes were
used in this study. Each subframe consists of 117 scan lines by 196 pixels,
covering an area of 9.0km by 10.8km on the ground. Among these frames there are
35 pairs of consecutive-day acquisition pairs which are 18 days (or one LANDSAT
cyclic period with respect to the ground) apart (e.g. acquisitions on May 2, 3,
20, and 21). All the images are agricultural scenes from the United States and
were acquired between April and August. The sun angles corresponding to the
data are between 35 and 60 degrees. All images were screened visually and con-
tain neither clouds nor visible haze.

The geometric registration of the imagery was assessed using a specially devel-
oped IMAGE REGISTRATION PROGRAMC6] for all acquisitions of the same location.
The computed misregistration measurements (Ax,Ay) were rounded to the nearest
integers and a simple shifting correction for misregistration was applied by
these integer values along the scan line (Y direction) and/or the pixel direc-
tion (X direction). To further reduce the effect of misregistration, each
frame (117 by 196) was smoothed by averaging and rounding the values in five
scan line by five pixel areas, resulting in a 23 by 39 matrix.

Then scatter plots were made in the following manner. After the smoothing and
rounding mentioned above are performed, two 23 by 39 integer matrices for the
first-day and second-day acquisitions are obtained. A counter array, dimen-
sioned 90 by 90 is defined and initialized to zero. The counters in the array
are then incremented based on the values of geographically corresponding en-
tries in the two matrices. If an entry pair for the first-day and the second-
day acquisitions are 50 and 45, for instance, then the content of the counter
at (50, 45) is incremented by one. This procedure is carried out for all 897
entry pairs from the two matrices. The final content of the counter array
constitutes a scatter plot of the data. Resulting scatter plots are displayed
as follows: the maximum counter value is found1 and the range from 0 to the max-
imum is divided into 10 equal ranges, which are denoted by ., 1, 2, ..., 9 in
ascending order and are used in representing the scatter plot on a line printer.
Blanks are used to represent null contents.

Since the LANDSAT MSS has four channels, four scatter plots were made for each
consecutive-day acquisition pair. However, only the results for channel 3 will
be shown because (1) all the four plots are fairly similar, (2) the effect of
atmospheric conditions such as haze in channel 3 imagery is less than in chan-
nels 1 or 2, and (3) the effect of soil moisture in channel 3 imagery is less
than in channel 4 imagery.

Figures l(a), (b), and (c) show scatter plots made from three pairs of consecu-
tive-day imagery on June 20 and 21, July 8 and 9, and July 26 and 27, respec-
tively, from an area of 9.0km by 10.8km in Idaho. (It is extremely rare to have
six straight acquisitions without clouds.) The diagonal line indicated by a
series of '+' represents the y=x line. A scatter plot should be interpreted as
follows: Consider x=50, for instance, in Figure l.(a). The range in y is from
44 to 49. So areas with count 50 in the first-day acquisition imagery had
changed to counts of from 44 to 49 on the next day. It is reasoned that this
scattering is primarily due to the view angle effect.
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Prom these scatter plots it is observed that the majority of points are below
the y=x line. That is, sensor outputs are generally smaller on the second day.
This observation was confirmed by examining the 101 consecutive-day acquisitions
mentioned earlier. Figure 2 shows a scatter plot where the x and y axes repre-
sent the entire subframe means on the first day and the second day, respectively.
The least square solution y=.95x was obtained. In other words there is a re-
duction of 5% in average sensor outputs from the first day to the second day
acquisition. The following is a possible explanation of this phenomenon.

On the first of the two days the sensor and the sun are both on the same side
of the area that is common in consecutive-day imagery (see Figure 3(a)) so that
the sunny side of standing objects is seen from the MSS. On the otherhand, on
the second of the two days the sensor and the sun are on opposite sides of the
common area (see Figure 3(b)) so that more of the shady side of standing objects
is seen. If'this explanation is correct, the view angle effect will be depen-
dent upon such factors as shapes of objects, leaf orientation, spaces and
materials between objects as well as sun angles.

Therefore the view angle effect for spaced standing objects such as trees and
corn plants is reasoned to be different than that for objects with smooth sur-
faces such as lakes and soil. This is illustrated in an example shown in
Figure 4.

The scatter plot is made from acquisitions on August 6 and 7 from an area in
the state of North Dakota. There are 6 large lakes, which cover approximately
5% of the entire area. Generally, counts below 25 are from these lakes. It is
seen that counts from the lakes increased on the second day while those from
other objects decreased slightly. It is generally observed that counts from
lakes tend to increase on the second day which is consistent with expectations
because of mirror image reflectance of the sun off the water.

To study the behavior of each field, 20 fields were defined on the acquisitions
used in Figures l(a), (b), and (c) (see Figure 5). Temporal trajectories of
ten fields are shown in Figures 6 (a), (b) , where x and y axes represent the
field means of channels 2 and 3, respectively. (The trajectories for the re-
maining 10 fields were not plotted because they overlap with the above.) It is
seen that temporal trajectories make zigzag motions when acquisitions with dif-
ferent view angles are mixed. This means that signatures are dependent upon
view angles. Therefore caution is recommended when acquisitions with different
view angles are mixed for any signature extension schemes.

On Figures 6(a) and 6(b) it is also observed that the trajectory on the second
day moves toward the origin as expected due to lower values in both channels.
This trend was also observed in channels 1 and 4 imagery. In other words, the
change between consecutive day acquisitions is roughly proportioned in all
channels. If false color infrared films are made for consecutive day acquisi-
tion pairs, they will look similar in color (hue and saturation) but differ
slightly in brightness. After channel-to-channel ratio processing discussed by
Smedes et 3.1.C3D images would be generally free from the view angle effect.

III. DISCUSSIONS

There are other possible causes to explain differences observed between con-
secutive day acquisitions. They include:

(1) Effect due to precipitation - rain (possibly shower) may fall during
a period of 24 hours.

(2) Effect due to moisture change - sunshine and wind may dehydrate soil
and vegetation, altering reflectance.

(3) Effect of leaf orientation change due to wind.
(4) Effect due to scene change by irrigation, plowing and harvesting.
(5) Sensor noise and misregistration.

The degree of effects brought by these causes, except 5, differs from plant to
plant or field to field. When a large number of cases are considered, all the
above causes seem to act in a random fashion with zero bias. It seems to be a
fair conclusion to say that the average of 5% reduction observed from the
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first-day to the second-day acquisition can be attributed solely to the view
angle effect. For a particular consecutive acquisition pair we are unable to
assess the relative magnitude of the view angle effect to the above effects
although we believe the view angle effect is dominant.

However the above does not imply the existence of uniformly applicable view
angle correction functions. As was seen in Figures l(a), (b), and (c), the
magnitude of the random unpredictable variability is generally larger than that
of the predictable variability (i.e. 5% reduction). Also as are seen in Figures
4, 5(a), and 5(b), the differences between consecutive day acquisition pairs
are dependent upon types of fields and vegetation. Therefore it can be said
that there are no uniformly applicable view angle correction functions for the
view angle range of plus 3 to 4 degrees to minus 3 to 4 degrees. This is not
contradictory to the result of Smedes et al. £3], because the view angles of .
their MSS changed plus 40 degree to minus 40 degree. A view angle correction
function can be used to grossly normalize imagery data for such a large view
angle change.
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Figure l(a)
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Figure l(a) Scatter plot where x and y
represent means over 5 scan
line and 5 pixel areas on
the channel 3 imagery
acquired on June 20, and
June 21, respectively.

Figure 1(b) Scatter plot where x and y
represent means over 5 scan
line and 5 pixel areas on
the channel 3 imagery
acquired on July 8 and July
9, respectively.

Figure 1(c) Scatter plot where x and y
represent means over 5 scan
line and 5 pixel areas on

• the channel 3 imagery
acquired on July 26, and
July 27, respectively.
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Figure 2 Scatter plot showing a 5% re-
duction in average sensor
response on the second-day
acquisitions as compared with
the first day acquisitions.

Figure 3(a)

Figure 3(a)

Figure 3(b)

Figure 3 (b)

Geometry of the sun,
ground objects (trees),
and the MSS for first-
day acquisitions.

Geometry of the sun,
ground objects (trees),
and the MSS for second-
day acquisitions.

Figure 4 Scatter plot made from a
consecutive-day acquisi-
tion pair where 6 lakes
constitute approximately
5% of the total subframe
area. Note that counts
below 25 are from these
lakes.
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Figure 5 Channel 2 imagery of the subframe area used
for Figures 1 (a) , (b) , and (c) with 20
fields overlayed.

Figure 6(a) Figure 6(b)

30 X »0 SO

Figures 6(a) and (b) Temporal trajectories of ten fields (1 = June 20,
I1 = June 21, 2 = July 8 , 2 ' = July 9, 3 = July 26,
and 3' = July 27).
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INTERACTIVE IMAGE PROCESSING TECHNIQUES USING THE PLESSEY IDP 3000

0. E. Morgan, D. M. Balston and N. D. E. Custance

Plessey Radar Research Centre
Havant, Hampshire, England

SUMMARY

The authors are part of a team associated with the development of their
Company's advaaced Image Processor - the IDP 3000. The development activity
is funded jointly by the Company and the U.K. Department of Industry, and
as such represents an important contribution to the analysis systems for
the user community. The Image Processor is typical of those used at university,
state and national level and is entering into a market currently dominated by
U.S. manufacturers.

The paper will present the image processing techniques through their
application to user investigations. By this means it is hoped that the
philosophy of interaction on which the development has been based, will be
more readily comprehended. Particular emphasis will be placed on the three
distinct modes of operation which distinguish this system from others.

The three modes of interactive operation, termed Alpha, Beta and Gamma
Processing, reflect the need for a range of interactive processing techniques
and will be presented in the session. Alpha processing is characterised by
the instantaneous processing of a high quality TV image which can be live
from a camera or stored on a number of the system's 16 digital Image stores.
The Alpha processing functions are highly interactive with pseudo-analogue
control of piecewise linear contrast stretching, colour compositing, tinting,
level slicing, maximum emphasis display, ratioing and simple classification.
Beta processing implements functions which cannot be easily performed at
full TV rates but for which rapid response is essential in an interactive
environment. The Beta functions may be one or two dimensional in nature and
range from enhancement through multi-spectral classification with complex
decision boundaries to spatial (texture) processing and analysis. The third
processing mode, Gamma is totally software orientated and is used where it
is inappropriate to implement the processing in hardware - e.g., feature
optimisation, and classifier training, or where the nature of the data makes
software processing the natural function - e.g., ground truth data basing.

The Poster session will present these various modes of interaction by
reference to analysis tasks undertaken by the authors and by other users
of the equipment. It is currently envisaged that a colour video tape re-
corder may also be incorporated in both the Poster session and discussion
period in order that the symposium's delegates can fully appreciate the
speed and form of interaction.
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APPLICATION OF REMOTE SENSING TO THE SITING OF THE

WARM SPRINGS DAM, SOMONA COUNTY, CALIFORNIA

Robert Reed

Dames and Moore
Cranford, New Jersey

ABSTRACT

In 1974, Dames & Moore performed a remote sensing analysis in support
of geologic and seismic risk studies for the proposed Warm Springs Dam,
Somona County, California, for the U.S. Army Corps of Engineers. These
studies were directed to determining the dynamic response of the dam as a
function of the regional active fault systems. The remote sensing analysis
was undertaken to help establish the regional fault system in the.area, the
geometry of the faults and the relationship to the regional geology and
deformation. A specific question addressed was whether the Rodgers Creek,
Healdsburg and Hayward faults were expressed as one continuous feature on
the imagery. On the basis of the remote sensing analysis, which utilized
Landsat, side-looking airborne radar imagery and aerial photography, it
appears that the three faults are not connected, but rather are in an en
echelon relationship to one another. Confirmatory field evidence has been
gathered in support of this conclusion.

During the course of the investigation, distinct patterns were noticed
in the strike of the numerous lineaments detected on the imagery of northern
California. A study of histograms of strike vs. frequency of this area shows
several dominant peaks. These peaks N65°W, N45°W, N24°E, and N65°E have been
previously reported, independently, by Rich and Steel (1974).

The development of a chronological sequence of deformation from the
patterns observed in the satellite lineaments has been proposed by Rich
and Steel. A similar approach has been used by the author in both tec-
tonically younger and older areas. It appears that this technique is highly
productive in unravelling the regional tectonism of an area.
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REMOTE INFRARED SPECTROSCOPY OF

THE EARTH

by

C. R. Steinmann

Deutsche Forschungs- und Versuchsanstalt
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P.O. Box 90 60 58

D-5000 KOLN 90

GERMANY

A B S T R A C T

Increasing interest in the mineralogical application of infrared spectroscopy
has recently been shown by geologists, petrologists, and pedologists to use this
method as a tool for mineral identification. Several laboratories have con-
ducted studies of the infrared absorption characteristics of minerals and rocks.

Mineralogists are still in the preliminary stage of compiling a library of re-
ference curves that are prerequisit for the correlation of spectral character-
istics, molecular lattice-structures and for the identification of unknown
minerals and mixtures.

Very little interest has been shown for the infrared reflexion-spectra which
correlates to the absorption spectra.

In this investigation the infrared reflexion-spectra of minerals and rocks are
used for remote sensing of the targets.

The reflexion-spectra of silicate rocks vary quite significantly from mineral
to mineral in the wave length region from 8 to 12 um. The rock forming
minerals like quartz, feldspar, mica and the clay minerals show very different
spectral shapes and positions of their maximum of the spectral reflexion.

The presence of a good atmospherical window in that spectral region makes the
method of differential-reflexion measurement feasible, for remote sensing
application.

As transmitter for infrared radiation we used a tunable C02~Laser working with
sufficient power and stability in the spectral band between 9-1 fim and 11.6 /am
at more than 100 emission-lines.

Laboratory tests showed the feasibility of the method under different simulated
environmental conditions. Because of the very narrow bandwidth of the Laser-
emission lines we could obtain reflexion-spectra with extremely high spectral
resolution when tuning the Laser stepwise from line to line covering the
spectrum between 9-1 and 11.6 Jim.

Next the method was tested using a light twin-engined aircraft. As IR-trans-
mitter a J> Watts tunable CW-C02~Laser was used.
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The reflected Laser-energy was detected with the heterodyne method using the
natural Doppler-shift which occurs when the Laser-beam looks some degrees
forward in flight direction, as local oscillator.

The signal to noise ratio was still 25 at an altitude of 4.000 ft. The
discrimination of different surface materials was already possible

Development of the airborne Laser-system and more fundamental laboratory in-
vestigations are in progress.

1.) Introduction

There are many techniques for remote sensing of the earth operating in diffe-
rent portions of the electromagnetic spectrum ranging from the ultraviolet to
the microwave region. These techniques have been implemented by systems that
are either passive or active. All these systems can detect surface features suited
to each individual technique. However, it is still difficult to discriminate
different types of rocks and soils. Because of this need an active airborne
remote sensing system is developed based on infrared Laser-spectroscopy in
the spectral region of the crystal-lattice resonant frequencies (residual
rays) of the rock forming minerals.

2.) Laboratory Investigations and Results

To investigate the feasibility of the method and to identify the different
parameters of noise, a Laser-spectroscopy facility has been installed.

The system consists of a tunable C02-Laser, power supply, Laser-gas-supply,
vacuum pump, cooling system, beam forming module, pyroelectric detector,
chopper and lock-in-amplifier, radiometer and stripchart-recorder.

The Laser was developed by the Battelle-Institut in Frankfurt, Germany, and
is tunable between 9-1 Jim and 11.6 .urn on abt. 100 emission lines with an
average power of 10 W.

The Laser-beam was directed onto the rock-sample. The reflected energy, de-
tected and divided by the total output energy. The Laser was then tuned
stepwise from emission-line to emission-line.

The reflected radiation enables to draw curves of the spectral reflectivity
with very high spectral resolution.

Ten representative samples were investigated. The influence of surface-
structure, temperature and moisture on the spectral shape was investigated tod.

It could be shown that the influence of temperature and moisture is very
little. The influence of the surface varied the height of the reflexion peaks,
but not their spectral position.
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FIGURE 1. SCHEMATIC OF THE LABORATORY MODEL
OF THE C02 LASER REMOTE SPECTROMETER
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FIGURE 2. RELATIVE REFLEXION VERSUS
WAVELENGTH
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FIGURE 3. RELATIVE REFLEXION OF A POLISHED
SAMPLE OF GRANITE VERSUS WAVELENGTH

FIGURE 4. RELATIVE REFLEXION OF A ROUGH NATURAL
SURFACE SAMPLE OF GRANITE VERSUS WAVELENGTH
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3.) Airborne System development

Commissioned by the West German Federal Ministry for Research and Technology
an aircraft-borne measuring system is being developed which is to be used for
spectroscopic investgations of the earth's surface and quantitative analysis
of air pollutants and natural atmospheric trace gases.

Using tunable CW-IR-molecular Lasers, the method of differential absorption
or reflection measurements is applied. The Laser-radiation scattered back
from the earth's surface is detected in the aircraft by means of the hetero-
dyne technique.

The measuring system has a weight of 285 kg, a volume of 1.7 nr and a power
input of 1.2 kW. It consists of the optomechanical subsystem, which com-
prises the Laser head, all optical components (including telescope), the
detector system and the instruments for inflight calibration and adjustment,
a 19" rack containing the measurement electronics, the data recording system
and the Laser supply equipment.

| CO; lour I

I 1
! COj loitr !

FIGURE 5. SCHEMATIC OF THE AIRBORNE
LASER SPECTROMETER
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4.) System Installation and Test

The flight tests of the system were carried out in the Dornier 28 Skyservant
of the "Deutsche Forschungs- und Versuchsanstalt fur Luft- und Raumfahrt
(DFVLR)" at altitudes between 500 and 4000 ft. The signal to noise-ratio of
about 25 , that has been achieved proves the feasibility and superiority of
the selected detection method (heterodyne detection using the natural Doppler
effect) .

Differential measurements have not yet been performed because the functional
model for these preliminary flight test was equipped with one Laser only.

U-A

FIGURE 6. CONFIGURATION OF THE AIRBORNE IR LASER
SPECTROMETER IN THE AIRCRAFT
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Results

The first series of tests of the CO- airborne Laser-spectrometer were con-
ducted in September 1976 totalling 7 hours of flight and tests.

First taxiing tests showed good results. The high acoustic and electro-
magnetic fields of the engines and radio didn't interfere with the Laser
detector.

The program consisted of the following items:

Calibration of telescope focus for altitudes between
500 and 4000 ft.

Calibration of the deflection angle to produce a constant
Doppler-shift.

Demonstration of the independence from topography
to Doppler-shift.

Documentation of the reflectivity of different
surface materials.

Measurement of Signal to Noise Ratio at different
altitudes.

For documentation of the different reflectivity of the surface, photographs
were taken. Fig. 7 shows reflexion signal of a forest with signatures of
a highway and a clearing.

In later missions in June 1977 two Laser frequencies will be used, making
feasible a differential spectroscopic investigation by applying the ratio
of the different spectral reflections.
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FIGURE 7. DETECTED HETERODYNE SIGNAL

FOREST WITH CROSSING HIGHWAY AND CLEARING

Flight Sept. 13, 1976

Altitude

Speed

y-axis

x-axis

Integration time

Length of profile

1500 ft

50 m/sec

10 mV maximum

3 inch/min

0.25 sec

2 km
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Conclusions

An experimental airborne Laser-Infrared-Spectrometer-System based on the
interaction of Laser-radiation with the crystal lattice frequencies of the
surface minerals is in development.

Laboratory investigations have shown the feasibility of the method.
First test flights have shown the feasibility of the heterodyne-detection
method of the re-emitted Laser-radiation.

Based on the laboratory and airborne data the following can be concluded:

Detection of most of the rock forming minerals and clay-minerals with
Laser differential measurements is feasible.

With a two frequency system many geological questions e.g. basic-acid
ratio of igneous rocks can be discriminated.

The geometrical resolution is about 10 m at 10.000 ft altitude.

The Laser-Spectroscopic System operated reliable in the light aircraft.
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FIGURE 8. OPTO-MECHANICAL FACILITY TO PERFORM
LASER-SPECTROSCOPIC INVESTIGATIONS OF ROCKS

*:

FIGURE 9. IN HOUSE LABORATORY TEST FACILITY.
TUNABLE C02-LASER IN FRONT
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FIGURE 10. MEASURING SYSTEM WITHOUT SHOCK-MOUNTS.
THE VACANT SPACE NEXT TO THE LASER IS RESERVED
FOR THE SECOND C02~LASER

FIGURE 11. A VIEW OF THE CO -LASER-IR-SPECTROMETER
MOUNTED IN THE AIRCRAFT
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IMAGE ANALYSIS TECHNIQUES WITH SPECIAL REFERENCE TO ANALYSIS

AND INTERPRETATION OF GEOLOGICAL FEATURES FROM LANDSAT IMAGERY

D. S.Kamat, K.L.Majurader, S.D.fiaik, and V. L. Swaminathan

Remote Sensing Area
Space Applications Centre

Indian Space Research Organisation
AHMEDABAD 380053 INDIA

ABSTRACT

The principal component analysis enhances
the contrast existing between the different cover
types present in an Imagery. A procedure is prese-
nted in this paper with regards to the determina-
tion of the principal components. The method is
tested for a portion of the LANDSAT imagery perta-
ining to Anantapur region. Another technique, using
the concept of non-linear contrast stretching is
defined and developed and carried out on the same
imagery. The results are presented as photographs.
An interpretation of the geology of the region is
derived from these photographs.

1. IITBDDUCTIOM

Pbr processing of LANDSAT imagery usually three distinct techniques are
used. One technique is to process the Imagery with the help of computers, the
second one is to interpret the Imagery visually, and the third is a hybrid
approach where both automatic and visual Interpretation are used.

In computer processing of LANDSAT MSB imagery, there are two steps. The
first step is to preprocess the Image In order to remove noise, and to improve
contrast. The second step Is to use the multispectral imagery and classify the
cover types. The multispectral classification is very effective for some speci-
fic applications like study of landuse, forestry and agricultural inventory.
By this classification It is possible to generate thematic maps also (1).

In some applications like in geology, thematic mapping is not of relevance
because geological interpretation does not wholly depend on surficial proper-
ties and signatures as there is a limited correlation between vegetative and
other surface cover and geology. For this reason the interpreter or the photo-
geologist usually prefers to study the Image itself visually in order not to
leave out any significant data or clue. However In some cases visual interpre-
tation of the Imagery Is not possible because of the low contrast existing bet-
ween different objects present in the imagery or due to some inherent drawbacks
of the photographic recording devices. To avoid these drawbacks various numeri-
cal techniques have been used to enhance the satellite acquired data. Some of
the commonly used techniques are contrast stretching, band-to-band ratioing and
spatial filtering.

In this paper an attempt is made to develop procedures for enhancing the
contrast between different objects in MSS Imagery. These procedures will be
useful for the analysis and Interpretation of LANDSAT Imagery for geological
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applications. As a result of these enhancement techniques, one can obtain cert-
ain information which is otherwise not available for visual interpretation.

The basic idea of one of these procedures is the use of the concept of
principal component analysis as discussed in (2,3). The method allows for shift-
ing of gray values in the photograph after getting principal components. The
analysis depends on the multispectral classification approach but additionally
processes the signals so as to achieve better contrast in the picture.

The second procedure described in this paper also uses the multispectral
classification technique and evolves a non-linear weighting function to obtain
contrast stretching.

2. PROCEDURE FOR AHALYSIS

The method of analysis can be considered in three steps namely the classi-
fication of the multispectral data, the computation of covariance matrices and
finally the determination of principal components.

2.1. CLASSIFICATION

The first step is to classify the area considered, using the available
multispectral data. The classification procedure will identify and separate out
the different cover types. An unsupervised classification technique is used for
this purpose CO«

2.2. COVARIANCE MATRICES

After completing the classification, the next step will be the computation
of the covariance matrices for the different cover types. Because of inherent
spectral correlation which the surfaeial features of theearth possess in diffe-
rent spectral channels, the covarianee matrices will have invariably non-zero
elements. The covariance matrix is denoted by C where 'm' represents cover
type.

2.3. PRINCIPAL COMPONENTS

The last step will be the determination of Principal Components. This step
involves the computation of eigen values and the corresponding eigen vectors for
each cover type. The eigen values are arranged in th» descending order.

The principal components are obtained from the original N spectral bands
by the following transformation

Y =\ ( X-V (D

where X is the N-dimensional vector of spectral intensities associated
with each pixel or ground resolution element,

U is the mean vector of dimension N for a cover type 'm f ,
1 is the vector of principal components, and
!IL is the N x N orthogonal matrix derived from the covariance

matrix (L of each cover type 'm1.

The rows of T are the K normalised eigen vectors of CL •

Using Eqn. (1), new gray values for all the pixels are obtained. The pro-
cedure will generate as many number of principal components as there are number
of spectral channels. Essentially a new set of pictures are generated from the
given four channels by mapping into new four components.

The covariance matrix of the principal components is then C_ = TL. CL T_ =
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where \,"\2^ >%* are the variances of the principal component and are also
the eigen values of C • It Is evident from C that the principal components
are uncorrelated and each component has variance less than the previous
component*

2.»f. NON-LINEAR CONTRAST STRETCHING

In order to enhance the contrast of imagery besides the principal compone
nt technique, various techniques have been tried. Bond and Thomas (5) have
reported a method that performs contrast stretching. In a similar fashion, but
using a different criterion, a technique for contrast stretching is formulated
here. In this new gray values for pixels belonging to each cover type are obta
ined using non-linear stretching over the gray values of the original channels
of LANDSAT imagery.

Using the knowledge that a particular pixel belongs to a certain cover
type, the gray value of this pixel is modified to a new value, by a weighting
factor. This weighting factor, is given by

U (J ,k) ,..,
G (J, k) = —

£
k=1

where G (J ,k) is the weighting factor for •k lth class in the « J » t h band
or channel, and

U ( J ,k ) is the mean value of reflectance of the'k'th cover type
in the 'J ' th band.

3. IMPLEMENTATION OF THE PROCEDURE

The analysis procedures as described in the previous section are carried
out on LANDSAT Imagery, pertaining to Anantapur region (I.D.?fo.2053-O l+265»
16th March 1975).

3«1« SITE FOR STUDY

A portion of the imagery covering an area of 30 Km x 30 Xm is considered
for this purpose. The area includes rocks of varied lithological entities like
granites, quartzites, limestones and shales, shales and sandstones, and basic
igneous intrusives. Penner is the major river flowing through the test site.
Central belt of the area trending NNW-SSE comprises hills of varying heights
and different rock units. Eastern part of the area is almost plain and shows
the presence of basic dykes.

Figures 1 and 2 represent gray values of LANDSAT bands MSS 5 and 7 respe-
ctively. Sinuous course of the river Penner can easily be deciphered in Figure
2 than In Figure 1 due to its contrast in gray tone from the surroundings.
Central belt of hilly terrain corresponds to limestones and shales and appears
more clear in Figure 2. The hill range at the north-western part of the area
is perhaps less visible In gray value photographs of bands 5 and 7.

3«2. DATA ANALYSIS

The portion of the imagery has been digitized using the Optronics P-1000
photoscan system. The digitizer uses 256 gray levels, gives out one byte of
data for each resolution element. The digitized data for each spectral band is
stored in a sequence on a CCT. For convenience of handling and analysis, the
data is transferred to a magnetic disc.

For analysis purposes, the registration of the Imagery in all the bands Is
an important step. The Sequential Similarity Detection Algorithm (*t,6) is used
to achieve the correct registration. The analysis of the imagery is performed
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in segments, each segment covering an area of 10 Em x 10 Km having "5,000
pixels. Each pixel will have four components corresponding to the s ctral
intensities in the four channels.

3.2.1. THE PRINCIPAL COMPONENTS. The inherent differences existing bet-
ween different cover types is utilized in the derivation of principal componen-
ts.

The data present in the above area is classified using the unsupervised
classification algorithm (6). The analysis is carried out in nine segments each
of 100 square kilometer. In a typical segment there are six cover types, the
statistics of which is presented in Table I. The covariance matrices of all the
cover types are then computed. The computed covariance matrix for a cover type
is given in Table II.

TABLE I. STATISTICS OF A TYPICAL SEGMENT

Cover
Type

1

2

3
if

5
6

Popula-
tion.

182?
2981
2l*01
1U05
1098
288

Mean Reflectance
MSS >f MSS 5 MSS 6 MSS 7

220.7 192.2 183.6 206.1
21*f-7 173.8 165.0 19^-9
207*1* 159«7 152.0 185.8

203-9 152.0 139-5 171-3

217.6 187.6 153.2 178.0

217- ^ 196.»f 170. V 187-9

Standard Deviation
MSS «f MSS 5 MSS 6 MSS 7

7.7 10.2 10.9 8.7

7.5 7.6 9-0 7.5
8. If 7. If 8.2 6.9

9.1 10.3 8.»f 7«2

7«9 13.6 8.6 9.2

20.7 37.7 31-1 26.3

TABLE II. COVARIANCE MATRIX, EIGEN VALUES, AND
EIGEN VECTOR MATRIX FOR A COVER TYPE.

COVARIANCE MATRIX

/"56.V8 7.67 -7-61 -2.00"
7-67 58.72 -3-37 1-52

-7.61 -3O7 80.5^ -3« 7V
-2.00 1.52 -3.71*- 56.28

EIGEN
VALUES

8V. 32
62.6V
56.82
»»8.23

EIGEN VECTOR MATRIX

"-0.31 0.56 -0.21 o.7V
-0.22 0.73 0.35 -0.51*
0.92 0.33 0.12 0.16

_-0.11 -0.20 0.90 0.36

The new gray values for all the pixels are then determined using the
matrix transformstion given by Eqn. (1). The principal components are then
obtained and are stored on a magnetic disc in a format of a total segment.
These are later used for writing the image on a film transparency in each of
the principal components.

Figures 3 and V show the prints of first two principal components obtained.

3*2.2. CONTRAST STRETCHING. As explained earlier, an alternate scheme
for contrast stretching is to use the information regarding the cover types to
which the pixels belong. For this purpose, the gray values of the contrast
stretched imagery are obtained by multiplying the original gray values of the
pixels by the weighting factor, defined by Eqn.(3)'
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Figures 5 and 6 show the prints of contrast stretched imagery 1 and 2
respectively.

k. VISUAL INTERPRETATION TOR GEOLOGICAL STUDIES

The visual interpretation discussed here is supported by limited field
checks of the area under study. Three major units, namely hills comprising
sedimentary rocks, water bodies and dark gray belts corresponding to dykes, are
considered for assessing the interpretability of MSS bands 5 and 7, principal
components 1 and 2 and contrast stretched imagery 1 and 2.

U-.1. INTERPRETATION OF PRINCIPAL COMPONENTS

Using the photographic data from Figures 3 and *f corresponding to principal
components 1 and 2 respectively, a visual interpretation of the geology of the
area is carried out. Central belt of limestones and shales is represented in
almost uniform gray tone in principal components 1 and 2. River Penner is dis-
cernible in principal component 1. Due to the sharp tonal contrast the hill
range at the north-western part can be picked up easily in principal components
1 and 2 in comparison to gray value pictures of MSS 5 and 7«

Figure 7 shows the interpretation. A band of quartzite separating limesto-
nes and shales from granites Is delineated in Figure 7* In the eastern part of
the area, dykes running NW-SE are detected In shales. Same can also be seen In
principal component 2 where it is less visible. Due to very little gray tone
variations, it has not been possible to delineate these units from principal
components 3 and *f. For this reason the prints of the principal component 3 and
U- are not included in this paper.

If.2 INTERPRETATION OF CONTRAST STRETCHED IMAGERY

River Penner and the hill range at NW corner appears more clearly In
Figure 6. In addition, several hill and sedimentary rocks can be easily picked
up on Figures 5 and 6 of the contrast stretched Imagery.

Using the photographic data from Figures 5 and 6, a visual Interpretation
map is generated and is shown in Figure 8. A quartzite hill range separating
limestones and shales from sandstones and shales, and basic igneous intruslves
are clearly discernible on the enhanced images. These are delineated in Figure
8.

5. CONCLUSION

Two methods are presented to enhance the contrast among different cover
types present In an Imagery. It Is noted that the principal component analysis
has compacted all the information content present in the imagery especially to
the first two components. The non-linear contrast stretching method has signi-
ficantly improved the contrast among the cover types of the area under study.
Certain geological formation like quartzite, limestones and shales, and basic
igneous intrusives are more clearly seen in the principal components and also
in the contrast stretched imagery.
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HULTIDATE MAPPING OF MOSQUITO HABITAT

Thomas L. ffoodzick and Eugene L. Maxwell

Department of Earth Resources
Colorado State University
Ft. Collins, CO. 30523

ABSTRACT

LANDSAT data from three overpasses in 1975
(25 June, 13 July, 9 August) formed the data base
for a multidate classification of 15 ground cover
categories in the margins of Lewis and Clark Lake,
a fresh water impoundment between South Dakota
and Nebraska. When scaled to match topographic
maps of the area, the ground cover classification
maps were used as a general indicator of potential
mosquito-breeding habitat by distinguishing pro-
ductive wetlands areas from non-productive non-
wetlands areas. More specifically, the inter-
pretation of the Consolidated Wetlands, Flooded
and Transitional classes as permanently-flooded,
frequently-flooded and intermittently-flooded,
respectively, permitted a breeding potential to
be assigned to each class vis-a-vis the preferred
breeding habitat of Culex tarsalis, a permanent
pool species and Aedes vexans, a floodwater
species. The 12 channel multidate classification
was found to have an accuracy 23% higher than
the average of the three single date 4 channel
classifications. By assuming that the 1.1 acre
LANDSAT resolution reflects the dominant tendency
within each pixel, the multidate classification
map of ground cover categories can be considered
a broadbrush indicator of potential mosquito-
production and used to plan control programs.

1. INTRODUCTION

The association of certain species of mosquitoes with certain types of veg-
etation has been recognized for a long time; the association is usually explain-
ed in terms of shared ecological niches. For example, in coastal areas the
association of Aedes sollicitans breeding areas with the salt marsh grasses
Distichlis spicata and Spartina patens has been reported by a number of investi-
gators (Elmore and Fay, 1958; Ferringo, 1953) and exploited to plan mosquito
control strategies by mapping the location of the salt marsh grass.

Lewis and Clark Lake, the locale of the present study, is a 50 km long,
freshwater, mid-continental impoundment which was created in 1957 when Gavins
Point Dam was constructed on theMissouri River between South Dakota and Nebraska.
As figure 1 indicates, the portion of the lake between Niobrara, Nebraska and
Springfield, South Dakota is narrower and consequently shares the relict flood-
plain with wetlands, crops and mixed deciduous stands, whereas the wider portion
of the lake between Springfield and Gavins Point Dam extends over the floodplain
to the bluffs with very few wetlands margins. The location of the study areas
reflects this marginal difference and, to some extent, documents it.

In our study areas we were concerned primarily with 2 species of mosquitoes,
Aedes vexans, a floodwater species, and Culex tarsalis which prefers more
permanent water habitats. Our principal objective was to define relationships
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Figure 1. Lewis and Clark Lake and features of interest.

between the breeding habitats of these species and specific plant associations
such that a mapping of the vegetative ground cover would serve as an indication
of the location of specific mosquito-breeding habitat areas. Mosquito larvae
data from collections made by the Water Resources Branch of the Center for
Disease Control during the summer of 1975 were used as the reference for the
distribution of mosquito-breeding habitat in the study areas. To delineate the
vegetation patterns, we could have used conventional mapping techniques such as
field transects (Kttchler, 1967), interpretations based on black and white aerial
photography (Rioux et al., 1963), or interpretations based on aerial color
infrared photography (Rohe, 1970); we used multispectral data obtained from
LANDSAT for this purpose because of the advantages it offered in terms of
availability and repeated coverage of a given area.

LANDSAT data from three dates coincident with the period of larvae collec-
tion in the summer of 1975 (25 June, 13 July, 9 August) were digitally-processed
to produce single-date land cover classification maps. They were also combined
to form a multidate-multispectral land cover classification map of the study
areas representative of ground conditions for the entire summer.

What follows is a more detailed description of the attempt to map mosquito-
breeding habitat by mapping associated fresh-water wetlands as depicted through
a digital, supervised, multidate analysis of LANDSAT data. Application of the
remote sensing technique to mosquito habitat mapping over extensive areas such
as that surrounding Lewis and Clark Lake should provide a tool for water
resources planners and managers to more effectively prevent mosquito problems
from developing in impoundment margins.

2. METHODOLOGY

A. Procedures. Computer compatible tapes from LANDSAT-1 and LANDSAT-2
were obtained for three dates in 1975 that coincided with the collection of
mosquito larvae. The dates obtained were June 25, July 13, and August 9.

The images for these three dates were rectified, rotated and adjusted to a
scale of 1:24,000. A visual fit was made (on a light table) between the images
and 7 1/2' quadrangle maps for the area, and all three images were thus regis-
tered to each other. Once registration was accomplished, the data from all
three dates, for the Lewis and Clark Lake area, were combined onto a single file
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such that each pixel was represented by a 12 variable vector (4 LANDSAT bands
for 3 dates).

The processing of this combined data tape was accomplished with Colorado
State University's LANDSAT Mapping System (LMS). The LMS employs supervised
classification using a maximum likelihood algorithm. This system permits the
selection of any of the variables on a data tape, so we had the option of
classification with data from any one date, or we could use all 12 variables in
a multidate mode.

Three sources of information were used to select vegetation types for
classification and the training fields to represent these classes. Initially
the data obtained during the 1975 larvae collection program was used to select
areas around the lake and vegetation characteristics which were related to
mosquito production. Then, color infrared aerial photographs for the area were
obtained from the Corps of Engineers, Omaha. We were most fortunate to have
photographs taken within two days of the August 9, 1975 LANDSAT overpass. These
CIR images were used to select areas having similar radiance characteristics.
Finally, three field trips during 1976 (close to the 1975 image dates) were used
to obtain on the ground knowledge of vegetation conditions. Using all of this
information, and the LANDSAT images themselves, training fields were selected to
represent the vegetation and water classes given on Table 1.

Fortunately, the LMS permits the use of irregularly shaped masks to define
training fields. This was extremely important for the intermixed, irregularly
bounded, natural areas of this project. Of equal importance was the provision
of the LMS to delete individual pixels, using statistical criteria, from train-
ing data sets. In this way, viable class signatures for the vegetation types
noted were obtained. These signatures consisted, of course, of a 12 variable
mean vector and covariance matrix.

B. Lewis and Clark Ground Cover Classification Scheme. Colwell (undated)
observed that a suitable classification scheme is generally developed as a
compromise between what the user considers ideal for his purposes and what the
remote sensing analyst finds is consistently identifiable on the imagery he has
to work with. Ideally, then, each of the cover types in Table 1, found in the
margins of Lewis and Clark Lake, would be identifiable at the species level by
means of remote sensing and would have attached to it a coefficient of mosquito
breeding potential for the major mosquito species observable in the area.
Gabinaud (1975) in fact used ground and aerial surveys to map vegetation species
which served as biotic indicators in establishing an ecological chart for study-
ing the distribution of the breeding habitat of two species of Aedes in the
French Mediterranean lowlands. However, given the resolution of the LANDSAT
system, 1.1 acres arranged in a regular rectilinear grid, and the complex,
heterogeneous, irregular growth pattern of many of the Lewis and Clark wetlands
vegetative species, the ideal solution is not immediately achievable. On the
other hand, if the differentiation scale is modified so as to accomodate commun-
ities of somewhat larger units than one species, as Gabinaud (1975) occasionally
did and KUchler (1967) recommended, a classification scheme whose vegetation
components are consistently differentiable in terms of LANDSAT reflectance is
possible.

Table 1 contains the raw material from which such a classification system
was ultimately derived for the Niobrara and Springfield areas. The floodplain,
in this reach of the river, is the site of wetland units encroaching into areas
formerly covered by domestic units and dryland wild flora. In this successional
context, transitional units mark the leading edge of the encroaching wetlands
whereas flooded units specifically indicate areas where moist ground was
observable on the August 9, 1975 color-infrared aerial photos. Figure 2 serves
to'illustrate these relationships in terms of elevation.

Following the selection of training data, initial tests of class separabil-
ity resulted in modifications to Table 1 in the form of deletions and combina-
tions of classes. The final set of classes (see Table 2 in the next section)
were consistently identifiable from the LANDSAT data, and their areal distribu-
tion was indicative of the relative level of the water table. In this manner,
mosquito breeding habitat potential could be mapped at a scale consistent with
the 1.1 acre resolution of LANDSAT.
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C. Single date vs. multidate analysis. Vegetated areas change their
characteristic reflectance through time because of phenological or other
developments, e .g . , the soil component of a corn f ie ld 's reflectance progress-
ively diminishes from June to August as the plants grow. Several remote sens-
ing investigators have demonstrated that sequential or multidate coverage
yields more information, and therefore better identification, than single date
coverage (Steiner, 1970; Richardson et a l . , 1972).

Table !• Ground cover 1n margins of Lewis and
Clark Lake arranged according to
elevation.

WATER WETLANDS FLOODED TRANSITIONAL DOMESTIC UPLAND

River

Standing

Duckweed

Cattails
-bleaches
-dead

trees

Cattails

Polygonum

Corn

Unknown

Polygon urn

Johnson Grass

Kochia

Reed Canary

Bog Marshcress

Foxtail Barley

Ragweed

Young willow

Corn

Alfalfa

Oats

Wheat

Wheatgrass

Mixed Dec id.

Bluff Grass

In a wetlands area such
as the margins of Lewis and
Clark Lake, where the in-
flux of water from upstream
dams and the outflow at
Gavins Point Dam are the
dominant factors affecting
water level, it was expect-
ed that the multidate
approach might be even more
effective. For example, a
mosquito site which is
slightly flooded in June,
dry in July, and severely
.flooded in August would be
expected to have a differ-
ent signature than a site
that had a fairly constant
water level over the 3
months. A check of
reservoir level records and
precipitation records at
Hiobrara, Springfield and
Gavins Point Dam indicated
a common pattern through the
summer of 1975; the reser-
voir level was not greatly
affected by local precipita-
tion and July was a time in
which the reservoir level
steadily rose to a point
where the August impound-
ment was approximately 0.6
meters higher than in June.
Hayes (1977) cited unusual
discharges from upstream
dams as the reason for the
abnormally high reservoir
level in August of 1975.
Hayes also reported that
mosquito larvae collections
in the Niobrara-Springfield
area reflected the unusual

influx of water in the form of increased Culex production (permanent pool
species) and decreased Aedes production (periodically-flooded species) as the
summer progressed.

3. LANDSAT Classification Results

H

Generalized cross-section across Lewis and Clark Lake and
Missouri River floodplain in Niobrara - Springfield areas.
Not drawn to scale. Bluff tops are 250 feet (76.2 meters)
above river at some locations.

A. Niobrara. Figures 3, 4 and 5 are ground cover classification maps of
the Niobrara study area based on 4 channels of reflectance data from LANDSAT
overpasses made on June 25, July 13, August 9, 1975, respectively. Table 2
contains a brief description of the classes which are keyed to the symbols
used on these single date classification maps. Noteworthy features on the
June map include one area of wetlands north of the river, two areas of
wetlands south of the river, a stand of mature mixed deciduous at the eastern
border, and apparently, corn-covered islands in the river^ On the July map,
still water has taken over the islands and much of the wetlands area north of
the river, while the two wetlands areas south of the river and the mixed
deciduous stand to the east are again evident. In August, the two wetlands
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Figure 3. Niobrara ground cover, 25 June 1975.
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Figure 4. Niobrara ground cover, 13 July 1975.
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Figure 5. Niobrara ground cover, 9 August 1975.
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Figure 6. Niobrara ground cover, multidate classification

areas south of the river and the mixed deciduous stand are still in evidence as
contiguous units, whereas the wetlands north of the river and the islands are
largely classified as flooded. Many of the variations are explainable in terms
of a rising reservoir level and a plant canopy expanding with time.

Figure 6 is a multidate ground cover classification map of the Niobrara
study area based on 12 channels of reflectance data, four channels from each of
the three dates. Very noticeably, the patchiness of the single date classifi-
cations has disappeared, and well-defined areas of river, wetlands, flooded,
transitional, croplands, mixed deciduous and bluff-grass can be discerned. The
12 channel multidate classification yields a map with better definition than
any of the single-date 4 channel maps.

SYMBOL

W

X

T

Y

A

C

O

W

TABLE 2.

CLASS

RVRH

STLH

CXTW

BCTW

DWDW

LXGF

XX CF

PXXT

YWLT

ALFD

QQQD

OATD

WHTD

ZZZU

FLBU

Legend of symbols used on classification
maps of the Springfield and Niobrara study
areas.

DESCRIPTION

River water

Still water

Cattails

Cattails with bleached areas consolidated
wetlands

frequently
flooded

intermittently
flooded

Duckweed

Flooded, Polygonum and cattails

Flooded, corn

Transitional, Polygonum,ragweed
and wild grasses

Young willow and cottonwood

Alfalfa

Corn

Oats

Wheat and wheatgrass

Mature mixed deciduous

Bluff grass

Blank areas are ground cover types different
from classes above
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In Table 3, areal percentages of selected classes are compared for the
June, July, August and Multidate classifications. Noteworthy features are the
constancy of River Water and Bluff Grass, the increasing percentages of the
Wetlands, Flooded, and Transitional classes through the single date sequence
at the expense of the crops and Mixed Deciduous classes, and the averaging
effect of the multidate percentages with respect to the single date sequences.
The high percentage of Transitional is the one major exception to the Multidate
averaging effect and can be explained in part by the large variance in reflect-
ances for the Transitional class.

Table 3. Areal percentages of selected
ground cover classes on the
June, July, August and Multi-
date Classifications.

River Water

Still Water

Consolidated Wetlands 18.4

Flooded

Transitional

Corn

Oats/Alf/Wht

Mixed Decid.

Bluff Grass

Other

June

20

1

s 18

11

5

7

14

5

6

8

.8

.8

.4

.3

.5

.1

.4

.4

.5

.8

July

20.

9.

20.

8.

10.

3.

8.

6.

6.

6.

3

1

8

0

5

1

5

0

9

8

August

21

25

12,

10,

6,

3

4,

6.

8,

.5

.5

.7

.6

,3

.1

,8

.9

.6

.0

Multidate

21.

.

22.

9.

21.

4.

4.

3.

7.

5.

9

6

3

1

2

9

2

7

1

0

Table 4 is a comparison of the accuracy of the single date and the multi-
date classifications. Seven categories were selected from those used in the
classifications and fifteen pixels from each were compared to what was actually
found on the ground; the number of each category correctly classified appears
in the columns for June, July, August and Multidate. Before discussing the
results, certain qualifications need to be mentioned. The fifteen pixels
selected were not included in the original training fields. Such a constraint,
while yielding an unbiased sample in one sense, often leads to the choice of
verification pixels which are not as representative of the category as they
could be. Particularly with the complexly-structured wild species this can be
a problem because large contiguous non-training groups of pixels are difficult
to find. This also limited the classes which could be used for verification.
Also, the ground truth, with the exception of the color-infrared aerial photos
of August 7, 1975, was gathered in 1976, one year after the period of the
LANDSAT imagery. Slight changes, particularly in the complexly-structured
categories over the period of a year are a possibility. Finally, a sample size
of 15 pixels does not portend great statistical rigor. Table 4, therefore,
should be considered a qualified comparison of the accuracy of the single date
and multidate comparison.

Table 4 indicates an overall accuracy of classification of 72% for June,
60% for July, 83% for August and 95% for multidate. Thus, August was the most
accurate single date classification for the Niobrara study area and the multi-
date classification was 23% better than the average single date classification .
In terms of utility, the results indicate that one single date classification
provides an acceptable instantaneous view of ground cover classes with an
accuracy as high as 83%, whereas sequential viewing of three single dates
permits seasonal changes to be appreciated. The comprehensive multidate class-
ification with an accuracy of 95% provides the best rendition of ground cover
in terms of mapping categories and can be used to delineate mosquito-breeding
potential in the Niobrara study area.
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River Water

Cattails

Flooded

Transitional

Corn

Mixed Deciduous

Bluff Grass

TOTAL

% Correct

Table 4. Accuracy of June, July, August
and Multidate classifications
based on a sample of 15 non-
training pixels for each sel-
ected ground cover class.

June

15

15

6

8

12

13

4

73

72%

July

15

9

4

7

5

14

7

61

60%

August

15

13

13

7

10

14

13

35

83%

Multidate

15

15

13

14

15

14

14

100

95%

AVERAGE SINGLE DATE % CORRECT: 72%

B. Springfield. Figure 7 is the multidate classification map for the
Springfield study area. Its data base also was 12 channels, four channels from
each of the 3 LANDSAT overpasses selected for the summer of 1975. The ground
cover symbols indicate that in this area, the wetlands occupy the northwest
margin of the reservoir. Besides pointing out the contrast between the lower
river and wetlands areas and the higher bluff areas which are occupied by bluff
grass and crops, a distinction is made between river water and the less turbid
still water.

C. Bon Homme negative study area. A classification map of the Bon Homme
study area on the north margin of the wider portion of Lewis and Clark Lake
(see figure 1 for relative location) is shown in Figure 8. This area is in
contrast to the Springfield-Niobrara study areas with their significant regions
of wetlands cover between the reservoir and the bluffs. Here the transition
from reservoir to bluff occurs much more quickly than it did in the Springfield-
Niobrara area because the rise in elevation from the reservoir edge is accomp-
lished over a much shorter distance; a slope of 1% is representative of some
portions of the Springfield floodplain whereas 30% slopes are typical and near-
verticality can be found at the Bon Homme margins of the reservoir. The symbols
on the Bon Homme map reflect the rapid transition from reservoir to bluff.
Center-pivot irrigation in the form of a circular pattern and a staircase-shaped
blank area due to parity errors in the original data tape are evident. Figure 8
was generated only from the four bands of the August 9 LANDSAT overpass. It was
felt that in an elevated, stable, agricultural situation, a single-date class-
ification would produce results almost comparable to a multidate classification
of a wetlands area. Table 5 is the legend that explains the symbols used in the
Bon Homme classification map. Compared to the Niobrara-Springfield areas, the
absence of cattails, both flooded classes, still water and young willow classes
generally indicates the non-wetland and dominantly upland-agricultural character
of the Bon Homme study area.

4. DISCUSSION

In a general sense, the absence of wetlands cover characterizes an area as
having a very low percentage of mosquito-breeding habitat sites. A comparison
of figures 6, 7, and 8 indicates that the Niobrara and Springfield study areas
have abundant potenital mosquito breeding sites (the • , X and T symbols stand
for the consolidated wetlands, flooded and transitional categories) whereas Bon
Homme has very few. In this respect the LANDSAT ground cover classification can
be used as a broadbrush indicator of the mosquito breeding potential of an area.
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Figure 7. Springfield ground cover, multidate classification.
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Figure 8. Bon Homme ground cover, 9 August 1975.
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Table 5. Legend of symbols used on classification
map of the Bon Homme study area.

SYMBOL CLASS DESCRIPTION

W RVRH River water

B PMST Patchy mixed shrubs

A ALFD Alfalfa

O OATD Oats

W WHTD Wheat and wheatgrass

$ ISGD Irrigated sorghum

PSGD Poorly-irrigated sorghum

+ FLBU Bluff grass

Blank areas are ground cover

types different from classes above

It should be noted that other marginal areas of Lewis and Clark Lake are
characterized by consistently higher elevations and even steeper reservoir to
bluff transitions than at the Bon Homme study area. They have widespread mixed
deciduous cover and almost complete absence of wetlands cover classes, except
where a few larger streams, with their associated wider valley/lowlands, dis-
charge into the reservoir. Although not shown here, such conditions could also
be detected by LANDSAT-derived ground cover classification and used in a pre-
liminary assessment of the mosquito breeding potential over a large region.

The mosquito larvae collection data from 1975 confirm the characterization
of the Niobrara and Springfield areas as highly productive and Bon Homme as
less productive in terms of mosquito breeding. Table 6 contains the Niobrara,
Springfield and Bon Homme collection data for 1975.

Table 6. Fourth instar larvae collections
during summer of 1975 at selected
study areas in the margins of
Lewis and Clark Lake.

Niobrara

Springfield
Bottoms

Culex
tarsalis

8072

2797

Aedes
vexans

5636

803

TOTAL

13,708

3,605

Number of
collections

6

5

Bon Homme 242 21 263 2

Whereas the absence of wetlands cover generally characterizes an area as
having a very low mosquito-breeding potential, it is possible within a recog-
nized wetlands area to assign varying degrees of breeding-potential to the
constituent wetlands and wetlands-marginal cover types. In the elevational
model proposed in Figure 2 for the Niobrara and Springfield floodplains, the
three cover types that appear to be located at the levels most conducive to
Aedes and Culex larvae production are, in increasing topographic order, the
consolidated wetlands (•), flooded (X), and transitional (T) categories which
correspond to permanently-flooded, frequently-flooded and intermittently-flooded
areas respectively. Given the 1.1 acre resolution of the present LANDSAT system
and the view that each pixel classification represents the dominant tendency
within the 1.1 acres, it is considered appropriate to use the qualitative terms
slight, moderate and problematic to characterize the cover types for mosquito-
breeding potential. Because Culex is a permanent pool breeder, we feel that the
consolidated wetlands category would be problematic, the flooded category mod-
erate, and the transitional category slight with respect to breeding potential.
Because Aedes prefers to breed in periodically flooded areas we would describe
the flooded category as problematic, the transitional category as moderate, and
the consolidated wetlands category as slight. Control programs aimed at elim-
inating either Aedes or Culex could therefore use the ground cover classifica-
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tion maps (Figures 6 and 7) as guides to the location of potentially problematic
breeding sites. With limited funds and the objective of eliminating both Aedes
and Culex, the flooded category (X), would be the prime target.
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LATE WISCONSINAN DEGLACIATION OF THE NORTHERN MIDWEST

INTERPRETED FROM A SPRINGTIME LANDSAT COLOR MOSAIC

James R. Lucas
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Sioux Falls, South Dakota

James V. Taranik
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Sioux Palls, South Dakota

SUMMARY

Landsat images of the northern Midwest at different seasons were examined
to determine optimal landscape cover conditions for the delineation of Quater-
nary landscape features. Late April and early May landscape cover conditions
best display patterns related to continental glaciation in the Midwestern
United States. Different glacial materials often have different soil moisture
contents, and differences in soil moisture in the Midwest are most apparent on
April and May imagery because vegetative cover is minimal, the ground is
thawed, and soil moisture differences are at a maximum and are most apparent at
this time of year.

Landscape features resulting from continental glaciation are at a scale
that requires analysis of several contiguous Landsat images. A Landsat false-
color mosaic at a scale of 1:1,000,000 was constructed at the EROS Data Center
from 75 springtime scenes. The mosaic includes North and South Dakota,
Nebraska, Minnesota, Iowa, Wisconsin, and part of Illinois—most of the gla-
ciated areas in the Midwest. The most striking landscape features displayed on
this mosaic are a series of arcuate patterns that are related to hill and
valley landforms, orientation of stream drainage, differences in unconsolidated
materials and vegetative cover, and the occurrence of lakes. The lakes commonly
occur in linear chains that are aligned along arcuate trends. Some larger
lakes are elongated parallel to the arcuate patterns.

The largest lobate pattern can be traced from the Red Lakes area of Northern
Minnesota southeastward to Minneapolis and then southward to Des Moines, Iowa.
From Des Moines the pattern curves northwestward to the Prairie Coteau and
passes near Sheldon, Iowa. The pattern continues northwestward along the
Prairie Coteau through the town of Bemis, South Dakota, and can be followed to
the northern tip of the Prairie Coteau. Within this larger lobate pattern a
series of nested smaller lobate patterns have been delineated which progres-
sively decrease in size and extend from Des Moines to the northern end of the
Prairie Coteau. The more obvious lobate patterns show a striking periodicity
in spacing. Where the larger lobate patterns are 250 km wide the distance
between the nested lobes (measured down the central axis of the lobes) is about
15 to 30 km. Along the axis of the Minnesota River Valley in southwestern
Minnesota, the lobate patterns are smaller (less than 150 km wide), and the
distance between smaller nested lobes is 30 to 60 km. The nested series of
lobate patterns are interpreted as delineating stillstands of the last
retreating continental ice mass that receded from the north-central United
States beginning about 14,000 years ago.

The relationship between smaller size of the lobes and increased distance
between lobes indicates that thickness and areal extent of ice may have been
factors that determined the distance the glacier retreated during one major
period of rapid melting. At least 17 major periods of retreat are interpreted
to have occurred between Des Moines, Iowa, and the northern end of the Prairie
Coteau—a distance of 550 km. North of the Prairie Coteau the nested series
of lobate patterns are more closely spaced, and some appear to be a distance of
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only 10 to 20 km apart. South of this location the continental ice sheet sepa-
rated into two lobes which extended southward on opposite sides of the Prairie
Coteau. The close spacing of the nested lobate patterns north of the Prairie
Coteau again suggests that where the distance between stillstands was smaller,
a greater thickness and areal extent of ice may have been present. The spacing
of the nested lobate patterns suggests periodic climate variations in tempera-
ture and precipitation. Under the conditions which probably existed when the
ice front was melting rapidly, it is doubtful that organic materials suitable
for radiocarbon dating would have been preserved in critical stratigraphic
locations.

There appears to be a relationship between the locations of lakes and the
lobate patterns. Lakes commonly occur along the lateral margins of the lobate
patterns. Apparently at certain times during glacial retreat, lake development
was favored because lakes are symmetrically distributed on opposite sides of
the same lobate pattern.

Two areas where it is difficult to map lobate patterns occur opposite
either side of the series of nested lobes that extend almost to Des Moines.
These areas are near Spencer and Mason City, Iowa. In these areas the arcuate
patterns have been obliterated, perhaps by extensive fluvial erosion that
occurred when the main ice mass in this area melted rapidly. The largest
lobate pattern can be extrapolated along an arcuate trend northward from Des
Moines, across what has been mapped as the "lowan Surface" and the "Tazewell
Drift". Wisconsinan materials were probably deposited in this area by the
last major ice advance here, but were later stripped away exposing older
glacial materials.

The EROS Data Center is now producing a master set of computer processed
April-May imagery of the United States above latitude 40°. These scenes will
be digitally enhanced to improve their interpretability and should be valuable
for locating sources of sand and gravel, and peat in the Midwest. The existing
mosaic is now being utilized at EDC for analysis of potential sites for ground-
water exploration.
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NECESSITY TO ADAPT LAND USE AND LAND COVER

CLASSIFICATION SYSTEMS TO READILY ACCEPT RADAR DATA
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ABSTRACT

A hierarchial, four level, standardized system
for classifying land use/land cover primarily from
remote-sensor data (USGS system) has been proposed
for national acceptance by Anderson et al. (1976).
The USGS system clearly has been developed for non-
microwave imaging sensors such as camera systems and
line scanners. Studies have shown that the classifi-
cation system is compatible with aircraft and space-
craft photography and line-scanner imagery obtained
at various altitudes.

The USGS system commonly is not compatible with
the land use/land cover classifications at different
levels that can be made from radar imagery, and
particularly from synthetic-aperture radar (SAR)
imagery. The lack of compatibility exists because
of the special capabilities of radar, particularly
SAR, for data gathering that are not duplicated by
the imaging optical sensors. The use of radar
imagery for classifying land use/land cover at
different levels is discussed, and a possible
revision of the USGS system to more readily accept
land use/land cover classifications from radar
imagery is proposed.

1. INTRODUCTION

. Many different land-use classification systems currently are in use in the
United States. Some of the classification systems are constructed for specific
disciplines such as urban planning, agriculture, forestry, etc. A standardized
general classification system for many different disciplines is needed.

During the past forty years it has been successfully demonstrated that
remotely-sensed data is useful for land-use and land-cover mapping (Anderson
et al., 1976). Several land-use classification systems are designed for or
amenable to use with remote-sensing techniques. However, remote-sensing data
is not compatible with many of the presently-used land-use classification systems
for at least two reasons: (1) In many instances remote-sensing data provides
information concerning only the land cover and not the land use. The presently-
used systems generally differentiate their categories on the basis of land use,
not land cover. The terms land use and land cover are not necessarily synony-
mous. According to Clawson and Stewart (1965), land use refers to "man's
activities on land which are directly related to the land." Burley (1961)
believes that land cover refers to "the vegetational and artificial construc-
tions covering the land surface." (2) Many of the presently-used systems classi-
fy the land use in a very detailed manner, particularly in their higher levels
of categorization. While various types of remote-sensing'data can provide
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detailed land use/land cover information, the data commonly do not provide the
very detailed information needed for certain urban land use classification
systems, etc.

As Anderson et al. (1976) point out, there are several problems in using
any particular system to classify land use/land cover, whether or not the system
is specifically designed to accept remote-sensing data. These problems include:
(1) Some uses of the land cannot be directly related to the type of land cover.
(2) There may be multiple uses occurring on a single parcel of land. The multi-
ple uses may occur simultaneously or alternately. (3) There commonly are verti-
cal arrangements of land uses above or below the actual ground surface. Mineral
or petroleum deposits may be extracted underground, electrical transmission
lines cross areas of various urban and rural land use, etc. (4) The size of the
minimum area that can be classified as to land use or land cover.

Clearly what is needed is a nationally-accepted standardized system for
classifying land use/land cover from data obtained primarily by remote-sensing
techniques, but reasonably compatible with present classification systems.
The land use/land cover classification system of Anderson et al. (1976) is
intended to be the needed system, but unfortunately it is not always compatible
with radar data. For convenience, the system of Anderson et al. (1976) is here-
after called the USGS system.

2. THE USGS SYSTEM

The USGS system for classifying land use and land cover from remotely-
sensed data is discussed by Anderson et al. (1976) in USGS Professional Paper
964. The professional paper is a revision of an earlier classification system
described in USGS Circular 671 by Anderson, Hardy, and Roach (1972). Types of
land use and land cover identifiable primarily from remote-sensor data are the
basis for organizing the USGS system (Anderson et al., 1976). The USGS system
is specifically designed to be receptive to data obtained from satellite as well
as aircraft remote sensors. It is intended to be a national system, and it is
becoming accepted by the federal government and various states as the system
to be used for classifying land use/land cover from remote-sensing data.
Therefore, it is extremely important that the necessary revisions in the USGS
system be made as soon as possible.

The USGS system classifies land use/land cover in four distinct levels of
categorization, with Level II being the "basic" level of classification. As
the levels of classification increase from Level I through Level IV, the land
use/land cover classifications that can be made become more detailed and the
areas that can be classified a specific Level III or IV category commonly
become smaller; these are desirable features of the classification system. The
system is a hierarchical one in that the more detailed higher-level categories
(Levels III and IV) are collapsible into the more generalized lower-level
categories (Levels I and II).

Uniformity in categorization is intended only at the first and second
levels. Land cover is the primary basis for categorization at the first and
second levels. Land cover is the primary basis for categorization at the first
and second levels, but land use is also a basis for categorization at the
second level. The categories of Levels I and II of the USGS system are dis-
cussed in Anderson et al. (1976).

The USGS system is intentionally left open-ended so that various govern-
mental agencies can have flexibility in developing more detailed land-use
classifications at the third and fourth levels. This allows the agencies to
meet their particular needs and at the same time remain compatible with each
other and the national system. Land use generally is the primary basis for
categorization at Levels III and IV.

The USGS system has been developed on the assumption that different remote
sensors will provide data for different levels of classification. However, the
USGS system clearly has been developed for non-microwave imaging sensors, such
as camera systems and line scanners. For these optical sensors the scale and
resolution of the imagery decrease with range, which is altitude above ground.
Anderson et al. (1976) state that the USGS system has been developed "...because
different sensors will provide data at a range of resolutions dependent upon
altitude and scale. In general, the following relations pertain, assuming
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a 6-inch focal length camera is used in obtaining aircraft imagery.

Classification Level Typical Data Characteristics

I LANDSAT (formerly ERTS) type of data.

II High-altitude data at 40,000 feet
(12,400 m) or above (less than
1:80,000 scale).

Ill Medium-altitude data taken between
10,000 and 40,000 ft (3,100 and
12,400 m) (1:20,000 to 1:80,000 scale).

IV Low-altitude data taken below 10,000 ft
(3,100 m) (more than 1:20,000 scale)."

In the above table, Anderson et al. (1976) say that the remotely-sensed data for
Level III classification typically will be at 1:20,000 to 1:80,000 scale. Later
they state that remotely-sensed Level III data commonly will be obtained at
scales of 1:15,000 to 1:40,000. Substantial amounts of supplemental information
are needed at Level III and much more supplemental information is used for
Level IV classification (Anderson et al., 1976). Manual methods of imagery
interpretation were assumed in determining the different categories and levels
of the USGS system.

In his discussion of the USGS system, Avery (1977) also indicates that the
system has been developed for optical scanners. Avery states that "Each sensor
provides a degree of image resolution that is dependent upon flight altitude and
effective focal length (or scale). For example, assuming a focal length of 15
cm, the following flight altitudes and image scales would be appropriate when
manual (nonautomated) interpretation is anticipated.

Classification Sensor platform Approximate range of
level or altitudes image scales

I
II

III
IV

Earth satellites
9,000 - 12,000 m
3,000 - 9,000 m
1,200 - 3,000 m

1:500,000 to 1:3,000,000
1:60,000 to 1:80,000
1:20,000 to 1:60,000
1:8,000 to 1:20,000

It should be stressed that the foregoing recommendations are approximate guide-
lines and not absolutes. With future technological advances, such tabulations
will need to be revised." Notice the difference between Avery and Anderson et
al. (1976) in the anticipated range of altitudes of the optical sensors in
obtaining data for classification at Levels II and III, and particularly Level II,

As the altitude of optical remote sensors increases, the level of land use/
land cover classification that can be accomplished drops. It generally is
possible to do only Level I and Level II classifications from satellite or high-
altitude photography and line-scanner imagery. In contrast, Level IV classifi-
cation generally is done from low-altitude photography and line-scanner imagery
at a scale larger than 1:20,000. Therefore, one should not expect to do both
Level I and Level IV classifications from the same small-scale photography or
line-scanner imagery, but Levels I through IV classifications could be done
from the same large-scale photography or imagery.

It is not surprising that the USGS system has been developed for use with
optical sensor data, considering that most remotely-sensed land use/land cover
data has been obtained by such sensors. On the other hand, different types and
amounts of land use/land cover data are obtained by the various remote sensors
because of their different capabilities for data gathering. Thus it is unfortu-
nate that the USGS system has not been developed to take into account the special
characteristics of radar imagery for land use/land cover classification.

3. THE USE OF RADAR IMAGERY FOR LAND USE/LAND COVER CLASSIFICATION

With the proper power supply, the resolution of synthetic-aperture radar
(SAR), particularly in the range direction, is essentially independent of
range and radar wavelength. SAR commonly is used on aircraft and is the type of
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radar to be used on spacecraft. The presently unclassified resolution of radar
used in the United States is approximately 1.6 m (range) x 2.2 m (azimuth).

The parameters that most significantly affect the radar return from terrain
features include surface roughness, topography (including orientation and slope
of surfaces), complex dielectric constant of the feature, object geometry, type
and extent of vegetation, and the incidence angle, wavelength, and polarization
of the transmitted radar energy. Changes in these parameters can greatly
change the return from similar features, even with the same imaging conditions.
However, studies done using either single- or dual-polarized radar imagery have
shown that the level of land use/land cover classification that can be done from
radar imagery is primarily a function of the wavelength, polarization(s), and
resolution of the reflected radar energy, and the orientation of the feature

(particularly a linear feature) to the radar look direction. Therefore, con-
sidering that the resolution of a SAR system remains constant with increasing
altitude, the level of land use/land cover classification that can be done from
radar imagery is independent of the range from the radar to the terrain.

Furthermore, the level of land use/land cover classification that can be
done commonly is independent of the scale of the radar imagery. Levels I
through III or IV classifications are possible from the same small- or medium-
scale radar imagery. The special imaging capabilities of radar, such as pro-
ducing high-intensity point returns from individual features, bright linear
returns from linear features, areas of no-return, etc., aid in delineating
spot locations and areas of certain categories of Levels III and IV on small-
scale radar imagery. The presence or absence of bright point or linear returns
on radar imagery generally is a function of both the orientation of the feature
to the radar look direction and the polarization of the reflected radar energy.

The USGS system has been developed on the assumption that different remote
sensors will provide data for different levels of classification. Anderson et
al. (1976) state that there is little likelihood that any one sensor or system
will produce good land use/land cover data at all altitudes. Both beliefs are
wrong as far as SAR is concerned. However, it is true as Anderson et al. (1976)
point out, that as the more detailed levels of categorization are used (Levels
III and IV), more dependence must be placed on higher resolution remote-sensor
data. High-resolution data can be obtained by SAR at all altitudes, but high-
resolution data can be obtained by civilian optical remote sensors only at low
and medium altitudes.

In discussing the four levels of classification of the USGS system, Ander-
son et al. (1976) state or imply that generally as the level of classification
goes from Level I to Level IV, the altitude of the remote sensor decreases, the
scale of the imagery becomes larger, and the resolution of the remote-sensor
system markedly improves. This obviously is not necessarily true as far as a
SAR system is concerned. Therefore, the USGS system not only needs to be
revised to readily accept the land use/land cover classifications at different
levels that can be made from radar imagery, but the discussion of the classifi-
cation criteria needs to be re-written to emphasize: (1) The differences at
the different levels of classification in the typical characteristics of the
data obtained by imaging optical remote sensors and imaging microwave sensors.
(2) That the basis of the USGS system is that in going from Level I to Level IV,
the land use/land cover classification that can be done from all types of remote-
sensing data just becomes more detailed.

4. POSSIBLE REVISION OF THE USGS SYSTEM

The USGS system and its predecessor system have been tested and found to
be compatible with aircraft and spacecraft photography and line-scanner imagery,
including thermal infrared imagery (Brown and Holz, 1976), obtained at various
altitudes. In fact, the land-use classification system proposed in USGS Circu-
lar 671 was revised in order to incorporate the results of extensive testing of
that system. However, the USGS system is not necessarily compatible with land
use/land cover classifications at different levels that can be made from radar
imagery. This lack of compatibility for urban areas has been pointed out by
Bryan (1974, 1975). Anderson et al. (1976) anticipate that the USGS system may
need modification in the future, particularly for use with automatic data analy-
sis.

A possible revision of the USGS system so that it will readily accept land
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use/land cover classifications made from radar data is given in Table 1. Other
revisions of the USGS system certainly are possible and are encouraged in order
that the best possible revision of the system in terms of radar data can be
constructed and tested.

Revision of the USGS system is done only at Levels I and II, with most of
the revision involving the present Level II categories of Urban or Built-up
Land. New as well as revised Levels I and II categories are suggested to accom-
modate the types of land use/land cover data that can be obtained from radar
imagery, and these categories are briefly described. Levels III and IV cate-
gories are still to be determined locally. However, at these levels the detail
seen on radar imagery may be greater than that seen on imagery obtained by
optical remote sensors.

Many of the features of the suggested new and revised categories may "look"
different on radar imagery, and in some instances may not be detected or identi-
fied, depending upon the orientation of the feature to the radar look direction
and the wavelength and polarization of the radar imagery being interpreted (see
Lewis, 1968; Lewis, MacDonald, and Simonett, 1969) . The features that may
"look" different or may not be detected or identified on radar imagery include
railroads, power transmission lines, and microwave transmission towers.

1. Urban or Built-up Land

The description of this category is the same as that given by Anderson et
al. (1976) except that transportation, power, and communications facilities are
taken out of this category and made into separate Level I categories. Brown
and Holz (1976) have suggested doing something similar after a study of thermal
infrared imagery.

11. Residential

Essentially the same description for this category as that of Anderson et
al. (1976). However, housing areas on military bases or at colleges and univer-
sities, living quarters for laborers near a work base, or lodging for employees
of agricultural field operations or resorts may be readily discernable on radar
imagery. If so, these areas should not be placed within the Industrial, Agri-
cultural, or Commercial and Services categories.

13. Industrial

Electric-power generating stations, and oil refineries and tank farms are
taken out of this category as defined by Anderson et al. (1976) and put into
new Level II categories.

2. Transportation

The transportation routes and facilities must be mappable on the imagery as
separate features distinct from other land uses. Level II categories include
Highways, Railroads, Airports, and Ports and Marinas.

21. Highways

Following Anderson et al. (1976) , the highways include rights-of-way, inter-
changes , highway bridges, and service and terminal facilities. In urban regions,
highways generally consist of more than two lanes.

22. Railroads

Rail facilities include stations, parking lots, roundhouses, repair and
switching yards, and related areas, as well as overland track and spur connec-
tions, and railroad bridges.

23. Airports

All airports regardless of their size, use, and runway materials are
included in this category. Airport facilities include the runways, intervening
land, terminals, service buildings, navigation aids, fuel storage, parking lots,
and a limited buffer zone (Anderson et al., 1976).
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TABLE 1. Possible revision of the USGS system to readily accept
land use/land cover classifications made from radar data.

Level I

1 Urban or Built-up Land

2 Transportation

3 Utilities

4 Communications

5 Agricultural Land

6 Rangeland

7 Forest Land

8 Water

9 Wetland

10 Barren Land

11 Tundra

12 Perennial Snow or Ice

Level II

11 Residential.
12 Commercial and Services.
13 Industrial.
14 Industrial and Commercial

Complexes.
15 Mixed Urban or Built-up Land.
16 Other Urban or Built-up Land.

21 Highways.
22 Railroads.
23 Airports.
24 Ports and Marinas.

31 Electric Power Generation.
32 Refineries.
33 Other Utilities.
34 Utility Transmission Networks.

41 Microwave and Media Transmission
Areas.

42 Communication Transmission Networks.

51 Cropland and Pasture.
52 Orchards, Groves, and Vineyards.
53 Nurseries and Ornamental

Horticultural Areas.
54 Confined Feeding Operations.
55 Other Agricultural Land.

61 Herbaceous Rangeland.
62 Shrub and Brush Rangeland.
63 Mixed Rangeland.

71 Deciduous Forest Land.
72 Evergreen Forest Land.
73 Mixed Forest Land.

81 Streams and Canals.
82 Lakes.
83 Reservoirs.
84 Bays and Estuaries.

91 Forested Wetland.
92 Nonforested Wetland.

10-1 Dry Salt Flats.
10-2 Beaches.
10-3 Sandy Areas other than Beaches.
10-4 Bare Exposed Rock.
10-5 Strip Mines, Quarries, and Gravel

Pits.
10-6 Transitional Areas.
10-7 Mixed Barren Land.

11-1 Shrub and Brush Tundra.
11-2 Herbaceous Tundra.
11-3 Bare Ground Tundra.
11-4 Wet Tundra.
11-5 Mixed Tundra.

12-1 Perennial Snowfields.
12-2 Glaciers.
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24. Ports and Marinas

Port areas include the docks, shipyards, drydocks, locks, and waterway
control structures (Anderson et al., 1976). Marinas include docks and supporting
service facilities.

3. Utilities

Areas used for the processing, treatment, or generation of water, gas, oil,
or electricity are included in this category, as well as the long-distance net-
works used to transport the products of the processing, treatment, or generation.
Level II categories include Electric Power Generation, Refineries, Other Utili-
ties, and Utility Transmission Networks.

31. Electric Power Generation

These are the areas and facilities used for generating electric power and
include hydroelectric, nuclear, and fossil fuel power plants. Electric power
generation facilities utilizing wind and solar energy will also be included in
this category.

32. Refineries

Includes all the facilities actively involved in refining petroleum, as
well as the facilities at the refinery used in delivering the petroleum and
tank farms used to store the refined products.

33. Other Utilities

These are the utilities not involved in generating electric power or
refining petroleum. Includes water treatment facilities, telephone facilities,
etc.

34. Utility Transmission Networks

Includes all overland and underground facilities used to transport petro-
leum, electric power, telephone conversations, water, etc, from the areas of
processing, treatment, or generation to where the petroleum, electric power,
etc., is used by consumers. Pumping stations, electric substations, and other
similar facilities used along the route and at the terminus of the route are
included in this category. Although Utility Transmission Networks generally go
through areas of other land use/land cover, they commonly constitute the domi-
nant use of the land, particularly when the network occurs above ground.

4. Communications

Includes facilities (buildings, antennas, etc.) used to transmit airwave
communications and the transmission networks used to carry the communications
long distances. Level II categories include Microwave and Media Transmission
Areas and Communication Transmission Networks.

41. Microwave and Media Transmission Areas

These are the areas from which the airwave communications originate. Gen-
erally, the radar, radio, or television antennas are the most identifiable
features of these areas.

42. Communication Transmission Networks

Includes all facilities used to carry the communications long distances
overland. The networks consist primarily of relay stations and associated
antennas.

5. Agricultural Land

The Level II category of the USGS system, 22. Orchards, Groves, Vineyards,
Nurseries, and Ornamental Horticultural Areas, is broken down into two Level II
categories, 52. Orchards, Groves, and Vineyards, and 53. Nurseries and Ornamen-
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tal Horticultural Areas, in this proposed revision of the USGS system. The
descriptions of the features of the new Level II categories 52 and 53 are the
same as those given by Anderson et al. (1976).

5. SUMMARY

Limited studies have shown that accurate land use/land cover classification
at different levels can be done from single-wavelength, either single-or dual-
polarized radar imagery (Lewis, 1968; Lewis, MacDonald, and Simonnett, 1969;
Henderson, 1977) and from multispectral radar imagery (Bryan, 1975) by untrained
individuals who had little or no previous experience either interpreting radar
imagery or with the area(s) being interpreted. These studies, although cer-
tainly not definitive, show that there are no large-scale interpreter limitations
on the land use/land cover classification of radar imagery. There is an extreme-
ly good chance that when radar imagery, particularly multispectral radar imagery,
is routinely available from space shuttle and satellites in the 1980's and be-
yond, that, because of three reasons, we may not be able to effectively use the
imagery for land use/land cover classifications: (1) We will not have acquired
enough signature data indicating what certain land use and land cover cate-
gories should look like on radar imagery of different wavelengths and polariza-
tions. (2) We will not have trained enough human interpreters and will not
know how to accurately computer classify the data. (3) The land use/land cover
classification system(s) for use with remote sensor data will not readily accept
the types of land use/land cover data that can be obtained by radar.

There certainly is no need to develop a new land use/land cover classifica-
tion system especially for radar data. Basically, what is needed is to revise
the descriptions of the characteristics of the various levels of land use/land
cover classification to point out that the levels differ in terms of detail of
classification and not necessarily in differences in scale or resolution of the
imagery or range of the sensor from the terrain. The revision of the USGS
system to readily accept data obtained from radar imagery should be done now
while the classification system is still in its formative stages.
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APPLICATION OF AIRBORNE INFRARED TECHNOLOGY TO
MONITOR BUILDING HEAT LOSS

Fred J. Tanis

Robert E. Sampson

Infrared and Optics Division
Environmental Research Institute of Michigan

SUMMARY

During the 1975-76 winter heating season ERIM
conducted studies to test the application of airborne
infrared technology to the requirements for energy
conservation in buildings. Quantitative airborne
data of the City of Ypsilanti, Michigan were collected
and processed to identify roof temperatures. A thermal
scanner was flown at an altitude of 1,200 feet with two
thermal bands 8.2-'9.3 ym and 10.4-12.5 ym recorded by an
analog system. Calibration was achieved by standard hot
and cold plates. Using a thermal model to interpret
ceiling insulation status, environmental factors were
found to influence the relation between roof temperature
and insulation. These include interior and sky
temperatures, roofing materials, and the pitch and
orientation of the roof. A follow-up mail survey estab-
lished the ability to identify insulated and uninsulated
houses from the airborne infrared data.

INTRODUCTION

Increasing costs of energy have led to major reexamination of procedures
for insulation, and maintenance of existing buildings. As part of this re-
analysis, the Environmental Research Institute of Michigan (ERIM) has investi-
gated the use of an aerial thermal scanner system to evaluate building insula-
tion characteristics [1].

Alternatives available for determining the adequacy of building insulation
within a community are limited. Fuel use data is difficult to interpret and
lack of knowledge about insulation and number of buildings within a community
makes direct survey techniques impractical. In addition, actual presence of
insulation within a building is often not a true indication of its adequacy.
Defective insulation, setting, and aging result in significant changes in thermal
transmission properties. Thus, a method is sought which will rapidly yield
heat-loss information about large numbers of buildings in order to identify
effective insulation characteristics as well as roof areas with critical heat
loss. Some aerial infrared survey work of cities have been conducted such as
the study performed by CENGAS. a Nebraska gas utility, in February 1975 [2].
These surveys produced black and white photographic images which were largely
qualitatively interpreted. The methodology employed in the present study used
a jone-dimensional heat transfer model of a gable roof system to aid the inter-
pretation of results.
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AERIAL THERMAL IMAGERY

Aerial thermal imagery was collected using the thermal IR channels of
ERIM's 12-channel ntultispectral scanner system. The two thermal bands simul-
taneously recorded were in the 8.2-9.3 ym and the 10.4-12.5 pm wavelength
ranges. A visible band was also recorded but because the data were recorded at
night only street lights and building exterior lights were recorded.

The two cryogenically cooled radioation detectors were digitized and
recorded on magnetic tape for later playback. The scanner optics record two
temperature reference plates internal to the scanner. There reference plates
were maintained at carefully controlled temperatures for later temperature
calibration of the thermal imagery. A 70 mm film strip print was produced from
a continuous tone video image. Because these data are initially recorded on
magnetic tape, electronic editing, calibration, and enhancement procedures can
provide a number of possible final image products.

The airborne thermal survey was completed during the evening of
November 23, 1975. Surface temperature was reported to be -5°C with a wind speed
of 3 knots/hour. Flight data was obtained near midnight under clear sky
conditions. The flight data consisted of three-four mile flight lines over
Ypsilanti and two-three mile flight lines over Ann Arbor at an altitude of
1,200 feet. A map of the area covered is shown in Figure 1.

Aerial data were interpreted using two types of imagery -- continuous tone
images indicating relative temperature differences by variations in contrast
(or graytone) and black and white temperature "slices". Examples of these two
types of imagery are shown in Figure 2.

To produce the calibrated "slices", the aerial data were quantized into
discrete signal levels representing 16 "apparent" temperature ranges from 10
to 40°F. These were individually images and photographed such that all portions
of the scene having the same temperature range were highlighted, while all surface
temperatures outside that range appear black. Thus, 16 black and white strip-
prints provide quantitative evidence of building roof temperatures and their
variations. By producing a series of these temperature slices, each with a
different increment, the full temperature range of the scene is represented.
Surface water and vegetated areas generally are warmer than the roof surfaces.
Roof temperatures are generally colder than air temperatures on clear nights due
to the net transfer of heat by radiation to the cold sky.

It must be noted that these are "apparent" temperatures. For most
surfaces the emissivity is 0.8 or greater, for asphalt shingles a value of 0.91
is acceptable. Part of the observed radiance is a reflection of the cold sky.
The radiance temperature of the cold sky was assumed to be -30°C for the clear
sky conditions that prevailed at the time of-the flight. The reflectivity of
the roof surfaces, which is equal to one minus the emissivity, was taken to be
0.09. Under these set of circumstances, the actual roof surface temperatures
were 2 to 3°C warmer than the "apparent" temperature slices indicated.

MODEL DEVELOPMENT

A one dimensional model of the roof heat loss was developed to interpret
the observed roof temperatures from the flight data. Heat loss through a
ceiling and gabled roof system can be simulated by four equations which are
expressions of the first law of thermo-dynamics for the roof exterior surface,
roof interior surface, attic air, and ceiling. All calculations were made
with environmental parameters determined by conditions as they occurred during
the time of the aerial flight.

Model calculations were made in three steps:

1) Apparent roof temperatures, as determined from the aerial imagery
were converted to actual roof temperatures by calculating the effect
of roof emissivities.
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2) Heat loss from a simulated roof was determined as a function of the
roof temperature.

3) Three equations describing heat balance through the ceiling, the
roof, and the attic vents were solved for the ceiling transmission
(U) factor (see the diagram in Figure 3).

The equations, for roof heat loss are sensitive to surface emissivities,
roof view factors, and the temperatures which determine radiation gains from
the physical surroundings and from the ambient air. Radiation energy exchange
rates are generally larger than the convective energy exchange in the roof
temperature range of interest.

Buildings recorded in the aerial survey which have pitched rather than
flat roofs, receive radiation from nearby surrounding surfaces such as adjacent
trees and buildings. The total view factor, comprised of areas of sky and
surroundings, must add to unity. Thus, the view factor represented by surrounding
surfaces is that fraction of the total roof exposure which is occupied by trees,
buildings, poles, and other terrestrial features.

The residential flight data included both new and old neighborhoods. Most
of the newer homes were oriented with their roof lines parallel to the adjacent
streets, and the trees were generally small. Roof pitches tend to be 4/12 to
5/12. On the other hand, many of the older Ypsilanti houses have much greater
pitches (3/12 or 10/12) and the roof lines are perpendicular to the street
direction. These areas also have larger trees. These older houses are situated
on small lots offering greater exposure to one another. For the low pitch roofs,
the entire roof is assumed to be exposed to only objects above the horizon.
In this case, the view factor (Fyc) for the surroundings is calculated to be 0.125.
For high pitched roofs (10/12), the eaves of one roof are looking up at the peak
of the next house. The peak is receiving radiation from surfaces below the
horizon. The maximum angle of incidence for the roof is about 40° at the peak
and 60 at the eaves. An average view factor was calculated to be 0.28 for a
10/12 pitched roof.

The value of the heat loss through the roof is used to estimate the
temperature Tf just inside the roof by:

Ur (Ti - Tr> = CX - V»FcX - W>T» * hc (T» - V (1)

where

Ur is the combined heat transfer conductance of the roof

TJ is inside roof temperature

*r is roof emissivity

a is Stefan-Boltzmann constant

f
 w is ambient air emissivity

F is ambient air view factor
QO

T^ is ambient air temperature

e is emissivity of surroundings other than ambient air

F is view factor to surroundings

T is surrounding temperatures

hc is convective coefficient on the roof surface
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FIGURE 3. DIAGRAM FOR ONE DIMENSIONAL THERMAL MODEL OF HEAT LOSS FOR
A GABLED HOUSE.

1006



This equation can be solved directly for T.̂ , the inside roof temperature assuming
T is measured by infrared instrumentation.

The transmission coefficient used for the uninsulated roof structure was 0.885.
This coefficient represents a roof constructed of a half inch of plywood, a
layer of building felt, and a covering of asphalt shingles.

Values of T^ were substituted into the remaining three heat balance
equations below and solved for the transmission, U-factor, of the ceiling.
Since the equations are non-linear in temperature, the solution is obtained by
iteration.

Ur(T.-Tr)= _^ L_ +h.(Ta-T.) (2)

where

T is attic floor temperature

p is attic floor reflectivity

« is attic floor emissivity

P . is inside roof reflectivity

£ . is inside roof emissivity

Ai-- is ratio of inside roof area to attic floor area

hj is the convective coefficient on the inside of the roof

T is attic air temperature
Or

ho (To - Ta> = hi (Ta - Ti> + ^- Ue (Ta ' TJ + \ (3)

where

h is heat transfer coefficient on the floor of the attico

Ae
7- is the ratio of the wall area at the ends of the attic to the attic floor area

o

U is the combined heat transfer conductance of the attic end

q is the energy flow out of the vents = m' Cp (T - T )
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where

m' is mass flow rate based on wind speed and direction or buoyancy
force and

Cp is specific heat.

where T is inside ceiling temperature and U is ceiling conductance,
c c

RESULTS

Solutions to the heat balance equations are shown in Figures 4 and 5 as
graphs of roof temperature versus the ceiling U-transmission factor and heat
loss for the 5/12 and the 10/12 gabled roof construction. The temperatures
which correspond to the numbered temperature "slices" produced from the aerial
data are also shown on these figures. The model indicates that the upper and
lower bounds of the temperatures under the weather conditions for the time of
flight should be slice 3 (15 F) and slice 8 (28 F). Nearly all roof temperatures
from the aerial thermal imagery lie in this range. The few exceptions may be
due to special roofing materials which have unusually low emissive properties.
Varying the inside (TQ) and outside (T ) air temperatures indicate that the
above roof temperatures would shift directly with changes in the ambient air
temperature, but only slightly with changes in inside temperature.

The model, results suggest that knowledge of roof pitch and structure are
required to distinguish the amount of ceiling insulation or its equivalent
resistance. However, clearly it should be possible to distinguish houses with
little or no insulation from those which are well insulated. For this
example, temperature level six (23°F) would be the optimum detection boundary
for inadequate insulated roof systems.

Questionnaires were sent to approximately one thousand homes located in the
foursubareas to check the results of the analysis. The questionnaire requested
that residences estimate the amount of ceiling insulation in their homes. The
responses were compared to the results of the analysis by identifying individual
roof temperature.

These survey results which are summarized in Table 1, are positive and relate
well to the model studies. While there was too much variation to use the
observed roof temperatures to predict precise amounts of insulation, it was
possible to interpret thermal aerial imagery for purposes of identifying insulated
and non-insulated houses. Using a 5 and 6 level discriminant Figure 6 shows
percent correct classification as a function of temperature level.

Gas consumption values were estimated at the time of overflight from data
provided by the local utility. Consumption values increase with the poorer
insulation conditions but exhibit a large amount of scatter with ceiling
insulation undoubtedly due to variability in the house size, interior temperatures,
sidewall losses and infiltration losses. Figure 7 shows the distribution of
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consumption values to be nearly independent of the amount of insulation. Thus,
gas consumption alone appears to offer little capability of discriminating
insulated and non-insulated ceilings.

DISCUSSION

As applied to heat loss through building roofs this aerial infrared
technique gives promising results but needs further evaluation work. Improve-
ments in prediction capability may improve if finer temperature slices were
used and more precise model parameters obtained. However, due to the uncertainty
and difficulty in obtaining specific building parameter predictive capabilities
of aerial thermography will be limited to a few general classes of insulation
level. Causes for the incorrect interpretation include mistakes in the
questionnaire response, variation in surroundings and emissivities, and
variation in interior temperature and ceiling/roof construction. Further work
is needed to more precisely estimate actual insulation thickness and remove
the scatter in the results.

The aerial infrared technique can be applied to monitor heat loss of
buildings over large metropolitan areas and to support large scale retrofit
insulation programs.
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PROCESSING OF SATELLITE IMAGERY

AT THE NATIONAL ENVIRONMENTAL SATELLITE SERVICE

M. Crowe
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Washington, D.C. 20233

ABSTRACT

The National Environmental Satellite Service (NESS)
image product processing system is a subset of the
polar-orbiter satellite and the geostationary satellite
systems. These systems enable the day and night monitor-
ing of the environment from markedly different perspectives,
thereby fulfilling the needs of an international spectrum
of public and private users in the environmental and earth
sciences.

This paper is divided into four sections:

1. Overview of the Satellite Data Processing Systems.
2. Image Processing of Polar-Orbiter Satellite Data.
3. Image Processing of Geostationary Satellite Data.
4. Quality Assurance and Product Monitoring.

1. OVERVIEW OF THE SATELLITE DATA PROCESSING SYSTEMS

There are many physical components that are functionally common to both
the polar-orbiting and geostationary satellite systems. The earth environ-
mental sensors include the Scanning Radiometer (SR) and the Very High Resolution
Radiometer (VHRR) aboard the polar orbiters and the Visible Infrared Spin Scan
Radiometer (VISSR) on the geostationary series. Each of these instruments is
sensitive to energy in the visible and infrared portions of the electromagnetic
spectrum.

Some nonsensor subsystems deal with spacecraft and ground-based command,
communications, and power to allow the following functions to be performed:

(1) spacecraft command and command verification;
(2) receiving and processing of telemetry (system performance measurements);
(3) tracking of spacecraft for position/orbit determination and subsequent

prediction;
(4) data flow throughout system;
(5) spacecraft attitude determination and prediction; and
(6) data calibration, processing, and display.

All of the above functions and others must be executed properly if image
data processing and analysis are to be worthwhile. For example, although a
sensor is calibrated and tested extensively prior to launch, the inflight
monitoring of its performance is necessary to assure measurement accuracy.
Also, knowledge of the precise position and attitude of a spacecraft is vital
to the accurate earth location of the data and utility of most image products.

The performance of the above functions is handled by the four major
operational elements of the NESS satellite system:

(1) The Satellite Operations Control Center (SOCC).

(2) Two Command and Data Acquisition (CDA) Stations in Wallops Island,
Virginia, and Gilmore Creek, Alaska.
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(3) Ground-based and satellite communications networks.

(4) A quasi-central processing, analysis, and distribution center (the
Office of Operations in Suitland, Maryland, and the Central Data Distribution
Facility (CDDF) in Camp Springs, Maryland).

The SOCC is responsible for the continuous monitoring, evaluation, and
direction of the performance of the spacecraft and data acquisition systems.
The CDA stations handle data acquisition, processing, and dissemination using
a variety of communications subsystems. The central processing and distribution
facilities use a number of computers with manual intervention to ingest,
reformat, digitize, earth-locate, display, and quality control the sensor data
and subsequent derived products.

2. IMAGE PROCESSING OF POLAR-ORBITER SATELLITE DATA

2.1. SR DATA

Reflected and radiated energy from the Earth is continuously detected in
detected in the appropriate wavelengths by the scanning radiometer aboard the
polar-orbiting satellites. The SR mirror scans across the spacecraft track from
horizon to horizon. The spatial resolution of the ground field decreases away
from the subsatellite point, where the visible and infrared channels can resolve
3.2-km and 6.4-km "spots," respectively. The sensor information is recorded on
magnetic tape aboard the spacecraft and is played back to the CDA stations when
the satellite is within transmission range. The data enter the NESS Suitland
facility through hardware/software components, dubbed the Digital Data Handling
System, and are demodulated, separated, digitized, and transferred to the NESS
large-scale computer (IBM S360/195) for further processing.

Image product processing of SR data includes the creation of:

• polar-stereographic mapped mosaics
• Mercator-mapped mosaics
• time-composites of mapped data
• pass-by-pass gridded images

2.2. MAPPED MOSAICS

The mapping of image data can be broken down as follows.

2.2.1. CALIBRATION

The infrared data are corrected using prelaunch instrument calibration
results and continual inflight blackbody versus outer-space temperature
comparisons.

Also, a brightness correction is applied to the visible data using a
prelaunch-determined relationship between the SR instrument response and solar
equivalent brightness.

2.2.2. ENHANCEMENT

The infrared data are also corrected for the attenuation of the signal
passing through the Earth's atmosphere. Water vapor is considered the major
attenuating constituent.

A correction is made to the visible data for differences in solar illumin-
ation of the Earth scene due to varying sun angle.

2.2.3. EARTH LOCATION

The mapping process continues with the earth location of a subset of data
points or "benchmarks," using such information as predicted satellite orbital
position, attitude, time, and a knowledge of sensor geometry. The benchmark
latitude and longitude inputs are transformed into coordinates in the desired
map projection array. Since the mapping is done on a pass-by-pass basis, the
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limits of this array must also be computed. The mapping resolution is sub-
stantially poorer than that of the raw data, creating a surplus of samples for
each mapped location.

2.2.4. MAPPING PROCEDURE

Using the calibrated, enhanced data and the benchmark data array and array
limits as input, the mapped position coordinates for each sample are computed
by a linear interpolation. Redundant plotting of samples into the mapped sector
of desired resolution is done until the input data are depleted. The mapped
sector is then transferred to disk storage, awaiting further product processing.

Three mapped data bases exist for both the polar-stereographic and Mercator
projections:

• visible
• nighttime infrared
• daytime infrared

Each of the polar-stereographic mapped arrays is aligned with the National
Meteorological Center's (NMC) Numerical Weather Prediction grid for ease in
meteorological application of the satellite imagery. The mapped resolution
varies from approximately 15 kilometers at the equator to 30 km at the poles.

The Mercator-mapped arrays are aligned parallel to the equator, covering
a latitude belt from 40°N to 40°S along the full Earth longitudinal span. The
resolution is approximately 10 km at the equator with an improvement poleward.

2.3. PASS-BY-PASS GRIDDING

Due to the computer resource cost and unsuitability for some user appli-
cations of mapped data, NESS also produces pass-by-pass gridded imagery. While
mapping entails the fitting of the data to conform to a mapped projection,
gridding involves the placement of grids into the data stream in the proper
geographical locations (or more precisely, at the proper time). The grids
consist of latitude/longitude lines and geographical/political boundaries. The
earth location (or data stream positioning) of the grids is accomplished once
a day for the following 14 orbits of the spacecraft using predicted satellite
orbit and attitude, time, and geometry. A grid feature file consisting of
geographical/political latitudes and longitudes is used as input to this grid
table production.

A table of grid positions, within the data stream, for each orbit of the
day is produced.

The melding of grids and data is performed during the creation of each
gridded, orbital display product.

2.4. MAPPED TIME COMPOSITES

NESS produces limited area, multiday brightness, and temperature composites
of polar-mapped data for specific user application. Areal coverage of ice and
snow can be deduced from mapped data by saving only the minimum brightness or
maximum temperature value for each mapped point over a multiday—in this case,
10-day—period. This process effectively removes the transient cloud cover,
exposing the surface background features for snow/ice extent analyses. The
composites are produced daily over the north and south polar regions for the
previous 10-day period.

2.5. MAPPED DISPLAYS

The NESS produces a variety of displays of the mapped data bases for user
application. These range from photo reproductions of full-hemisphere mosaics
to facsimile displays of specific earth sectors. The displays are produced in
various map scales, sizes, and areal coverage in response to user needs.
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This imaging process begins in the IBM S360/195 with software which pro-
cesses the data for the Digital Muirhead Display (DMD) devices that produce
25-cm by 25-cm negatives. Photo processing and reproduction are done in the
Visual Products Support Branch.

The facsimile display media include the standard weather facsimile networks
(FOFAX, NAFAX) using such devices as Alden Electrolytic paper recorders and
weather facsimile images rebroadcasted via geostationary satellites (WEFAX) and
recorded by users on either photofacsimile or other facsimile recorders.

2.6. VHRR DATA

Both the visible and infrared channels of the VHRR resolve an 0.8-km spot
at the subsatellite point. Because of the higher data resolution, only about
eight minutes of VHRR data per orbit can be recorded on the satellite. The data
can then be transmitted to either of the CDA stations or a readout station
located in San Francisco, California. The VHRR system also includes a direct
readout capability, the High Resolution Picture Transmission (HRPT) subsystem.
Users with proper ground equipment can receive the data as the spacecraft passes
within transmission range.

The processing of VHRR data at the NESS (by the Environmental Products
Group) consists of a large amount of manual intervention. Hardcopy photographs
are received from the ingest facility and are analyzed to generate a number of
products with generally hydrological application. These include a Gulf Stream
Analysis, Great Lakes Ice Chart, Great Lakes Surface Temperature Chart (in the
summertime), Alaskan and Labrador Ice Analyses, and the U.S. Snow Basin Mapping.
These products are disseminated by mail, facsimile, teletype, and telecopier.

3. IMAGE PROCESSING OF GEOSTATIONARY SATELLITE DATA

The Geostationary Operational Environmental Satellites (GOES) possess
equatorial, earth-synchronous orbits, which allow them effectively to hover over
the same earth location continuously. The respective scenes viewed by the VISSR,
then, aboard the Eastern Satellite with a subsatellite longitude of 75°W and the
Western Satellite, located above 135°W, change very little from picture to
picture. The VISSR mirror sweeps from earth horizon to horizon viewing an 8-km
swath during each sweep. The mirror is stepped down so that adjacent swaths
are viewed during successive sweeps.

The visible and infrared data are transmitted to the Wallops CDA station
and are demodulated, synchronized, preprocessed, and retransmitted to Suitland.
Much of the preprocessing takes place in the Synchronizer/Data Buffer (S/DB)
computer. The visible data, with a raw 1-km resolution, are adjusted for sensor
bias and can be reformatted into resolutions of 1, 2, or 8 km. The infrared
data may be output in either 8-km or 8x4-km resolutions. These data are sent
to Suitland either by retransmission via the Eastern Satellite or landline
communications.

The S/DB computer hosts another important event in the GOES imaging system.
Earth-located gridding information is produced at Suitland in essentially the
same fashion as polar-orbiting satellite grid positions are predicted. In this
case, the picture coordinate locations of the political/geographical boundaries
and latitude/longitude lines are produced for each picture, instead of on an
orbital basis. Inputs to the gridding algorithm include predicted satellite
position (orbit), attitude, -time, and sensor geometry. The gridding data are
transmitted to Wallops via a computer-to-computer link and telephone line named
the Grid Transfer System. The S/DB receives and properly inserts the grids into
the real-time VISSR data stream for each GOES frame.

The VISSR Ingest Computers (VIC) at Suitland create a data tape that inter-
faces with the photofacsimile display devices. The data, then, may be saved \
for later processing and/or displayed in near real time. The NESS Suitland
facilities handle only a portion of the display and distribution of GOES imagery.
The retransmitted signal from the spacecraft is also relayed via line-of-sight
microwave communications to the CDDF in Camp Springs. From there, pertinent
data may be routed to any of the five Satellite Field Service Stations (SPSS)

1018



located in Washington, D.C., Miami, Kansas City, San Francisco, and Honolulu.
Each of the SPSS's serves as a focal point for analysis and distribution of
satellite imagery to regional environmental centers.

The VISSR data are available to users in full-disk displays in resolutions
of 4-km visible and 4x8 kilometers or 8-km infrared. Sectors of visible data,
covering a subset of the full-disk area, in 1- and 2-km resolution can also be
formatted at ingest time.

3.1. MOVIE LOOPS

Animated sequences of successive VISSR picture frames called "movie loops"
are created daily at NESS using visible and infrared data of different resolu-
tions over varying geographical locations. The process, using an Oxberry 16-mm
recorder (a camera system which is designed to produce motion pictures from
still-scene sequences), is controlled by a minicomputer.

3.2. ADDITIONAL GRIDDING

The "automatic" gridding system described above is used to provide grids
to all GOES images except for 8-km infrared and movie loops. These products
use computer-produced overlay grids, hand-fitted over images, which are then
photographed. The overlay grids are created using earth-location software,
predicted satellite orbit and attitude, time and a master feature file, in a
manner similar to the polar-orbiter satellite grid generation process.

In this case, the IBM S360/195 has been used to create data tapes that
produce the clear film grid overlays, using the DMD's and photographic pro-
cessing.

3.3. MAPPING

Some operational mapping of GOES images is performed, but it is done on a
limited basis. At this time, two Eastern Satellite pictures are mapped daily—
one visible and one infrared, both in Mercator projections. The mapping process
is essentially the same as that for the polar-orbiting satellites, involving
calibration, earth location of benchmark arrays, interpolation through these
arrays, and storage of the mapped information in an area on the S360/195 disk.

Mapped imagery is output in facsimile form for transmission via standard
weather facsimile circuits.

3.4. MANUALLY DERIVED ANALYSES

The Synoptic Analysis Section uses multiformatted VISSR, SR, and VHRR
imagery to prepare a number of daily, useful meteorological analyses for aid to
the analysis and forecast missions of the NWS. Among these are (1) nephanalyses
delineating cloud cover and type, (2) windflow and moisture analyses as input
to NMC numerical analysis and prediction models, and (3) tropical storm warnings
and classifications.

4. QUALITY ASSURANCE AND PRODUCT MONITORING

The quality control function is a necessary part of any system that expects
to deliver products in an accurate, timely, and consistent fashion. The NESS
Operational Products Monitoring Section (OPMS) performs the monitoring and
evaluation of the ingest, processing, and dissemination of data and derived
products from the NESS operational satellite systems.

The monitoring by OPMS personnel includes around-the-clock identification
and evaluation of real and potential problem areas in the entire NESS product
processing system. Such occurrences as the failure of an operational computer
program to successfully complete or a breakdown in the facsimile transmission
of imagery must be diagnosed. A course of action is then taken which may
involve a number of NESS processing components. Many problems are handled
immediately while others may require extensive post facto analysis.
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Review and discussion of problem areas with pertinent personnel is aided
by a weekly briefing conducted by OPMS.

The first year of this quality assurance effort marked an improvement from
75 to 90 percent in the successful output of products from the NESS operational
imagery system, despite a large-scale increase in both the number of products
and the complexity of the overall facility.

5. CONCLUDING REMARKS

For the sake of brevity, this paper has avoided detailed description of
specific image display products. The NESS operational facsimile transmission
schedule alone consists of approximately 30 mapped products covering a range of
geographical locations, map scales, and data types. To help inform users or
potential users of satellite imagery, the National Oceanic and Atmospheric
Administration (NOAA) has published a "Catalog of Operational Satellite Products,"
edited by Hoppe and Ruiz (1974) and will soon publish an updated version, "NOAA
Catalog of Products, Chapter III" (Dismachek, 1977). Each of these publications
deals with satellite image products and other satellite-derived products, such
as alphanumeric messages and digital magnetic tapes, in greater detail than does
this paper.
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ABSTRACT

The chlorophyll enrichment of the water in an equato-
rial upwelling was surveyed and described during two one month
periods in 1975 and 1976 with the aid of a radiometer specially
designed for the airborne measurement of ocean color. Based upon
the results of this experiment and some theoretical considera-
tions, a relation is proposed between airborne measurement of
difference of albedos at two wavelengths in the blue and green,
and the concentration of chlorophyll in the ocean.

1. INTRODUCTION

It has for many years been known that ocean color, or more exactly the ra-
diation backscattered by seawater in the visible spectrum, is linked to chloro-
phyll pigment content, and that this can be enroloyed in the remote sensing of
chlorophyll.concentration. YENTSCH (1960) measured the absorption coefficients
of chlorophyll-a extracted from marine plants and showed that the presence of
chlorophyll deplaces the sea water transparency maximum from blue towards green
He suggested that the color of the ocean is closely related to the chlorophyll
content. CLARKE, EWING and LORENZEN (1970) performed experiments using this re-
mote sensing method by making airborne measurements of the light spectra back-
scattered by the ocean. Numerous airborne experiments have since been made, all
of which have been based upon a measurement in the blue at the chlorophyll ab-
sorption maximum (BAILEY and WHITE (1970), HOVIS, FORMAN and ELAINE (1973),
AVERSEN, MILLARD and WEAVER (1973), PEARCY and KEENE (1974). Although easy in
the principle, this remote sensing method poses several oroblems of a practical
nature, and in the interpretation of results which are perturbed by other para-
meters inherent to radiative transfer in the atmosphere-ocean system and to the
optical properties of sea water.

The results here presented are founded upon the above principle, but the
method employs the calculation of differences between albedos measured at seve-
ral wavelengths. This permits the measurement of ocean color, and thus determi-
nation of chlorophyll content independent of measurement conditions and, more-
over, independent of the cloud cover under which the aircraft flew. This result
is of particular interest for potential applications in equatorial regions where
nebulosity is considerable and very variable. It was in this manner that the
chlorophyll enrichment of waters from an equatorial uowelling could daily be ob-
served and described during two one month periods in 1975 and 1976 on a quasi
operational basis.

2. MATERIAL AND METHODS

The method is based upon the measurement of the spectral albedo of the sea
with a four channel radiometer which simultaneously measures radiation upwelling
from the sea and the downwelling radiation. The radiometer is equipped with in-
terference filters having a narrow bandwidth (A\ = 10 nm) and measures the up-
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welling irradiance Eu or radiance Iu and the downwelling irradiance E^ at
466, 525, 550, 600 nm. The Iu measurement is made with a polarizer at an inci-
dence of 45°, near the Brewster angle in order to minimize surface reflection.
The ratio of the two measurements (Eu/Ed or nly/E^) furnishes an albedo value
for the ocean ; the relative calibration of the upward and downward sensors is
made by aiming them at a single diffuse surface. The reproducibility of the al-
bedo measurements thus obtained was evaluated as 5.10"1*. This radiometer and an
infrared radiometer measuring sea surface temperature, were borne by an aircraft
flying at low altitude in order to minimize the influence of atmospheric scatte-
ring.

The exploitation of measurements made in the study area on the equator was
particularly problematical due to the fact that in this region the nebulosity is
extremely variable, and the sky is rarely perfectly clear. Under these condi-
tions, the upwelling radiation is primarily a function of the incident irradian-
ce. This is illustrated by Fig.l-a, in which is presented a recording of down-
welling irradiance, E^ , and of upwelling radiance, Iu, at 466 nm, which was made
during the flight of July 13, 1975. As the cloud cover in this case varied from
10 % to 50 %, the Iu variations are essentially due to changes in E^ . In order
to obtain a measurement indeoendant of E,j variations, albedo A is calculated :

A - Zls.f\ — -:=Ed
Albedo thus calculated contains both the term due to backscattering from the sea
water, which is affected by the presence of chlorophyll and which has thus to be
measured, and the term associated with the sea surface reflection of downwelling
radiation, which is a source of error. The nature of this reflection changes
when one passes from a clear sky to a cloudy sky, where downwelling radiation
becomes more diffuse. The method sometimes suggested (e.g., by HOVIS, FORMAN and
ELAINE, 1973) which consists of taking the ratio between upwelling radiances at
two wavelengths is not applicable in this case because the measured values in-
clude an excessive term of error which is due to reflection in the presence of
clouds.

A methode using difference between albedos was developped in order to ob-
tain a measurement which is as independent as possible of this reflection. This
albedo difference method permits the elimination of most sources of error, such
as surface reflection, which is independent of wavelength in the spectral ban-
width considered, and the effects of whitecaps and light scattering due to aero-
sols, which vary slowly in function of wavelength. In Fig. 1-b, the radiance ra-
tio method is compared with the albedo difference method at 466 and 525 nm. Al-
though the general allure is similar, with a minimum at point B (near lOhOO) , it
is noted that the radiance ratio is much more noisy, particularly in the period
between 9h40 and 9h50 during which the cloud cover and downwelling radiation Ed
(Fig.l.a) were highly variable. The measurement of Iu with a polarizer greatly
diminishes the effect of reflection. Reflection on the sea surface is somewhat
diffuse due to the sea state however, and part of this radiation still comes
from reflection. This effect is particularly evident for the diffuse radiation
corresponding to an overcast sky. It thus can be concluded that the albedo diffe-
rence method is much less affected by measurement conditions than is the radian-
ce ratio method.

In Fig.l.c, are found the albedo differences Ai^g -As25 and Assg-Agoo/ and
sea surface temperature (Fig.l.d) recorded for the same period as referred to
in the preceeding paragraph. The elimination of variations in downwelling ra-
diation allows albedo difference variations associated uniquely with the inter-
nal optical properties of the ocean to appear. The "blue-green" Ai^g -A525 diffe-
rence diminishes when the thermal front is traversed, and is nul at the minimum
temperature near point B, indicating that the colder waters are green and chlo-
rophyll rich. The ASSQ -Agoo difference increases at the same time, indicating
greater turbidity which is associated with chlorophyll. Variations in these albe
do differences are associated with variations in the optical properties of sea
water.
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3 . MEASUREMENT INTERPRETATION

A theoretical model was constructed in order to correlate albedo differen-
ces to contents in absorbing matter (chlorophyll-a) and scattering mater (sedi-
mens) . The model was verified by comparison with several samples taken in-situ
by boat.

theoretical_model .

The medium of the model is assumed homogeneous, and optical properties
adopted for the constituents of this medium are the results of previous measure-
ments. Optical properties are defined by

a, the absorption coefficient (nf1),
b, the scattering coefficient (m"')»
p(6), the scattering phase function which represents the light fraction de

viated at the angle 6 .

The principal terms contributiong to coefficients a and b are described
in tables 1 and 2, and it is possible to write

where a0 is absorption by pure water ,

nc^ chlorophyll concentration (mg/m3)

acnl absorption by chlorophyll (for 1 mg/m3) ,

aV( additional absorption by yellow substance if present,

and :
b = bo + bp (2)

where bo is scattering by pure water,

b scattering by particulate matter.

The numerical values of bo ap and aĉ ^ which are need in the model are found
in table 3. The coefficien£s bp and av are defined by their values at 500 nm,
and are A"1 and exp(-kX) dependent

bp(X) = bp(500)

ayU) = ay(500) exp(o , 014 (50O-A) ) (4)

with X is nm. The phase function can be developped as follows

_ boPo(e) + bpPp(e) (5)

*>o + bp

where po(6) is relative to molecular scattering, and pp(9) is relative to par-
ticle scattering. In that which follows, phase functions po (6) and pp(6) are
from MOREL (1973) , and their respective weights are varied by way of bp. All
of the above data are introduced into the theoretical model.

The theoretical computation of backscattered albedo necessitated the solu-
tion of the radiative transfer equation for an absorbing and scattering medium.
Several computation methods can be used, and .have been compared by DEVAUX,
FOUQUART, HERMAN and LENOBLE (1973). Examples of the application of the theore-
tical, computations to the ocean have been given by KATTAWAR and HUMPHREYS (1976),
GORDON and BROWN (1973), and PRIEUR (1976). Computations based upon the succes-
sive scattering order method are developped in this paper.

In this computation, an expansion of the radiance in a Fourier series
in azimuth is obtained by representing phase function as an expansion in Legen-
dre polynomials. Computation time is reduced by the use of the so-called "trun-
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cation of the foreward peak" approximation, which permits the reduction of
terms entering into the development of the phase function to 28 . The accuracy
obtained by this method should be excellent (2 r;), but the results for backscat-
tered albedo. A, can be expressed by the following simplified formula whose
lower 10 % precision is acceptable due to a similar imprecision in the absorp-
tion and scattering data

A = m^°- + n ̂ E (6)
a a

where constants m and n are determined from the computations as

m = 7.55 1(T2

n = 0.23 10'2

Computations demonstrate that A is only weakly influenced by the geometrical
repartition of the incident radiation. This equation permits the direct rela-
tion of measurement of A to the internal optical properties of the ocean.

By introducing Eq. 1,2,3 and 4 into Eq.6, the influence of each factor can
easily be evaluated at any wavelength. It again is found that chlorophyll is the
main cause of albedo variation near 450 run, while the turbidity characterized
by b_ has a maximal influence near 550 run. All of the parameters considered,
however, including the absorption by yellow substance ay, have an influence upon
the measurements at different wavelengths, and a method permitting the separate
evaluation of each of each parameters is called for.

3^2. - Measurement of the_turbidity coefficient bp.

Between 525 and 650 run, outside of the chlorophyll absorption band, the
albedo is primarily sensitive to the coefficient bp. This is shown in figure 2,
where the albedo difference A550 -Agoo is plotted as a function of b_(500) with
the aid of Eq.1,2,3,4 and the data found in table 3. The measurement of
A550 ~Agoo thus constitutes a method of b_ determination, but it must be noted
that the presence of yellow substance (or an other absorber) can modify the
anticipated results.

Experimentally, an increase of ASSQ -Ag0o was regularly observed while flying
over zones rich in phytoplankton. A slight increase of ASSQ -Agoo thus is observed
in Fig.l.c at 9H55. Although variations of A55o -Agoo

 a^e often, as in this case,
at the limit of experimental sensitivity, it nevertheless was possible to map
this difference. Maps of the two albedo differences, ASSO -Ag0o and Ai,66 -A52s,
have the same general features, demonstrating the close relationship between
turbidity and chlorophyll content.

33^-Determination_gf

Knowing bp it is possible to evaluate the correction which should be ap-
plied to the chlorophyll content deduced from measurements in the blue region.
It was demonstrated how the measurement of two differences (Â gg -A52s and
ASSO-AGOO)' permit:- an independent determination of bD and ncn^ (chlorophyll con-
centration) (VIOLLIER, DESCHAMPS and LECOMTE , 1977) .'As it is evident that these
two coefficients are dependent, however, it is probably possible to directly
deduce chlorophyll concentration uniquely from the Ai,g6 -A525 difference. This
more practical method was used in this paper, but is presupposes that a mean re-
lationship between bp and ncn^ be known for the study area.

The relationship between bp and ncnl is not well known, and probably depends
upon the type of phytoplankton encountered. Lacking better knowledge of this
subject, the following relation is assumed

bp = 0.05 + 0.5.ncnl (7)

(bp in m"1 , ncnl in mg/m
3)

The vali s of the coefficients are based upon the observed extreme values
of bp and nc^ in the study area :

bp from 0.05 to 0.6 m"1 , ncnl from 0 to 1 mg/m
3.
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This relation may be associated with Eq.1,2,3,4 and 6. The two curves found in
Fig.3, which in one case corresponds to the absence of yellow substance , and
in the other to a high yellow substance content, give the obtained relation bet-
ween the albedo difference Ai»66 -A525 and chlorophyll content ncnl _

In Fig.3, there is also presented an experimental relation (curve 3) esta-
blished upon the basis of four in-situ measurements made by R.V. CAPRICORNE.
Chlorophyll content measurements made between 0 and 20 meters are found in ta-
ble 4. Chlorophyll content values which vary with depth can not be directly com-
pared with the theoretical values of a homogeneous model. In order to make the
comparison, the content value at a given depth was therefore weighted by a coef-
ficient equal to the transmission of light to twice that depth. The results of
this weighting were placed in Fig.3 as a function of simultaneous airborne mea-
surement of A466-As25.lt is noted that the experimental curve (3) is in fairly
good agreement with that inferred from the theoretical model, although the theo-
retical curve (1) clearly overestimates the chlorophyll concentration. This dif-
ference could derive from one of the numerous approximations introduced into the
theoretical model (that furnished by Eq.7, for example) or due to yellow subs-
tance. This result demonstrates that the improvement of this method would requi-
re the taking of a few sea truth measurements during the aerial survey, in order
to adjust the relationship between albedo difference and chlorophyll content.

4. RESULTS OF THE AIRBORNE MEASUREMENT SURVEYS.

Two airborne remote sensing surveys of chlorophyll content, totaling more
than thirty flights, were made during June-July of 1975 and 1976 off shore Gabon
(Central West Africa) in the Gulf of Guinea. The study area is situated on the
equator, between Sao Tome Island and Cape Lopez. During the June-July study pe-
riod, the hydrological conditions favor the development of coastal uowellings
(DUFOUR and STRETTA, 1973 ; VOITURIEZ, VERSTRAETE and LE BORGNE, 1973 ; HTSARD
and MARLIERE, 1973).

The cold upwelled water (<23°C) from the south encounters the warm water
(>25°) of the Guinea Current coming down from the north, and this provokes a
fairly clearcut thermal front with a surface temperature difference on the order
of 2°C within several nautical miles. The movements of this front can easily
be watched by airborne sensing methods (STRETTA, NOEL, and VERCESI, 1975). When
the upwelling starts, the cold water invades the whole sector, starting from
Cape Lopez and propagating to the north. The warm water returns a few days later
by moving towards the south. Several cycles of north-south oscillations of the
surface thermal front are observed, and the study area between Cape Lopez and
Sao TomS Island accordingly passes through a series of warm and cold phases.

After each flight, the measurements are used in the drawing of maps of sur-
face temperature and albedo difference. The daily flight plan is formulated as
a function of previous maps so as to cross the thermal front several times.

The appearing of cold waters rich in mineral salts is translated as phyto-
plankton development and a greener ocean color. This corresponds to the extreme
At,66 ~A525 measurement values which pass from 120.10"1* for warm, chlorophyll poor
water (less than 0.3 mg/m3), to -30.10"1* for cold, chlorophyll rich water (about
1 mg/m3). Coastal waters are much richer, particularly near the estuaries of the
Ogoue and Gabon rivers.

In Fig. 4a,b,c, are found three of the maps obtained in 1975 for three ty-
pical flights :
- July 6, 1975, corresponds to the maximal northerly development of a cold phase
with a well defined thermal front forming an arc between Cape Lopez and Sao Tom6
Island.
- July 11, 1975, corresponds to a warm phase subsequent to invasion of the whole
area.
- July 13, 1975, at the beginning of a new cold phase.
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The temperature and chloroohyll content deduced from Ai^s ~AS25 (from curve
(1) in Fig.3] at the point most" frequently flown over (0°30' S, 8°E), were se-
lected in order to describe the succession of warm and cold phases. This point
is situated 40 nautical miles from the coast, and is only very slightly influen-
ced by the Ogoue river effluent.

In 1975 (Fig.5.a) there thus are successively observed :

- a warm phase until July 2,
- cold phase from July 3 to 8,
- a warm phase from Jly 9 to 12,
- a cold phase starting July 13.

In 1976 (Fig.S.b), the most pronounced phases are :

- warm phases from June 20 to 26, and from July 6 to 11,
- cold phases from June 27 to July 4, and starting July 12.

The chronology of the observations thus shows a good local correlation bet-
ween chlorophyll content and sea surface temperature at the point considered.
Maximal concentrations are obtained during cold phases and attain 1 mg/m3. The
evolution of chlorophyll content seems to be about one day late with respect to
changes in surface temperature, which may be interpreted as the time needed for
phytoplankton growth. In 1976, cold phase temperatures were lower and chlorophyll
concentrations were higher than in 1975.

5. CONCLUSION.

The albedo difference method developped for the remote sensing of ocean
color and the measurement of chlorophyll content has shown itself to be parti-
cularly useful in the making of airborne measurements under cloudy skies, which
permits the technique to enter into operational service. Although chlorophyll
content values measured with method generally run parallel to the in situ va-
lues, they must be used with precaution due to the incertitude existing in the
relationship between the optical properties of sea water and the chlorophyll
content. Results obtained from two airborne survey campaignes observing an equa-
torial upwelling off the Gabon coast demonstrate the potential use of this re-
mote sensing technique in the spatial and temporal study of the phenomen.
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TABLE I. - ABSORPTION CHARACTERISTICS

ao

ay

achl

aP

Substances absorbing
light

sea water

dissolved material
(yellow substance)

chlorophyll a
(pigment in parti-
culate matter

other absorbed in
particulate matter

X -dependence
(wavelength = A)

window of maximum
transmission at 450 run

increase towards short A

ay(A,=aya1,e°'
014(^-X)

(X in run)

absorption band around
44O nm

and 675 nm

variable, assumed nul in
this study.

References

Clarkes et James
(1939)

Prieur (1976)

Jerlov (1968)

Prieur (1976)

Yentsch (1960)

TABLE 2. - SCATTERING CHARACTERISTICS.

bo

bp

Substances absorbing
light

sea water

particulate matter

A-dependance
(wavelength = A)

A'",3

A'1

(law assumed for the purposes
of this study)

References

Morel (1973)

TABLE 3. - NUMERICAL VALUES OF OPTICAL COEFFICIENTS INTRODUCED IN

THE THEORETICAL MODEL.

A (nm)

b0 (nT1)
a0 (m-1)
achl ( n r l>

466

0,0039
0,0155
0,065

525

0,0023
0,050
0,01

550

0,0019
0,068
0,006

600

0,0014
0,245
0,007

References

Morel (1973)
Prieur (1976)
Yentsch (1960)

TABLE 4. - IN SITU MEASUREMENTS MADE BY R/V CAPRICORNE.

Date

20.6.76

21.6.76

22.6.76

13.7.76

location

1°S 7°30E

0° 8" E

1°S 7°30E

1°S 8°23E

Chlorophyll content (mg/m3)

depth Om 5m 10m 15 m 20m

0,20 0,19 0,19 0,48 1,41

0,18 0,18 0,25 0,15 2,15
0,11 0,07 0,11 0,58 0,87

0,55 0,73 0,64 0,31 0,33

Aerial
Measurement
of Ai,66- A525

38.10-"

57.10""

74.10""

21.10-"

(the time intervals between the "in situ"and aerial measurements are of less
than 4 hours).
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FIGURE 1. - FLIGHT RECORD 0930 to 1010 a.m., July 13, 1975

a) Downwelling irradiance, Ed, and upwelling radiance lu, at 466 run.
b) Comparison between ratio and difference methods at 466 run and 525 nm.
c) The two albedo differences A^ee~A525 an& A5so-A600-
d) Sea surface temperature.
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FIGURE 3. - Theoretical computation of the albedo difference Aj,66-Asas as a
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sons are plotted by A.
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FIGURE 4.C.

FIGURE 4. - Sea surface isotherms and distribution of differences between blue
and green albedos. Waters of moderate chlorophyll content
(0<Ag < AG < 60. iO~

k) and of greater chlorophyll content (Ag-AG<0)
are respectively the light and heavy shaded areas. Flight track is
the dot dashed line.

4.a. July 6, 1975
4.b. July 11, 1975
4.c. July 13, 1975
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TEXTURAL ANALYSIS BY STATISTICAL PARAMETERS AND ITS APPLICATION

TO THE MAPPING OF FLOW-STRUCTURES IN WETLANDS

(MUDFLAT AREA AT THE GERMAN COAST OF THE NORTH SEA)

U. Wieczorek

Institut fur Geographic
der Universitat Miinchen

Abt. Fernerkundung (Remote Sensing)
Lehrst. Prof. H. G. Gierloff-Emden

Munich, Germany

ABSTRACT

For mapping the morphology in mudflat areas a digital texture
analysis has been developped, by which measurement of the change
of image-structures caused by disturbing factors like changing
illumination will be possible.

1. INTRODUCTION

From 1974 until 1977 the application of remote-sensing methods in coastal areas and tidal bays and estuaries
was investigated on the German coast of the North Sea. The Institute for Geography at the University of Munich,
Section Remote Sensing, with its leader Prof. H. G. Gierloff-Emden took part in the investigations at the Jade in the
north of the town Wilhelmshaven.

Responsible for the technical performance of these investigations was the DFVLR (Deutsche Forschungs- und
Versuchsanstalt fur Luft- und Raumfahrt). Aerial photographs were taken using different films: color, color-infrared,
black- and white films. Scanner-recordings were taken by an 11-channel-scanner (Bendix). Groundtruth-measurements
of radiation and measurements of meteorological elements were carried out.

The task of the Institute for Geography at the University of Munich was to investigate how the change of
morphologic phenomena can be recognized by application of methods of remote sensing and technics of image-en-
hancement. The investigated phenomena, described in this paper are flow-structures like banks and ripples. These
structures are dependent of the grain-size of the sediment, the velocity of the streaming water and the shear-stresses.

Significant change of those structures can be caught hold of remote-sensing systems. To find out the reason of
such changes ground-measurements have to be made. Together with groundtruth measurements on some suitable
points the change of the conditions causing these structures can be mapped.

2. DISTURBING FACTORS WITH MAPPING FLOW STRUCTURES IN THE MUD-FLAT

Two images of the morphology of a mud-flat surface can be very different though there can be no difference
in the surface of the mudflat at the two moments when the surface is recorded by the remote-sensing system.

When mapping the morphology of the mud-flat by that errors in the interpretation are possible. So it is neces-
sary to investigate the most important disturbing effects, which are influencing the image of the mudflat-morphology
taken by a remote-sensing system.

These effects are in detail the following:
1. The effect of different illumination

a. caused by the amount of the angle between the line joining the object on the earth surface and the plane and
the line which coincides with the direction of the maximal reflection of the object, where sun elevation is
always the same,

b. caused by the different sun elevation. - -

Preceding page blank
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These effects can be called as geometric disturbing effects.
2. The effect of changing the reflectance by the draining of the puddles on the mudflat by flowing off of the water

and by drying up by evaporation.

This is a disturbing factor due to the object.
Because of these disturbing factors for morphologic interpretation of mudflat-images it is necessary to take a sequenc
with short time intervals, because the image of the morphology is a function of the dynamic process of the tides. To
find out the chc~>;je of the morphology during some weeks comparing of such two sequences of images is necessary.

There is now the question whether such disturbing factors can be eliminated or whether the disturbing factors
are so characteristic, that identification of different types of ripple fields or bank fields is possible.

Therefore groundmeasurements of reflected radiation in the visible were made. Because of the problem of
transportation exact measurements of radiation in different channels were not possible. The purpose of the measure-
ments was the investigation of the reflectance of some little certain areas in bank and ripple fields in the mudflat in
relation to different sun elevations. At each point measurements were made orthogonal down, 30° away and 30°
against the sun. For each tested area characteristic differences of reflectance for the morphologic forms and the
water puddles between them were found out. The differences changed that depends whether one have measured
against the sun orthogonal down or with the sun. The reflection of the forms not covered with water was different
and dependends on the relief of the forms. Difference of reflection between the forms and the water puddles is nor-
mally so strong that inspite of loss of information an image structure is caused. The structures in images showing
the same areas can be different because of the influence of the disturbing factors. These factors are determinated by
the reflection of the natural surface. Differences of this reflection dependent on sun elevation and the direction of
measuring can be exactly found out on the ground. Differences in the image structure dependent on the factors 1.,
2.a. and 2.b. can be quantitatively described only by a quantitative analysis of the image structure showing the inter-
esting morphologic phenomena.

3. A METHOD OF TEXTURAL ANALYSIS FOR MORPHOLOGIC MAPPING WITH PARAMETERS

DUE TO THE IMAGES OF THE SINGLE OBJECTS FORMING THE TEXTURE

3.1. TEXTURAL PARAMETERS
For solving the problem explained before the image structure has to be described by parameters which are

connected with properties of the images of the single objects. So a description of the density-function D (x, y) by a
Fourier transformation is not convenient There is the problem how to correlate the Fourier-coefficients with mor-
phologic parameters.

Morphologic parameters in this case are e. g. length, height and width of banks or larger ripples or such forms,
which can be identified in an image by texture. Because the image of an object cannot be identified exactly in such
a case the image-object is defined in the following way: For each image-point the difference between its density-
value and the mean of the density of this point and 8, 24, or 48 points around it is computed. So the density-plane
of the whole image is cut with a smoothed density-plane. The complete areas consisting of pixels for which the
difference between the density of the original image and the smoothed image is greater 0 should be called as "image-
objects", the areas for which this difference is less 0 should be called as complementary image-objects.

If the density of each point of the smoothed image is computed from 9 points more little image-objects or
complementary image-objects are received than the density of each point of the smoothed image is computed from
25 or 49 points.

The density of each image object is caused by the radiation reflected or emitted from the earth surface. So an
image-object correlates with an object or a part of an object on the earth surface.

Are those objects banks or greater ripples the correlation is quite good and parameters of the image objects
and the complementary image-objects are in relation with morphologic parameters.

So the first group of textural parameters consists of the following parameters:

I) Distribution of the amount of the area, of the relation circumference/amount of area and of the length coefficient
of the single im, .^-objects of an image section. The length-coefficient is the linear correlation coefficient of the
set of points belonging to one groundplan area of an image-object. In connexion with the computation of the
correlation coefficient the direction of the correlation line is computed.

Characterizing the average form of the image objects in the direction of the density axis (D (x, y)) the group of the
following parameters is computed:

II) The distribution • the gradient vector (dD/dx, dD/dy, 1) in the x, y-plane The distribution of the gradient vector
shows whether * . variance of the density-values is high (the length of the gradient is large) or low (the length of
gradient is small; Secondly one is interested in favored directions of the gradient vector. In supplement to this
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distribution the correlation coefficient and the direction of the correlation line for the group of points destined
by the gradient vector is computed. To avoid mistakes 1 % of these points, these are the points for which the
gradient vector has the greatest amount, are omitted. If the main direction of the gradient-vector and of the
correlation-line are nearly the same, there would be in the image longer line-elements with high contrast other-
wise, if the correlation line is orthogonal to the favored direction of the gradient-vector, there are no or only very
short line-elements of higher contrast in the analysed image-section. In connection with the length of the gradient-
vector and the size of the image objects is the distribution of the curvature of D (x, y). The curvature can be
computed in different ways, one of them is the computation of the La Place differential expression d2 D/dx2 +
d2D/dy2. Another possibility is to compute the mean of the angles between the tangential plane and D(x, y) in
a certain point, where for each point the angles are computed in 8 directions. If the angle is large the banks or
ripples have a stronger relief.

At last the arrangement of the image objects in the aerial photograph or in the scanner-image has to be described:

III) For that the shortest distance between the maul point of each two objects has to be destined. The distribution of
these distances and the distribution of the direction of these distances correlates with the distribution of the short-
est distances of each two banks and the distribution of the direction of these distances.

It is notable that the textural parameters are not characterized by numbers but by distributions except the correlation
coefficient and correlation line in II. Characterizing the textures only by numbers is only possible by describing the
distributions by their statistical parameters as mean and standard deviation. Loss of information can be avoided only,
if the texture has a very regular structure.

3.2. THE PROBLEM OF INVARIANCE AGAINST ROTATION
The problem is that, if a texture analysis is made for two images, it is difficult to compare the results of the

analysis, also if the same film was used. Differences in the results are not only caused by disturbing factors as des-
cribed in 2. and other disturbing factors as different devellopping of the film, but caused by changing the scan direc-
tion when the image is digitalized. So all directions computed in I), II) and III) are dependent on rotation. But the
effect of rotation can be eliminated very easily. For the remaining parameters invariance against rotation is very im-
portant. Change of the scanning direction causes changes of the scanning pattern. Because the scanning is rectangular,
exact invariance against rotation is not possible. But for the parameters described in I) and III) the change, caused by
rotation of the scanning direction is not significant if the solution of the scanning is high enough.

To compute the gradient-vector in an image-point (x, y) it is normally sufficient to draw on for the computation
the 8 points around (x, y). In extreme cases the rotation of the scanning direction causes differences of the length of
the gradient, which have the factor SQRT(2). In practical performance, when contrast is not extremely high the errors
caused by rotation are not significant. The formula for the computation of the gradient is:

grad <xo • y0 > = nabla ' D (*- y ) = (dD/dx, dD/dy, 1 ) = (s*0 , sy0 , 1 )

with

s*0 = ((sx_, ,-sx, _,) + 2-(sx_10-sx,0) + (sx_,_,-sx, ,

<*„ = «sxi,-i-sx-i,i> + 2-(sxi,o-sx-i,o) + (sx, ,-«_,_,

where the points (x^x.) are arranged in the following way:

"0,0 xl,0

The La Place expression is computed to:

where in the first equation above sx must be replaced by sx and in the second sy by sy.

In exceptional cases a better approximation for computing the gradient is necessary. 21 points have to be
on, which are arranged in the following way:drawn on,
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The computation of the gradient is done in the same way as before, only 9 points are needed for the com-
putation, but the density of the 4 points marked with x is the mean density of these points and the 8 points around
them.

3.3. PRACTICAL PERFORMANCE OF THE TEXTURAL ANALYSIS
For practical performance of this digital texture analysis the image information must be recorded on a CCT.

This is no problem for scanner-images, which are normally recorded on a CCT. Aerial photographs can be written on
a CCT by a photoscan (e.g. Optronics). At the Optronics Photoscan a width of the scanline of as 12.5 • 10~6 m,
25 • 1CT6 m and 100 • 10~6 m can be chosen. To avoid optical rustling it is suitable to scan with 100 • 10~6 m, that
is a solution of 10 lines/mm. For a Zeiss-RMK-photograph the density-values of 5,290,000 image points have to be
written on the tape at a solution of 10 lines/mm. As a rule it is not necessary to analyse the texture for a whole
image. There are only some areas of interest. The coordinates of their corner-points have to put in into the computer
and the texture analysis for the appropriate section is made. It is possible to panel this section in several smaller
sections for which the analysis should be made. An analysed section cannot have more than 10,000 image points for
the capacity of the CPU-storage for one job at the Leibniz-Rechenzentrum in Munich is only 100 K. So at a solution
of 10 lines/mm the largest of a section which is not panelled is 1 cm2. If the solution is only 5 lines/mm this section
may have a size of 4 cm2.

If the parameters of two sections are nearly the same, then the textures would be nearly the same.
For computing the textural parameters two computer programs were written, one in ALGOL and the other in

FORTRAN. The FORTRAN-program is about thrice faster than the ALGOL-program. But by the possibility of
defining variable array-fields the image-sections for which the parameters should be computed can be selected quite
variable and CPU-storage can be spared. If a digital image-analysing-system has a computer, which is as fast as the
cyber 175 (Control Data), the image shown on a television screen can be analysed during a CPU-time during between
5 and 9 minutes, where the whole image shown on the screen is divided in 25 sections. If a section has a texture of
low frequency the parameters for much less image objects have to be computed so that then the analyse is faster than
if the frequency is high.

4. TEXTURE TYPES FROM THE MUDFLAT

After developping the program by which the textural parameters are computed, the task is now to analyse the
disturbing factors explained in 2. These investigations are not yet finished. So in the following two only little different
texture-types in two sections belonging to the same panelled section (Fig. 1). The distance between the central points
of the two sections is about 70 meters. The image section which is pannelled shows the border-area of a tidal creek.
The region shown in section 1 lies about 0.5 meters deeper than the region shown in section 2. The original aerial
photograph is a color-infrared photograph. The photograph was taken at August the 11th 1976, at 8.58 hours in the
morning, two hours after low water.

On the area shown in section 1 more water was on the mud as on the area shown in section 2. This fact can be
ascertained by the parameters of the group I.

The textural parameters for the two image sections 1 and 2 are the following:

SECTION I:

GROUP I:

a. IMAGE OBJECTS: TOTAL: 201

L AMOUNT OF AREA

162 20 8 4 3 1 I 1 1

0 10 20 30 40 SO 60 70 80 180 190 pixel

mean: 7,49751 standard deviation: 16.74721

ii. RELATION CIRCUMFERENCE/AMOUNT OF AREA

2 13 15 21 12 24 7 23

1 1.2 1.4 1.6 1.8 2.0 2.2 2.4 2.6 2.8 3.0 3.2

0 0 0 85

3.2 3.4 3.6 3.8 4.0 circ./am. of area

mean: 3.02622 standard deviation: 0.89995
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iii. LENGTH COEFFICIENT , r

0 1 0 g ^ 6 8 7 5 8 9 1 2 1 7 3 9

-1.0 -0.2 -0.1 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 con. coeff.

mean: 0.3953 stand.dev.: 0.40749

The mean of the direction of the correlation line is 25.6°, the standard deviation is 22.7°.

b. COMPLEMENTARY IMAGE-OBJECTS TOTAL: 123

L AMOUNT OF AREA

9 0 I S 6 3 4 0 1 0 0 1 1 0 0 1 1 0
0 10 20 30 40 50 60 70 120 130 140 230 240 250 pixel

mean: 13,98374 standard deviation: 34.61753

ii. RELATION CIRCUMFERENCE/AMOUNT OF AREA
0 0 5 16 9 15 9 10 8 0 14 0 0 0 0 37

1.0 1.2 1.4 1.6 1.8 2.0 2.2 2.4 2.6 2.8 3.0 3.2 3.4 3.6 3.8 4.0 circ./am. of area

mean: 2.75949 standard deviation: 0.90217

iii. LENGTH COEFFICIENT

0 1 1 4 0 6 4 5 4 3 8 5 1 1 3 5

^U> ^02 ^Ol 00 o i O 2 O3 O4 OS O 6 ( U O8 O9 uf

mean: 0.48402 standard deviation: 0.41442

The mean of the direction of the correlation line is 28.7°, the standard deviation is 24,0°.

GROUP II:

L LENGTH OF THE GRADIENT VECTOR

455 963 795 563 334 166 57 13 3 4 0 1 1 0 2 0 0 3 I 0

0 i 2 3 4 56 7 8 9 10 M 12 13 U IS 16 17 18 19 20~

I 0 I I

20 21 22 23 24 -10"'mm

mean: 2.65101 standard deviation: 1.70299

ii. DIRECTION OF THE GRADIENT VECTOR

116 139 88 100 170 95 96 99 52 120 99 59 49 142

-180 -170 -160 -150 -140 -130 -120 -110 -100 -90 -80 -70 -60 -50 -40

69 73 87 45 170 113 91 104 187 107 95 88 112 52 85 46 64 95 52

-40 -30 -20 -10 0 10 20 30 40 50 60 70 80 90 100 110 120 130 140 150

73 74 58

150 160 170 180 (°)

mean: -103,5° standard deviation: 51,0°

iii. CURVATURE ANGLE
1 0 9 28 45 61 55 75 82 108 109 128 117 148 153

-180 -170 -160 -150 -140 -130 -120 -110 -100 ^90^80 7̂0 6̂0 5̂0 4̂0 -30

182 167 144 205 189 172 152 192 135 151 115 121 93 73 62 48 26 12 5 0 1

-30 -20 -10 0 10 20 30 40 50 60 70 80 90 100 110 120 130 140 150 160 170 180 (°)

mean: 0.2° standard deviation: 68.3°

iiii.
correlation coefficient -0.99797
direction of correlation line: -0.096°

1039



GROUP in. _
L SHORTEST DISTANCES BETWEEN THE OBJECT IMAGES PHIOINAI* PAGE lO
^L_J?_J,LJLJS_L_L_ DE POOR QUALITY
0 1 2 3 4 5 6 7

mean: 2.58133 standard deviation: 0.879S8

ii. DIRECTION OF THE SHORTEST DISTANCES

6 13 14 7 22 10 4 10 8 11 10 15 8 22 II 7 11 2 10

-90 -80 -70 -60 -50 -40 -30 -20 -10 0 10 20 30 40 SO 60 70 80 90 (°)

mean: -1.5° standard deviation 51.7°

SECTION 2:

GROUP I:

a. IMAGE OBJECTS TOTAL: 144

i. AMOUNT OF AREA

116 15 2 4 3 0 I 0 0 I 1 0 1

0 10 20 30 40 SO 60 70 80 90 100 110 490 500 pixel

mean: 11.0625 standard deviation: 42.84034

iL RELATION CIRCUMFERENCE/AMOUNT OF AREA

0 13 9 14 12 10 11 0 19 0 56

1.6 1.8 2.0 2.2 2.4 2.6 2.8 3.0 3.2 4.0

mean: 2.98244 standard deviation: 0.88687

iii. LENGTH COEFFICIENT

0 56 0 10 78

0 0.1 0.8 0.9 1.0

mean: 0.58993 standard deviation: 0.47190

The mean of the direction of the correlation line is 27,5°, the standard deviation is 21.9°.

b. COMPLEMENTARY IMAGE OBJECTS: TOTAL: 152

L AMOUNT OF AREA

102 28 8 4 4 0 3 1 1 1

0 10 20 30 40 50 60 70 80 90 100 PIXEL

mean: 10.91447 standard deviation: 16.01359

iL RELATION CIRCUMFERENCE/AMOUNT OF AREA

0 2 10 23 10 20 8 14 9 0 16 0 40
1.2 L4 L6 Ti ZO 2J i4 16ii iO 3 ^ 2 4 ^ 0

mean: 2.64037 standard deviation: 0.91308

iii. LENGTH COEFFICIENT

40 0 12 100

0 0.1 0.8 0.9 1.0

mean: 0.70945 standard deviation: 0.42576

The mean of the direction of the correlation line is 33.2°, the standard deviation is 19.8°.
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GROUP d:

L LENGTH OF THE GRADIENT VECTOR

339 1007 892 636 306 117 54 4

ORIGINAL PAGE I&
OF POOR QUALITY

0 1 2 3 4 5 6 7 8 9 10 11 12 13

mean: 2.60724 standard deviation: 1.35432

14 •10 mm

ii. DIRECTION OF THE GRADIENT VECTOR

123 104 97 125 1S6 111 98 108 53 128 76 54 62 111 61 50 93 59 164 114

-180 -170 -160 -150 -140 -130 -120 -110 -100 -90 -80 -70 -60 -50 -40 -30 -20 -10 0 10 20

105 133 150 115 111 98 110 44 79 65 56 120 49 59 79 44

20 30 40 50 60 70 80 90 100 MO 120 130 140 ISO 160 170 lib" (°)

mean: 77,0° standard deviation: 50.4°

iiL CURVATURE ANGLE

0 0 1 8 33 47 65 85 10S 113 122 139 124 154 153 175 170 135 193 176 203

-180 -170 -160 -150 -140 -130 -120 -110 -100 -90 -80 -70 -60 -50 -40 -30 -20 -10 0 10 20 30

165 155 127 152 133 118 94 75 56 42 29 11 3 2 1

30 40 SO 60 70 80 90 100 110 120 130 140 150 160 170 180 (°)

mean: 0.2° standard deviation: 67.2°

correlation coefficient: 0.92443
direction of correlation line: 0.14285°

GROUP III:

L SHORTEST DISTANCE BETWEEN COMPLEMENTARY OBJECT IMAGES
Because the number of complementary object images is greater than the number of object images, the shortest
distance between the complementary object images is computed.

19 S3 S3 16

0 1 2 3

mean: 3.14186

4 5 6 7 - 1 0 ' 1 m m

standard deviation: 1.20905

ii. DIRECTION OF THE SHORTEST DISTANCES

13 10 13 11 14 8 13 14

-90 -80 -70 -60 -SO -40 -30 -20 -10 0 10

mean: 1.47968 standard deviation: 52.44994°

20 30 40 SO 60 70 80 90

There are differences between the parameters of group I. The scanned aerial photograph was a color infrared negative.
So water has very low density values and correlate with the complementary image objects. The image objects correlate
with the banks. In section 1 there are more image objects than in section 2 and less complementary image-objects
than in section 2. The area shown in section 1 lies deeper and nearer to the tidal creek as the area shown in section 2.
On the mud flat of section 1 the quantity of water is greater, the part of the banks which do not ly under water are
smaller than on the mudflat in section 2. In section 1 the banks are more isolated and many water puddles are joined
together, so that the number of complementary image-objects is smaller and the complementary image objects are
greater on the average. The length coefficient for section 2 is nearer to 1 because little creeks orthogonal to the banks
are formed. For the parameters of group II there is only a difference for the direction of the gradient. This difference
is about 180°. This difference is probably caused by a stronger inclination of the surface shown in section 1 to the sun
(to the right in fig. 1), so that the effect of shadow is stronger in section 2. The differences for the parameters of
group III have the same reason as the differences for the parameters of group I.

This example shows that the parameters correlate with properties of the mudflat surface. The conclusions done
before are confirmed by investigations on the ground.
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near Crildumersiel, scale 1:8000.
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ABSTRACT

Surface truth and LANDSAT measurements collected July 31, 1975 for Saginaw Bay are used
to demonstrate a technique for producing a color coded water quality map. On this map, color
is used as a code to quantify five discrete ranges in the following water quality parameters:
temperature, Secchi depth, chloride, conductivity, total Kjeldahl nitrogen, total phosphorous,
chlorophyll a_, total solids and suspended solids.

The LANDSAT and water quality relationship is established through the use of a set of
linear regression equations where the water quality parameters are the dependent variables
and LANDSAT measurements are the independent variables.

Although the procedure is scene and surface truth dependent, it provides both a basis
for extrapolating water quality parameters from point samples to unsampled areas and a synoptic
view of water mass boundaries over the 3000 km' bay area made from one day's ship data that
is superior, in many ways, to the traditional machine contoured maps made from three day's
ship data.

1. INTRODUCTION

Since June of 1974 the Bendix Aerospace Systems Division has been conducting a research
program in the surveillance from LANDSAT of eutrophication in Saginaw Bay, Michigan and in the
inland lakes and watersheds of Michigan and Wisconsin. This paper addresses the development
of one specific water quality map of Saginaw Bay.

The EPA-sponsored study of water quality in Saginaw Bay (Lake Huron) aims to describe,
on a seasonal basis, the distribution of water quality factors in the Bay; to monitor inputs
of nutrients from its watershed; and to develop and evaluate models for predicting water
quality in the Bay as a function of various control strategies (Reference 1 and 2). A surface/
subsurface measurement program has been underway since April 1974. From each of 59 stations
distributed throughout Saginaw Bay, some 30 water quality parameters are determined on an
18-day cycle that coincides with the LANDSAT over-flights. During 1974 and 1975 32 cruises
were made.

Saginaw Bay is a shallow extension of Lake Huron and is bounded by five counties of
southeastern Michigan (Figure 1). The bay has an area of some 2,960 km' and a maximum length
and width of 82 km and 42 km, respectively. The mean depths are 4.6 m for the inner bay and
14.6 m for the outer bay. The Saginaw River enters the bay at its extreme southwestern end
and contributes approximately 90% of the pollutants found in the bay (Reference 3). This
river and its tributaries drain a watershed of more than 21,000 km' that contains four major
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cities and much agricultural land. Consequently, inputs of salts, nutrients, and pollutants
to the bay have been increasing for many years. Levels of turbidity and algal production are
consistently high, especially within the inner bay. Major declines in commercial fish yields,
wildfowl populations, and esthetic values have resulted from this eutrophication. In addition,
the natural estuarine-like movement of pollutants from the bay into southern Lake Huron may
reduce water quality throughout the lower Great Lakes.

The purpose of this and earlier efforts was twofold: 1) to use LANDSAT to produce a
color map delineating water masses within the bay, and, more importantly, to relate the water
masses so delineated to quantative levels of water quality. The first level of mapping requires
no surface truth measurements and can be done with a minimal amount of computer processing.
The second level of mapping, however, requires detailed surface truth and a number of computer
processing steps but provides a significant increase in the information content and its effective
presentation. The procedure reported here was .determined to be the most efficient and produc-
tive of the approaches investigated.

2. TECHNIQUE

The data processing procedure used to produce the water quality map of Saginaw Bay can
be described as a number of steps.

Step 1. Ship Data Collection. Three consecutive days are required to sample all the bay
stations. For the maps produced in this study only those surface samples taken the same day
as the overpass, from 16 of the 59 stations, were used (Figure 1 and Table 1).

Step 2. Geometric Correction. LANDSAT-2 computer compatible tapes for two consecutive
scenes, acquired on 31 July 1975 (2190-15401 and 2190-15404), were processed on a Bendix
MDAS (Multispectral Data Analysis System). The satellite data were first geometrically
controlled by digitizing ground control points (GCPs) such as prominent coastal features,
from a navigation chart. The latitude and longitude of each GCP was converted to LANDSAT
coordinates using an interactive display routine on MDAS, and a geometric transformation
matrix was established for the greater bay area. The bay station coordinates were trans-
formed to LANDSAT coordinates with an error of less than one picture element (pixel). A
LANDSAT pixel corresponds to an area of 57 by 79 m (0.44 hectares).

Step 3. LANDSAT Data Sampling. The established geometric correction matrix and the
MDAS TV monitor were used to display the single pixel best corresponding to the digitized
location of each bay station. A cursor was then positioned, expanded, and shaped by the
operator about each station site to designate a station area of 60 to 100 pixels in size.
Once the station areas were designated, the MDAS computer extracted the measurements from
all pixels defined by the cursor and calculated the mean digital count in each band (Table 2).

Step 4.Regression Analysis. A variety of regression analyses were made. In all cases a
linear regression was used and LANDSAT radiance measurements in the four bands were treated
as the independent variable while the surface truth data were treated as the dependent
variables. Earlier work showed that with stepwise multiple regression analysis: 1) the use
of a ratio of bands does not improve the strength of the correlation over the use of single
bands, and 2) bands 4 and 5 provide more information than bands 6 and 7. Accordingly, in
this effort only data from bands 4 and 5 were entered into the analysis. The regression
equations are shown in Table 3 and parameter range correlation coefficients and standard error
of estimate are shown in Table 4

Step 5. Review of LANDSAT Data. This important step provides the basis for applying
the relationship.derived in step 4 back to the LANDSAT data for the entire bay. The bay
was screened in both false color and single channel levels slice mode on MDAS to determine
how many distinct water masses or zones were present. Five such levels of water quality
were identified. The mean radiance of training sets for each of these five areas (catego-
ries) was computed by MDAS. A color code was assigned to each category at this time
(Table 5). The parameter value associated for each color (Table 6) was calculated by putting
the appropriate training set means back into the equations derived in Step 4 (Table 3).

Step 6. Processing and Filming. With training sets identified in Step 5 the entire bay
was categorized and the result was output on the MDAS drum film recorder. Geometric correc-
tions were automatically applied during filming.
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3. DISCUSSION

The results of this technique have been evaluated by inspection of graphs and tabular
data, by inspection of map features and by comparison with another technique.

Figure 2 is a representative plot of many that were constructed to graphically summarize
the performance of the regression analysis. In this example, chlorophyll a^ it shows that all
but 3 of the 16 predicted sample values fall within one standard deviation of their measured
value.

Table 7 was prepared to aid in the explanation of the physical relationship between
the LANDSAT data and the water quality values. It should be emphasized that LANDSAT measures
color or volume reflectance of the water and does not, for example, measure temperature,
chloride, conductivity, etc. directly. Only a few water quality parameters; chlorophyll a^
suspended solids, turbidity, and Secchi depth, have a direct influence on the color or volume
reflectivity of Saginaw Bay water. However, the other water quality parameters do correlate
secondarily with color or volume reflectance to the extent that they all characterize the
same water masses (Table 7).

Analysis of the final map (Figure 3) has confirmed some known features of circulation
and water quality in Saginaw Bay. Previous surveys of the bay (Reference 1 and 3) have
indicated that the predominant flow of Saginaw River water is northward along the eastern
shore of the bay. Less turbid Lake Huron water dominates the outer bay and enters the inner
bay chiefly along the western shore. Zones of mixing and local circulation are apparent on
the map, as are shoal areas where sediment evidently has been resuspended.

The Saginaw River enters Saginaw Bay at its extreme southwestern end and contributes
the majority of pollutants found in the Bay. The magenta color, which represents levels of
water quality that are beyond the range of the sample data used in the regression program,
enhances the plume of turbid water that enters the Bay from the Saginaw River and extends in
a southeast direction. In the shallow near-shore zone (less than about ten feet deep) of
the lower bay, the magneta denotes areas where there is significant local resuspension of
sediment.

A lobe of relatively clean Lake Huron water (blue) appears to enter the mouth of the
Bay between a central island (Charity Is.) and a coastal point (Lookout Pt) and flow up the
Bay (south) along its deepest channel. The boundary of the lobe and the Bay water (green)
is very pronounced and not gradational as is the case with the remaining three water mass
boundaries.

A third feature is the spiral of water masses just northeast of the "thumb" of Michigan.
This is an apparent mixing zone of turbid water that has been transported from the Bay into
Lake Huron. The transporting current may have been set up by the counterclockwise deflection
of southward moving Lake Huron water, along the shallow area between Charity Island and the
eastern shore of the Bay mouth (Oak Pt.). Thus one mass of Lake Huron water enters the Bay
along its western shore while another mass is prevented from entering but helps transport
turbid bay water into Lake Huron. The apparent increase in turbidity at the top right corner
of the map is due to the presence of an atmospheric haze associated with clouds, about 25 km
northeast of the right corner of the map, but within the full scene.

The nine water quality parameters were mapped as one map. If separate maps were required
for each parameter the breaks between color levels could be relocated so as to better proportion
the levels. For example, the map shown here indicates that chlorophyll a_ is low in the outer
bay and central portion of the inner bay but extremely high in the near shore zone of the
inner bay, A separate map, made with different training areas, could be made for each para-
meter. In the case of chlorophyll a^ this would permit perhaps one color code for the areas
of low concentration and four colors for the areas of high concentration as opposed to three
and two respectively.

A comparison between the LANDSAT derived water quality map and those produced by another
technique, but for the same surface truth measurements, provides for further evaluation of
this technique. The EPA commonly makes machine plotted contour maps for areas such as Saginaw
Bay from station data that is filed in the EPA-STORET system. Figure 4 is a copy of one such
map for Chloride and shows the 16 stations, the parameter values at each station, and the
computed contour lines. Figure 5 is a copy of the Chloride map for 3 days of ship data with
shading to reflect the same levels of water quality that are shown in Figure 3. The boundary
values ,of the shaded areas correspond to mid range values as determined from Table 6. A
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comparison of Figure 4 with Figure 5 shows that plotter maps of one day's data do not provide
an accurate synoptic portrayal of bay water quality. Figure 3 compares very favorably with
Figure 5 but the LANDSAT technique provides a much more detailed portrayal that is more realistic
in pattern than that provided by the machine plotter technique. Figure 6 is shown to provide
further comparison with one additional water quality parameter Secchi depth. One conclusion
of this comparison of techniques is that a water quality map derived from the computer process-
ing of LANDSAT data and one day's surface truth provides as much, if not more, detail than a
water quality map made from the machine contouring of three days surface truth. If the LANDSAT
derived map meets the standards and needs set up by the water quality researcher then in sub-
sequent studies the three day ship survey cruise could be shortened to one day at a significant
cost savings.

It should be emphasized that the equations used to relate the water quality measurements
with the LANDSAT data are scene and surface truth dependent. Atmospheric conditions can be
extremely variable with time over the bay region and, in addition, the relationship of water
quality to radiance may vary. Thus, this technique would have to be repeated from nrocessinn
LANDSAT data of a different date.

4. ACKNOWLEDGEMENTS
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each the efforts of William L. Richardson of the U.S. EPA Large Lakes Research Station, in
providing the contour maps, and Navin J. Shah, of Bendix for developing special software and
facilitating data handling are acknowledged.

5. SUMMARY

Computer processed LANDSAT data can be color keyed to water quality parameters by a
procedure using linear regression equations and surface truth measurements. Although the
procedure is scene and surface truth dependent it establishes a relationship with a predictable
accuracy. The resulting color-keyed map shows the concentration and distribution of water
quality parameters throughout Saginaw Bay. The parameters need not be directly detectable by
LANDSAT, provided their concentration is correlated with some water characteristic that is
detectable. LANDSAT when used in conjunction with conventional point-sampling provides an
economical basis for extrapolating water quality parameters from point samples to unsampled
areas and provides a synoptic view of water mass boundaries that no amount of point sampling
could provide.

Application of non-linear regression analysis and techniques for correcting LANDSAT
data for atmospheric effects should decrease the standard error of estimate in predicting
water quality parameters and result in the possible further reduction of surface sampling.
These steps and work with data of different dates may help to further the goals of the EPA
in their effort to study the circulation of water masses and model the water quality of
Saginaw Bay.
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Saginaw Bay
(Lake Huron)
i Michigan

Figure 1. Map of Saginaw Bay, Showing the 61 Water
Quality Stations by the Symbol 0 . The Cruise
Tracks of the Two Vessels and the 16 Stations
Sampled on the Day of the LANDSAT Overpass
(31 July 1975) are also Shown.
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Figure 3 Water Quality Map Made From LANDSAT and Ship
Data From 16 Stations, July 31, 1975

CHLORIDE

1 Days Ship Data

Figure 4 Machine Contoured Chloride Data,
16 Stations, July 31, 1975
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CHLORIDE

3 Days Ship Data

15.06

Figure 5 Machine Contoured Chloride Data,
33 Stations, July 29-31, 1975

SECCHI DEPTH

3 Days Ship Data

.

•

Figure 6 Machine Contoured Secchi Depth Data,
33 Stations, July 29-31, 1975
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Table 7

Correlation Coefficient Matrix (59 Stations)

Temperature (T)

Secchi Depth (SD)

Chloride (Cl)

Conductivity (Con)

Chlorophyll a (Ch a)

Total Kjeldahl Nitrogen (TKN)

Total Phosphorus {TP)

1.00

- 76

.48

.47

.54

.59

.39

T

1.00

- .54 1.00

• .54 .99 1.00

- .67 .41 .37

- .66 .94 .92

- .50 .98 .98

SD Cl Con

Cruise 25
July 29 - 31. 1975

1.00

.61 1.00

.39 .91 1.00

Ch£ TKN TP

Predicted

70

60

50

40

30

Chlorophyll a (ug/l)

20

10

-10

Band 4 and Band 5

r = .903

v = + 7.63

7/31/75 Data

10 20 30 40 50 60

Measured Chlorophyll a (ug/l)

Figure 2 Predicted Versus Measured Chlorophyll a

70
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Table 1
ORIGINAL PAGE

EPA Water Quality Data For Saginaw Bay, 31
Measurements were Made At Water Depth Of One Meter

Table 2
LANDSAT Data For Saginaw Bay, 31 July 1975

Station

7

8

12

18

26
27

32

34

38

42

43

44

52

56

60
61

Mean
Std. Dev.

Number of
Pixels to
Station
Area

56

S3

72

72

64

90

100

100

121

72

72

72

72

72

110

99

81.7

Mean Reflectance
of Station Area

Band
4

254'

40.6

44.0

42.8

38.1

42.7

38.1

37.2

38.6

40.4

32.3

36.0

35.6

32.3

39.5

34.0

417

38.5

3.8

5
254-

27.5

29.5

29.5

24.7

28.3

24.5

23.2

29.1

26.1

20.3

23.1

25.5

21.1

25.2

21.0

28.7

25.4

3.1

6
254'

14.8

16.3

16.2

13.8

14.7

12.2

11.7

16.4

12.3

9.8

10.9

14.5

11.0

12.8

10.1

14.1

13.2

2.2

252'

1.4

1.5

1.7

0.5

0.4

0.3

0.1

0.9

0.1

0.3

0.2

0.8
0.4

0.6

0.1

0.6

0.6

0.5

'Maximum pixel count.

Table 3

Regression Equations For
Saginaw Bay 7/31/75 (16 Samples)

Temperature (°C)

Secchi Depth (ml

Chloride (mg/l)

Conductivity (micromhos)
Total Kjeldahl Nitrogen (mg/l)

Total Phosphorus (mg/l)

Chlorophyll a. (ug/l)

Total Solids (mg/l)

Suspended Solids (mg/l)

• 9.61 + 0.007 (Bend 4) * 0.572 (Band 5)

<• 8.24 + 0.142 (Band 4) - 0.458 (Band 5)

9.489 - 2.040 (Band 4) + 3.202 (Band 5)

= 194.2 - 7.72 (Band 4) + 13.79 (Band 5)

0.419 - 0.102 (Band 4) •*• 0.153 (Band 5)

-0.0089 • 0.0033 (Band 4) + 0.0059 (Band 5)
= 41.04 -8.32 (Band 4) +11.57 (Band 5)

= 154.1 - 7.73 (Band 4) + 12.93 (Band 5)

= 0.908 • 1.02 (Band 41 + 1.67 (Band 5)

Station

7

8

12

18

26

27

32

34

38

42

43

44

52

56

60

61
Moan
Std. Dm.

Temperature
(°CI

26.1

26.7

26.8

23.6

26.0

23.7

24.8

26.9

25.1

2O.4

23.5

24.4

21.5

23.7

22.5

25.7

24.46
1.92

Secchi
Depth
(m)

1.9

1.6

1.3

2.0

1.6

2.0

1.8

10.6

1.4

5.5

1.5

1.0

2.1

2.2

5.0

1.2

2.0

1.3

Chloride
(mo/1)

10.9

11.1

18.8

9.8
13.8

10.1

10.1

24.1

11.7

6.6

12.1

20.1

10.4

10.6

6.9

12.7

12.5

4.7

Conductivity
(micromhos)

243.

258.

277.

237.

251.

239.

235.

294.

244.

211.

246.

281.

238.

244.

215.

252.

247.8
21.8

Total
Kjeldaht
Nitrogen
Img/l)

0.37

0.41

0.65

0.38

0.35

0.29

0.33

1.00

0.29

0.14

0.42

0.72

0.33

0.26

0.17

0.42

0.41

0.22

Total
Phosphorus
(mg/l)

0.012
0.017
0.027
0.012
0.018
0.012
0.010
0.039
0.014
0.002
0.013
0.027
0.009
0.014
0.004
0.020
0.016
0.009

Chlorophyll a
•fcigrl)

20.70
9.38

10.70
5.61

11.60
7.38

7.38

68.50
13.60

1.84

15.6O
37.10
10.00

6.58

1.84

18.00
15.36
16.53
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Table 4

Regression Results For Saginaw Bay 7/31/75 (16 Samples)

Water Quality Regression
Parameter and Correlation
Range Coefficient

Temperature
(20 - 27°CI

Secchi Depth
(0.6 - 5.5 m)

Chloride
(6 • 24 mg/l)

Conductivity
(211- 294 rnicromhos)

Total Kjeldahl Nitrogen
(0.1 - 1.0 mg/l)

Total Phosphorus
(0.002 - 0.039 mg/l)

Chlorophyll a
(1.8- 68.5 ug/l)

Total Solids
(150 -244 mg/l)

Suspended Solids
(1 • 13 mg/l)

.94

.73

.92

.93

.94

.94

.90

.79

.74

Standard
Error of
Estimate

0.68

0.97

1.9

8.6

.08

.0035

7.6

15.

2.3

Table 5
LANDSAT Training Set Means

Color

Blue

Green

Orange

Red

Magenta

4

30.3

36.7

41.6

42.7

45.6

5

18.9

23.5

26.8

30.4

37.8

6

9.5

11.6

14.2

17.2

25.1

7

0.2

0.2

1.2

3.1

6.8

Table 6

Explanation Block For The Water Quality Map (Figure 3)

Blue Green Orange Red Magenta

Temperature (°C)

Secchi Depth (m)

Chloride (mg/l)

Conductivity (rnicromhos)

Total Keldahl Nitrogen (mg/l)

Total Phosphorus (mg/l)

Chlorophyll T(ug/l)

Total Solids (mg/l)

Suspended Solids (mg/l)

'These values are beyond the range of the sample data.
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Standard
Error of
Estimate

20.6

3.9

8.2

221

.22

.005

7.6

164

1.6

23.3

2.7

9.9

235

.27

.012

7.6

174

2.7

25.2

1.9

10.4

243

.28

.014

5.0

179

3.2

27.3

0.4

19.7

284

.71

.032

37.5

217

8.1

31.6*

<0.4*

37.5*

363*

1.55*

.066*

99.1*

290*

17.6*

1.6

1.1

1.9

8.9

.08

.004

8.5

15
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REMOTE SENSING UTILIZATION OF DEVELOPING COUNTRIES:

AN APPROPRIATE TECHNOLOGY

Merrill W. Conitz

Agency for International Development
Washington, D. C.

Donald S. Lowe

Environmental Research Institute of Michigan
Ann Arbor, Michigan

ABSTRACT

Studies sponsored by AID have verified
that remote sensing technology can play a highly
useful role in development. As a result, AID
has committed itself to an expanded, multi-
faceted program. This paper discusses AID'S
activities for establishing regional and national
training and user assistance centers, conducting
workshops and training seminars, conducting
demonstration projects, carrying out research
on applications, and granting financial and
technical assistance to build or strengthen
a country's capability.

I. INTRODUCTION

Two years before the launch of ERTS-1, AID recognized that remote sensing
could have a substantial impact on development programs of developing countries.
Accordingly, the office immediately initiated a program of analysis, cautious
testing and experimentation designed to create an understanding of the role and
impact of remote sensing in the developing process. This paper discusses the
program that has evolved within AID from these early studies. For the purposes
of this paper, AID'S remote sensing activities have been grouped into the follow-
ing six categories:

Training and Workshops

Research in Applications

Grants

Training and User Assistance Centers

LANDSAT in Projects

AIDSAT - High Level Awareness

It should be noted that these categories are not mutually exclusive. For example,
people are trained in the process of working on projects, and grants are given
to assist an investigator in carrying out research or project demonstrations.

Before discussing these elements of AID'S remote sensing program, it may be
well to say a few words about the appropriateness of remote sensing technology,
and in particular LANDSAT, to development. LANDSAT is a product of a highly
sophisticated technology, and the engineering required for its success is truly
impressive. Consider for the moment just one parameter of the LANDSAT system —
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repetitive coverage every 18 days. The linear velocity of a point on the
equator due to the earth's rotation is 24,900 miles/day or 1,210 miles/hour or
20 miles/minute. If after 18 days or 252 orbits of the earth, the timing of
the satellite crossing of the equator is off its nominal 0930 crossing by ±1
minute, and the center point of two successive images of an area at the equator
will be displaced from each other ±20 miles. Yet the center point of LANDSAT
images have remained within this displacement over several years of operation,
a miracle in timing. Other parameters of the LANDSAT system have similar,high
technology requirements.

Despite the fact that the LANDSAT system itself represents the cutting edge
of technological development, extraction and use of information from LANDSAT
data products can be done at almost any technological level. Useful informa-
tion can be obtained from simple visual inspection with little or no training,
e.g., black-and-white images can be used as a map substitute. With training
and information extraction aids, such as a light table, color additive viewer,
density slicer or zoom transfer scope, considerably more information can be
extracted. For example, identification and mapping of surface features and land
cover. With still higher technology such as computer processing, information
from LANDSAT can be automatically extracted based on spectral signatures and
changes occurring with time. Furthermore, the data can be presented as summary
statistics or placed automatically in a geographic data base.

In large, underdeveloped areas where maps and resource information are
inadequate for optimum project design, LANDSAT can provide various levels of
information needed for assessing, monitoring, or extracting resources. As
discussed in the preceding paragraph, the .level of technology used to extract
the information required by a country can be sized to its needs and/or abilities.
It is AID'S goal to assist developing countries to acquire the remote sensing
capability appropriate to them. Figure 1 is a map of the world showing the
developing countries which receive some form of economic assistance from AID.

II. TRAINING AND WORKSHOPS

The limiting factor in the transfer of technology is often the capabity of
the recipient country to absorb the technology. Capacity, in turn, is measured
by the number of trained personnel available to receive and use the technology.
Thus training is the common denominator in almost every project involving the
transfer of technology undertaken by AID. Furthermore, training, because of
its multiplier effects, is one of the best values for our AID dollars. Many
foreign assistance programs only help the developing nations, but training helps
them to be able to help themselves with far more lasting effects.

The importance of training in the transfer of remote sensing technology is
no exception. Accordingly, training was one of the first activities undertaken
when the Agency first became aware of the many important benefits of remote
sensing technology for developing countries. In May 1973, AID sponsored its
first international workshop in the Philippines. This workshop was of two
weeks duration and covered the fundamentals of multispectral remote sensing
from satellites. ERTS-1 imagery of the participants' own countries was used
in lectures and laboratories and gave the workshop a sense of being directly
applicable to development problems. Since that time, AID has sponsored similar
workshops in Mali, Indonesia, Panama and Kenya and has participated with the
U.S. Information Agency in regional remote sensing seminars. AID also sponsored
the first two international training courses at the EROS Data Center. This
course is now continuing on a twice yearly basis under U.S. Geological Survey
sponsorship and has become the most widely attended international training
course of its kind.

These training courses have not been one-way streets as far as the transfer
of information is concerned. They have given AID valuable insights into the
needs and capabilities of the countries they have served. Each course has been
characterized by frank exchanges of views on the usefulness of this technology and
its importance to application areas in the developing world. Each course has
been concluded with a critique in which the views of the participants have been
carefully analyzed and used in designing the next course.
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Two of the most significant conclusions have been the need for more inten-
sive training to develop a higher level of competence in interpreting LANDSAT
imagery and the need to make the training even more relevant for the participants.
In response, AID has now designed a course with these objectives in mind. This
course"is presently being initiated in Nepal with the Remote Sensing Institute
of South Dakota State University as the contractor. The course will begin with
a seminar designed to familiarize the host country participants with the latest
applications of the technology. The seminar will also familiarize the contractor
team with the data needs of the host country, resource projects presently under-
way, and the key persons involved in resource management. If appropriate, three
or four resource managers from the host country will be selected for further
training in the U.S. under the guidance of the contractor. This training will
extend for a period of four to eight months and will include the processing and
analysis of imagery of previously identified project areas in the host country.
After the trainees return to their home country, they will continue to work on
these projects under the periodic supervision of the contractor. With the
assistance of the contractor, they will provide workshops and on-the-job training
for their colleagues. The total period of contact with the contract team will
be approximately eighteen months.

It is hoped that this longer period of contact will be sufficient to esta-
blish the technology in the host country as a lasting institution. It is also
hoped that permanent linkages will be developed between the host country managers
and the U.S. scientists. Finally, it is expected that during this period, the
trainees will have achieved a level of competence and confidence to enable them
to continue on their own.

III. REMOTE SENSING GRANTS

A competitive grant program was instituted by AID in late 197^ to provide
incentive to developing countries to achieve broader use of information available
from LANDSAT and other types of remote sensing data. This program which is
being administered by the Environmental Research Institute of Michigan is designed
to strengthen the capability of in-country institutions, while they apply remote
sensing technology to projects of high priority to the grantee's country. Each
grant carries a financial award (nominally $20,000) plus technical assistance
in the form of training, acquisition of materials and supplies, and occasionally
data processing at the request of the grantee. These grants are intended to
support "seed projects" concerned with specific applications of.remote sensing
data. Each grantee designs and administers his own project and is responsible
for its execution. Successful grant projects promote an increasing awareness
of the value of remote sensing to economic development and a self-perpetuating
and expanding use for remote sensing data within developing countries.

To date, ten grants have been awarded to investigators in ten different
countries. Table I lists these grants by country and gives a brief description
of the projects. Each investigator identified a project oriented towards a
particular application area and national need. Each project had a specific set
of data requirements and goals and was designed to take about one-year to accom-
plish, although unforeseen delays resulted in some projects lasting for longer
periods. In selecting projects for support, emphasis was placed on the identi-
fication of a specific information need which could be met by use of remote
sensing data, and which was important for development planning purposes.

The need for data from the U.S. earth observational satellites to perform
the projects resulted in choosing investigators from countries that had NASA-
approved LANDSAT experiments. In some cases, the AID grantee for a country
was the same as the NASA principal investigator, in other cases, a different
investigator was selected. In no case, however, was the AID grant project the
same as the NASA-approved experiment. In some cases, the AID grant provided
data and facilities complimentary to the NASA experiment, but each project was
intended to be a separate and distinct effort. Three of the ten grantees are
in South America, two are in Africa, and five are in South and Southeast Asia.
These countries have a combined population of 318.8 million people and cover
a total of approximately 2.84 million square miles.
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COUNTRY

South America:

Bolivia

Chile

Peru

Africa:

Lesotho

Zaire

South Asia:

Bangladesh

Pakistan

TABLE I. AID GRANT PROJECTS

GRANTEE PROJECT

ORIGINAL PAGE IS
OF POOR QUALITY

Sri Lanka

Southeast Asia:

Philippines

Thailand

Dr. Carlos Brockman
Servicio Geologico de
Bolivia (GEOBOL),
La Paz

Detect and identify iron ore
deposits of economic significance
in eastern Bolivia.

Messrs. German Errazuriz Inventory the natural resources of
& Arnoldo Ortiz-Riveros Tarapaca and Antofagasta Provinces.
Institute de Investigacion
de Recursos Naturales
(CORFO), Santiago

Mr. Walter Danjoy Arias
Oficina Nacional de
Evaluacion de Recursos
Naturales (ONERN)

Messrs. Anthony Jackson
& Edwin M. Seitlheko
National University of
Lesotho, Roma

Dr. Sendwe Ilunga,
Director, ERTS-Zaire
Bureau de President
Kinshasa

Prof. M. I. Chowdhury,
Chairman, Department of
Geography, Jahangirnagar
University, Savar

Dr. M. Shafi Ahmad,
Director, SPARCENT -
Pakistan Space & Upper
Atmosphere Research
Committee (SUPARCO)
Karachi

Mr. Chris Nanayakkara,
Survey Department,
Ministry of Agriculture
& Lands, Colombo

Mr. J. C. Fernandez,
Director, Bur. of Mines,
Department of Natural
Resources, Manila

Dr. Somnuk Striplung,
Dept. of Agricultural
Economics, Ministry of
Agriculture & Crops
Bangkok

Identify and map the extent of the
economically important Aguaji Palm
in the eastern jungle.

Investigate snowfall, drainage
patterns, and vegetation in
relation to soil conservation
requirements.

Develop annotated LANDSAT images
as cartographic substitutes by
Institute Geographique du Zaire.

Provide agricultural and land-use
information for further develop-
ment of the Haor areas in north-
east Bangladesh

Provide geomorphological information
concerning vegetation and littoral
conditions for construction of a
new industrial port for the City
of Karachi

Develop digital analysis techniques
for obtaining agricultural crop
information.

Provide natural resource information
for integrated economic development
of Island of Mindoro.

Provide acreage statistics to
annual crop surveys of corn, rice,
and sugar cane.
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The specific objectives and results to date of the ten grants vary consid-
erably. Four of the grant projects were primarily concerned with applications
of remote sensing to agriculture (Bangladesh, Lesotho, Sri Lanka and Thailand),
although the approaches were different for each. Two projects were concerned
with multidisciplinary resources information needed for planning integrated
development of underutilized regions (Chile and the Philippines), and one
country each was concerned with cartography (Zaire), foresty (Peru), geology
(Bolivia), and coastal zone development (Pakistan). This range of resource
applications reflects the multidisciplinary nature of remote sensor-derived
data and different information needs of different developing countries.

The grant financial awards were designated to be used for acquisition of
data, supplies, equipment, training, travel and in several cases, some advanced
data processing in support of the project. Funds were not to be used for salary
or expenses incurred in connection with the investigator's normal duties. The
time of the investigators and their colleagues were donated by their respective
institutions, and facilities existing within the grant countries were expected
to be made available as required.

In eight of the projects, the investigators were national government employ-
ees; in the two other cases, they were university faculty. Major emphasis was
placed on supporting projects which seemed to have good linkages with decision-
making institutions and involved a number of the agency or institution personnel
at both the technical and administrative level. The capability of investigators
to interact with various in-country institutions was a key consideration in
selecting projects for funding. While the results of the grant projects are
still being developed and documented, a preliminary evaluation indicates the
occurrence of both successful and unsuccessful projects, with most projects
being somewhere between these two extremes. Because of the low level of activity,
several of the grants were judged as having limited success to date, but further
progress may occur in time. As anticipated, the key ingredients leading to
successful grant programs are (1) an energetic and enthusiastic principal investi-
gator, (2) high level government interest and concern for the programs, and (3)
involvement in an operational program of concern to the country.

IV. RESEARCH IN APPLICATIONS

In addition to training, technical assistance, and grant support for insti-
tutional development, AID supports research designed to explore those application
areas which are of particular importance to developing countries. While much
research has been undertaken in connection with the LAMDSAT program, there are
still many potential research areas that have been underexploited largely because
they are of interest only to developing countries.

A typical example is in demographic applications. For the past three years,
AID has sponsored demographic studies in Kenya and Bolivia. These projects are
designed to determine whether census tracts of uniform population density can
be identified on LANDSAT imagery based on observed land use. If so, reasonably
accurate population estimates could be determined with relatively small samples.
So far, the results of these projects have been very encouraging. This is an
example of an application which would be of little interest in most developed
countries because these countries already have the means to acquire much more
accurate demographic data by conventional methods.

Another area where research is needed is in tropical agriculture. The LACIE
program and other agricultural research has focused on temperate latitudes where
large homogenous fields and regular seasons make the job of crop forecasting
relatively easier. Some of these techniques may be applicable in the rice grow-
ing areas of Southeast Asia but much tropical agriculture takes place on small
family size plots where a variety of crops is grown year around. To forecast
crops and otherwise aid agricultural planners in these areas, we need to know
more about what kinds of agricultural data are needed by the planners and how
they can be collected. Such items as sensor types, resolution requirements
and frequency of coverage need to be more clearly defined for use in tropical
settings.
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Desertification is another area where a great deal of research is needed.
There is still insufficient evidence to state with authority the relative impact
of human activity and weather changes in areas, such as the Sahel in West Africa,
where desert encroachment is said to be taking place. One also needs to know
more about rainfall characteristics and recurrent weather patterns in arid regions
for more efficient land management. World-wide attention will be focused on
these problems during the forthcoming United Nations Desertification Conference.
AID is expected to join with other nations of the world at that time in seeking
solutions to the problems of desertification.

Cartography is an application area where additional research could pay large
dividends. Most developing countries are not only poorly mapped but they have
inadequate geodetic control on which to base additional mapping. LANDSAT imagery
has provided many of these countries with useful map substitutes. The next step
is to determine the extent to which this imagery can be utilized in the produc-
tion of medium and small scale photo-image maps with adequate geometric fidelity.

AID's development assistance program in remote sensing will, therefore,
include a certain amount of pioneering in addition to the more routine training
and technical assistance. The space program is still in its infancy, and as it
grows, there will be even more opportunities for research in applications that
directly benefit the developing countries. AID will continue to be watchful
for these opportunities.

V. REMOTE SENSING CENTERS

The acceptance and use of remote sensing techniques can be facilitated by
concentrating facilities and expertise into groups. For example, one can find
user assistance centers in the United States which serve national, regional, or
state needs rather than individual needs. For developing countries, which have
limited human and financial resources, it is visualized that user assistance
and training centers should be organized initially on regional and/or national
levels. Such centers would provide data interpretation facilities, training
and consultation on a readily available basis.

A center has a number of advantages for transferring remote sensing tech-
nology. For example, in the absence of a center, personnel are sent outside
their country for training and too often find:

(1) the training exercises address problems foreign to them,

(2) their newly acquired enthusiasm is not shared or appreciated
by their management,

(3) they have no data or interpretation facilities,

CO their "foreign" training qualifies them for promotion to a
different, non-remote sensing job.

The center concept not only provides data, facilities and consultation on
a readily accessible basis, but its staff can conduct demonstration projects as
well as an organized campaign to create awareness of remote sensing potential
among high level government officials. Indeed, the existence of the center
itself will be a stimulus for remote sensing activity.

Plans for establishing Regional Remote Sensing Training and User Assistance
Centers at Ouagadougou, Upper Volta and Nairobi, Kenya have been approved. These
centers are expected to be operational by the end of 1977. The Ouagadougou
Center will service West Africa (the Sahel and bordering countries), and the
Nairobi Center will service East Africa. It is anticipated that AID will estab-
lish additional regional centers in Asia and Latin America.

Each center will be staffed by four or five specialists representing dif-
ferent disciplines plus local technicians. Each center will also contain ana-
lytical equipment, imagery files, image reproduction facilities, a technical
library and ground truth equipment. In addition to being able to provide work-
shops and other training, each center will have a strong outreach or extension
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capability. The staff will be encouraged to acquire familiarity with the needs
of the countries of the region in order to provide the kind of assistance that
will directly satisfy those needs.

The regional centers will also be focal points for the development of net-
works and linkages. They will be important contact points between local resource
managers and experts in the U.S. and elsewhere. The personnel of the centers
will work closely with national universities in the introduction of remote
sensing into their curricula. Remote sensing is seen as a tool in resource
management just as mathematics is a tool in science or engineering, and AID'S
objective is to see remote sensing taught in the same way, that is, as an integral
part of any resource oriented curriculum.

Care will be taken to select staff for the centers who are knowledgeable
about developing country problems and who will not oversell the technology or
stimulate expectations that cannot be fulfilled. In fact, the stated goal of
AID'S assistance program in remote sensing is "to assist developing countries
in improving their capabilities for assessing and managing resources through
the use of remote sensing and other appropriate technologies." As much of the
training and technical assistance as possible will be undertaken in the recipient
countries working with ongoing projects of high national priority. Skilled
resource specialists are in short supply in most developing countries and cannot
be diverted for long periods of training away from home or on projects that are
merely designed to demonstrate new techniques. AID will, therefore, seek
opportunities to work directly with resource managers on existing projects and
demonstrate how various remote sensing techniques can improve the efficiency
of resource data collection.

It is expected that nations will want to have their own centers as their
remote sensing requirements expand. One should not look upon national centers
as competitors of the regional centers. Rather, they compliment one another.
In general, regional centers will be a larger and more sophisticated operation
than the national centers as the former serves a larger clientele and can draw
upon a larger body of technical expertise for its staffing. Thus, the regional
center could provide more sophisticated analysis or processing than would be
possible at the country level.

Recognizing the importance of a well directed national remote sensing pro-
gram, AID is also sponsoring the development and strenghening of national remote
sensing centers. A program of this nature has already been approved for Zaire.
This program is focused on building and strengthening ties between the ERTS-Zaire
program office and user organizations.

VI. AIDSAT — CREATION OF HIGH-LEVEL AWARENESS

Since remote sensing is a tool to service multiple users, development of
the technology requires at least multiple agency cooperation, if not, organized
multiple-agency support. These requirements impose a need for high level
management awareness and support for remote sensing. Taking advantage of the
fact that NASA was moving the ATS-6 geostationary communication satellite and
the U.S. bicentennial celebration, AID contracted NASA to conduct a demonstration
to make heads of states and their staff aware of how the space age technologies
of communication and remote sensing can help developing countries. This program
reached 27 countries in the fall of 19?6. It created high-level government
awareness of remote sensing applications and more importantly committed AID to
the development of a program of sharing these technologies with the poorer
countries of the world. This commitment had earlier been voiced by the Secretary
of State who said at the United Nations Conference on Trade and Development in
Nairobi, "Satellite technology offers enormous promise as an instrument for
development. Remote sensing satellites can be applied to survey resources,
forecast crops and monitor land use. AID is prepared to cooperate with develop-
ing countries in establishing centers, training personnel, and where possible,
adapting our civilian satellite program to their needs."
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The AIDSAT program warrants discussion far WyoTioHne^cope of this paper.
For the reader unfamiliar with AIDSAT, a brief description follows. The ATS-6
is an experimental, high-powered, geostationary communication satellite. Broad-
band video data can be transmitted and received with antennas only 10 feet in
diameter. The parking station for the geostationary satellite was being moved
from over the Indian Ocean to the Pacific Ocean. As the satellite made its
three-month westward journey, live color television programs were beamed between
the U.S. and each of 27 countries in Asia, Africa, and South America. One
portable receive and transmit terminal was set-up in the capital city of the
developing country and up to three receive-only terminals were set-up in out-
lying cities. The audiences in the capital cities consisted of about 150 high-
level government officials and often included the chief-of-state. The U.S.
beamed a filmed greeting from President Ford and three excellent color films,
one of which described LANDSAT and its applications. This was followed by a
live, two-way panel discussion between officials of the host country and a panel
of experts in the U.S. The panel moderator was an astronaut who selected the
U.S. respondee to questions or comments posed by the host country panel. These
questions were stimulated by the films being shown. Much of the time and inter-
est of the live, one-half hour panel discussion was directed toward how LANDSAT
could assist the host country in working out specific problems associated with
their development.

VII. LANDSAT APPLICATIONS IN AID PROJECTS

Despite the fact that the LANDSAT program continues to carry the experi-
mental label, the imagery produced has many useful applications in operational
projects. This is especially true in developing countries where LANDSAT imagery
is often the most up-to-date and reliable source of data. Accordingly, AID has
begun using LANDSAT imagery routinely in resource investigations.

One of AID's first experiences in using LANDSAT imagery as an operational
tool was in a range study in Tanzania recently completed by the Earth Satellite
Corporation. In this project, covering the Masai region in northern Tanzania,
LANDSAT imagery, supported by aerial and ground observations, was used as the
basis for determining the possibilities and limits in land use for agricultural
cropping and range and water resource development. LANDSAT imagery was used to
help identify vegetation cover, land use, soil associations, and fracture zones
that might be indicators of ground water.

In West Africa, LANDSAT imagery has been used in a similar manner in Mali
to provide the basic data source for a comprehensive resource inventory. Here
again, LANDSAT imagery is being used to map vegetation, soils, land use, and
other elements needed to provide planners with a source of information for
decision making.

Through the use of this technology, AID hopes to assist development planners
to avoid some of the mistakes in land utilization that have led to overgrazing,
deforestation, and soil erosion. AID, in cooperation with the African Develop-
ment Bank, is planning to support a major land suitability study and resettle-
ment plan for a large area in West Africa that is being freed from the threat
on onchocerciasis or river blindness. Recent control measures have been effective
in freeing areas in Ghana, Benin, and Upper Volta from this disease but the
countries correctly want to develop orderly, rather than random, plans before
permitting resettlement of these areas. The techniques employed here could
also be used in other resettlement schemes, such as the tsetse fly infested
areas of East and Central Africa when those areas are made inhabitable.

VIII. SUMMARY OF AID'S REMOTE SENSING PROGRAM

Since the launch of ERTS-1 in July 1972, AID has been involved in fostering
the use of satellite data for developing purposes. This involvement began with
cautious experimentation and training in the fundamentals of image analysis.
The studies conducted by ERIM [1] and the National Academy of Sciences [2] have
given the Agency additional assurance of the usefulness of this technology and
guidance on future assistance efforts. This has led to the distribution of
grants to support local initiatives and institutional development and the use
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of the imagery in an operational mode on various resource inventory projects.
With positive feedback from these activities, the Agency publicly committed
itself to a greatly expanded level of assistance in remote sensing for develop-
ing countries during the AIDSAT demonstration. As a result of these commitments,
requests have been received from numerous countries throughout the world.
Examples are requests for assistance in the development of national laboratories
in Zaire, Tunisia, and Thailand; training programs in Nepal, Tanzania and Sudan,
and several Central American countries; resource inventories in the Central
African Empire, Cameroon and others; and various miscellaneous projects, such
as monitoring deforestation and soil erosion. The response to these requests
will include further development of institutional capability in the form of
regional centers to give the developing country resource managers more direct
access to sources of assistance.

As long as AID remains committed to such humanitarian goals as alleviating
hunger throughout the developing world, the Agency will seek to utilize new and
appropriate technologies, such as remote sensing, which promise to help over-
come the slow evolutionary pace of development.

REFERENCES
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IMPACT OF ENVIRONMENTAL INFORMATION FROM LANDSAT TO

PETROLEUM EXPLORATION IN THE GULF OF ALASKA

J. M. Miller

Geophysical Institute
University of Alaska

Fairbanks, Alaska

SUMMARY

The application of Landsat data has had a significant impact upon the ex-
ploration activities In the northern Gulf of Alaska. The existence of a per-
sistent circulation pattern west of Kayak Island was recognized on Landsat
imagery and later confirmed by oceanographic studies. The implications of the
gyre condition were so pronounced that the Secretary of Interior deleted six-
teen tracts for a major oil lease sale just five days prior to the sale. It
was judged that the risk was too great for environmental damage to marine life
in the offshore drilling area and along the shore where any contaminants would
be carried by the gyre rather than to disperse at sea.

A map of cover types prepared along the Yakutat Forelands from computer-
aided analysis of digital Landsat data also became a valuable tool for planning
onshore activities in support of the offshore exploration. The Landsat results
yielded clues to the region's natural processes because the vegetative types
and stages of succession in this region are very closely related to the geo-
logic and hydrologic factors which continue to shape the environment. Old
beach lines and sediment trajectories evident in the satellite data confirmed
the source and mechanism for the beach-building process that occurs along most
of the forelands. Vegetational clues also give evidence of a history of cata-
strophic hydrologic events along the forelands. Apparently many hundreds of
years ago the overflow from the glaciers feeding Russell Fiord drained across
the forelands because numerous old channels are engraved in the data as mature
spruce (climax species) against a background of mixed forest. A similar, but
obviously more violent and probably more recent event occurred as an outburst
flood from Harlequin Lake. Instead of old, meandering channels as from Russell
Fiord, the outburst from Harlequin Lake carved striations indicative of a sudden,
massive release of water. Maps of vegetative cover types prepared from digital
analysis of Landsat data show two reasons to postulate the Harlequin Lake event
occurred more recently than the overflow from Russell Fiord. The old flow
channels from Harlequin Lake appear as serai stages of vegetation carved into
the background of remnant stands of mature spruce; also, the straighter
channels from Harlequin Lake cut across some of the overflow channels from
Russell Fiord. Both of these features tend to date the Harlequin Lake event
as the more recent relative to Russell Fiord.

A final environmental tale was derived from the classification map. A
stand of mature spruce apparently acts as a climatic buffer along the beach
line of the western forelands. At Situk Bay the conifers have been stripped
away, possibly by the events associated with Russell Fiord or Harlequin Lake or
by more recent storms. Here the unbuffered winds are drifting the exposed
sand landward causing the retreat of the vegetation in this region. A similar
type of severe stress is also apparent along the southern beaches of Ocean Cape
and Kahntaak Island, where the intermediate stages of succession are no longer
conspicuous between the ocean and the inland stands of climax species.

This study helped to define the sensitive aspects of the environment of
the forelands. It confirmed that much of the region is not suited for industrial
development owing the potential hazards of life and property from outburst
flooding, as well as likely adverse effects from erosion should the pattern of
stands of tall coastal forests be broken for development purposes. As a con-
sequence onshore facilities are being concentrated at Yakutat Harbor and at
Dry Bay rather than the sensitive region of the forelands.
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A SURVEY OF USERS OF

EARTH RESOURCES REMOTE SENSING DATA

G. E. Wukelic, J. G. Stephan, H. E. Small, and T. F. Ebbert

Battelle's Columbus Laboratories
Columbus, Ohio

ABSTRACT

Uncertainties exist as to the extent that LANDSAT and related
remote sensing data are currently being utilized. This paper sum-
marizes the results of a NASA supported Battelle surveyO) to ob-
tain user views on the nature and value of LANDSAT data use, on
current LANDSAT capabilities, and on ways to improve data use.
Questionnaire and interview responses from over 1000 private and
public sector users are analyzed and discussed. Survey results
should help both NASA and data users develop even more beneficial
satellite data applications programs.

1. INTRODUCTION

In response to a request by the Space Applications Board of the Assembly of Engineering
(National Research Council of the Academy of Sciences), the Director of NASA User Affairs -
Office of Applications funded Battelle's Columbus Laboratories to undertake a survey to clarify
and document the application and effectiveness of the use of Earth resources survey (ERS) data
by the user community.

The scope of the study was limited in "data used" to only high-altitude aircraft (>60,000
ft: RB 57 and U-2 type aircraft) and satellite (primarily LANDSAT) data; but, in terms of
"data user", the scope was to be comprehensive and include all data user communities (i.e.,
industry, government, educational, and non-U.S. or foreign users). The study was not a market
survey to identify new markets but rather a user survey to determine current ERS data use/user
status and recommendations for strengthening use.

2. SURVEY METHODOLOGY

The Earth resources data use survey basically involved a two-phased research procedure,
see Figure 1. The first phase focused on identifying, obtaining, and reviewing information
from such direct sources as (1) the three ERS data centers (EROS Data Center, Soulx Falls,
South Dakota; USDA Data Center in Salt Lake City, Utah; and, the NOAA Satellite Data Services
Branch in Suitland, Maryland),(2) structured and unstructured personal and telephone Inter-
views. (3) tailored and comprehensive questionnaire surveys and (4) selected ERS user presen-
tations/publications. The second phase of the survey involved the aggregation and analysis of
the Information and data according to the following user groups: (1) industrial users, (2)
state, regional (substate) and local government users, (3) federal government users, (4) aca-
demic/educational users, and (5) non-U.S./foreign users. Within each user group an effort was
made to determine who are the current users, how they are using the ERS data, what is the cur-
rent significance of their ERS data use, and lastly, how can ERS daca use be strengthened. An
ERS data use summary and outlook assessment for each user community as well as for the total
study were prepared using all direct and indirect information sources. This paper only sum-
marizes the survey data base and some of the major survey findings. The detailed results are
contained In the final research report available through NTIS.(l)

3. SURVEYS CONDUCTED

During this study three separate,, but structurally related, surveys were conducted: (1)
Houston ERS Symposium survey, (2) user Interviews, and (3) mall survey. Figure 2 provides an
overview of the statistics for all surveys conducted by user group. With the exception of
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non-U.S. data users, a fairly uniform distribution of responses within each user category re-
sulted from the total 1161 users contacted.

3.1 Houston ERS Symposium Survey (All Participants)

Because of the coincidence of the timing of this stpdy with the first comprehensive sym-
posium on the practical application of Earth resources survey data (held by NASA in Houston,
Texas in June 1975), it was considered opportune to conduct a questionnaire survey of all con-
ference attendees. Hence, a simple one-page (both sides), primarily multiple-choice question-
naire, developed In concert with NASA, the Space Applications Board, and the Office of Manage-
ment and Budget, was Included in the ERS Symposium packet distributed to all participants. Of
the 1337 registered participants, 373 (or ~ 28 percent) completed and returned the question-
naires. The user community distribution, for those questionnaires returned, is shown in
Figure 2.

3.2 User Interviews

Much of the effort expended during this survey activity related to conducting telephone
and personal Interviews with the more frequent/experienced ERS data users. Approximately 400
user interviews were conducted between July 1975 and March 1976. The distribution among user
groups was as shown in Figure 2. Information obtained from interviews was considered to be of
higher Information value than that contained In questionnaire responses, and accordingly had
more Impact on conclusions drawn and recommendations made In the final report.(1)

3.3 Mail Questionnaire Survey

In this broader survey, questionnaires were mailed to attendees of recent remote sensing
symposia, LANDSAT I and II investigators, members of professional remote sensing societies,
individuals Identified from NASA Headquarters, JSC, and GSFC mailing lists, and others from ERS
data center information. Individuals who returned questionnaires from the Houston ERS sympos-
ium and non-U.S. users were not included in the mail survey. In brief, some 1200 question-
naires were mailed and 389 were returned for a 32.5 percent response rate, which is quite ac-
ceptable for a mail survey. In this mail survey, lower priority was given to the educational
community, but returns from other user groups were fairly evenly distributed, as seen in
Figure 2.

4. SUMMARY OF SURVEY RESULTS

One factual representation of the extent of current ERS data use can be obtained by ag-
gregating the business statistics from the three operational ERS data centers in the United
States. Figure 3 depicts these statistics, which indicate a fairly substantial annual dollar
volume increase since FY 1973, and projected through FY 1976 (a total volume of over 3 million
dollars). These figures Indicate that the purchase of both LANDSAT frames and tapes continues
to increase. For FY 1976, it was estimated that 280,000 LANDSAT frames and 2250 magnetic tapes
would be purchased. This would make a total of over 700,000 LANDSAT frames sold since FY
1973.(2>

4.1 Data Users

Figure 4 shows the overall survey results In terms of Earth resources survey data users
and data applications. The survey indicated the existence of a substantial number of current
ERS data users. During this survey alone, over 1000 users of several thousands estimated were
contributors. Lists of principal data users in the industrial, governmental, and academic com-
munities have been Included in the final report.W Based on federal data center LANDSAT sales
(FY 73-FY 75) of slightly over $2 million and 500,000 LANDSAT frames, Industrial (private sec-
tor) users are the largest single user group (in terms of both dollars and Items), followed
very closely by non-U.S./foreign data users. Federal governmental agencies and academic/
educational users are about equal, but considerably less than users from the industrial sector.
Very small in relative comparison is the apparent degree to which state, regional (substate)
and local governmental units are purchasing LANDSAT data.

4.2 Data Used

Types of ERS data currently being used are also Indicated in Figure 4. Survey results in-
dicate that more users are involved with LANDSAT imagery than with any other type of ERS data.
The use of high-altitude aircraft data follows a close second. LANDSAT digital data and Skylab
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data were being used in about the same relative proportion (that is, by little less than 50
percent of users surveyed).

4.3 Data Use/Utility

As shown in Figure 5, current data applications among the various disciplines are fairly
uniform with the exception of the peaks occurring in land use and geological applications.
Actually, geologically related applications by the private sector account for the largest sin-
gle data use category. Estimates are that industrial use of ERS data for mineral and fossil
fuel exploration may be 10 times greater than other current applications. Other industrial ap-
plications include: land use/land cover studies; agricultural, forestry and other resource in-
ventories; and facility siting assessments. Federal governmental agencies are actively pur-
suing all application disciplines, with the most substantial effort occurring in land use,
agricultural, water/marine resource and geological applications. Because of the availability
of funds and expertise, this user group represents the key to the effective transfer of ERS
technologies to other governmental user communities. State, regional (substate) and local gov-
ernmental users have been slow in developing operational ERS data programs, primarily because
of a combination of funding and capability limitations, inadequate spatial resolution of LAND-
SAT imagery, and institutional arrangements and policies which adversely affect the technology
transfer process. To date, the most progress made by this user group has been land use/land
cover inventorying and mapping applications. Academic users are providing some of the leader-
ship in developing techniques for using ERS data. Often the academic user is the means whereby
geographically associated governmental and private organizations are being made aware of the ap-
plication potential of ERS data. Foreign users are currently involved at all stages of data
use from specialized, problem-solving experiments (such as general range condition monitoring
in Lesotho, South Africa) to completely operational programs (viz., sea ice monitoring in
Canada). U.S. training and user assistance programs, private industry involvement, and inter-
national support (UNDP and World Bank) are contributing factors to the growing impact of ERS
data on developing countries.

As shown in Figure 5, most questionnaire responses indicated LANDSAT-type data to be of
high utility. Most users surveyed consider current ERS data and data products to represent a
complementary data source which has the potential of becoming an Important data source. Most
users feel that current ERS data products are of the greatest benefit to them because they
represent a unique/new data source and a cheaper data source. Also, most users believe that
ERS data systems have the potential of providing better data for most application areas. User
assessments by discipline show that current ERS data products are most relevant to geological
applications, land use activities and water resources Interests. Most users feel that ERS data
products will eventually be of most value to land use, agriculture/forestry, and water re-
sources. Future ERS data were also considered to have high potential for providing unique data
for environmental needs.

4.4 Data Limitations/Recommendations

Although questionnaire responses from all user communities showed strong agreement that
most current LANDSAT data capabilities could be considered as adequate, with the exception of
data delivery (see Figure 6), Interviews with representative ERS data users did not substantiate
this assessment. A more accurate representation of current user views relative to the adequacy
of current LANDSAT capabilities and corresponding user recommendations for improving LANDSAT
data use are summarized in Table I. Strongest user concerns related to the need to improve
data delivery and spatial resolution. Lesser concerns related to the width and coverage of
spectral bands and frequency of repetitive coverage. User recommendations having the highest
overall potential for strengthening current LANDSAT data use included improving data quality on
user products, providing more high-altitude aerial photography to be used In concert with LAND-
SAT data, and providing more user assistance/training programs. For Improving data utilization
of future LANDSAT-type systems, the greatest user impacts would result from significant im-
provement in data delivery (including a quick-look capability), more extensive spectral cover-
age, higher spatial resolution, development of specialized satellites, and acquisition of user
data on an "as-needed" basis.

5. DATA USER PROFILES

5.1 Industry Users

Private Industry Is currently the most prominent user of LANDSAT data, buying a fourth of
all LANDSAT data sold by the data centers annually, at a cost of $483,000. Private industry
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consists essentially of two types of LANDSAT data users: the industrial end user, who requires
the data to locate new or monitor existing natural resources, and the industrial service-to-
user who provides the end user (private, government, foreign) with hardware, software and/or
services for the accomplishment of his mission. Among the private end users, the exploration
industry for minerals and fossil fuels has used the data most successfully. All other end
users have used the data less successfully. The use of LANDSAT data in the service-to-user in-
dustry is also routine; however, the resulting products are not always routinely used by the
recipient. An evaluation of LANDSAT data by the industrial sector revealed that most indus-
trial users want additional spectral coverage in the thermal infrared bands (1-2 ̂ m), better
spectral and spatial resolution (at least 2X), more foreign and remote area coverage, quick-
look capability, stereo coverage, better data processing, and (above all) much faster delivery
of data (days instead of weeks). Since a large part of the industrial sector is made up of ex-
ploration end users or image-processing service-to-users, the demand by the industry user for
LANDSAT data in its present format is expected to decline, unless improved or new data formats
or new data become available.

5.2 State, Regional (Substate) and
Local Government Users

Use of LANDSAT data on the state and local level was assessed to be in one of three stages
of development: (1) planned/potential - 10 states; (2) experimental - 23 states; (3) demon-
strational/quasi-operational - 17 states. No state was found to use LANDSAT data on a routine
operational basis, but some states, such as Alaska, were found to place much importance on the
value of ERS data. State and local users purchase only 1 percent of all LANDSAT data, but are
frequently aided in research and funds by federal agencies, and in research by private and
university remote sensing technologists. State-level utilization of LANDSAT data is most im-
peded by: (1) insufficient time for technology transfer of a highly complex technology,
(2) political processes wherein decision-makers and R&D priorities are frequently changed,
(3) the spatial resolution of LANDSAT data, and (4) lack of commitment to an operational satel-
lite system. Of this, the spatial resolution of the data appears to be the most critical
factor. Many state users were attracted from the beginning to the unique perspective provided
by LANDSAT multispectral coverage, but were disappointed by the lack of detail when trying to
determine detail at their conventional 1:24,000 scale. Acceptance of LANDSAT data by state and
local users will involve a long process in which federal support (in terms of funding incen-
tives and technological leadership) will continue to play a dominant role. Preference for NASA
data will be for high-flight data; LANDSAT data will be used primarily for regional inventory
and mapping. The planned introduction of 30 to 40-meter resolutions of future ERS satellite
data systems will hasten the acceptance of ERS data, but until state users employ digital pro-
cessing techniques, such data will remain underused.

5.3 Federal Government Users

Federal government ERS data efforts, to date, have been piecemeal, experimental, investi-
gative, or continuing demonstrational efforts, and many federal agencies have taken a "wait
and see" attitude and have made no real commitment to develop the technology. In terms of
EROS data sales, federal users represent the third most prominent data user group. Most ad-
vanced governmental satellite data users involve agencies within the Departments of Agricul-
ture, Defense, Interior, and Commerce. These agencies routinely utilize high-altitude aerial
photography and are attempting to use LANDSAT data in their day-to-day operations. These
agencies are committing significant staff and funds to cooperate with NASA in developing
methodologies and procedures for operationally using data from current ERS satellites.
This user group has the necessary budgets, facilities, and remote sensing expertise to develop
and implement operational programs. These federal agencies represent the key to ERS data
technological transfer and development, and progress in the use of this technology, not only
within the federal sector but also as it relates to the transfer and acceptance by other user
groups. Increased spatial resolutions, added spectral coverage, and improved data handling
capabilities in the LANDSAT follow-on programs will significantly expand data use within
federal agencies. In the meanwhile, user groups will continue to demand better resolution
data on or more timely basis as they attempt to operationally utilize LANDSAT-type data.

5.4 Academic/Educational Users

The academic user community has been primarily instrumental in developing techniques and
providing assistance to other user groups for using ERS data. Educational institutions pur-
chase 15 percent of all LANDSAT data at an approximate cost of $100,000 annually. While
academic users are primarily research-oriented, they also use ERS data for educational
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purposes. Probably no other user community has utilized LANDSAT data for so many applications,
the most frequent investigations being for land use and agriculture applications. Academic
users are heavy users of digital data but have also used a variety of conventional photointer-
pretation techniques. Academic users in general consider most LANDSAT data parameters as
"adequate", except for data delivery time. This user group will continue to utilize ERS data
in research and educational programs, but probably not to the extent displayed in the past.

5.5 Non-U.S./Foreign Users

Non-U.S. users of ERS data currently represent a large user community which has the poten-
tial to become the predominant single user group in the near future. Foreign use of ERS data
centers and the establishment of independent ground stations are steadily expanding. Major
benefit is in areas where maps are inadequate and/or unavailable as required for resource de-
velopment and economic programs. Current data capabilities are finding extensive use, but
improved capabilities involving more and better foreign area coverage and data delivery will
produce more extensive uses and benefits.

6. MAJOR CONCLUSIONS

An Extensive and Increasing Number of Explicit and Identifiable Data Users Do Exist.
They include (1) users purchasing and analyzing ERS data routinely using their own resources
(selected private industry and most foreign-country users), (2) users developing and testing
systems for routinely using ERS data for large-area, small-scale resource inventorying, moni-
toring, and modeling applications, and (3) users analyzing the data experimentally to evaluate
the feasibility of additional applications.

The Extent of ERS Data Center Use Varies Significantly Among the User Communities. The
primary current ERS data user group is private industry, with both end-users and service-to-
users participating (major use within the private sector relates to mineral and petroleum ex-
ploration interests). The second largest user community of ERS data is non-U.S./foreign users.
Federal governmental agencies and the academic community are roughly tied for third place in
extent of ERS data use, which involves all application interests. In last place are state,
regional (substate) and local users, who appear to be more involved than data center records
indicate.

Relative Discipline Use of ERS Data is Fairly Uniform. Although land use and geological
applications appear to represent the largest current discipline application interests, overall
data use is fairly uniform. The exception is environmental use which has considerably less
current user interest than the other disciplines.

ERS Data Utility Varies Among Users and Uses. Most mineral and oil companies are of the
opinion that current data use varies from important to very important in both domestic, and
especially in foreign exploration, decision-making activities. In contrast, most other users,
although positive, were not as strong or consistent in their views as to the effectiveness and
value of current ERS data products. User assessments by discipline show that land use and
geology applications are the most relevant current uses of ERS data, but land use, agriculture/
forestry and environmental applications are expected to increase in importance with time. In
terms of overall benefits, users believe that land use and water resources areas will benefit
the most from ERS-type data.

Significant Increase in ERS Data Users, Uses', and Value Will Result From Planned and
Possible Improvements in Future LANDSAT System Capabilities. Extensive progress has been made
in (1) linking users and user problems with ERS data capabilities, (2) identifying and con-
ducting experiments to assess technical and economic application possibilities, (3) developing
demonstration/quasi-operational systems (LANDSAT II and ASVT programs) for using the data
routinely, and (4) identifying and developing improvements to upgrade operational uses of
future systems. Planned, short-term improvements (e.g., LANDSAT C) will result in some use/
user increase, but more extensive improvements in data acquisition, data processing (on-ground
and on-board), data delivery and end-user experience and capabilities will be required before
extensive, user-financed, ERS data use occurs on an operational basis.

7. MAJOR RECOMMENDATIONS

Based upon information collected and evaluated during this survey, the following recom-
mendations were offered:
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(1) NASA should accelerate plans and programs to develop satellite ERS systems
capable of providing improved data which can be more effectively utilized
(technically and economically) by a larger cross section of private and
governmental end users.

(2) NASA should develop and implement specialized technology transfer scenarios/
plans to improve ERS data utilization within each user community and within each
discipline area. Establishment of regional application training centers and
specialized user workshops should receive high priority.

(3) NASA should make more information available to existing and potential satellite
data users that will make them more cognizant of space plans, capabilities,
and specific data participation opportunities. In remote sensing applications;
the following information aids are very much in demand:

• More newsleters of the GSFC LANDSAT NEWSLETTER type

• A users' guide to availability of remote sensing data (high-altitude
aircraft data as well as satellite data)

• A users' dictionary of remote sensing terms

• A users' guide to hardware/software for ERS data analysis

• A users' guide to remote sensing research and service industries
and contractors

• A users' information hot-line so users can contact NASA relative to
data applications inquiries

• User handbooks for individual ERS data application areas.

(4) NASA should take another hard look at the technical, cost, and application
implications of developing specialized satellites (e.g., ice monitoring/
navigation, geological exploration, environmental monitoring, etc.), especially
in view of upcoming Shuttle and Spacelab opportunities.

(5) NASA should review on-going technology development programs and plans relative to
their significance to future ERS systems and ERS data use. Programs having the
highest potentisl for significantly improving ERS data use relative to user re-
quirements should be discerned, and a determination made of the implications of
accelerating their completion.
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TABLE I. USER ASSESSMENT OF CURRENT LANDSAT DATA CAPABILITIES
AND RECOMMENDATIONS FOR STRENGTHENING DATA USE

Spectral Coverage - Majority of users satisfied but
many strong views as to limitations.

Spatial Resolution - Majority of questionnaire
responses indicated current spatial capabilities
adequate for experimental and large area uses. User
interviews (with exception of exploration users),
however, shoved strong views as to data utility
limitations Imposed by 80 meter resolution.

Repetitive Coverage - Most users content with current
LANDSAT data coverage except those concerned with
environmental monitoring, snow mapping, flood
drainage assessment programs, etc. and areas with
extensive cloud cover.

Format Options/Product Quality - Strong user agree-
ment on adequacy of current data quality.

Data Delivery - Strongest area of user dissatisfaction
in both questionnaire and interview results especially
in considerations involving operational use.

USER RECOMMENDATIONS

Most recommendations are for (1) extending spectral
coverage into thermal and microwave regions, (2)
providing additional visible and near IR bands, and
(3) narrowing existing bands.

Most users commonly recommended 20-40 and 10-20 meter
resolutions. Some users (especially state and local
users) desire spatial resolutions In the 1-10
meter range. In contrast, geologists want to retain
large area (synoptic) perspective.

Strong recommendations related to other than
repetitive coverage. Industry (and foreign users)
in particular want more coverage of remote domestic
and foreign areas and stereo viewing opportunities.

Most recommendations relate to providing more
product options and better quality control.

User recommendations were many and very strong on
need to significantly improve this function. Desires
for quick-look capability and 2-3 days turn around
time were stressed.
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THE SUYUZ-22 MISSION - PART OF A COMPLEX INVESTIGATION
OF EARTH RESOURCES IN USSR AND GDR

J. L. Siman

Union of Soviet Socialist Republics

K. Bischoff

Academy of Sciences of the GDR
Institute of Electronics

Berlin, German Democratic Republic

ABSTRACT

As a joint INTERCOSMOS project a six-channel multi-
spectral camera MKF-6 was developed by scientists of USSR
and GDR, manufactured by Carl-Zeiss Jena (GDR). A short
description of its most important elements is given. Dur-
ing the operation of the camera on board the spacecraft
SUYUZ-22 over selected regions of the two countries were
also taken pictures of the same areas and nearly at the
same time by another MKF-6, installed on board an aircraft.
Furthermore, the state of these "test" regions were
studied by different ground based measurements and by a
general mapping of the surface.

The aim of such a 3-level investigation is explained.
Some examples of MKF-6 images will be shown and used to
illustrate the function of a special color mixing equipment.
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DATA PROCESSING FOR NASA'S FIRST
SPACE BASED SYNTHETIC APERTURE RADAR

S. Walter McCandless, Jr.

National Aeronautics and Space Administration
Washington, D. C.

SUMMARY

In May 1978 NASA plans to orbit its first space based Synthetic Aperture
Radar. This initial effort is a "Proof of Concept" experiment, and the data
from this system is expected to be carefully evaluated by interested users.

The presentation will review the end to end system design from satellite
collection of data through processed and analyzed images. Included will be a
detailed description of the following .system elements.

The satellite system consisting of:

o A 13m x 2.5m1 planar array antenna subsystem
o The L Band Radar Design
o A 20 MHZ Analog Transmitter to downlink the complete phase

history to ground receiving stations.

The Ground Receiving Stations Highlighting:

o Station Coverage
o Special Receivers at each Station
o High Data Rate Recorders 120 Mbps being developed for

this application.

The Planned Ground Data Processing System Required to:

o Convert Phase History Data into Image Data
o Provide data records compatible with the EROS Data Center to

enhance general user distribution of all image data products.

Data Analysis Plans & System Experiments Including:

o Specific ground truth validation experiments for ocean, ice,
coastal zone, and land data evaluations,

o Post image processing for image enhancement and analysis of
wave spectra, ice histories, contrast discriminations, etc.

Block diagrams and performance specifications of each system and
examples of Synthetic Aperture Radar Data collected by both ERIM and JPL
aircraft in support of Seasat-A premission experiments' will be included in,
and provided with the presentation.

Preceding page blank
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EVALUATION OF SPECTRAL CHANNELS AND WAVELENGTH REGIONS

FOR SEPARABILITY OF AGRICULTURAL COVER TYPES

R. Kumar

Institute de Pesquisas Espaciais (INPE)

Conselho Nacional de Desenvolvimento Cientifico e Tecnologico (CNPq)

12.200 - S. J. dos Campos, SP., Brasil

ABSTRACT

The purpose of this study was to evaluate the spectral channels as well as wavelength
regions — visible, near infrared, middle infrared and thermal infrared with re*p«et to their
estimated probability of correct classification (Pc) in discriminating agricultural cover types.
Multispectral scanner data in twelve spectral channels in the wavelength range of 0.4 to 11.7van
acquired in the middle of July for three flightlines were analysed by applying automatic pattern
recognition techniques. The same analysis was performed for the data acquired in the middle of
August, over the same three flightlines, to investigate the effect of time on the results. The
effect of deletion of each spectral channel as well as each wavelength region on Fc is given.
Values of Pc for all possible combinations of wavelength regions in the subsets of one to twelve
spectral channels are also given. The overall values of Pc were found to be greater for the da-
ta of Che middle of August than the data of the middle of July.

INTRODUCTION

The purpose of this study was to determine the statistical separability of multispec-
tral measurements from agricultural cover types for evaluation of spectral channels as well as
wavelength regions — visible, near infrared, middle infrared and thermal infrared. The data
were analysed in subsets of one to twelve spectral channels, in the wavelength range 0.46 to
11.7pm for selected flightlines of the 1971 Corn Blight Watch Experiment1. The agricultural
cover types selected were: corn, soybeans, green forage (hay & pasture), and forest. In parti-
cular, the objectives of the study were: (1) to study the effect of deletion of each of the twe-
lve spectral channels as well as each of the wavelength regions (visible, near infrared, middle
infrared, and thermal infrared), on the statistical separability and corresponding estimated
probability of correct classification of the agricultural cover types. (2) To develop a cri-
terion for the evaluation of a combination of wavelength regions based on the estimation of its
probability of correct classification of agricultural cover types. Based on this criterion,
evaluate all possible combinations of wavelength regions in the subsets of one to twelve spec-
tral channels out of twelve available channels. (3) To investigate the effect of time on these
results.

LITERATURE REVIEW

2
Kumar (1972) has done a thorough review of the general area of 'reflection and emis-

sion from plants'. The results of percent correct classification, obtained from the analysis of
multispectral scanner (MSS) data by applying pattern recognition techniques, for a flightline
divided into four classes (soybeans, corn, water and a mixture of stubble, diverted acres and
pasture) were reported in the LARS annual report (1970)3. These are summarized as follows:

Performance

Training fields (4303 sample
points)

Test fields (7135 sample
points)

Percent Correct Classification Using the Following Wave-
length Bands

3 Visible (ch.1,2,3)
1 Reflective IR

(ch. 4)

86.8

82.8

3 Visible (ch.1,2,3)
2 Reflective IR

(ch. 4,5)

91.9

83.9

3 Visible (ch.1,2,3!),
2 Reflective IR

(ch. 4,5)
1 Thermal IR (ch.6)

93.6

86.4
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where

channel 1 = 0.40 - 0.44 pm, channel 2 = 0.55 - 0.58 pm, channel 3 = 0.66 - 0.72 pm
channel 4 = 0.80 - 1.00 urn, channel 5= 1.50 - 1.80 van, channel 6 = 8.00 - 14.0 pm

ch. denotes spectral channel

Coggeshall and Hoffer (1973* have analyzed the multispectral scanner data of a fligh-
tline having mostly forest. They have investigated the following in much detail : 1) determina-
tion of the optimum number of the 12 available multispectral scanner (MSS) wavelength bands to
use for forest cover mapping with automatic data processing (ADP) techniques; 2) determination
of the current capability to map basic forest -cover types using MSS data and ADP techniques; and
3) determination of the relative utility, to forest cover mapping, of the four spectral regions
available in the twelve channel MSS data (i.e., visible, and near, middle and thermal infrared).

They concluded from the tests of classification accuracy of six cover types of inte-
rest (deciduous forest, coniferous forest, water, forage, corn and soybeans), that the use of
five wavelength bands would fulfill the dual requirements of adequate accuracy and moderate
computer time. Their results also indicated that the thermal infrared wavelength region is
desirable, but not necessary, for forest cover mapping, and that accurate classification of
deciduous and coniferous forest cover can be achieved with the visible plus either the near or
middle infrared spectral regions. However, the deletion of the thermal infrared region caused
considerable confusion among the agricultural cover types.

Kumar and Silva have investigated the statistical separability of the spectral clas-
ses of blighted corn in much detail, data quantity (168 fields having 18804 sample points in ten
flightlines) and depth. They found that the greater the difference between the blight levels,
the more statistically separable they usually were. In addition, they found that the spectral
classes of corn (Healthy and blighted) were most separable in the wavelength range 1.00 to 1.40
urn. Bauer (1974)1has discussed the results of 'wavelength band selection', obtained in the Corn
Blight Watch Experiment.

Kumar and Silva (1977) ' analysed the multispectral scanner data in the wavelength
range 0.4 to 11.7 pm for three flightlines. They found that in the subsets of one to six
spectral channels, Che combination of wavelength regions (where V, N, M and T denote the visible
near infrared, middle infrared and thermal infrared wavelength regions, respectively): V, VM,
VNM, VNMT, WNMT, WNMMT, respectively, were found to be the best choices for getting good
overall statistical separability of the agricultural cover types for the data acquired on July
16 as well as August 12. An effort was made to explain these results on the basis of spectral
properties of agricultural cover types. The overall statistical separability of the agricultural
cover types was found to be greater for the data of August 12 than the data of July 16. The
author felt a definate need for doing a further analysis of similar nature to evaluate explici-
tly each spectral channel, each wavelength region and all possible combinations of wavelength
regions for statistical separability and the corresponding probability of correct classification
for agricultural cover types.

METHOD OF ANALYSIS

Multispectral scanner data in twelve spectral channels in the wavelength range 0.4 to
11.7 pm, collected with an optical-mechanical scanner at altitudes of 914 to 2133 meters (3000
to 7000 feet) over Western Indiana were analyzed by applying automatic pattern recognition
techniques. The wavelength bands of these twelve spectral channels are given in Table I. The
data of three selected flightlines, acquired in the middle of July of 1971, were analysed. Each
of these three flightlines had fair or good amounts of each of the four agricultural cover types:
corn, soybeans, green forage and forest. These three flightlines were selected carefully so
that these combined could be considered to be representative of the four agricultural cover ty-
pes in the Western Indiana.

Black and white photography and gray scale printouts of the spectral channels of the
flightlines were used to aid in locating the boundaries of the fields on the LARS (Laboratory
for Applications of Remote Sensing, Purdue University) Digital Display*. Sufficient number of

* The LARS Digital Display is a specially designed image display system linked to an IBM 360/
Model 67 using a cathode ray tube as the pictorial medium for gray scale multispectral imagery.
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fields of each agricultural cover type were selected carefully so that they could be assumed to
be representative of the flightline.

Using the samp three flightlines and twelve spectral channels an identical analysis
was performed on the data acquired in the middle of August, 1971, to study the effect of time on
the statistical separability of agricultural cover types. The multispectral scanner data was
acquired on both dates (middle of July and middle of August) between 10.30 a.m. and 12:05 p.m.
(local solar time). In addition, these data were of good quality and free from problems like
lack of sufficient ground observations, excessive cloud cover, etc. The analysis was done for
the data acquired in the middle of July and the middle of August, because corn and soybeans have
reached their maximum vegetative growth by these times ,and one month of time is sufficient for
significant changes to occur in the spectral properties of agricultural cover types. The author
wanted to avoid the analysis of data from late September afterwards,because soybeans are
harvested in September-October. The author tried to keep all the variables other than time
uniform in the two (middle of July and middle of August) sets of data as far as possible. For
example, an effort was made to select about the same field boundaries for the two sets of data.
A total of more than 600 fields taken from three flightlines were analysed.

Each field was treated as an independent unit and the fields of the same agricultural
cover type were put in the same class. The sample points within each field were highly, correla-
ted. The LARSYS** statistics algorithm8 was used to compute the mean vector and covariance
matrix (mean and standard deviation) of the classes. In the LARSYS statistics algorithm, cluster
algorithm, and feature selection algorithm, each sample point is treated independently in order
to make the system convenient and flexible for usage. A key assumption made in these algorithms
is that the distributions of the classes are Gaussian. Histograms of the spectral classes defi-
ned above were used to check unimodality of the statistical distributions in individual channels.
The classes were redefined to eliminate distinct multiple modes. Divergence is defined for any
two density functions. In the case of normal variables with unequal covariance matrices, diver-
gence in n spectral channels C., C., ... C , is given' by

D(i,j |C1,C2, .. Cn) = 1/2 tr {(Z£ - Zj) (zT
1 - zT1)} + 1/2 tr {(zT1 + Z?1)

(1)

(U. - U.) (U. - U/}

where

U and I represent the mean vector and covariance matrix respectively; tr A (trace A) is the
som of the diagonal elements of A.

-A^modified form of the divergence DT, referred to as "transformed divergence", has a
behavior ' more like the probability of correct classification than the divergence, D.

DT = 2 {1 - exp(-D/8)} (2)

Transformed divergence has been used throughout this study.

Although divergence only provides a measure of the distance between two class densiti-
es, its use has been extended to the multiclass case by taking the average over all pairs11.
Let DTij denote the divergence between classes i andj of a certain flightline, then the average
divergence over all class pairs of four classes (each agricultural cover was treated as a sepa-
rate class) is given by *

DTAVG-£ [DT12 * DT13 + DT14 + DT23 + DT24 + DT34J (3)

Let ".„„ • minimum of

8
Swain (1972) has pointed out that one strategy is to select the subset of features for which

** LARSYS is the earth resources data processing software system of the Laboratory for Ap-
plications of Remote Sensing, Purdue University, W. Lafayette, Indiana.
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the average transformed divergence, DTAV_ is maximum. While this strategy is certainly reason-t-
able, there is no guarantee that it is optimal. Another strategy is to maximize the minimum
divergence, D-̂ ..̂ , i.e., to select the feature combination which provides the greatest separa-
tion between the hardest-to-separate pair of classes.

Let superscripts 1 and 2 with the symbol "D " denote the values of transformed diver-
gence for the data acquired in middle of July and middle of August respectively. Let DTMT»II
D N2, and D—^- be the values of DJJJ™ (see eq. (4)) in first, second and third fligKtline
respectively for the data acquired in middle of July.

Let DTAVG " 3 [DTAVG1 * DTAVG2 * DTAVG3J (5)

Similarly D - D + D + D (5A)

Let 5TMIN * minimm °£ KfflNl' DTMIN2' DTMIN3l (6)

Similarly D.̂,, •> minimum of p̂ ^̂  , û ™,, H™™,! (6A)

The LARSYS feature selection processor was used to find D_ and D in all possi-

ble combinations of one, two, three, four, five, six, seven, eight, nine, ten, eleven and twelve
spectral channels out of the available twelve spectral channels (i.e., the number of all possi-
ble combinations of r spectral channels out of n spectral channels • q • nl .

rl (n-r) ! ''

Throughout this analysis, the combinations of one through twelve spectral channels
were ranked so as to get the descending order of D_,..G and DT..._ for the data of middle of July

and middle of August respectively; for instance, for the data of middle of July, out of all pos-
sible combinations of r (r « 1,2 . . . 12) spectral channels out of twelve available channels,
the channel combination which had the highest value of -1 was ranked 'first'; the channel

TAVG
combination which had the second highest value of ;rl was ranked 'second' etc. In other words

DTAVG

-I subset of r spectral channels] - max j STAVG JTUAV "1 auuocu Ul. I. apc^kLax uuaiLlie&Bl ~ UU1A •< */„,._._ ] * %
1MAA L J I 1AVO I , V J)

maximized over all possible subsets of r spectral channels out of the available twelve spectral
channels for the data of middle of July. From the values of the average transformed divergence,
classification accuracy can be reasonably predicted from the results of Swain et al. (1973) .

Table I gives the wavelength interval and- the corresponding wavelength region of each
of the twelve spectral channels. The effect of deletion of each of the twelve spectral channels

(data of middle of July) and D (data of middle of August) , in terms of the corres-

ponding estimated probability of correct classification (P.) using the results of Swain et. al.
are given in table II. Similarly , Table III gives the effect of deletion of each of the wave-
length regions — visible, near infrared, middle infrared and thermal infrared — on -1 and

BTMAX
DTMAX *n terms °f tne corresponding estimated probability of correct classification (pc) •

To fulfill one of the main objectives of the study — evaluation of all possible comr-
binations of wavelength regions in the subsets of one to twelve spectral channels — the follow-
ing criterion is proposed:

Each of 12 available channels of the multispectral scanner can be placed in one of the four
wavelength regions — visible, near infrared, middle infrared and thermal infrared, as shown in
Table I. Thus, any combination of spectral channels can be called as the corresponding combi-
nation of the wavelength regions. For example, channel combination 1, 8, 10 and 12 is called
"combination of visible, near infrared, middle infrared and thermal infrared wavelength regions','
and is denoted by V N M T. For a given combination of wavelength regions, for example V N M T;

1084



D_Aur and the corresponding value of PC using the curve of Swain et. al. was calculated for all

possible combinations of four spectral channels out of twelve available channels that constitu-
te the combination V N M T. The mean of these values of Pc was calculated for all possible
combinations of wavelength regions in the subsets of one to twelve spectral channels, and is
shown in Table IV for the data of middle of July as well as middle of August.

RESULTS AND DISCUSSION

The overall separability of green forage from the other agricultural cover types was
found to be considerably lower than the corresponding separability of corn, soybeans and forest
because the standard deviation of the mean response of green forage was largest among the agri-
cultural cover types. This is because there was much natural variability in the spectral cha-
racteristics of hay as well as pasture. The overall separability of forest from other agricul-
tural cover types was found to be considerably higher than the corresponding separability of
corn, soybeans and green forage. Green forage and corn were hard to separate, because of consi-
derable overlap in the values of their mean response, due to the large standard deviation of
green forage. In addition, it was harder to separate corn from soybeans for the data of middle
of July than for the data of middle of August.

Table II shows that deletion of channel 7 reduces P by about two percent for the data
of middle of July as well as middle of August. The deletioncof each of the other channels cau-
ses no reduction, or less reduction in the values of PC, as compared to channel7 . Thus, dele-
tion of any one of the twelve channels does not cause any substantial decrease in the values of
PC, in the subsets of one to eleven spectral channels.

As one would expect, Table III shows that the greatest separability of the agricultu-
ral cover types is obtained by using all of the twelve channels. However, an increase in the
number of channels, used in a classification algorithm, requires a disproportionate increase in
computer time^. Without doing a detailed analysis, it seems from Table III that the subset of
five channels is likely to fulfill the dual requirements of adequate classification accuracy
and moderate computer time. However, this conclusion is very preliminary, because no cost bene-
fit analysis for the data was done.

Table III shows that deletion of each of the wavelength regions causes the following
maximum reductions in P for the data acquired in the middle of July: visible (3.32, subset

of four channels), near infrared (0.38, subset of ten channels), middle infrared (1.10, subset
of two channels), thermal infrared (1.02, subset of four channels). The corresponding values
of reductions in Pc for the data acquired in the middle of August are: visible (2.07, subset of
one channel), near infrared (0.41, subset of ten channels), middle infrared (1.16, subset of
two channels), thermal infrared (0.39, subset of eight channels). Thus, it appears that dele-
tion of the visible wavelength region causes more reduction in P , as compared to any of the
other wavelength regions. The deletion of near infrared wavelength region apparently causes
relatively small changes in the values of PC.

Table II shows that for greatest overall statistical separability of agricultural co-
ver types, channel 7 (0.61 to 0.70ym, red channel) seems to be the best channel'. It should be
pointed out that the.predominant pigments of the plant leaf absorb in the vicinity of O.A4ym,
but only chlorophyll absorbs in the red, in the vicinity of 0.64ym. The reason for channel
7 being the best channel may be that there are significant differences in the chlorophyE content
of different agricultural cover types, which give rise to differences in their mean response in
channel 7, and hence a relatively large value of average transformed divergence between them.
An additional reason may be that the red wavelength region is extremely favorable for qualita-
tive and quantitative description of soilŝ .

Table IV shows that in the subsets of one to six spectral channels, the combination
of wavelength regions V, VM, VMT, VNMT, WNMT, WNMMT are found to be the best choices for
the data of middle of July. Similarly, for the data acquired in the middle of August: T, NT,
VNT or VMT, VNMT, WNMT or VNMKT, WNMMT are found,tfl be the best choices. These results are
similar to the results obtained by Kumar and Silva ' , although a different criterion of evalua-
tion of combinations of wavelength regions was used by them. Obviously, all the seven channels
in the visible wavelength region in this multispectral scanner (MSS) are not necessary for get-
ting good separability of the agricultural cover types.
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In the data of middle of July as well as middle of August, V N M T is found to be
the best choice in the subset of four channels. It indicates that each wavelength region is va-
luable in its own way. Because of the presence of water absorption bands in the middle infrared
wavelength region, surface geometry of the target and the moisture content of its top layers
(of the order of micrometers) determine its reflectance in the middle infrared region. This re-
gion is valuable because there are significant differences in the geometry of the surface, and
/or moisture content of top layers of the agricultural cover types. The near infrared wave-
length region is useful because substantial contrasts between the agricultural covers and soils
occur in this region. Thus, this region is especially useful when there are substantial diffe-
rences in the percentage ground covers of the agricultural cover types. The thermal channel
(channel 12) contains information about the radiant temperatures of the targets in the wave-
length region 9.3 to 11.7 vim. There are found to be significant differences in the radiant.tem-
peratures of the agricultural cover types. The radiant temperature of a plant can be found by
doing an energy balance on it and it depends upon factors such as: radiation incident on the
plant, plant geometry and size, spectral properties of the plant (including soil), percent
ground cover, convection coefficient and transpiration rate of the plant, etc . There are found
to be differences in the values of the above variables for different agricultural cover like that
give rise to differences in their radiant temperatures. Thus, in the subset of six spectral
channels, irrespective of what other five channels were used, adding thermal channel to them
usually increased the overall separability of the agricultural cover types.

In conclusion, it should be said that determining which combinations of one, two,...,
eleven spectral channels out of twelve available spectral channels give greatest overall statis-
tical separability of the agricultural cover types is a complex problem, because statistical
separability in any given combination of spectral channels depends upon many variables, such as
quality of data in the spectral channels, quality and quantity of the ground truth available,
time of acquiring the data, human decisions (number of fields, field boundaries to be selected,
etc.) involved, environmental variables, plant variables, soil variables, etc.2 . However,
determining which combinations of one through six wavelength regions give greatest overall sta-
tistical separability of the agricultural cover types is a relatively less complex problem
(Table IV). It should be pointed out, although the flightlines analyzed had considerably dif-
ferent characteristics than the flightline analyzed by Coggeshall and Hoffer (Introduction),
that many of the conclusions presented in this paper are the same as obtained by them. It
means that although the analysis was done for three flightlines, the results obtained from this
analysis may well be applicable to other flightlines having considerably different characteris-
tics than these three flightlines. The overall statistical separability of the agricultural
cover types was found to be greater for the data of middle of August than for the data of mid-
dle of July. It should be noted that many of the results obtained from the analysis of the da-
ta of middle of July are the same as those obtained from the data of middle of August. This
means that, although the analysis was done for the data acquired at two different times, the
results obtained from this analysis may well be applicable to the data acquired at some other
times of the year.

The author gratefully acknowledges: the Laboratory for Applications of Remote Sensii&
Purdue University, for their permission to use the multispectral scanner data, obtained under
the BASA Grant N9 NGL 15-005-112; Dr. Nelson de Jesus Parada, the Director of the Institute de
Pesquisas Espaciais (INPE), for his assistance and permission to publish this work; Dr. Celso
de Renna e Souza for his continuous encouragement and assistance; Mrs.B. Granato for typing the
manuscript; Miss M. Niero and Miss S.M. Fonseca of INPE, Carlos Roberto de Souza & Luis Rogerio
de Camargo of Institute Tecnologico de Aeronautics, S.J. dos Campos, SP, Brasil for their help
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TABLE I. WAVELENGTH BANGS OF THE SPECTRAL CHANNELS

Channel N9 Wavelength Band Wavelength Region
(Micrometers)

1 0.46 - 0.49 visible
2 0.48 - 0.51 visible
3 0.50-0.54 visible
4 0.52 - 0.57 visible
5 0.54 - 0.60 visible
6 0.58 - 0.65 visible
7 0.61 - 0.70 visible
8 0.72 - 0.92 near infrared
9 1.00-1.40 near infrared
10 1.50 - 1.80 middle infrared
11 2.00 - 2.60 middle infrared
12 9.30 -11.70 thermal infrared
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TABLE III. EFFECT OF DELETION OF EACH WAVELENGTH REGION ON THE PERCENTAGE OF CORRECT
CLASSIFICATION

Number of
channels in
the subset

Values of probability of correct classification estimated from 5_.,y(see

two

three

four

five

six

eight

ten

eleven

twelve

Ao

84.63

89.28

91.58

93.43

94.34

94.95

95.33

95.63

95.89

96.08

96.20

96.30

Al

82.00

87.22

88.74

90.11

92.01

np

np

np

np

np

np

np

*2

84.63

89.28

91.58

93.43

94.34

94.88

95.22

95.32

95.62

95.70

np

np

A3

84.63

88.18

91.00

92.8

93.91

94.40

94.78

95.09

95.26

95.38

np

np

A4
84.62

89.28

90.72

92.41

93.55

94.23

94.68

95.05

95.31

95.48

95.58

np

BP

86.18

91.88

94.64

96.33

97.22

97.73

98.02

98.21

98.30

98.36

98.40

98.20

Bl

84.11

91.56

93.89

95.46

96.51

np

np

np

np

np

np

np

B2
86.18

91.88

94.34

96.27

97.17

97.60

97.75

97.84

97.90

97.95

np

np

B3

86.18

90.72

94.42

96.08

96.79

97.24

97.39

97.51

97.60

97.68

np

np

B4
86.18

91.88

94.64

96.25

97.02

97.43

97.73

97.82

98.02

98.11

98.14

np

Mote: 'np1 denotes that it was not possible to have a combination of m (m - 1,2...
12) spectral channels after deleting the spectral channels in a particular
wavelength region. This table gives the values of percentage probability of
correct classification (Pc) estimated from the values of DTMAX (see eq.(7);

Swain and King (1973))}° AO, AI, A2, A3 and A4 denote the values of Pc when

using all available channels; deleting spectral channels in the visible, near
infrared, middle infrared and thermal infrared wavelength regions respective-
ly for the data acquired in the middle of July. Bo, BI, 82, 83 and B^ denote
corresponding quantities as A,,, AI( A2, A3 and A^ respectively for the data
acquired in the middle of August.
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THERMAL IMAGERY FOR CENSUS OF UNGULATES

M. C. WRIDE
INTERA Environmental Consultants Ltd.

K. BAKER
Parks Canada, Western Region

ABSTRACT

A Daedalus thermal linescanner mounted in a light single
engine aircraft was used to image the entire 270 square
kilometers within the fenced perimeter of Elk Island Park,
Alberta, Canada. The data were collected during winter,
1976 in morning and midday (overcast conditions) processed
and analyzed to obtain a number for total ungulates. Five
different ungulate species were present during the survey.

Ungulates were easily observed during the analysis of line-
scanner imagery and the total number of ungulates was esta-
blished at 2175 compared to figures of 1010 and 1231 for
visual method aerial survey results of the same area that
year. It was concluded that the scanner was much more
accurate and precise for census of ungulates than visual
techniques. Advantages over visual survey methods include:
no technition effect; no observed fatigue; operation at
night, early morning and without snow cover; detection of
camouflage or neutral coloured animals; accurate results,
repeatable results, and habitat permanently recorded. Dis-
advantages include: restricted in severe terrain, southern
latitudes; sex of animal is not recorded; species separation
is limited to different sized animals; and cost is equal to
or higher than visual methods. Applications of the thermal
scanner include total counts of ungulate concentrations or
high densities, sampling programs or animal habitat relation-
ships (both habitat and animal are represented on imagery).
Cost is comparable to helicopter census work.

1. INTRODUCTION

The obtaining of reliable census information is one of the major difficulties
in the management of wildlife populations. Most methods in use today for counting
or estimating ungulate populations rely on visual observations from aircraft.
Experiments over the last few years have caused many workers to move to rotary
wing aircraft from fixed wing aircraft or to the use of block rather than tran-
sect methodology or both (Evans, et al. 1966; 1968; Bergerud, and Manual, 1969;
Lynch 1975). Though these changes have given better results, many factors still
bias the results of aerial census work. Internal factors (those related to the
observer and aircraft, ie. tiredness, nausea, experience, type of aircraft,
visibility, and external factors, ie. weather (snow cover, temperature), animal
movement and behavioral patterns, coloration and habitat are discussed by Graham
and Bell (1969) and Heyland (1976) in relation to their effects on census
reliability.

These problems of accuracy and precision in census work have led wildlife
managers to experiment with new techniques in an effort to obtain increased
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reliability. Considerable hope has been expressed regarding the potential of
a thermal technique that would detect warm blooded animals in a cold environ-
ment (Zanon, 1964; Bartholomew and Hoffer, 1966, and Cain, 1966). Field tests
using thermal infrared scanners have been conducted in several areas but few
results have been published. Croon, et al. (1968) published the most widely
known test; in which it was concluded that scanners could give the most
reliable counts of any method available, but that the technique was expensive
and did not work well in coniferous habitats.

The potential of the method demonstrated by Croon and the availability
of a high resolution scanner in an available, light aircraft prompted the
design of a new study in both economics and reliability. Elk Island National
Park was selected as an ideal test area for the thermal method because the park
is of limited size, fenced, has very few conifers, and has a high density of
wild ungulates (hooved animals). Parks Canada was receptive to the idea of
applying the technique there and a pilot program was designed. The objectives
of the study were; 1) to obtain a reliable estimate of the total number of
ungulates, 2) to evaluate the potential of imagery from the thermal linscanner
data to provide separate species information and 3) to evaluate the effectiveness
of the scanner as a function of different weather conditions, times of day,
altitudes and possible unknown parameters. The following text summarizes the
project and discusses the results of this pilot program.

2. METHODS

The scanner used for data collection was a quantitative Daedalus thermal
linescanner and mounted in a Piper Cherokee Six and later in a Piper Aztec.
The scanner was used with an 8-14 micron sensor having a 1.7 milliradian
instantaneous field of view (IFV) which results in an IFV of 52 cm. at an
altitude of 305 m. above ground level (AGL). The data were collected at an above
ground altitude of approximately 300 m. which provided a 12.7 cm. strip of
film Cwnen processed) representing a 500 m. width of the ground surface. A
total of 862 line km. were flown on three separate surveys.

The imagery was processed by Canada Centre for Remote Sensing and interpreted
in 12.7 cm. wide negative format. Interpretation of all imagery was done by
two biologists, Keith Baker, Wildlife Resources Manager for Parks Canada and
Marc Wride, INTERA. After completely analyzing the imagery individually,
both collaborated to reanalyze the data simultaneously and arrive at a mutually
acceptable estimate for each strip of film.

Density slicing was experimented with using the facilities at Alberta Remote
Sensing Centre in Edmonton to evaluate the technique for more machine-oriented
interpretation methods.

3. RESULTS AND DISCUSSION

Comparison of Visual and Thermal Methods
Results from the analysis by interpreters A and B did not diverge more than

9.0 percent and were as low as 2.0 percent (Table I). In most cases, interpreter
B returned a larger number; usually the result of locating animals which had
not been observed by the first interpretation (all animals were marked by each
interpreter). The second time through the data both interpreters analyzed •
each strip of film simultaneously and arrived at a mutually agreed upon number
of animals. Again previously unseen animals were located. The average of
the two interpreters first result compared to the combined result for each
area (including total) shows that the collective or combined results were larger
than the average of the two separate counts by approximately 10 percent. 'This
consistent increase was attributed to the combined effort and additional inter-
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pretation time spent on the data. Many of the animals located during the com-
bined effort were characterized by small size or minimal contrast on the film
making detection difficult. More thorough analysis by the interpreters coupled
with increased experience during a first analysis should reduce this discrepancy
and increase precision.

The final estimate of total ungulate numbers was 2175 (Table II). Two
visual aerial surveys conducted by Parks Canada the same winter; one in
December 1975 and one in March 1976, produced estimates of 1010 and 1231
ungulates respectively. These included 356 bison (Bison bison), most of which
were collected, penned and counted. The higher March figure of 1231 is 57
percent of the infrared result (2175). Parks usually adds 25 percent to these
raw data excepting bison because it is common knowledge that numbers from
visual aerial census are consistently below actual population figures. This
would raise the estimate to 1450 or 67 percent of the thermal scan number.
This large difference between the estimates from the aerial survey and the
thermal scan has some basis for explanation.

A recent test on aerial census accuracy of penned moose (Alces alces) in
Alaska by Le Resche and Rausch (1974) showed the average detection rate for
experienced observers to be 68 percent of moose present. Inexperienced observers
saw only 43 percent. Habitat and relief were factors, however, and as Elk Island
is flat and primarily deciduous, under good snow conditions, experienced
observers should see a higher percentage; perhaps 75-85 percent of the moose
present. Such a high percentage would be possible only under optimum conditions,
and snow conditions were not optimum in the March survey. Le Resche and Rausch
(1974) showed poor conditions to cause up to a 50 percent reduction of sightings
compared to optimum conditions. In addition to these there is the problem of
detectability coefficients for the different species. Moose are easily observed
in comparison to elk (Cervus canadensis) and especially deer (Odocoileus spp.)
and a coefficient for this characteristic was not and usually is not included in
visual surveys. For these reasons it is concluded that the visual estimate is
probably on the order of 60 percent of actual numbers and that the thermal scan
figure for total ungulates is a more accurate estimate.

There are sources of potential inflation of the thermal scan number
including: solar heated objects, vacant beds and other animals. It is the
opinion of both interpreters after viewing the imagery, that counting of solar
heated objects could not be responsible for a significant inflation of data in
this study. Evaluating the potential for bias from counting vacated beds of
animals is more .difficult. Marble (1967) reported that the apparent temperature
of beds was 1 to 2°C warmer than the animal at the time of vacation, but dropped
below animal temperature within one minute of the time the animal left. Driscoll
(1976) indicated that tests with thermal scanning of penned deer showed sensing
of beds to be no problem. Preliminary studies the temperature change of
vacated beds in the Calgary Zoo field pens for moose, deer and bison indicate
a more prolonged temperature retention than before suspected. Light snow and
warm ground temperatures may have influenced this to a large degree and
additional research is necessary.

It is also possible that a number of animals were omitted, as an animal behind a
tree might not be "seen" by the scanner. Comparison of areas with overlapping
coverage did not show this to be a significant problem, although occasionally
additional animals .were located in this manner. It was concluded that the thermal
scan number for total ungulates may be subject to limited inflation, which would
be partially compensated for by a few missed animals, the total effect being
not significant. This is, however, a preliminary conclusion and additional
research is planned.

Separation of Species
Separation of species using the scanner data was found by both interpreters

to be quite difficult. Bison could be separated by their gregarious social
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patterns and preference for open and lakeshore habitat (Figure 1). Moose
could be generally recognized by their non-social spatial orientation (Figure 2),
Although this separation approach has merit and utility it is limited in relia-
bility by the potential to identify social groups of elk and deer as bison or
single bison and elk as moose.

Studies by Hammel (1956) on emissivity values of different animals have
shown most animals to be very similar. Relative size of the "hot spot" on
the imagery is often helpful but can be misleading as there is some variance
in hot spots due to processing on different filmstrips, metabolic rate (activity
of animal) and orientation to scanner. This fact makes machine processing
questionable. It is possible that a technique of species separation may be
developed and refined which could be adequate for reasonably accurate results,
but the data collected in this study were not preceeded by the necessary testing
to allow this type of interpretation. In many areas the number of species
may be one or perhaps two different sized animals. In cases of this type or
if the ratio of animals is known from preliminary sampling, the system can be
used for obtaining accurate total numbers and adequate estimates of species.
It appears however that visual census methods will for the foreseeable future
provide better information on sex and age of ungulates.

Interpretation Techniques
Interpretation of imagery was done visually, although some colour and

black and white density slicing was done on a trial basis. Density slicing
did not isolate the animals as well as visual interpretation; insensitivity of
the slicing caused inclusion of other objects having nearly the same temperature.
A number of variables in animal temperature could be more easily accounted
for visually than by machine, including: animal orientation and small differ-
ences in processing results. Visual methods will probably remain the most
effective method of analysis for the foreseeable future.

Operational Constraints
Croon et al. (1968) established a series of optimum conditions for thermal

scanning of ungulates which included: open or leafless habitat, snow cover,
no wind, high overcast sky, and daytime overflight. He stated that as
conditions depart from these optimum conditions the image quality decreases.
This was found to be true in this study, but to a lesser degree than expected
as imagery collected during less than optimum conditions was still found to
be of operational qualtiy. Snow cover was not a necessary requirement nor was
a high overcast sky. Absence of wind, cold ground (or snow) and open canopy
were, however, determined to be necessary for operational quality imagery.
Under these conditions, early morning flights produce good quality imagery
and allow census work to be done during the active part of the animals' day.
These results indicate thermal scanning is a feasible operational technique
under a broader combination of weather conditions than previously thought.
This capability offers an important advantage over visual methods because such
flexibility offers reliable census numbers in fall and late winter when poor
snow conditions or absence of snow render visual methods unreliable. Additional
work during these seasons and conditions is required to verify this observation
as is work in coniferous habitat and rough terrain conditions.

Cost Effectiveness and Application
The cost of scanning is higher than normal light fixed wing operations

because of technical manpower requirements, scanner costs and processing costs,
however, most fixed wing census operations have been or are being replaced by
helicopter techniques. Some agencies are flying samples and others are making
attempts at complete coverage of their game habitat. This variance in plat-
forms and .methodology makes a cost comparison difficult, but, generally it can
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be concluded that thermal census is comparable in cost to helicopter methodology.
This cost comparison is made on the basis of total services and data product
for the thermal census versus airplane and fuel costs for visual census.
Visual census mantime is not included, however, it is recommended that the
agency do their own interpretation which equalizes this discrepancy.

Thermal scanning for ugulate census is more accurate than visual techniques
for actual counting for numbers, but this accuracy does not always warrant
using the thermal technique. Considering cost and benefits it was concluded
that thermal scanning methodology has optimum application in three types of
roles: 1) total counts of ungulates in wintering areas; 2) statistical
sampling in relatively homogenous habitat or stratified habitat; and 3) in research
applications of animal-habitat relationships. All of these applications will be
most effective if the cover is primarily deciduous, terrain is moderate and if
the species of interest is locally predominant in that size category (eg. moose
vs. deer). The thermal system will count more effectively than visual means in
coniferous habitats but reliability of any census method is suspect in such
conditions.

Populations of ungulates often concentrate in wintering areas to obtain
food and shelter. Costs of scanning such areas are not excessive and the
data collection can be done in early morning when animals are in more open
habitat. River valleys would be among the more ideal situations. Elevation
changes in river valleys are predictable and can be compensated for.

Quadrat sampling of homogenous or stratified habitat can be done effectively
and the area done confirmed as the designated strata and statistically analyzed
for precision. This application has merit compared to visual work as precision
and accuracy have been lacking in visual work, making results suspect.

Research data requirements for an animal-habitat relationship study could
justify instigating a thermal survey, but this type of information is available
as a spin-off or by-product from doing a thermal census for census purposes,
increasing cost effectiveness. The scanner records vegetation and other
environmental features well enough that they are easily correlated with normal
aerial photos or good vegetation maps. Also, these data are easily stored and
could be used later if a question on use should arise. The flexibility of
scanning at different times of the day over a 24 hour period allows documenting
the location of entire herds or single animals in relation to vegetation, etc.
Animals are generally not disturbed by a fixed wing aircraft flying 300 m. or
more above ground level which reduces bias from induced movement. There is
currently no radio telemetry technique that can provide such complete or
exact information on animal location relative to habitat.

4. CONCLUSIONS

The thermal scan resulted in a total number of ungulates that was higher
than both of the aerial census estimates, and more reasonable considering the
bias inherent in visual census documented in other studies. The thermal scan
did not provide enough information for reliable separation of animal species,
however, additional work on this problem (currently underway) could show
separation of different sized species. Spacial relationships of bison
and moose were easily detected and could be helpful in species separation.
Visual interpretation of thermal imagery appears to be the best method avail-
able at the present time. The conditions under which the linescanner can be
operated are broader than previously thought, enhancing or increasing the
potential of the method for operational use, however, wind and extreme terrain
are limiting. Although scanning is expensive relative to fixed-wing aerial
survey, it is approximately equal to helicopter techniques and the improved
accuracy of the method justifies use of the method for statistical sampling,
census of winter habitat (ie. river valleys or key winter areas) and for
habitat-animal distribution studies.
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Additional studies to refine the technique and determine operational
limitations are underway and results will be available in the near future.
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FIGURE 1. Bison on frozen lake. Contact print of infrared imagery
showing bison (Bison bison) as white "hot spots" in aspen
(Populus tremuloides} (lighter areas) and shrub, grassland
(darker areas) communities between two frozen lakes. Note
the dense spatial pattern of the bison. Scale 1:4800.

FIGURE 2. Moose in Aspen. Contact print of infrared imagery showing
two ungulates (white spots center of photograph), probably
moose (Alces alces) in a non social spatial orientation in
an aspen community (lighter areas) near a muskeg (darker
area).
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TABLE I. RESULTS OF INFRARED IMAGERY INTERPRETATION
AT ELK ISLAND PARK, 1976.

Section of Park Interpreter
Number of Animals

Certain Uncertain Total

Northern

Centre

Total Main Park

Isolation

Total Park

A1)

B

AVE (A+B)

A,B combined '

A

B

AVE

A,B combined

A

B

AVE

A,B combined

A

B

AVE

A,B, combined

A

B

AVE

A,B combined

571

551

561

659

968

1053

1010.5

1164

1539

1604

1571.5

1830

288

297

292.5

345

1827

1901

1864

2175

63

38

50.5

41

33

37

104

71

87.5

14

14

85

85

634

589

611.5

659

1009

1086

1047.5

1164

1643

1675

1659

1830

288

311

300

345

1827

1986

1949

2175

•* A - Parks Canada Interpreter

B - INTERA Interpreter

A,B combined - both interpreters analyzed each strip of film together and
agreed on the number of animals observed.
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TABLE II. RESULTS OF AERIAL SURVEYS OF UNGULATES
IN ELK ISLAND PARK 1971 - 1976.

Animal Count ,,
Section of Park Date Moose Deer Elk Bison ' Total

Main Park Dec. 75 231 27 200 268 726
Mar. 76 217 16 430 268 931

Isolation Dec. 75 337 106 211 356 1010
Mar. 76 349 78 448 356 1231

•* Known number, not estimated.
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REMOTE SENSING IN OPERATIONAL RANGE
MANAGEMENT PROGRAMS IN WESTERN CANADA

M.D. THOMPSON
Intera Environmental Consultants Ltd.

Calgary, Alberta

ABSTRACT

During 1976, a pilot program was carried out in Western
Canada to test remote sensing under semi-operational
conditions and display its applicability to operational
range management programs. Four agencies were involved
in the program - two in Alberta and two in Manitoba.
Each had different objectives and needs for remote sens-
ing within their range management programs, and each was
generally unfamiliar with remote sensing techniques and
their applications. Personnel with experience and exper-
tise in the remote sensing and range management fields
worked with the agency personnel through every phase of
the pilot program - planning, data acquisition, training
and interpretation of remote sensing imagery (mainly false
colour infrared photography at three different scales,
plus Landsat imagery), evaluation of results, and pre-
paration of recommendations for implementation into their
own agency programs. Provision of pertinent inventory
and monitoring data and cost-effectiveness were consider-
ed primary factors. Results indicate that these agencies
have found remote sensing to be a cost-effective tool and
will begin to utilize remote sensing in their operational
work during ensuing seasons.

1. INTRODUCTION

The rangelands of Canada cover a wide geographical area and constitute a
valuable resource in terms of livestock and wildlife, timber, recreation, fossil
fuel and other resources. Increasing demand on such resources necessitates
intensification of management which will maximize productivity and allocate
multiple use of rangelands, as most range managers are now aware. They are
challenged with more intensive management of lands under their current juris-
diction, as well as wtih inventory of new lands, and provision of accurate
and detailed information for multi-use policy decisions in rangeland areas.

Remote sensing can assist the range manager by maximizing efficiency, ex-
panding area of coverage, reducing intervals of range monitoring, and permitting
economical inventory of remote areas. Management agencies should thus be deve-
loping management plans and strategy to include up-to-date remote sensing
techniques. Such a development has in the past been unduly delayed since these
agencies, with limited manpower, budgets and exposure to remote sensing, had
to generate such expertise from within themselves. The pilot program approach
has been proposed as a means of transferring remote sensing from research into
operational spheres; each interested agency is exposed to the techniques of remote
sensing, and to the potential benefits for their individual.range management
programs, while developing expertise in application of remote sensing within
their own agency over a relatively short time period. This approach was tested
during 1976 when the Canada Centre for Remote Sensing sponsored a pilot program
under the management of INTERA Environmental Consultants Ltd., involving four
range management agencies in western Canada.
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A pilot program is a necessary intermediary stage between research-oriented,
feasibility studies and fully operational applications of remote sensing. During
this program, remote sensing technology is tested under semi-operational condi-
tions and the results display its applicability to the operational programs of
range management agencies, allowing each agency to assess the value of remote
sensing with respect to their own needs.

Four of the eleven major range management agencies in western Canada
participated in the 1976 project (their areas of jurisdiction are seen in Figure
1). These were (1) the Forest Land Use Branch, Alberta Forest Service, Department
of Energy and Natural Resources (Edmonton); (2) the Lands Division, Alberta
Department of Energy and Natural Resources (Lethbridge); (3) the Crown Lands
Division, Manitoba Department of Agriculture; and (4) the Renewable Resources
Division (Wildlife), Manitoba Department of Renewable Resources and Transporta-
tion Services. The latter two agencies were considered together as they shared
the same study area and remote sensing imagery. Thus, there were three
separate pilot programs conducted under this contract.

The range agencies were directly involved in the planning of the pilot
program, the data acquisition (both in the air and. on the ground), the inter-
pretation of the imagery, and the subsequent implementation into their individual
management systems. Since range managers often are not experienced in these
areas, and require assistance in carrying out such a program so that the results
would be useful and directly applicable to their work, INTERA coordinated the
program for each agency, ensuring efficient and meaningful data acquisition,
interpreter training, and provision of assistance in making recommendations for
future operational programs.

2. STRUCTURE OF 1976 PILOT PROGRAMS

A basic four-stage pilot program was designed which allowed for flexibility
in application to the different agencies involved: (1) program planning,
(2) data acquisition, (3) training and interpretation, and (4) program evaluation.
The first stage consisted of establishing the objectives, current programs and
needs of each agency with respect to inventory and monitoring the rangelands
under their jurisdiction, and based on that information, planning a pilot program.
This included choosing a study area, planning the ground surveys, discussing
remote sensing imagery types and scales, and all other details. INTERA worked
with the agency personnel in an advisory capacity, their level of involvement
differing with the experience of the agency personnel and the needs of that
agency program. The choice of remote sensing imagery, the scales and times
of year for data acquisition were based on the recommendations of a 1975 feasi-
bility study (Intera, 1975) although changes were made according to agency
preference and need. Thus, the remote sensing included false colour infrared
(FCIR) photography at large, medium and small scales, Landsat imagery (Bands 5
and 7), and in one case small format colour and colour infrared photographs.

The second stage involved the airborne and ground data acquisition. INTERA
participated in the ground surveys to ensure proper data collection and super-
vised the processing of the data. Most of the FCIR photography for the three
programs was flown by the first week of August, although some was obtained later
in the season as requested by the agency involved. The ground surveys were
timed with the remote sensing overflights where possible.

For the third stage, INTERA prepared a three-day training course as an intro-
duction to remote sensing and its application to rangeland management. The level
of training was gauged to the varying experience of the range managers with
remote sensing. The interpretation of the remote sensing imagery was carried
out by the agency personnel with assistance from INTERA when necessary (this
varied from agency to agency according to their needs). In the final stage,
program evaluation, meetings were held with all of the personnel involved to
discuss the pilot program in all its aspects, the results of the interpretation
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of the remote sensing imagery and its application to operational range management
programs, and to make recommendations for future use of remote sensing by the
agency. A report was then compiled for each agency, documenting each stage of
the program, its results, conclusions and recommendations (Thompson fj Yule, 1977;
Thompson § Klumph, 1977, Thompson et al, 1977).

3. DESCRIPTION OF THE THREE AGENCY PILOT PROGRAMS

Table 1 provides a summary of the three agency pilot programs carried out
during 1976, including details on their study areas, remote sensing imagery,
ground survey data, and methods of remote sensing interpretation. Their indivi-
dual agency objectives for participation in the program were varied, thus
emphasizing the need for flexibility in the basic pilot program. The Alberta
Forest Service (Edmonton) wanted to use remote sensing to partially replace time-
consuming ground surveys and thus reduce the 15-year interval of monitoring their
grazing allotments (there are about 90 allotments in the Alberta Rocky Mountain
Forest Reserve covering 3650 square kilometers). Using remote sensing imagery
for inventory and monitoring of range species and range condition, existing
allotment management plans could be modified according to current status of
the range, and management thus intensified.

The Alberta Lands Division (Lethbridge) was primarily interested in estimat-
ing range productivity during the grazing season, on their 24,000 square kilo-
meters of grazing leases in the short and mid-grass prairie areas of southern
Alberta. Their goals included using remote sensing for more intensive and
more frequent inspections of their grazing lands to ensure proper management.

Within the Manitoba pilot program, the Department of Agriculture (Crown
Lands) is currently establishing a range management program, and wanted to use
remote sensing for inventory and monitoring of Crown grazing lands under their
jurisdiction. The Renewable Resources (Wildlife) agency, on the other hand, was
interested in inventory and monitoring of wildlife habitat on public lands.

4. EXECUTION OF 1976 PILOT PROGRAMS

The actual execution of the three 1976 pilot projects is discussed under
the four stages of the program (program planning, data acquisition, training
and interpretation, and evaluation).

Program Planning Stage (July 1976)
In this important stage all of the decisions regarding objectives, choice of

a study area (see Figure 1 for locations), remote sensing and ground survey data
acquisition, and levels of participation are made. Although a period of two
months had originally been proposed for this stage (i.e. beginning about April
1976), holdups delayed authorization until July, almost halfway through the
grazing season. This unfortunately shortened the planning stage of the pilot
projects to one or two weeks, since the data acquisition had to be completed by
the first week of August at the very latest, and eliminated early season remote
sensing. For the Alberta Forest Service, the pilot program was easily adapted
to their existing summer field program; choosing a suitable study area and
carrying out the ground surveys were relatively easily accomplished. The Alberta
Lands Division was also relatively accommodating of this pilot project, although
it required choosing a new study area and adjustment of summer field programs.
The Manitoba group suffered most because of this short planning stage. The Agri-
culture personnel are still in the process of developing their range management
program, which made designing a remote sensing program to complement current and
proposed activities more complicated and time consuming. Generally unfamiliar with
remote sensing and its application to range management, the Agriculture group re-
quired more time to carefully consider their objectives, but unfortunately the
data acquisition could not be delayed and required rapid decisions.
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Data Acquisition Stage (July - October 1976)
Because of the lateness of the season and the necessity of obtaining the

remote sensing imagery quickly and correctly, INTERA ordered the Landsat imagery
and obtained the FCIR photographs using their own aircraft and an RC-8 camera
(loaned by the Canada Centre for Remote Sensing). The ground data collection was
varied to suit the objectives of each pilot program but included species inven-
tory, assessment of range conditions and clipping for productivity estimation
(Table 1) . In Manitoba, where they had very limited experience in ground survey
methods normally used for range management, INTERA sent 'a range biologist, wild-
life ecologist and a remote sensing specialist for the ground surveys, to assist
in collecting ground information for the remote sensing. In the two Alberta
projects, where range management field programs are already well established,
only minor changes and additions were necessary and most of the ground work was
carried out by agency personnel and their summer field staff, counselled by
INTERA.

Training and Interpretation Stage (September 1976 to January 1977)
INTERA's approach to the training of the participants was to present a

general overview of remote sensing and detailed material on the interaction of
radiation and the target (mostly vegetation), false colour infrared film char-
acteristics and Landsat imagery, and to provide hands-on experience with the
remote sensing imagery obtained for each agency's study area as well as all the
interpretation equipment. In fact, the training program was delayed in all
three cases until the remote sensing imagery for the study area was available,
so that it could be used as an integral part of the training. This proved to
be a good approach, as it related the remote sensing theory to actual hands-on
practice with photographs of a familiar area. Each participant then was to
interpret the remote sensing imagery (with assistance as required from INTERA)
in order to evaluate potential uses and applications to his agency's field of
interest and objectives. To allow adequate time to study the imagery and formu-
late conclusions, regular field and office schedules had to be rearranged in
most cases.

In the interpretation of the remote sensing imagery, emphasis was placed on
basic techniques, primarily visual analysis using hand lenses and stereoscopes.
Such easily obtained equipment can be used in future operational work right in
the agency offices, a matter of practical importance. Good use was also made of
a multispectral viewer for the Landsat imagery analysis in the case of the
Alberta Lands Division pilot project (a densitometer was also used for this
project). The participants appreciated this practical side to the pilot project,
as their limited budgets do not easily allow for purchase of extra equipment.

By the end of the time allowed for interpretation (end of January) most
participants felt at ease with the remote sensing imagery and wished to continue
with the interpretation, since more information could be derived from the imagery
and checked in the field during the next grazing season. Thus, although reports
were produced for each of the agencies, further work will be done in most cases
and more conclusive results attained. After the 1977 field checking, each
interpreter will have more confidence in his ability, and will be better able to
interpret and evaluate remote sensing applications in his range management
program.

Every participant in the three projects, amazed at the resolution, ground
detail and overall quality of the FCIR transparencies, felt that they were well
worth the extra cost over standard panchromatic prints. Almost all agreed that
the most useful photo scale for their work was a medium scale of about 1:20,000.
The large scale photographs (1:2000) contained much more detail than they needed
or wanted (this was confusing), and for two of the projects, the small scale
(1:46,000) photographs were not detailed enough. This points out the necessity
in a program of this type of suiting the photo scale not only to the data need,
but also to the experience of the interpreter. In the case of this program,
where almost every participant was new to the task of interpreting FCIR photo-
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graphs, a scale which shows recognizable and familiar ground detail will produce
the best results. As their experience in interpretation increases, then smaller
scales (for inventory and monitoring at lower costs and with increased areal
coverage) and larger scales (to solve more detailed problems) can be utilized
effectively. It is important in the initial stages of a program such as this
to minimize logistical and practical problems so that the focus is on inter-
pretation. Choice of a photo scale from which maps showing meaningful units
can be made, solves one of these important practical problems.

Evaluation Stage (February 1977)
The evaluation of the pilot projects was carried out in February 1977 (in

order to meet contract deadlines), and the results of the remote sensing inter-
pretation were considered preliminary since more work is yet to be done. Never-
theless, evaluation of the three pilot projects showed that each was successful
in terms of its objectives to a different degree. Based on final meetings with
the participants, material written by them on the pilot project, questionnaires
(prepared by INTERA to obtain specific answers on project details from all
participants), and INTERA's observations during the course of the pilot projects,
the agency reports were prepared (see Reference Section).

Table 2 presents a summary of the results of the pilot programs for the four
range management agencies in terms of areas of jurisdiction, current programs,
objectives for use of remote sensing and future operational work using remote
sensing. The objectives of the Alberta Forest Service pilot project were to use
remote sensing to identify and map range types and range condition, and to use
this information to modify the system of range use through changes in grazing
allotment management plans. Through interpretation of the remote sensing imagery,
they were able to improve on the quality and quantity of the data for mapping
obtained by means of intensive ground surveys. Thus, they were satisfied with
their results, and plan immediate implementation of remote sensing into their
operational range management program. In future, they will save on man-time
in the field and double their annual area of coverage of previous years under
their current budget; this will improve both the frequency of rangeland monitoring
and the data base upon which management decisions are made. This pilot program
may thus be considered a success.

The Alberta Lands Division wanted to use remote sensing for evaluation of range
condition, not through vegetation inventory, but rather through estimation of
productivity (biomass). Their results were positive in that they were able to
assess range condition, utilization and productivity at varying levels of detail
from FCIR photography, from Landsat Imagery, and from 35mm colour infrared slides.
They identified operational uses for each of these remote sensing tools, and the
means of implementing each into their operational program, depending on budget
and available mantime. However, they also identified a number of problems which
they feel require further investigation before remote sensing can fill all of
the proposed operational niches, and they plan to continue with such investi-
gations. Using the remote sensing techniques tested in the pilot program, they
will be able to improve the monitoring capability of the agency both in frequency
and in quality and quantity of data on which to base management decisions.

The Agriculture-Crown Lands agency in Manitoba wanted to identify carrying
capacities through inventory of vegetation types and range condition, so that
the remote sensing could be applied to their five-year inventory program. They
did not carry their investigations quite to this point; however, they were
successful in developing a preliminary legend for their inventory, and in mapping
vegetation and range conditions using this legend. They are planning to refine
the legend for their range inventory program and to further develop their
interpretation abilities. They consider this pilot program to be successful in
that they learned ground survey techniques, were made aware of the applications
of remote sensing to range management programs, and developed interpretation
skills. The Manitoba Wildlife group wanted to utilize remote sensing for
inventory and assessment of three main types of wildlife habitat (that of white-
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tailed deer, grouse, and waterfowl). They were successful at only one of these
(assessment of waterfowl habitat) and plan to utilize FCIR photography for this
purpose in their operational management programs next year, while continuing
evaluation of the other two.

5. SUMMARY AND CONCLUSIONS

The results of these three 1976 pilot projects have confirmed the original
assumption that remote sensing can play an effective role in operational range
management programs in western Canada. Remote sensing tools can be implemented
within the limits of present budgets, and can still provide a more detailed and
efficient data base for management decisions than other methods. Investigations
into the application of remote sensing to range management must still be con-
tinued, however, if not by the range management agencies themselves, then by
other investigators, as the problems of imagery interpretation and methodology
have not yet all been solved.

Detailed recommendations for the implementation of remote sensing into the
operational range management programs of each agency made in the final report
on the project (INTERA, 1977) are summarized in Table 2. Their positive results
indicate that other range management agencies in western Canada should become
involved in such work. Most of the involved agencies were satisfied that they
can improve their management programs through implementation of remote sensing
without major budgetary increases (which seems to be one main reason for not
getting involved with remote sensing in the past). By making manpower changes,
and lightening the field work load, an agency can allow for the costs of remote
sensing data acquisition. Small budgetary increases, if granted, then can only
serve to further improve the management program by allowing even more frequent
inventory and monitoring of the area under their jurisdiction, an objective of
every range management agency. Before becoming involved in a pilot project of
this type, however, they should have an established operational program and
clearly defined objectives for the implementation of remote sensing. Otherwise,
the pilot project is not utilized efficiently and the objectives are not realized
to their full extent.

The importance of this pilot program lies not only in the individual results
obtained from the remote sensing imagery by each range manager/interpreter, since
these are relatively basic and probably overly obvious to anyone involved in
remote sensing research in rangeland managment, but also in the success of the
program in transferring remote sensing technology from research to operational
management programs. Not only in range management, but in many other fields,
remote sensing can be successfully implemented into operational programs;
facilitated with respect to time and efficiency by making use of an "expert"
(whether a consultant, a government scientist or a knowledgeable person from the
range agency) to guide the agency, this pilot program approach provides a mechanism
for such a transfer.
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TABLE 1
SUMMARY OF 1976 AGENCY PILOT PROGRAMS

Study Area

Range Type

Airborne Remote
Sensing

Type

Scales

Dates

Landsat Imagery

Bands

Dates

Other

Ground Data

Method of
Interpretation

(Major)

ALBERTA FOREST SERVICE

Todd Creek-Rock Connelly
(2 grazing allotments -
84 km2)

Foothills

1. Grasslands (Festuca
scabrella, Danthonia
parry!)

2. Browse (Salix spp.,
Amelanchier alnifolia)
Conifers (Pinus spp.,
Picea glauca,
Pseudotsuga
menziesii)
Deciduous (Populus
tremuloides)

FCIR Photographs
23 on roll trans-

parencies

1:40,000
1:16,000
1:2,000

July 26, 1976
October 1, 1976

5,7

May 9 5 10, 1976
July 2 § 20, 1976
Sept. 13, 1976

1. range types (species)
2. range condition
3. range developments
4. forage production

1. Mirror stereoscope
2. Hand Lens
3. Multispectral

viewer (Landsat)

ALBERTA LANDS DIVISION

Rowley-Jakes Butte
(2 grazing association
leases - 50 km2)

Midgrass Prairie

(Festuca scabrella,
Stipa coinata, Bouteloua
gracilis, Agropyron spp.)

FCIR photographs
23 cm roll trans-

parencies

1:46,000
1:20,000
1:2,000

July 23, 1976
August 13, 1976

5,7

July 2, 1976

35 nm colour and
colour IR slides

1. forage
production from
80 sample sites

2. general descrip-
tion of range

1. Mirror stereoscope
2. Hand Lens
3. Multispectral viewer
4. Densitometer

MANITOBA

Narcisse
(200 km2)

Parkland

1. Grassland (Stipa
comata, Danthonia,
Poa spp.]

2. Wooded areas (Popu-
lus tremuloides,
Quercus, Picea
glauca, Cornus
stolonifera)

FCIR Photographs
23 cm roll trans-

parencies

1:46,000
1:24,000
1:2,000

August 3, 1976

1. range types (species)
2. range condition
3. range developments
4. forage production
5. wildlife habitat

assessment

1. Mirror stereoscope
2. Interpretoscope
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FIGURE 1

RANGELANDS IN ALBERTA AND MANITOBA

AND LOCATION OF STUDY AREAS FOR 1976 PILOT PROJECTS

ALBERTA MANITOBA

Alberta Forest Service
Grazing Allotments

Rock Connelly Study Area

Alberta Lands Division
Grazing Permits § Leases

Rowley/Jakes Butte Study Area

Crown rangelands in most
of area

Scattered grazing leases on
Crown Lands

• Narcisse Study Area
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AN APPLICATION OF LANDSAT DIGITAL TECHNOLOGY
TO FOREST FIRE FUEL TYPE MAPPING

P.H. Kourtz

Forest Fire Research Institute
Canadian Forestry Service

Ottawa, Ontario

ABSTRACT

Economic limitations prevent the mapping over large areas of forest fire
fuel types using conventional forestry methods. The information contained in
such maps would be a valuable tool for assisting in initial attack planning,
presuppression planning and fire growth modelling. During the past several
years, the Forest Fire Research Institute with assistance from the Canadian
Centre for Remote Sensing, has examined the role of digital classification and
enhancement methods for producing general forest cover classifications suitable
as fuel maps. A Taylor enhancement (Dr. M.M. Taylor, Defence and Civil Institute
of Environmental Medicine, Department of National Defence, Downsview, Ontario)
was produced for an 8 million hectare fire control region showing water, muskeg,
coniferous, deciduous and mixed stands, new clearcut logging, burned areas,
regeneration areas, nonforested areas and large forest roads. Use of this map
by fire control personnel has already demonstrated its usefulness for initial
attack decision making.

Recent work has dealt with temporal overlays and has shown the merits of
this approach. Future work is aimed at constructing a digital data base
containing geometrically corrected temporal classifications for a large area.
When completed, this data base should provide timely information to fire control
decision makers and to a fire growth model.

FOREST FIRE FUEL MAPS

The type of forest fuel in which a fire burns is an important factor in
determining the fire's rate-of-spread and difficulty of control. As long ago
as 40 years, maps showing general forest cover types of fairly uniform fire
behaviour characteristics were produced for small areas of the United States and
Canada. These maps were made using conventional forestry photography and map-
making procedures. However, high labor costs associated with their initial
construction and later revisions, forced the abandonment of this approach by the
late 1940's.

As timber inventory maps became available, attempts were made to group
types into broad fire behaviour classes. Approximately one man-day was required
to color a 100 square kilometer timber map. This high cost, the difficulty of
keeping maps current, and the lack of complete timber map coverage has discour-
aged the general use of this approach.

Since the successful operation of the Landsat resource survey satellite,
a whole new technology for mapping general forest fuel types has emerged. This
technology offers the potential for inexpensive maps over huge areas showing
previously economically unobtainable information necessary for a modern fire
control operation. In 1974, the Forest Fire Research Institute in conjunction
with the Canadian Centre for Remote Sensing (CCRS) began to investigate the
capabilities and limitations of some of the various digital processing methods
appropriate for forest fire fuel mapping. This paper briefly summarizes our
progress, findings, and proposed future work.
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INITIAL TRIALS

A test area 250 square kilometers in size was located 250 kilometers north-
west of Ottawa in the Province of Quebec. The test area included a mixture of
forest stands characteristic of both the northern Boreal and Great Lakes forest
types. Conventional forestry aerial photography, low-level 70 mm and oblique
photography, timber type maps, and ground checks were used to verify our
results. Supervised maximum likelihood classification, unsupervised classifica-
tion!' and digital enhancement!/ methods were used. All data processing and
image displaying were done on the CCRS's Digital DEC-10 computer and Bendix
Multispectral Analyzer Display system.

Early experience was gained using supervised maximum likelihood classifica-
tion. Water, new clearcut logging areas and pure deciduous and coniferous
stands could be consistently classified over large areas provided suitable care
was taken to identify and locate training areas. Because a large proportion of
the test area consisted of all degrees of deciduous-coniferous mixtures,
instabilities in the classification were encountered with this approach. Small
changes in the training area locations and sizes in transition forest types
resulted in significantly different classifications. Unsupervised classifica-
tion, although it required as much ground truth and operator time as supervised
classification, seemed to produce results closer to those shown on the original
timber type map. Over large areas the following could be consistently
classified: water (small water sources for fire pumps are very important), pure
deciduous, coniferous and mixed stands, muskeg, nonforest, and newly cut logging
slash areas.

Although in local areas broad species and age class groups could be separa-
ted when they occurred in homogeneous stands, it seems safe to conclude that,
at the moment, coniferous age class, density and species seem hopelessly
confounded over large areas. At the time of these experiments neither classifica-
tion method produced geomatrically correct output or the all-important forest
road detail necessary for rapid access to remote fires.

The Taylor digital enhancement method was tried next. From the fire control
field personnel's point of view, this approach represented a significant improve-
ment over previous classification results. Enough geometric correction was
carried out in the enhancement program to overcome previous field personnel
complaints. The users felt that enhancement output closely .resembled aerial
photographs, in that, transition forest areas could be clearly seen. In
addition to those types consistently identified by classification methods, the
enhancements showed a broad measure of the degree of revegetation on clearcut
logging and burned areas plus significantly improved road detail.

Perhaps more important, enhancement output to the field personnel resembled
a map in which considerable human interpretation was still required. Their
experience was essential in interpreting the imagery. Classification output
lacked credibility, partially because the field personnel were not part of the
interpretation "loop". This same problem arises frequently with conventional
aerial photography and the corresponding timber maps produced from them.
Recognizing the complexity of the forest and the classification difficulty,
users frequently insist on using the original photography in conjunction with
the timber map.

I/ Goldberg, M. and S. Shlien, 1976. A Four Dimensional Histogram Approach
to the Clustering of Landsat Data. Canadian Journal of Remote Sensing,
March, 1976.

2/ Taylor, M.M., 1974. Principal Components Color Display of ERTS Imagery.
Paper presented at the Second Canadian Symposium on Remote Sensing,
University of Guelph, Guelph, Ontario, April 29, 1974.
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CONSTRUCTION OF A FUEL MAP

Based on the quality of results obtained in the test area using the enhance-
ment method and the acceptance of these by field personnel, it was decided to
produce a demonstration map of a large area. An 8 million hectare area
protected by the Societe de Conservation de 1'Outaouais (SCO) was selected. A
map consisting of 12-0, 20 x 25 cm photographs of enhanced images at a scale of
1.25 km/cm spanning 5 Landsat frames was constructed and indexed in terms of
the SCO's fire location grid structure. This grid, plus the abundance of small
lakes in the region, made the location of any fire in the region a simple task
on the Landsat enhancement imagery.

Approximately 5 man-days and several computer hours were spent in reaching
the best overall set of enhancement parameters. Compromises had to be reached
between the degree of coniferous and mixed-wood forest separation and the amount
of road and clearcut detail. Another several man-days and about 3 hours of
computer time were required to enhance the 120 images. A conventional 35 mm
camera and film were used to photograph the display screen. These photographs
were later enlarged to the final output size.

The most difficult task in producing the map was the search for and
selection of suitable imagery. Experience had shown that only imagery during
July and August should be used in eastern Canada. It is impossible to obtain
early spring imagery in southwestern Quebec before the deciduous foliage
appears without some snow on the ground or ice in the lakes. Later in the
spring - say late May or early June, phenological differences between the time
of leafing and the coloring of deciduous species coupled with terrain and micro-
climate influences result in confusion as to deciduous identification. The
same confusion is present in September and October.

Winter imagery enables excellent coniferous-deciduous separation and
presents a great deal of coniferous density and age class information. However,
there is total confusion in the identification of nonforest areas, lakes and
newly clearcut slash areas. Roads only show well when they run through conif-
erous forests.

Cloud and haze obstruction of imagery is a major problem in eastern Canada.
During July and August the chance of obtaining a single nearly cloud-free frame
is surprisingly low. For example, all frames in the Outaouais region during
the summer of 1976 contained at least 50 per cent haze or clouds. Imagery from
the summers of 1974 and 1975 were used to construct the SCO fuel map.

Atmospheric haze presented a more serious problem. Subtle changes in
enhancement colors, caused by increasing and decreasing haze levels, could
gradually take place across a frame eventually causing the user to misinterpret
an area. Only after careful visual scrutiny of bands 4 and 5 in raw form was
this problem reduced.

Although the Taylor enhancement color shadings varied from frame to frame
for the same general forest cover type, the range of variation was small and
presented no problem to the field personnel. Several weeks of personal compar-
isons, by fire control users, of the enhancement map to existing timber maps,
aerial photography, personal knowledge of specific areas and field checks led
to the confidence necessary for their general acceptance and use.

Field experience with the Landsat fuel map last summer immediately showed
its value. One particular example stands out. A fire was reported and a
conventional dispatch of ground personnel ordinarily would have followed. A
check with the fuel map showed a large and very dangerous logging slash situa-
tion downwind from the fire. An immediate dispatch of water bombers and
helicopters stopped the fire at the edge of the slash area. The savings were
estimated to be between 20,000 and 50,000 dollars. The cost of the Landsat map
was probably about 3,000 dollars.

We have not yet had the opportunity to test the usefulness of the fuel map
for large fire suppression when conventional reconnaissance methods frequently
fail because of heavy smoke.
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TEMPORAL OVERLAY EXPERIENCE

Work has continued on this project aimed at improving our ability to map
fuel types and other information relevant to fire control. Specifically, we
have worked at improving our coniferous-mixedwood separation, forest blowdown
mapping, access road detail, clearcut and burn regeneration aging, insect
defoliation and geometric correction.

With much assistance from CCRS, we have been able to overlay sections of
different frames, as large as 1/2 million hectares, with a maximum error of
about 1 pixel. Overlays have been made using winter bands onto summer bands
and winter bands onto winter bands. Each Taylor enhancement of an overlay
combination resulted in new information. Some combinations were much better
than others. Of the few combinations tried to date out of the many possible,
the most informative has been band 5 of winter overlaid onto band 5 of summer
with the remaining summer bands left unchanged. An enhancement of this combina-
tion resulted in road detail better than previously obtained, separations of
the general cover types into such distinct color groupings that the output
resembled a classification, plus three fairly distinct clearcut logging regenera-
tion age classes. In addition, the area logged during the time between the two
satellite passes was clearly identified as a unique tone both by a 3-color
display of "raw" data and by the Taylor enhancement.

In eastern Canada wind storms destroy significant areas of coniferous
forest. The large fuel quantities remaining in these areas present serious
problems to fire control. It is most difficult, if not impossible, to map these
areas either on summer or winter imagery. On summer imagery blowdown areas can
resemble regeneration areas and on winter imagery they cannot be separated from
deciduous types. Experiments with temporal overlays showed that enhancements
of winter-winter overlays clearly identified blowdown areas. Here a winter
frame made previous to the blowdown was overlaid onto a winter frame made after
the blowdown (i.e. band 4 onto band 7). Although we have not tried it, this
same technique seems to offer the greatest potential for mapping areas of severe
defoliation of conifers by insects. We have already seen that such defoliation
can be identified on winter enhancements.

LANDSAT FUEL DATA BASE

Temporal overlaying currently is a difficult, time-consuming process and
consequently has not seen much experimentation. We have done enough of it to
recognize its potential and also to identify some of the problems associated
with it. Most serious of the problems encountered to date is the apparent
instability of the information content for a given overlay combination in
widely separated locations. For example, the most informative winter-summer
combination in our test area was not the best combination several hundred
kilometers away. In fact, the Taylor enhancement resulted in totally different
color schemes in the two areas even though the band combinations were the same.
Clearly, radiometric variations, haze and phenological differences are much
more important in temporal overlaying.

The ability to automatically identify changes over large areas using
temporal overlays must be the key to the Landsat program's future. We already
have demonstrated two feasible and useful change detection functions for fire
control - namely clearcut and blowdown monitoring. Our future work is aimed at
the construction of a geometrically correct digital data base, covering the 8
million hectare area of the SCO fire region, in which classifications of many
registered frames can be stored. Our first step toward this goal has been to
outline the general data base structure and to geometrically modify a 2.5
million hectare area of summer data to match a Universal Transverse Mercator
grid map using 1/2 hectare, square data cells. Future overlay frames will be
modified using the same base and hopefully will be registered with sufficient
accuracy for fire control purposes. The next step, and the one now underway,
is to classify this data into the broad fuel categories previously mentioned.
This will be a two-step process using an unsupervised classifier and stratified
data. Step one will be aimed at classifying forest cover types using data
within the limits of their spectral ranges of the forest fuel types. Step two
will be aimed at producing improved road and clearcut information. To do this,
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the unsupervised classifier will be restricted to work with only the data with
reflectances above 14 in bands 4 and 5. Results from the two-step process will
be merged within the data base.

Once the SCO region has been completed using summer data, the process will
then be repeated using winter data. The data base will have the potential to
store the results and the dates of up to 4 temporally different classifications
for each 1/2 hectare cell. In addition, a scheme is being developed to identify
and place a reliability measure on the most likely fuel type of each data cell.
The reliability measure will be based on permanent ground truth plots, spatial
information and logical temporal and phenological possibilities.

The data base itself will be contained on a series of magnetic tapes and
used on a Digital PDP-11 T34 mini-computer. Special computer programs will be
written to be used by fire control personnel in their daily decision making
process. These programs will extract from the data base the distance from a
given fire location to the nearest water source for fire pumps, the nearest
road for ground access, the nearest long lake for water bomber pickup, the
distance and direction of logging slash areas and a summary of fuel types within
a given range of the fire. This information will be useful in deciding the type
and strength of initial attack on the fire. FFRI has developed a contagion
fire growth model that can predict future perimeter locations of a large fire,
given weather forecasts, fuel moisture estimates and fuel types on a two hectare
grid. The data base will be used to furnish the fuel data to this model.

CONCLUSION

The fire control application described in this report seems ideally
matched to Landsat's capabilities. We have demonstrated that useful forest
fuel maps can be produced for large areas for low costs using existing digital
processing equipment and software. Enough experimentation using temporal over-
lays has been carried out to demonstrate their potential in increasing the
information extracted from Landsat data. Presently we are attempting to
construct a digital data base to be used within the operational fire environment
to assist in initial attack decision making and fire growth modelling. This
same data base should provide change detection information such as locations of
new roads and logging slash areas, important to long-term fire control planning.
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LANDSAT IMAGE INTERPRETATION AIDS

R. A. Abotteen and H. Malek

Lockheed Electronics Company, Inc.*
Systems and Services Division

Houston, Texas

ABSTRACT

In the Large Area Crop Inventory Experiment,
image interpretation aids were produced to assist in
selecting and/or identifying representative samples
of signatures in a given Landsat scene. The three
methods employed are based on clustering techniques,
information extraction, and aggregation of like spec-
tral information on a two-dimensional spectral plot.

1. INTRODUCTION

Image interpretation is an important method for acquiring training data for
classification of Landsat images in the Large Area Crop Inventory Experiment
(LACIE [1]). Interpreting a scene for classification requires that training fields
containing statistically representative samples of all spectral signatures in the
given scene be selected and correctly labeled. This becomes especially difficult
when multiple passes over a scene are to be interpreted. The variation of the spec-
tral signatures, in a multitemporal sense, makes it difficult to select and identify
all of the variety of signatures in a scene. To address these problems, three image
interpretation aids were developed.

The first and the second image interpretation aids were obtained by applying
nonsupervised pattern recognition techniques (clustering) and data compression. The
clustering method identifies the inherent classes in the scene. Color film is gen-
erated from the cluster image, with each cluster having a distinct color — the color
corresponding to the value of the cluster mean [2]. In interpreting multipass data,
a principal component (PCOMP) transformation technique is applied to the cluster
image. This compresses or summarizes the multitemporal spectral variation of the
scene into a three-dimensional image which can be displayed as a color image. In
order for the analyst to view the structure of the Landsat data in spectral space, a
two-dimensional spectral plot of the data was developed as the third aid. The spec-
tral plot [2] takes advantage of the inherent two-dimensionality of Landsat data [31.
The plots are constructed to assist in relating picture elements (pixels) in the
scene to their locations on the spectral plot.

2. CLUSTER IMAGE

A cluster image is generated first by clustering the data in the scene and then
by replacing each data sample according to the cluster mean to which it belongs.
Color infrared (CIR) film of the cluster image can be generated by a production film
converter (PFC). One of the main features of the cluster image is that two spec-
trally similar clusters are shown by the film product to have similar colors. This
feature easily could be lost when an arbitrary color assignment is used to generate
a film product from the one-dimensional cluster map. A CIR film product of the
cluster image normally is generated using the same gain and bias as that used to
produce the original CIR image. This results in a CIR film product of the cluster
image that resembles the standard CIR film product.

*Under National Aeronautics and Space Administration Contract NAS 9-15200 at the
Lyndon B. Johnson Space Center, Houston, Texas.

Preceding page blank
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A color key of the clusters is generated also by assigning a square of 100
samples (pixels) to each cluster. Each pixel in the square is equal to the cluster
mean it represents. The color keys are then ordered according to the Kauth green-
ness number [3].

It was discovered from observing cluster images on CIR film that they can be
used as aids in defining spectral classes and helping to standardize the image
interpretation procedure. In addition, an increase in the contrast of adjacent
fields is apparent, which assists in the delination of training fields.

3. PCOMP CLUSTER IMAGE

A PCOMP cluster image of a scene is generated by applying the PCOMP transfor-
mation to the cluster image described in section 2. Ready and Wintz [4] have shown
that the PCOMP transformation applied to airborne and satellite-gathered multi-
spectral data is very useful for information extraction, since the first few PCOMP
images contain essentially all the information present in the original spectral
bands. Additional analyses of PCOMP transformed Landsat data are available [5].

The PCOMP transformation is

Y = MX (1)

where

X = a vector of n spectral intensities associated with each pixel.

M = an n-by-n unitary matrix derived from the mixture covariance matrix Zx of the
spectral bands such that the rows of M are the normalized eigenvectors of Ix.

Y = a vector of n PCOMP1s.

The covariance matrix of the PCOMP transformed data then becomes

(2)

where Xi»X2'**°'^n (the variances of the PCOMP's) are the eigenvalues of EX ordered
so that \i > \2 > '" Xn and M

1 is the transpose of M.

Since M is a unitary matrix, the PCOMP transformation preserves the total data
variance; i.e.,

n

= V X,Z 2 V"*
O ~ 7
X. * -*

(3)

where the values for ax are the variances of the original spectral bands. Note

that in the PCOMP transformation most of the data variance is concentrated in the
first few PCOMP's. It was observed that, for Landsat data in four channels, \± + X2
contained approximately 96 percent of the total data variance. In eight channels of
Landsat data, X^ + \2 + ^3 contained approximately 91 percent of the total data vari-
ance. For 16-channel Landsat data, \j_ + \2 + *3 contained approximately 82 percent
of the total data variance. The interest in the first three PCOMP's of Landsat data
arises from processing color film products. A PFC generating a color product of
Landsat data uses three channels, with each channel assigned to the blue, green, or
red color film gun. Since the first three PCOMP1s contain most of the data variance,
the PCOMP transformation, which uses the first three PCOMP1s, seems to be a good
method of reducing multitemporal data.
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Once the PCOMP transformation is applied to both the cluster image and the color
keys, the transformed data are rescaled to lie between 0 and 255 to allow storage of
the image in a standard image format.

4. SPECTRAL PLOT

A spectral plot of a Landsat scene is a graph of one channel of the data versus
that of another. The spectral plot relates the image space (i.e., the spatial
domain) of the PFC product to the spectral space of the classifier. A schematic dia-
gram showing the relationship between image space and spectral space is shown in fig-
ure 1. The spectral plot uses the inherent two-dimensionality of Landsat data where
most of the spectral class separability exists [3], For example, overlaying the
spectral plot of training field means over the spectral plot of the scene provides a
quick view of missing signatures and of the corrections to subclass assignments.

The axes used for generating a spectral plot may be two selected Landsat chan-
nels or two linear combinations of channels; i.e.,

£ = BX + e (4)

where

B = a two-by-n transformation matrix of rank 2.

e_ = a two-by-one bias vector.

Z_ = a two-by-one vector of the channels to be plotted.

The transformation matrix B might be formed from the first two rows of the Kauth
transformation, the first two rows of M in equation (1), or from a linear-combination
feature-selection algorithm [6]. If B is obtained from the Kauth transformation,
then the dimension of the data n must be four since the Kauth transformation is a
four-by-four matrix.

A color-coded spectral plot contains the locations of the pixels and the chan-
nels to be used for coloring them on the spectral plot. The location of each pixel
on the spectral plot is computed using the radiance values (or linear combinations
of radiance values) of the pixel. Multiple pixel occurrences at the same location
on the spectral plot are shown to be the color of the pixel corresponding to the
first occurrence. To illustrate what is meant by a color-coded spectral plot,
assume that a given pixel on the Landsat image has radiance values of 28, 30, and 50
on channels 1, 2, and 4, respectively, as shown in figure 2. Also, let channel 4 be
plotted versus channel 2. The color-coded spectral plot is created by assigning the
values of 28, 30, and 50, respectively, to the point (30,50) on channels 1, 2, and 3
of the spectral image. By maintaining the same gains and biases, the color-coded
spectral image can be displayed in the same color as the original Landsat image.
With such a spectral plot, the full effect of color-shaded aggregation can be
observed.

The color of the pixel on the spectral plot is optional. It can be colored
according to its original radiance value or the mean of the class, cluster, or field
from which it was extracted. Naturally, the location of the pixel on the spectral
plot can be displayed in the PCOMP colors.

Color-coded spectral plots can be used to observe the partitioning of spectral
space imposed by clustering or by maximum likelihood classification. It can be used
also to view the spectral locations of training samples. A partition of the two-
dimensional spectral space by the maximum likelihood classification rule is depicted
on the color-coded spectral plot by assigning a color to the pixel on the plot
according to the mean of the subclass to which it was classified. A change in the
color or its intensity on such a plot determines the maximum likelihood decision
boundary.

When multiregistered Landsat images are available over a scene, the location of
the pixels to be plotted can be selected from two channels of one pass, whereas
another pass would be used for color definition. Such a color-coded spectral plot
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is especially useful for the analysis of multitemporal Landsat data. Through spa-
tial correlation of this color-coded spectral plot and the Landsat image from which
the plotting axes are selected, areas where temporal change because of factors such
as growth, disease, severe weather conditions, and harvest can be delineated.

A typical application of the color-coded spectral plot, which is currently
being considered for applications in the LACIE, is to use the plot as an aid in
labeling the training samples. This is done by providing a spatial correlation
between the spectral plot and the original Landsat image.

5. CONCLUSION

To aid in interpreting the Landsat image, three color image display techniques
were presented. These interpretation aids are the cluster image, the PCOMP cluster
image, and the color-coded spectral plot. From the results of preliminary experi-
mentation, the three displayed techniques have been shown to be useful in selecting
training data from Landsat images. The developed interpretation aids are being con-
sidered for implementation in the LACIE.
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FIGURE 1. IMAGE AND SPECTRAL SPACE. A schematic diagram showing the relationship
between image space and spectral space.
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FIGURE 2. STRUCTURE OF COLOR-CODED SPECTRAL PLOT. A diagram showing how Landsat
radiance values are plotted on the color-coded spectral image.
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ABSTRACT

Digital data processing systems have, until
now, consisted either of expensive dedicated hard-
ware systems or complex software packages. An
effort was undertaken in Sri Lanka to perform
simple digital processing tasks using pre-existing
general purpose digital computers. An experimental
software package, LIGMALS, was obtained and modified
for this purpose. The resulting software permits
basic processing tasks to be performed including
level slicing, gray mapping and ratio processing.
The experience gained in this project indicates a
possible direction which may be used by other
developing countries to obtain digital processing
capabilities.

INTRODUCTION

As the field of remote sensing continues to advance, and major improvements
are made in analysis techniques, it is becoming increasingly obvious that
automated processing of digital data products is, for the most part, a necessary
component in a balanced program of remote sensing imagery interpretation and
utilization. When the user has available to him some of the expensive dedicated
hardware systems or complex analysis software that have been designed in recent
years, the processing of digital data products is a fairly straightforward task.
However, when no such hardware or software is available, and no major funding
can be obtained for the acquisition of these systems, the usual course of action
is to delete automated processing from the interpretation scheme. This is often
the case in developing countries. Very often when an attempt is made to develop
"home grown" processing systems using available computer components and local
scientists as the starting point, the lack of experience and the scarcity of
printed instructions on how to proceed in the development of such a system prove
an almost insurmountable stumbling block.

Such a problem was encountered in Sri Lanka, where a team from the Office of
the Surveyor General was attempting to implement digital processing techniques
for use with LANDSAT CCT's. This paper is a summary of the results of a project
undertaken jointly by Sri Lanka and ERIM which was funded, in part, under a
grant received from the U.S. Agency for International Development.

PROCEDURE

The major component of this project was to develop the capability of
Digital Processing of LANDSAT Data (on CCT) through computer facilities available
in Sri Lanka. Such available facilities were limited in computer capacity, to
48K of core memory. Other computer accessories were also limited to Card
Reader, Card Punch, Line-Printer, Mag Tape Drive and Disc Drive facilities.
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There were no facilities for interactive processing of data. We still do
not have this facility. Hence we had to resort to the batch-mode execution of
programs using a very small core memory capacity, available to the user.

This study commenced in the early part of May 1976. The computer facility
used by the Survey Department up to this period was the ICL 1901, 24K capacity
computer at the State Engineering Corporation. We had experience in executing
programs for Geodetic computations and Photogrammetric Aero-triangulation at
this facility. However, it was decided to conduct this investigation at the
computer facility of the State Department of Census and Statistics, especially
due to the great enthusiasm shown by the scientists there. Their computer
facility consisted of an IBM 360, model 25, computer with 48K capacity. In the
meantime, a study of the NASA publication "Generation and Physical Characteristics
of the LANDSAT 1 and 2 MSS Computer Compatible tapes", was being conducted. No
CCT was available at this stage. However, we wanted to obtain more information
regarding the problem of reading and preprocessing a LANDSAT CCT. Up to this
period a reference library on remote sensing was gradually developed. Reference
to this literature revealed that none of the publications contained any infor-
mation on such techniques. Though, all of them wrote at length on the signifi-
cant achievements and results of tests etc., there were no descriptions of the
actual techniques used. This was particularly lacking in the articles referring
to computer processing.

A working group was formed within the Survey Department, consisting of
personnel experienced in Photogrammetry, Scientific computer programming, Photo
Laboratory Techniques and Photo^interpretation. We then wrote to various
organizations and scientists involved in remote sensing and LANDSAT Digital
Data Processing, seeking information on this subject. The replies received were
not helpful. In fact, some expressed the opinion that LANDSAT CCT processing
would not be possible on such small scale, general purpose computers of the type
we have access to, in Sri Lanka. It was revealed that many organizations used
special purpose, high capacity computers or extremely expensive general purpose
computers of very high capacity with various display and inter-active capabilities.

The acquisition of such expensive hardware for our country could not be
justified by any stretch of imagination, considering the limited number of frames
required to cover the country, the limited frequency of coverage, the uncertainty
of regular coverage due to cloud-cover and tape recorder capacity limitations
on LAHDSAT and our own foreign exchange limitations.

A further expansion of the working group was necessary to investigate this
problem. Experts in computer systems analysis were co-opted into the group in a
consultative capacity. During this period, we were informed by ERIM of the
existance of an experimental digital processing package at the University of
Michigan for use with LANDSAT CCT's on small scale computers.. This processing
package was named LIGMALS (Landsat Interactive Gray Map and Level Slicing
system). Arrangements were made through ERIM to obtain a copy of this package.

We had the choice of only two LANDSAT frames which were suitable for
investigation purposes. The first was frame ID 1234-04233 of North-East Sri
Lanka acquired on 14 March 1973. The second was frame ID 2339-04151 of South-West
Sri Lanka acquired on 27 December 1975. The first frame covered an area which
has come under extensive development through the restoration of ancient irrigation
works supplemented with additional irrigation through the diversion of Sri Lanka's
largest river (Mahaweli) completed in January, 1976. The spatial distribution
of large homogeneous tracts of rice cultivation and the irrigation pattern was
clearly discernible in this LANDSAT image. But we were aware that from March 1973
onwards there were major changes in the development of this area mainaly due to
the diversion of the Mahaweli River. The use of this frame, 3 years after
acquisition, would have resulted in serious difficulties of correlating ground
truth with the LANDSAT data because we did not even have aerial photography of
this area taken around the same season. On the other hand the second frame was
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acquired in December 1975 and was somewhat more suitable for ground truth
correlation, through the use of aerial photography and short field visits from
Colombo. However, we were aware of the major problem of a very complicated
spatial distribution of the data within this frame. This area is highly developed
with homesteads mixed with coconut, rubber, small forest reserves and very narrow
and spatially complicated pattern of rice fields following the drainage pattern.
Due to lack of anything better, we were compelled to take up this frame for
digital processing. The CCT of this frame was received in July 1976.

We consulted local computer experts in the University, IBM and the Department
of Census and Statistics on how to access the data from the CCT. The consensus
of their opinion was that at some stage or the other, we had to go down to a
lower level language. Two persons were, therefore, sent for a two-month training
course in Assembler Language conducted by the Sri Lanka Branch of IBM. In the
meantime we received from ERIM, the LIGMALS software package. We started to de-
code and document this program and at the same time converting parts of this
program package to suit our local computer system as regards language and batch-
mode operation. With thisjpackage, combined with additional information [1,2] it
was possible to build up a viable program for batch-mode operation in our
system.

Due to the lack of visual display facilities the sections of the LIGMALS
program necessitating video display, were omitted or modified. The original
LIGMALS package was divided into five different stand alone programs for batch
mode operation. There are:

1) REFORM - a program to reformat LANDSAT CCT's into an IBM FORTRAN compatible
format.

2) RSET - a program to locate and extract a desired area to be processed
for further investigations.

3) ALSET - a program to automatically define level set boundaries for
use with the gray mapping routine.

4) PMAP - a program to generate a line printer gray map of an area utilizing
either automatically or manually derived gray-level boundaries.

5) RATIO - a program to apply a ratio processing algorithm to data to
obtain a new imagery channel of an area after performing
appropriate path radiance corrections.

Because the programs we received were optimized for use on the University
of Michigan computer system, which is a large time sharing system using multi-
processing and virtual memory techniques, some sections of the program had to be
extensively modified to be able to operate on the system in Sri Lanka.
Additionally, an Assembler language input routine had to be written to accommodate
EROS formatted CCT's which had been handled by system callable utility routines
in the University of Michigan system environment.

DISCUSSION AND CONCLUSIONS

The work performed in this study has shown that it is possible for a
developing country to obtain sufficient information to provide a starting point
for a digital processing capability. Further, once the basic LIGMALS capabilities
were implemented-in Sri Lanka, local scentists had obtained sufficient experience
with processing techniques to develop their own special purpose software without
additional help from outside of their country.

Based on the experience gained in the Sri Lankan study, ERIM has produced
LIGMALS/B which is a software system written totally in FORTRAN, and which is
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designed to function in a small to medium sized computer system environment.
Also, extensive diagnostic procedures have been developed for use when the
package is installed, a feature we believe is necessary since many times minor
problems may go unnoticed by scientists who are not yet used to the behavior of
digital image processing software. Further, compatibility with the large scale
LIGMALS system used at the University of Michigan at at ERIM is maintained so
that additional processing modules in use at these locations can be rapidly
incorporated for use when needed in developing countries.

Aside from the results obtained with the LIGMALS system, it has been shown
that effective low cost processing programs can be designed and implemented
in a developing country. This can be accomplished without requiring a major
commitment to specialized hardware systems or the use of major software packages
which require local scientists to go abroad to be trained in their use and
modification. It has also been found that technical assistance at the beginning
of such a development project will greatly speed the rate of progress in a
developing country.

It is hoped that the results presented in this paper will encourage other
individuals to attempt to expand their capabilities to include basic digital
processing of remote sensing data.
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ABSTRACT

The incorporation of remotely sensed digital data in a
computer-based information system is seen to be equivalent to
the incorporation of any other spatially oriented layer of data.
The growing interest in such systems indicates a need to develop
a generalized geographically oriented data base management sys-
tem that could be made commercially available for a wide range
of applications. This paper reviews some concepts that distin-
guish geographic information systems and proposes a simple model
which can serve as a conceptual framework for the design of a
generalized geographic information system.

1. INTRODUCTION

Progress in the field of earth resources analysis, through the use of
remotely sensed data, is resulting in the application of the developed analyti-
cal tools to meet the needs of a broad community of users. As an outgrowth,
one sees the development of extensive geographically oriented data bases popu-
lated not only by scanner data, but also by a wide variety of associated data.
A centralized data bank is envisioned as a tool to fulfill user information
needs. The desire to make use of the information content of these data carries
the responsibility to determine an effective means by which the data can be
efficiently managed. It becomes imperative, then, to determine an environment,
or information system, within which the data can be stored, retrieved, manipu-
lated and displayed.

Information systems can be divided primarily into two categories: (1) ob-
ject oriented, and (2) spatially or geographically oriented [1].. Object ori-
ented systems include scientific or statistically oriented information systems
and management information systems. In a sense, a spatial information system
is nothing more than an object oriented system with an added attribute -- loca-
tional identifiers. It is just this characteristic, however, that adds to the
complexity of storing, retrieving, and manipulating these data. For this reason
one would wish to distinguish geographic information systems from object oriented
systems.

Much effort has been expended in developing generalized data base management
systems (DBMS) which are commercially available and well suited to the employment
of object oriented data bases [21. An advantage of commercially available DBMS
is that a basic set of data management programs is made available that provides
a starting point for a variety of applications. New users in the market for geo-
graphically oriented computer-based information systems (CIS) discover that a
basic set of software designed for spatial systems is not commercially available.

This work was supported by the National Aeronautics & Space Administration
through their Earth Observations Division, Johnson Space Center, Houston, Texas,
under Contract NAS9-14988.

The author is a member of the Information Systems & Analysis Department,
Infrared & Optics Division, ERIM, Ann Arbor, Michigan.
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The user will respond by developing a local system that does not have general
applicability, either by adapting a commercially available DBMS [3,4], or by
developing independent in-house capabilities [5,6]. Each time such a system
is developed effort is duplicated since the user has not been able to take
advantage of the fact that there is a commonality to the data sets and data
processing algorithms required in a basic computer-based geographic information
system. It is precisely this commonality that makes the construction of a
generalized spatial data base management system feasible.

The remainder of this paper simply proposes a way of thinking about a geo-
graphic information system that prefaces the construction of a generalized sys-
tem. The paper is organized into four parts: (1) a general overview of geo-
graphic information systems that incorporate remotely sensed data, (2) idealized
CIS standards, (3) the interrelationship of information system components, and
(4) a CIS design model.

2. GENERAL OVERVIEW

Some general observations must precede the more technical discussion of the
CIS design concepts. Spatially oriented data sets may be regarded as layers of
information. The terminology stems from the common process of overlaying or
intersecting layers of spatial data to extract information in regard to the
co-occurrence of events. Remotely sensed and associated data can be viewed as
different layers of spatial data, inherently grid, linear, or point source in
structure. The incorporation of these data in a CIS data base is equivalent to
the incorporation of any other spatially oriented layer of data. Assuming that
each data layer has associated with it a unique storage structure, the display
and analysis of these data require an interface between layers of both linear
and grid structure, and of varying resolution sizes. Often it has been the
restriction of data to a specific storage structure that has limited a system's
scope of applicability. The development of a CIS that incorporates remotely
sensed data will require special processing functions, which in turn will result
in the need to manipulate non-spatial or object-oriented data. An example is
the extraction of cluster signatures, i.e., sets of mean vectors and covariance
matrices representing the statistical composition of a remotely sensed data
layer. These statistics are not spatially oriented, yet once computed are
integral elements of the data base.

The scenario, then, requires no restrictions limiting the data types (they
may be spatial or not), data structures (they may be grid cells or not), or pro-
cessing functions (the design must permit upwards compatible, modular growth so
as not to limit the scope of applicability). What drives the system then? Simply
answered -- the user. A generalized geographic information system must permit
the user of the system multiple views of the data that are independent of the
data storage structures. This basic axiom drives the concept of a generalized CIS.

3. ESTABLISHING SYSTEM STANDARDS

Designing a geographic information system first entails establishing system
standards. The flexibility embodied in the basic axiom should also be thought
of as first in importance among standards.

1. The user of the computer-based geographic information system must be per-
mitted multiple views of the data independent of storage characteristics.

This simply means that although a data layer may be stored in polygonal format,
the user may access it as if it were in grid cells. This imposes a responsibility
upon the system to provide the appropriate interfaces. Other importapt standards
include:

2. Applicability of the entire system as an organizational resource belong-
ing to no one user or one application.

3. Applicability of the data to the users' needs.
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4. Applicability of the data processing functions to the users' needs.

5. Efficiency of data storage, retrieval, and processing.

6. Provision of a 'user friendly' interactive and/or batch environment.

7. Fulfillment of cross-functional information requirements.

8. Fulfillment of cross-level information requirements.

9. Practicability within computer facility support.

Many of these standards are drawn directly from objectives which commercially
available data base management systems aim to achieve [7]. It will become clear
that the DBMS environment is required. The spatial nature of the data places
special demands, however, on the data management system. The next step is to
look at the various components of the information system in this context to
establish distinguishing operational features.

4. CIS COMPONENTS

The task here will be to define "information system". The discussion will
be in the context of a geographically oriented system. The scope of this subject
is broader than the aspects of data base or of data management alone. The entire
range of system components affects the manner by which spatial data are managed.
For example, the processing of spatial data produces a need for requirements that
place special demands on the data management system.

Figure 1 illustrates an interrelationship between the six components of an
information system [8]. Two of these, "data specification" and "acquisition"
pertain to the process of data creation. "Data management" and "data base" com-
ponents pertain to the maintenance and retrieval of data in a computer-based
environment. The information extraction processes are carried out at the "data
processing" and "dissemination" stages. Each component will be discussed indi-
vidually and, in some cases, interrelationships with other components will be
discussed.

Data Specification

Data specification involves four basic processes [9]:

1. The establishment of specific data needs. These data needs may span
a variety of data types including: land, environment, population, and admin-
istration. The selection of specific data types would be based on the system
application.

2. The establishment of cross-level data needs, as well as cross-functional
data needs.

3. Categorization of data types and interrelationships by topic and feature.

4. Determination of data update standards, based on the rate of data change
and data growth through processing.

A unique characteristic of spatially oriented data is encountered once
one initiates the process of data specifications. That characteristic is the
"layered" nature of geographic data. That is, every location on the ground
can have associated with it a wide variety of characteristics. One system
employed at the Environmental Research Institute of Michigan defines 23 varia-
bles; like land use, soil and topography, to characterize a location of approxi-
mately one hectare in size. The same coordinate references many layers of infor-
mation [10].

Data Acquisition

Probably the most awesome task confronting the implementation of any infor-
mation system is the gathering of data in a computer-compatible format. This
process takes on special problems when the data are geographically oriented.
The tasks at hand include [9]:



1. Establishing data sources, i.e., determining which data are currently
available and which data must be measured.

2. Establishing strategies for sampling.

3. Determining data computer compatibility. This may require a compli-
cated digitization process to a standardized coordinate referencing system.

Here we are confronted with a second important spatial data characteristic.
The volume of data required for even the small applications may be enormous.
Spatially oriented data can exist in any one of three forms; point source data
(climatological data), linear data (a street network), and areal data (thematic
maps over contiguous regions). These data can be dimensioned not only by their
spatial resolution, but also by their temporal resolution, i.e., rate of change
as reflected in the frequency of measurement. As a familiar example, remote
sensor data gathered by Landsat are segmented into frames. Each frame is 100
nautical miles on a side containing over 28,000,000 bytes of data. These data
are measured every 18 days. Approximately 20 data sets are gathered over a
given site in a year, representing over 0.5 billion bytes of data. Associated
with these data, one may require a variety of other information: elevation
from sea level at a point or land use category.

Data Base

By "data base" we mean the collection of pieces of quantitative and quali-
tative information, in a retrievable format, that measures or describes features
of interest. The term "data base" is often misused, as is "data bank", for the
information system itself. The information content of each piece of information
or datum is three dimensional [8]: (1) thematic, what is being measured, (2) spa-
tial, where it is being measured, and (3) temporal, when it is measured. Each
datum can function either as an analytical variable (i.e., a measurement that can
take on any numerical value over a continuous or interval scale) or a categorical
variable (i.e., a descriptor or attribute that can take on a limited number of
values on a discrete or nominal scale) or both. For example, multispectral scan-
ner data are analytical, soil type data are categorical, and topographic infor-
mation could be either or both.

The logical design of a spatially oriented data base includes the determin-
ation of the data layers or attributes, data interrelationships, and due to the
potential volume of data, a data segmentation strategy.

Physical storage characteristics of geographically oriented data include
two basic types: (1) regular cells or grid encoded data and (2) irregular cells
or linearly encoded data, though each can be encoded in a variety of ways [11].
Traditionally, systems are of one type or the other. The fact that should not be
compromised, however, is that certain layers of information fall naturally into
one storage type or the other. The optimum system can manage both forms of data.
Let us discuss the concept of the spatial data structure a little more fully.

Data structure refers to the manner in which data sets are arranged and
the formats in which data elements are stored. The data structure enters at a
variety of levels. Data can be found in each of the following structures:

1. Raw Data Structure: The form in which data are acquired, eg., soil
map or MSS CCT format.

2. Computer-external Data Storage Structure: The computer-compatible
format in which the data base resides outside of the computer processing unit.

3. The Computer-internal Data Storage Structure: The format in which the
data reside within the computer processing system.

The external storage structure is the format from which data are initially
retrieved before processing and by which data can be disseminated to various
users. As mentioned, the two basic geographic information system external data
structure organizations are line encoding and cell encoding.
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In line encoding, spatial features are defined using nodes and connecting
line segments. Point form data are described using only nodes; linear form data
consist of nodes and connecting line segments; and areal data consist of nodes
and line segments forming closed regions, i.e., polygons. Polygons need not be
contiguous nor completely cover the scene of interest. The organization of the
encoded nodes and line segments is generally handled through lists. Linear en-
coding techniques include: (1) location lists [12], (2) point-dictionaries [12],
(3) DIME files [13], and (4) chain/node encoding [14]. Line encoding offers the
most general type of geographic data representation [15] and is particularly
advantageous in terms of computer storage requirements in describing: (1) large
uniform regions of data such as state or county boundaries, i.e., regions that
are large in area in comparison with the basic data cell size, (2) regions of
irregular shape, and (3) features that are characteristically linear.

Cell encoding is a special form of line encoding of areal data. Cells are
rectangular polygons and are usually square. Because of the regularity of the
shapes, and since they generally cover an entire scene, cells can be stored as
an array, rather than in a list. This form of encoding can permit an efficient
way of retrieving certain kinds of data since access is done through coordinate
referencing, i.e., indexing into the array, rather than searching through a list.

Grid structures include three encoding techniques:

1. Sequential. Data values are entered into cell after cell along rows
or columns.

2. Compact Sequential. Repeating data values are not stored for each
cell, but stored along with a length attribute.

3. Complete Coding. Each data value has a .locational vector associated
with it.

A third data storage structure type that is not always considered integral
to the geographic data base are data that are not necessarily geographically
oriented, but list oriented. Yet these data are so integrally related to the
processing of geographic data that they should not be separated from it. Most
systems manage these data in associated flat files. As previously mentioned,
these data could include statistical characterizations of a particular layer of
geographic data. Tables of aggregated statistical information that correspond
to features of interest to the user of the system form another integral part of
the geographic data base. These data types lend themselves to a DBMS data
organization more readily than the geographically oriented data. However, due
to their analytical nature, the data values fall in a continuum and are thereby
not easily retrieved using inverted lists, which function best in an environment
of discrete data values. A relational environment is more appropriate [16].

Data Management

We have seen, so far, that geographic systems are characterized by: (1) the
spatial orientation of the data, (2) the layered characteristics of the data,
(3) the potential volume of data, and (4) the variety of optimal data structures.
These characteristics create a few problems for the subsystem responsible for
the management of these data. Let us speak of data management in the CODASYL
sense [17]. That is to say, the data base management subsystem is aware of a
logical data structuring, and is responsible for the retrieval of these data in
a manner that assures data integrity and application programs that can remain
independent of data storage.

The retrieval demands of a CIS preclude the direct employment of a com-
mercially available DBMS. Retrieval functions include retrieval based on nomi-
nal data characteristics, coordinal data designation and relational techniques.
Furthermore, the analytical and continuous nature of certain data causes the
inverted list approach to the retrieval of the data to become inefficient. The
commercially available DBMS encounters other obstacles. Whereas spatial data
may be stored as a polygon, a structure that is not supported by commercial
DBMS's, the user may require the data in grid format requiring the DBMS to
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invoke a data base procedure called, say, point-in-polygon, which will convert
the irregularly shaped data into a grid cell matrix (responsive to the basic
design axiom), again not supported by available DBMS's. Furthermore, the user's
point of view may require a data resolution different from that available,
resulting in a complicated resampling of these data. The result of these inade-
quacies of commercially available systems in the development of various spatial
information systems has been the local implementation of data management systems.
Often features that make the CODASYL systems of value were lost, especially
program/data base physical storage independence. It should be re-emphasized
that, though commercially available systems fail to meet the data management
needs of a geographic system, the characteristics of such systems can be
designed into a spatial data management system.

Data Processing

The processing of spatial data quite often is analytical in nature and
generates new layers of spatial information that must be maintained by the data
base management subsystem. Data base growth, therefore, comes not only from
the specification and encoding of raw data types, but also from the processing
of encoded data. Whereas a data management system attempts to preserve data
base and application program independence, the nature of the application pro-
grams employed may affect the data supported in the data base.

Processing of spatial data falls logically into three steps: preprocessing,
processing, and post processing.

The intent of data preprocessing is not to extract information from the
encoded data, but to modify the data in such a manner as to make the extraction
of information more feasible or efficient.

Data preprocessing generally deals with such items as transforming raw data
into some standard coordinate referencing system like Universal Transverse Mer-
cator. This activity is termed geometric correction. A second preprocessing
activity might involve the analytical transformation of data. For example,
many forms of spatial data, in particular those measured using remote sensors,
are multivariate in nature. A principal component analysis of the data may
warrant a transformation to compress the data into fewer dimensions with axes
oriented in the direction of the principal components. In effect, a new layer
of data is produced.

Data processing of the spatial data pertains to the information extraction
process. This involves three basic operations:

1. Feature extraction in response to a user's query within a layer of
data, eg., a discriminant analysis to determine physical characteristics of
the data.

2. Feature extraction between layers of data; commonly this is accom-
plished through co-occurrence analysis or overlay processing; here layers of
data are "intersected" to determine geographic regions that satisfy a user
specified query that may be algebraic in nature.

3. Inference modeling; the information content of the data is used in
conjunction with a mathematical model to project changes that may occur, eg. ,
an ecological system over a period of time under a set of circumstances.

Data post-processing pertains to the aggregation of information extracted
in the data processing stage. Statistics are gathered into a format compatible
to some report or tabular display. Oftentimes the sequence of data processing
efforts (is an interactive one. The post-processing of the data may warrant
another processing approach to extract new or different forms of information.

Dissemination

Dissemination pertains to the delivery and maintenance of data and infor-
mation extracted from data to the users of the system. At a local level, data
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are disseminated to the users through some sort of hard or softcopy interface
in the form of a map or a report. That report may be generated as a response
to a query language interface with the system user. It may take the form of a
table, chart or graph. The standard vehicles designed to transport these data
would include a line printer, a table plotter, or a video terminal with associ-
ated hardcopy unit.

Dissemination of spatial data and information both begins and ends the
cycle of a geographic information system. The information extracted may be the
computation of a new layer of data which is in turn re-entered into the system
for further processing and analysis, or may be a final report describing the
results of data processing and analysis.

5. COMPUTER-BASED INFORMATION SYSTEM MODEL

The preceding discussion addressed the concept of a spatial information
system. The intent was to indicate the special features of such a system that
make the management of the data components unique through definition of the
variety of system components. An attempt was made to indicate the special data
management requirements that do not fit into the scope of commercially available
data base management systems. The contention was made, however, that a spatially
oriented data base can be managed through a general system that is designed espe-
cially for spatial data, and at the same time remain within the philosophical
structure of a DBMS as defined by the CODASYL Data Base Task Group [18]. The
following proposed model attempts to adhere to this philosophy.

The basic principle followed in the proposed model pertains to the inter-
face between user and data. The user will be allowed multiple views of the data,
independent of the physical storage of the data. For example, if Landsat data
'A' and aircraft data 'B' are to be processed, the user may specify:

GET A, B GRID RESOLUTION = hectare

indicating that each data set is retrieved in a grid format at a hectare size
resolution. Alternatively, the data labeled 'B' could have been polygonal data.
The same request would have necessitated the employment of a polygon to grid
algorithm. The user sees grid data of similar resolution, even though the
storage of these data are not necessarily grid in structure nor similar in
resolution. Structurally, (see Figure 2) the system is a Data Base Management
System with the addition of a user/system interface through a batch or Inter-
active Processing Language (IPL). Each element will be examined more closely.

Data Storage Management

Geographic data are distinguished, as mentioned previously, by the methods
employed to retrieve the data. This in turn is reflected in the data's physical
storage structure. The data base manager is responsible for those storage struc-
tures. It is informed of the particular structures and data sets active in the
data base through the data definition created by a data base administrator
through the data definition language (DDL).

Data Base Manager (DBM)

The data base manager is a set of software programs that interfaces between
a user or program request for data and the physical representation of those data
in storage. This software needs to be aware not only of the data sets that com-
prise the data base but also of the permissible methods of retrieval. For exam-
ple, a user may not request signatures to be retrieved in polygonal format, though
he may retrieve polygonal data in grid format. The DBM passes the user request
for data and invokes format service routines (FSR's) available to establish a
working data set which will be processed by the application programs. The DBM
learns the data structure through the data definition language (DDL) and communi-
cates with the processing system through the data manipulation language (DML).

1133



The Data Definition Language (DDL)

Before a data base is created, the administrator of the data is responsible
for determining what data types will be employed. Joined with this responsi-
bility is the need to establish the physical storage characteristics permitted
for each data type, the permissible retrieval mechanisms, and whatever logical
linkages may occur between data types. The definition of a data type must here
be distinguished from the occurrence of a data type. The administrator does not
load the data base, at this point, with real data, but defines the types of data
that are permitted in the data base. These data definitions are then communi-
cated to the data base manager using a data definition language. A data defini-
tion would include as a minimum: (1) the data type name, (2) the physical stor-
age specification, (3) permitted linkages between other data types, and (4) per-
mitted retrieval formats. The data base manager would invoke a data definition
generator which would construct internal tables designating the permissible data
types and structures.

Data Manipulation Language (DML)

Interaction between application programs and the data base is through a
data manipulation language that is interpreted by the data base manager. Typi-
cally, a DML would consist of five or six verbs hosted in another language
through subroutine calls. DML verbs could include, the following (or their
equivalents):

STORE -- which would create the occurrence of a data type,
i.e., load the data base

GET --to retrieve data

FIND -- to locate data

MODIFY --to alter data

DELETE --to remove data

Each verb would in turn be modified appropriately to supply the data base mana-
ger with sufficient information for successful data interface. For example, a
prototype GET command may consist of:

GET dataset(s) mode in-location modifiers

where one or more data sets would be retrieved in grid, polygonal, or list mode
and stored at "in-location" as modified by "modifiers" (eg., resolution, region).

Data Processor

Five basic needs arise: (1) a grid data processor, (2) a linear data pro-
cessor, (3) a signature processor, (4) list data processors, and (5) data dis-
play mechanisms, eg., graphics. This paper does not address engineering of
these needs. The significant point to be stressed is that the data set pro-
cessed will be that set termed the "active data set" and prepared to satisfy
the current user's view of the data in the data base.

The User

The processing system and user interface through batch-mode operation or
interactively through an interactive processing language (IPL). This is to say
that the typical user is not a programmer, hence the user is supplied with a
very high-level language interface. The supplied vocabulary depends, of course,
on the processing functions available in the system.

1134



6. CONCLUSION

A geographic information system is viewed as an organizational resource
that serves more than one user. However, not every user's view of the data is
the same. In order to support multiple views of the same data, the data base
manager is provided as the data/program/user interface. The same skeleton sys-
tem and supportive software can be supplied to any user employing geographically
oriented data. Specific modules can then be developed to resolve the needs of
the particular application. Those modules, being data storage independent, need
not concern themselves with data base formats. This design provides the follow-
ing advantages:

- Permits multiple views of the data

- Separates data from data processing functions

- Provides integrated collection of data

- Provides centralized and efficient control of data

- Provides independent management of data security, quality,
and integrity

- Minimizes duplication of data

- Automates data filing efforts

- Provides high-level interface for a wide variety of users

Most importantly, a generalized approach to the definition and design of a geo-
graphic information system can provide a tool adaptable to different users and
different applications.

ACKNOWLEDGEMENTS

The author would like to acknowledge William Malila of ERIM, Professor
Waldo Tobler, Professor Richard Phillips, Professor Alan Merten of The University
of Michigan, and Ronald Shelton of Michigan State University, for their advice
and assistance in researching this paper.

REFERENCES

1. Steiner, Dieter, and A. Salerno, Manual of Remote Sensing, "Remote Sensor
Data Systems, Processing and Management", Chapter 12, Vol. 1, 1975, p. 611.

2. A Buyer's Guide to Data Base Management Systems, Data Pro Research Corpora-
tion, 1975.

3. Philips, Richard L., "A Query Language for a Network Data Base with Graphi-
cal Entities", CICE Department, The University of Michigan, 1977.

4. Analysis of Computer Support Systems for Multi-Functional Planning, Report
III, Management Sciences Staff, Forest Service, USDA, June 1976.

5. Anuta, Paul E., Computer-Aided Analysis Techniques for Remote Sensing Data
Interpretation, LARS Information Note 100675, Purdue University, 1975.

6. Zobrist, Albert L., Elements of an Image-Based Information System, Jet Pro-
pulsion Laboratory, Pasadena, California, 1976.

7. Fry, James P. and Edgar H. Sibley, "Evolution of Data-Base Management Sys-
tems", Computing Surveys, Vol. 8, No. 1, March 1976.

1135



ORIGINAL PAGE IS
OF POOR QUALITY.

8. Adapted from: Tomlinson, R. F., Geographical Data Handling, Second Sym-
posium on Geographical Information Systems, Ottawa, Canada, August 1972.

9. Information/Data Handling: A Guidebook for Development of State Programs,
U.S. Department of the Interior, July 1975.

10. Istvan, L. B., Land Use Interpretation from Aerial Photography for Input to
the Section 208 Water Quality Management Program of the Toledo Metropolitan
Area Council of Governments, ERIM, February 1976,

11. Deuker, K. J., "A Framework for Encoding Spatial Data", Geographical Analy-
sis, Vol. 4 (1972), pp. 98-105.

12. Warntz, W. , The Redbook, Harvard University Press, Cambridge, Massachusetts,
1971.

13. Cooke, Maxfield, The Dime Encoding System, Bureau of the Census, Washington,
D.C., Census Use Study Report 4, 1967.

14. Chrisman, Nicholas, Cartographic Data Structures Panel, Proceedings of the
International Conference on Automation in Cartography, "Auto-Carto I",
Reston, Virginia, December 9-12, 1974, pp. 165-177.

15. Philips, R. L. , "Computer Graphics in Urban and'Environmental Systems",
Proceedings of the IEEE, Vol. 62, No. 4, April 1974, pp. 437-452.

16. Chamberlin, Donald D., "Relational Data-Base Management Systems", Computing
Surveys, Vol. 8, No. 1, March 1976.

17. Taylor, Robert W. and Randall L. Frank, CODASYL Data-Base Management Systems,
Computing Surveys, Vol. 8, No. 1, March 1976.

18. CODASYL Data Base Task Group, ACM, New York, April 1971 report.

Data Base K

Acquisition

i

\

Data
Specification

Data
Management

>

Processing

FIGURE 1 SCHEMATIC REPRESENTATION OF THE RELATIONSHIPS BETWEEN
COMPONENTS OF AN INFORMATION SYSTEM FIGURE 2. A CIS DESIGN MODEL

1136



N78-14561

INTEGRATION OF REMOTE SENSING AND

SURFACE GEOPHYSICS IN THE DETECTION OF FAULTS

P.L. Jackson
R.A. Shuchman
H. Wagner

Environmental Research Institute of Michigan
Ann Arbor, Michigan

F. Ruskey

Denver Mining Research Center
U.S. Bureau of Mines
Denver, Colorado

ABSTRACT

Possible faults indicated by remote sensing can be
quickly confirmed by resistivity surveys. Anomalous
resistivity values occur within the fault crush zone.
In a sedimentary region in Rio Blanca County, north-
west Colorado, a fault zone was inferred from LANDSAT
imagery. Subsequent resistivity surveys indicated
substantial resistivity highs associated with the
faults. Seismic data and the drilling of an
observation well confirmed the main fault.

1. INTRODUCTION

Remote sensing was included in a comprehensive investigation of the use of
geophysical techniques to aid in underground mine placement. The primary
objective was to detect faults and slumping, features which, due to structural
weakness and excess water, cause construction difficulties and safety hazards
in mine construction.

Preliminary geologic reconnaissance was performed on a potential site for
an underground oil shale mine in the Piceance Creek Basin of Colorado. LANDSAT
data, black and white aerial photography and 3-cm radar imagery were obtained.
LANDSAT data were primarily used in optical imagery and digital tape forms, both
of which were analyzed and enhanced by computer techniques. The aerial photo-
graphy and radar data offered supplemental information.

Surface linears in the test area were located and mapped principally from
LANDSAT data. A specific, relatively wide, linear pointed directly toward the
test site, but did not extend into it. Density slicing, ratioing, and edge
enhancement of the LANDSAT data all indicated the existence of this linear.
Radar imagery marginally confirmed the linear, while aerial photography did not
confirm it.

A resistivity mapping survey through the test site and perpendicular to the
remotely sensed linear indicated a substantial resistivity anomaly (high) across
an extension of the linear. A parallel resistivity survey line confirmed that
the anomaly was aligned with the linear. Resistivity differences between fault
zones and their environs are due to the comparatively high moisture content with-
in the zone to produce a resistivity low, and, either calcification or drainage
of moisture (leaving comparatively large interstices) to produce a resistivity
high.
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The existence of the faults were further confirmed by a refraction seismic
survey, and by drilling an observation well in which rubble was found, indicating
a fault crush zone.

2. GEOLOGIC SETTING OF TEST SITE

The area of concentration for this study is Igcated in Fault Draw, a sub-
tributary valley of Ryan Gulch at approximately 39 55' north latitude and 108
20' west longitude (section 6, R 97W, T 2S). Ryan Gulch is situated in the
north-central part of the Piceance Creek Basin, Rio Blanco County, Colorado.
Fault Draw is important, for here the U. S. Bureau of Mines initiated a test
drilling to determine the feasibility of an underground oil shale mining
operation. Figure 1 is a topographic map of the test site area.

Structurally, the test site lies about 15 kilometers from the center of a
domal uplift where commercial gas fields are found. The arcuate shape of
Piceance Creek indicates that it is a consequent stream to this domal uplift. A
graben and its associated topographical expression (Dudley Bluffs) extends at
least 25 km from Collins Gulch in the domal uplift to Yellow Creek, which is
about 9 km west-northwest of the test site. As this extensive structural
feature passes closely by or encompasses the test site, which is also close to
the large domal uplift, other structural features such as tension faulting would
be plausible in this region.

Bedrock exposed at the Fault Draw/Ryan Gulch area is yellow-brown sandstone
of the Uinta Formation. It can be seen along the valley walls and especially at
the junction of the two valleys. Near the mouth of Fault Draw along the north-
western wall of Ryan Gulch are the best exposures, where visible evidence of the
Dudley graben can be found. Running across Ryan Gulch and bordering near the
mouth of Fault Draw are two normal faults which form the graben. Within the
sandstone outcrop northeast of the mouth of Fault Draw can be seen a white
segment of calcite, presumably filling the southern member of the pair of faults.
The vertical displacement of the graben is approximately 50 feet.

Extensive jointing, characteristic of the Uinta Formation throughout the
basin, results in poor resistance to weathering, and makes the formation one of
the principal aquifers of the area. Random outcrops of bedrock core appear
through the unconsolidated materials which blanket and shape the rolling hills.

3. REMOTE SENSING DATA

Three types of remote sensing data were used in the study: black and white
aerial photography, X-band synthetic aperture radar (SAR) imagery, and four-
channel MSS LANDSAT data. These three types of imagery are available to the
public at nominal cost and with little delay. Particularly with the more
sophisticated LANDSAT and SAR data, an array of interpretive techniques can be
used. These techniques range from simply viewing and interpreting a single
image to that of complexly performing computer analysis using statistical and
other comparisons of several images. In this study several computer analysis
techniques were used on the imagery.

The LANDSAT data was the primary source of finding unmapped linears.
Aerial photography and imaging radar data provided supplemental information.
The four channels of LANDSAT data are shown in Figure 2.

An alternative format of LANDSAT data is computer compatible tape, which
can be exploited on the computer. Computer analysis involved level slicing
single and two-channel ratio images to attempt to determine whether any
structural or lithological information could be obtained about fault systems in
the area. The image, a "graymap", is composed of selected symbols on a computer
printout. The computer analysis was performed on the University of Michigan
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AMDAHL computer using a Department of Natural Resources LIGMALs program. The
black and white stereo aerial photography with a scale of 1:60,000 is shown in
Figure 3. Piceance Creek and Ryan Gulch form the partially cut off "A" in the
lower right-hand corner of the image. The cross of the "A" is a portion of a
long linear composed of Dudley Bluffs and associated graben which is oriented
approximately N25E. Aerial photography provided supplemental data in the form
of topographic, vegetation and stream pattern information.

Side looking radar imagery was also utilized in the study. The synthetic
aperture radar (SAR) imagery was obtained with a wavelength of 3 cm (X-band)
radar (Brown and Porcello, 1969). The imagery was provided courtesy of the
Strategic Air Command, and is available from Goodyear Aerospace Corporation,
Litchfield, Arizona.

4. INTERPRETATION OF REMOTE SENSING

Several linear features are interpreted as faults which geologic maps of
the area confirm. There are some structures noted on the imagery as suspected
faults which have not been mapped on the geologic maps. Trexler (1974) mapped
anticlincal and synclincal folds and faults throughout the Piceance Basin using
photographic interpretive techniques on single channel LANDSAT images.

Stereo photographs (Fig. 3) confirm some but not all of the geologic
structures discerned on LANDSAT. Near the test site, Dudley Bluffs with its
associated fault zone are clearly visible on both LANDSAT and aerial photography.
However, the aerial photography only indicates a single fault feature - Dudley
graben. A more dense band of vegetation at the known location of the graben
appears to be a result of the zone of brecciation and consequent moisture within
the graben.

Figure 4 is a 5/7 ratio processed graymap produced by point-by-point
ratioing of LANDSAT Band 5 by Band 7. The "A" (without the cross) in the upper
portion of the figure is the intersection of Ryan Gulch and Piceance Creek.
The ratioing process performed in this image tends to suppress variation in
illumination due to topography and viewing angle. For example, Dudley Bluffs
and graben (the cross of the "A") is suppressed in this figure. Thus, differences
in this image can be attributed to variations in the composition (i.e.,
lithography, mineralogy, moisture, vegetation) rather than the topography. The
5/7 image clearly delineates the alluvial deposits (chiefly silt, sand, and
gravel) from the surrounding green river bedrock (gray and yellow-brown marl-
stone, siltstone, sandstone and tuff).

In the middle of the upper portion of Figure 4, above the Ryan Gulch -
Piceance Creek intersection, a bright linear about 1/8 inch in width can be
seen. The extension of this linear extends directly through the test site.
This is the linear which aligned with the resistivity anomaly, and an observation
well at Fault Draw which indicated faulting. This extension into Fault Draw is
termed Burdick's Fault. Aligned with this linear, but not extending as far
south as shown on LANDSAT imagery, are a series of three faults shown by
Welder (1971).

It is this linear which demonstrates the utility of commencing reconnais-
sance with the easily available, inexpensive remote sensing data. This linear
is not associated with topography, and therefore had been previously overlooked
as a possible fault zone.

Figure 5 is a channel 5 density sliced image that is intended to show a
series of linears in close proximity to the test site. Linear A appears to be
the same linear enhanced on the 5/7 ratio image previously shown.

The final sets of results are edge enhanced images of LANDSAT band 5 and
the 3 cm SAR data. The image enhancer is a spatial data color enhancer loaned
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to ERIM by Spatial Data Corporation of Goleta, California. An edge enhancement
mode that accents subtle density differences was used for this study. Through
edge enhancement a series of linears were displayed that run northeast-southwest
through Piceance Dome into the test site. These linears were not indicated on .
geologic maps of the area. Linears in other directions were also displayed.

Figure 6 shows the normal Band 5 LANDSAT image, along with the resulting
edge enhanced image of the test site. The linear aligned with the resistivity
anomaly through the test site is evident on both images.

In Figure 6, note the clear indication of a linear aligned with Ryan Gulch
extending northeast toward the White River uplift. Although outside our test
area, this long, persistent linear concerns the test area. If this linear were
subsequently proven to be a fault through further geologic or geophysical
investigation, it would indicate more structural activity than previously
thought to be the case within the test region. Also, the straight portion of
Ryan Gulch might be fault controlled. This northeast linear is also present on
the four LANDSAT channels shown in Figure 2. Figure 7 is a SAR image of the
test site area which does not indicate this linear.

5. GEOPHYSICAL CONFIRMATION

Because a fault crush zone consists of broken particulate matter, it usually
possesses a different resistivity than the surrounding country rock. Resistivity
highs are produced by crystallization or calcification due to fluid transport
within the fault, or by relatively large particles which do not retain water.
Resistivity lows are produced by the retention of water by relatively small
particles within the fault zone.

Mapping resistivity surveys across a suspected fault can be used to confirm
the existence of a fault. An economical and timely method of resistivity mapping
is that of taking successive measurements along a baseline using a Wenner array
(Parasnis, 1966). This simple configuration consists of four in-line electrodes
equally spaced. The two current electrodes are at the ends of the line, the
two voltage electrodes near the center. Under conditions of constant current
input through the current electrodes, the voltage difference between the
voltage electrodes indicates the apparent resistance of the earth under the
electrodes. The effective depth of measurement is proportional to the spacing
of the electrodes. If the array of electrodes is moved with successive
measurements along a line crossing a resistivity anomaly, a plot will indicate
the location of the anomaly.

At our test site resistivity was mapped across the area which the extension
of the remotely sensed linear indicated. Fifty foot electrode spacing was used.
A substantial resistivity high was found. Resistivity was then mapped 400 meters
away on a line parallel to the first line, and another substantial resistivity
high was again found. The two resistivity highs aligned with the remote sensed
linear.

Figure 8 is a photograph of the test site showing the placement of the
resistivity survey lines. The dashed line represents the location of the
inferred fault. Figure 9 shows the resistivity profiles of the two lines. The
first had an anomalous, apparent resistivity high of 750 ohm meters, the second
of 1600 ohm meters. The average resistivity in this region is approximately
100 ohm meters. In Figure 9 the two lines showing the substantial resistivity
high were on elevations away from the alluvium of the draw. Two more lines,
between the outer two, are on alluvium, and show modes rises when crossing the
fault.

The fault was fully confirmed by drilling, and later by a seismic survey
with 20-foot spaced geophone arrays.
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6. DISCUSSION

One of the major geological uses of remote sensing has been the mapping
of previously unknown linears. Both LANDSAT and synthetic aperture radar
imagery have proven very useful in such mapping. In many cases these linears
turn out to be faults.

These faults can be confirmed by surface geophysical measurements, one of
the most economical and timely being resistivity. Several advantages of
resistivity surveys are:

1. Instrumentation is simple and comparatively inexpensive.
2. Minimal skill is required of a small crew.
3. Data can be gathered under any noise condition, such as

heavy machinery.
4. Immediate reduction of the data enables one to search out

the geometry of the anomaly during the data gathering
phase.

5. The data, although not uniquely interpretable, are in a
straightforward form that is easily and clearly under-
stood by the non-geophysicist.

Although the experiment conducted here was for mine placement, the
confirmation of faults by resistivity can aid in solving other problems. For
example, in searching for underground water sources in arid and semi-arid
regions. In these regions sources of water are often fault controlled. A
relatively inexpensive resistivity mapping survey would greatly improve the
confidence that water might be found before commencement of expensive drilling.

Depending upon the cost of the operation to be performed--whether mine
placement, water drilling, mineral exploration, etc.--other surface measurement
techniques such as seismics can be used for further confirmation of the
existence of faults.
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EVALUATION OF ALGORITHMS FOR GEOLOGICAL THERMAL-INERTIA MAPPING

S. H. Miller and Kenneth Watson

U.S. Geological Survey, Denver, Colorado

ABSTRACT

The errors incurred in producing a thermal-inertia map are of three general
types: measurement, analysis, and model simplification. To emphasize the geo-
physical relevance of these errors, we express them in terms of uncertainty in
thermal inertia and compare these uncertainties with the thermal-inertia values
of geologic materials. Thus the applications and practical limitations of the
technique are illustrated.

All errors are calculated using the parameter values appropriate to a site
at the Raft River, Id. Although these error values serve to illustrate the mag-
nitudes that can be expected from the three general types of errors, extrapola-
tion to other sites should be done using parameter values particular to the
area.

Measurement errors introduced by multispectral scanning systems commonly
range from a noise-equivalent-temperature difference (NEAT) of O.IK for air-
craft systems to IK for satellite systems. The resulting uncertainties in
thermal inertia range from 15 TIU (thermal-inertia unit)* to 150 TIU.

Three surface temperature algorithms were evaluated: linear Fourier
series, finite difference, and Laplace transform. In terms of resulting errors
in thermal inertia, the Laplace-transform method is the most accurate (260 TIU),
the forward finite-difference method is intermediate (300 TIU), and the linear
Fourier series method the least accurate (460 TIU). However, the two more
exact methods require more computer time, and both lack the ability of the
Fourier-series algorithm to illustrate the physical significance of individual
terms. By comparing the errors with the range of thermal inertias of geologic
materials, it is possible to select the most cost/effective algorithm for a
particular application.

Model simplification errors result from three sources: transient effects,
topography, and surface coating effects. Fo^ example, flux of 35 watts/m2

(equivalent to a water evaporation rate of 1.2 mm/day) would produce a thermal-
inertia error of about 200 TIU. If no topographic corrections are made, a 10°
southwestern slope causes an error in thermal inertia of about 350 TIU. A
hematite surface coating one centimeter thick on a rock will produce an error
of approximately 200 TIU, whereas a one-millimeter layer thickness will have a
negligible effect (25 TIU).

The total system errors in thermal inertia are placed in geologic context
by noting the separation in thermal-inertia values for various geologic mate-
rials. For example, the thermal-inertia separation between limestones and
dolomites is typically 1200 TIU. The error analysis technique indicates that
thermal-inertia discrimination should be possible between black shale and gabbro
(separation of approximately 450 TIU); discrimination between these two mate-
rials was not possible using Landsat spectral-reflectance data.

Errors in thermal inertia can be translated into errors in bulk density
and moisture content. Thermal-inertia mapping from aircraft (NEAT = O.IK) has
an accuracy of about 1% in bulk density or equivalently, a sensitivity of 0.3/5
in water content. From satellite (NEAT = IK) these accuracies are 9J6 and 3%
respectively.

A practical evaluation of the error analysis is demonstrated for aircraft
data acquired at Raft River, Id. We cannot discriminate the tuff from the al-
luvium, having a lower thermal inertia, and the lava, having a higher thermal

TIU = 1 watt • secVmVK
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inertia, without a topographic correction, but we can discriminate the lava
flows from the alluvium.

1. INTRODUCTION

Thermal-inertia mapping is a recently developed technique that allows dis-
crimination among geologic materials [1], [2], [3], [A], [5], [6]. The purpose
of this paper is to discuss the types and magnitudes of errors encountered in
applying this technique and to express these errors in a geologically meaning-
ful way. The errors are of three major types: measurement errors, analysis
errors, and model simplification and assumption errors. The major focus of
this paper is to develop a procedure to select an algorithm which is appropri-
ate to the geologic application and which minimizes computer time.

In addition to presenting the mathematical basis for the three algorithms,
we provide a numerical evaluation with respect to an exact solution. Estimates
of the errors due to measurement and model simplification are combined with the
analysis errors, and all errors are expressed as uncertainties in thermal
inertia. These combined errors are compared to the thermal-inertia values
determined for some selected geologic situations. As an illustration of the
analysis technique, the Fourier-series algorithm is applied to the construction
of a thermal-inertia map of an area in the Raft River, Id.

2. MATHEMATICAL BASIS

Thermal inertia is a physical property of geologic materials, and its value
can be determined by measurements of the diurnal variation of surface tempera-
ture and the albedo of the surface. A physical model for the surface tempera-
ture variation is therefore required.

We assume one-dimensional, periodic heating of a uniform half space of
constant thermal properties. The ground temperature obeys the diffusion
equation:

. 32 v(x.t) .. 3 v(x,t) , .
sxz at

where v(x,t) is the ground temperature at a distance x below the surface and
a time t, and K is the thermal diffusivity.

To solve this equation for the surface temperature, we require a form of
the solution appropriate to the diffusion equation and the boundary condition,
which assumes conservation of energy over the diurnal cycle. Before looking at
possible forms of the solution, we need to investigate the boundary condition.

If we assume a heat-balance condition exists at the surface, then the
incoming heat fluxes—the incident solar radiation (I), the sky radiation (S),
and the geothermal heat flux (Q)—must balance the outgoing fluxes—the con-
vective flux (C), the evaporative flux (E), and the ground reradiation flux (R).
The resulting expression of the heat flux at the surface is:

., 3 v(x,t)
3X " x=0

- I + S + Q - C - E - R (2)

where K is the conductivity of the material. The convective and evaporative
fluxes are included in equation 2 for completeness; however those terms will be
handled only qualitatively in this paper.

The parameter of interest, the surface temperature, is present in equation
2 in the heat-conduction term (the left hand side of equation 2) and in the
ground-reradiation term (R). Equation 2 is rewritten to display the surface
temperature:
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-K 3x + a(t) + Q (3)

x = 0

where e is the mean emissivity of the ground, a is the Stefan-Boltzmann con-
stant, a(t) is a term combining the time-dependent solar flux and sky radiation
flux and thus includes the surface albedo and emissivity, and Q Is the gee-
thermal heat flux. This expression must be satisfied for any equational form
of v(x,t) chosen for the solution to the diffusion equation. The nonlinear
form of this boundary condition prevents a direct analytical solution of the
diffusion equation. An exact numerical solution can be calculated [7]; however,
the complexity, the difficulty of illustrating the physical significance of
terms, and the computer costs all provide incentive for investigating less
exact algorithms.

One method of handling the nonlinear boundary condition is to linearize
it and to express the solution to this condition in an exact form as an infi-
nite Fourier series. The linearization is achieved by performing a Taylor-series
expansion of the surface temperature around the sky temperature and discarding
quadratic and higher order terms. This solution has been discussed in detail
by Watson [l],flnd the form of this solution is:

where

v(0,t) =

s = 4EaTsky

r =

2rr_
CO

6 = tann
•I/ ry/n~ \

\ s + r Vnl

SoC
cosCnut - E - 6 )n n

n=0 \(s+rJn)2 + (rJiT)2
(H)

and T , is the sky temperature,. A is the ground albedo, C is an effectives Ky
atmospheric-transmission factor, Sp is the solar constant, Q is the geothermal
heat flux, A and e are the amplitude and phase of the nth harmonic of the

insolation, and P is the thermal inertia.

Another method of solving the diffusion equation is to use the exact, non-
linear boundary condition and to apply a finite-difference iterative technique
[9]. This solution assumes the form:

V - 2-V +m+l,n m,n
. (Ax)2

m-1,n At (V - V )m,n+l m,n (5)

where V is the ground temperature at a time, nAt, and distance from the sur-rn j n
face, mAx; Ax and At are small increments in distance and time; and K is the
diffusivity.

The forward finite-difference method requires an initial solution and pro-
pagates this solution forward in time. To insure continuity at the boundary,
the heat-balance boundary condition must be satisfied. The boundary condition
for the forward finite-difference solution is expressed as:

0,n+l

where K is the conductivity and f is the flux (eq. 2).

(6)
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Numerical stability and convergence put constraints on the size of the
time and distance increments. To insure these errors do not grow, the stabil-
ity condition

0.5 (7)
(At)2

must be met [9] .

The third method of solving the diffusion equation is to use the nonlinear
boundary condition and to apply Jaeger's method of Laplace transforms [7]. This
method has the advantage that it directly yields the surface temperature with-
out requiring an estimate of the temperatures at depths. However, the solution
also must be iterated due to its nonlinear form:

Fn \fc L Vs *n-s+l n-1.2...., m

where F is the average flux into the ground in the nth time interval; P is the

thermal inertia; T is the period of the heating flux; v is the average surface
S

temperature in the sth time interval; and the 4>'s are a set of numerical coef-
ficients determined solely by m, the total number of intervals in T. A detailed
description of this method can be found in Jaeger [7] for the periodic heating
of a half space, and the method was extended by Watson [8] to the heating of a
layer over a half space.

3. ANALYSIS ERRORS

The previous section presents the mathematical basis for the three algo-
rithms used to compute the diurnal surface temperatures (eq. 4, 5, 8). In this
section, we numerically compare the errors by expressing the temperature dif-
ferences as equivalent differences in thermal inertia. The difficulty in per-
ceiving the physical significance of terms and the amount of computer time
required for each algorithm are also discussed.

The evaluation of the algorithms in terms of uncertainties in thermal
inertia is performed in two steps. The first is to compare the three algorithms
with each other by approximating the incident solar flux as a sinusoidal half
wave. The second step is to compare the most exact algorithm—the Laplace
transform—with an exact theoretical solution—a pure sinusoid flux. This
establishes the relationships of the three methods to the exact solution. The
resulting errors in thermal inertia for each of the algorithms compared to the
exact solution are:

Laplace-transform Algorithm 260 TIU
Finite-difference Algorithm 300 TIU
Fourier-series Algorithm 160 TIU

Table 1 gives the list of parameter values used to make the above comparison.

The relative ordering of the algorithms with respect to accuracy is as
expected: the Laplace-transform algorithm, which is an implicit relationship
between surface temperature and surface flux, is the most accurate; next the
finite-difference solution; and lastly the Fourier-series algorithm, which
linearizes the radiation-transfer terms. The magnitude of the errors can be
made more geologically meaningful by noting that soils typically have thermal
inertias in the range of 500 to 2000 TIU and that rocks typically have a range
of thermal inertias of 2000 to 4000 TIU. (A more detailed discussion of the
thermal inertias of geologic materials is presented in the discrimination of
geologic materials section.)

An important consideration in the cost/effectiveness of thermal-inertia
mapping is the computer time required to solve the various algorithms. In the
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above comparison, the finite-difference and the Laplace-transform algorithms
were both iterated until a day/night surface-temperature difference of less
than one degree was achieved between iterations . The Fourier-series algorithm
requires the computation of a series summation but requires no iteration. The
Laplace-transform algorithm requires twice as many iterations as does the
finite-difference algorithm. The actual number of iterations depends upon the
complexity of the boundary condition and the accuracy desired. Thus the rela-
tive ranking of the algorithms in increasing order of required computer time
is the Fourier series, the finite difference, and the Laplace transform.

Another consideration in performing thermal-inertia mapping is the need to
be able to see the relationship between various parameters and surface tempera-
ture. From a knowledge of such relationships, the importance of various para-
meters on the calculation of thermal inertia is seen. Only the Fourier-series
solution (eq. 4) allows this awareness. For example, the form of the solution
suggests a mean temperature level that is modulated by the amplitude and phase
of the harmonic term. We can recognize that changes in the geothermal heat
flux or changes in the emissivity will produce a shift in the diurnal tempera-
ture curves; changes in the albedo will result in changes in both the mean level
and the amplitude of the diurnal temperature. Thus a day/night temperature
difference, which is a measure of this amplitude, does not contain, to first
order, the effects of sky temperature, geothermal flux, or the zero-order term
of the insolation. A recognition of these and similar relationships led to
Watson [1] developing methods for both thermal inertia-mapping and geothermal
heat-flux mapping.

Table 2 summarizes the results of this section.

4. TOTAL SYSTEM ERRORS

Measurement errors introduced by the multispectral scanning system impose
a fundamental instrumental limitation on thermal-inertia mapping. These errors
are the result of a combination of factors, including the noise limit of the
detector, amplifiers, tape recorder, and, for a satellite system, down-link
telemetry. These errors are commonly expressed as noise-equivalent-temperature
differences (NEAT). For an aircraft system, a typical value for a state-of-the
art system is O.IK. A IK NEAT is representative of a satellite system such as
Nimbus III and IV; the HCMM (Heat Capacity Mapping Mission) satellite system
may have a slightly lower NEAT. These values of uncertainty in temperature
convert to approximately 15 TIU for the aircraft and 150 TIU for a satellite.
These resultant errors are in addition to the errors introduced by the mapping
technique and represent a fundamental limitation inherent to the technique.

An error common to mapping data with both aircraft and satellite is that
produced in the process of registering images acquired at different times.
Because of changes in the vehicle path and scanner orientation (pitch, yaw, and
roll), a point on the ground will not have the same image coordinates at two
acquisition times. Daytime Images acquired at the same time are automatically
registered with each other and are geometrically identical. These "matched"
images are called image-pairs. The registration is performed by selecting
reference features on a master image-pair and subsequently identifying those
features on the remaining "distorted" image-pairs and on the nightime thermal
images. Reference features identified on both the master reflectance image and
the master thermal image must be Identified on the "distorted" nighttime
thermal images but may be located on either the reflectance or the thermal image
of "distorted" daytime image-pairs. The choice depends upon whether the appear-
ance of the feature Is governed by topography, thermal inertia, or" reflectance.
These reference features are then used as input to a triangular interpolation
algorithm.

The errors due to misregistration are of two types. The first is a mis-
registration of an image-pair to the master image-pair. This misregistration
results in an association of incorrect albedos and/or Incorrect temperature-
difference computation—both of which result in an inaccurate calculation of
thermal inertia.
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The second type of e? ' is a misregistration of a calculated thermal
inertia to a topographic r. . This error is an inaccuracy in the assignment of
a thermal inertia to a particular geographical point. We have not estimated
the magnitude of these errors; however, we have qualitatively examined them.

Misregistration of either type results from one of two conditions: the
spatial frequency of the misregistration is higher than the spacing of the re-
ference features or the image features are not discernible enough to select
suitable reference points, The first of these conditions—the rapidly varying
scene—is correctable by choosing more frequent reference points, and the re-
sulting errors in thermal inertia can be minimized. The additional points do
impose a significantly higher computer time. The second condition—low scene
contrast—is common especially in nighttime imagery. In such situations the
best estimate of the location of a reference feature on an image-pair is made
by scaling the distance from other identifiable features. In this case, the
resulting registration may be geometrically inaccurate but numerically equiva-
lent due to the resulting low contrast image, which will not exhibit much vari-
ation in temperature and/or reflectance values. Thus, these errors produced
in computing or assigning thermal inertia are small. The edge effects that may
be produced by identifying features by scaling can be reduced by spatial fil-
tering.

In addition to the measurement errors, another important source of error
in thermal-inertia mapping results from simplifications introduced by a par-
ticular model. These simplifications include the exclusion of transient fluxes,
topography, and/or surface-coating effects.

Transient effects are thos'e resulting from such conditions as cloudiness,
windiness, or ground moisture. Effects of this type can be viewed as a flux
perturbation on the periodic solution [11]. To illustrate this situation, we
consider a heat-flux perturbation of 35 watts/m2. The magnitude of this per-
turbation is equal to 2.5% of the solar constant, or an equivalent change_in
sky temperature of 10°K, or the effect of an evaporation rate of 1. it x 10 6

m/sec (1.2 mm/day). The transient-effect calculation was made by varying the
duration of the perturbation and noting the resulting change in surface tem-
perature at a later time. A graph expressing the resulting errors in thermal
inertia is presented in figure 1. The maximum error introduced by this per-
turbing flux is approximately 200 TIU.

Correctable topographic effects require an assumption as to the scattering
law for the sloping surface and the need to neglect reradiation between adja-
cent surfaces. We shall assume that the surfaces are Lambert reflectors, and
thus the local solar flux is proportional to the cosine of the angle between
the surface normal and the solar radiation. In that case, an east or west
slope to the surface causes a phase shift in the diurnal temperature curves,
and a north or south slope to the surface produces a change in amplitude of the
diurnal curves. A surface oriented in any other direction produces a combina-
tion of phase shift and amplitude changes. Both changes result in erroneous
day/night temperature differences. Similarly, slope and surface orientation
affect the reflectivity and can cause erroneous determinations of albedo. Both
temperature and albedo errors contribute to an incorrect determination of
thermal inertia. The magnitude of this error (using the Raft River parameter
values) for a 10° slope facing southwest is approximately 350 TIU with the max-
imum error in thermal inertia occurring for a southwestern facing surface (fig-
ure 2) .

Surface coa'ings change both the surface reflectivity and the diurnal tem-
perature; hence they affect the apparent thermal inertia of geologic materials.
We examined the thermal effect of a hematite coating over a half space, having
the average thermal inertia of igneous rocks. Figure 3 shows the implied
change in equivalent thermal inertia for various thicknesses of this layer [8].
For example a hematite layer of 10 millimeters will produce a change in thermal
inertia of approximately 200 TIU. If the layer th Imess is less than 1 milli-
meter, the coating is transparent in terms of then .-inertia mapping but will
be observable as an albedo difference.
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Of the three simplification effects described, only the topography cor-
rection is at a stage of development to be incorporated into the thermal-
inertia mapping. The local variations in the surface staining, vegetation
cover, and surface roughness occur at a\scale which precludes detailed modeling
because that would require detailed knowledge of these effects at every point
in the test site. We consider these types of effects occurring at a local
scale irreducible for any practical use of remote-sensing techniques. Similar-
ly, topographic effects in localized areas due to departure from Lambert emis-
sion, reradiation between adjacent surfaces, or shadowing effects are also
probably in the same category.

5. DISCRIMINATION OP GEOLOGIC MATERIALS

In the previous sections, the types and magnitudes of errors encountered
in performing thermal-inertia mapping were discussed. Now these errors are
placed in geologic context and thereby provide criteria for evaluating the en-
tire procedure. Thus the selection of modeling algorithm and data-collection
procedure can be examined in the light of a particular geologic situation.

As an illustration, assume that we wish to discriminate between limestone
and dolomite from a satellite in a study site that is relatively flat and whose
outcrops have iron-oxide stains of approximately one-millimeter thickness.

Error Sources Error Magnitude

satellite measurement 150 TIU
topographic effects 0 TIU
typical surface-coating effects 25 TIU
typical transient effects 100 TIU

275 TIU

These measurement and model simplification errors are now combined with the
analysis errors. The total system errors for each algorithm are:

Algorithm Approximate Total Error

Fourier series 750 TIU
Finite difference 600 TIU
Laplace transform 550 TIU

We now know that we cannot discriminate between geologic materials having
a thermal-inertia difference of less than 750 TIU using the Fourier-series or
of less than 550 TIU using the Laplace-transform algorithm.

Figure 4 shows thermal-inertia histograms of various sedimentary rocks
[12, 13]. From the histograms, we can determine that a typical thermal inertia
for limestones is 2200 TIU and for dolomites is 3500 TIU; thus the separation
is greater than the least accurate of the algorithms. Since any of the three
analysis algorithms can be used, the selection of the algorithm will be deter-
mined by the cost/effectiveness criteria and the Fourier series would be
selected.

In the hypothetical case, if we wish to discriminate between sandstones
and dolomites, which typically have a thermal inertia separation of 550 TIU,
we must select the Laplace-transform algorithm.

Table 3 shows typical thermal-inertia values for a range of igneous rocks.
The separation between a fine-grained felsic rock (rhyolite) and a coarse-
grained felsic rock (granite) is only 200 TIU; the separation between rhyolite
and a coarse-grained mafic rock (gabbro) is approximately *JOO TIU. Discrimina-
tion of a fine-grained felsic rock from a coarse-grained felsic rock can be
achieved with the Laplace-transform technique, using many iterations and short-
ening the time interval. Discrimination of a fine-grained felsic rock from a
coarse-grained mafic rock can be achieved with either the finite-difference
algorithm or the Laplace-transform algorithm, depending first upon the meas-
urement and model errors and second upon the cost/effectiveness.
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In the analysis of Landsat data, discrimination between black shale and
gabbro was not possible using spectral-reflectance data [2]. The thermal
inertia separation of these two materials is approximately 450 TIU (Table 4),
[9, 13] and the magnitude of the separation indicates that discrimination by
thermal inertia is practical even by satellite. Discrimination among basalt,
andesite, argillite, and black chert was also reported to be not possible by
Landsat . Table 4 shows that thermal-inertia discrimination should be possible
between black shale and gabbro, between basalt/andesite and black chert, and
between argillite and black chert. Discrimination among argillite, basalt, and
andesite does not appear possible.

Thermal inertia of soils is dependent primarily on bulk density and mois-
ture content. Figure five shows that there is a rough linear relationship be-
tween thermal inertia and density for dry materials. The addition of moisture
to dry soil results in a rapid increase in thermal inertia. For example, dry
sand has a thermal inertia of 590 TIU, and wet sand (8? moisture) has a thermal
inertia of 1020 TIU. Thus, .for sand, the thermal-inertia mapping from aircraft
(NEAT = O.IK) has an accuracy of about 1% in bulk density, or equivalently a
sensitivity of 0.3? in water content. From satellite (NEiT = IK) these accu-
racies are 9% and 355 respectively.

6. RAFT RIVER ILLUSTRATION

The method of analyzing errors in terms of uncertainties in thermal inertia
was then applied to an analysis of a thermal-inertia map constructed of an area
of the Raft River, Id. Reflectance and thermal data were acquired at five dif-
ferent times in the diurnal cycle from July 24 to July 31, 1974• Figure six is
the thermal image acquired near solar noon (July 31); figure seven is the ther-
mal image acquired near solar midnight (July 31). These two images were used
to form the temperature-difference image. Figure eight is the daytime reflec-
tance image used to form the thermal-inertia map.

Geometrically registered albedo and day/night temperature-difference
images were formed according to the procedure outlined in the section on total
system errors. A relative thermal-inertia image (fig • 9) was then construct-
ed from the images by forming the ratio of albedo to c..y/night temperature dif-
ference. The scale on the side of the image that relates the gray scale to
absolute thermal-inertia values was determined from the Fourier-series algo-
rithm using a sky temperature of 245°K and a cloud cover factor of 0.13. The
sky temperature and cloud cover factor were determined using a least-squares
model fit to all the repetitive thermal-scanner data for the site. In the for-
mation of this image, no correction for topography was made.

From the above information, the total measurement and analysis errors are
compiled as follows:

Errors Magnitude

Fourier-series algorithm 460 TIU
Aircraft measurement 15 TIU

Three geologic materials have been discriminated on the thermal-inertia
image [10]: lava flows, tuffs, and'alluvium (figure 9)- Histograms were con-
structed of the thermal-inertia values of these materials from the map. The
lava flows have a thermal inertia of 2010 + 250 TIU; the tuffs have a thermal
inertia of 1470 + 210 TIU; and the alluvium has a thermal inertia of 1090 + 80
TIU. From a topographic map, the alluvium was determined to be on a flat sur-
face; the tuff area has a slope of 7-9° and an azimuth (measured counterclock-
wise) of 225°; and the lava flows have a slope of 10° and an azimuth of 198°.
Thus the error in thermal inertia due to topography is 0 TIU for alluvium,
-95 TIU for tuffs, and +110 TIU for the lava flows. We therefore determined
that we cannot discriminate the tuff from the alluvium and the lava without a
topographic correction, but we can discriminate the lava flows from the
alluvium.
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7. SUMMARY

The utility of thermal-infrared surveys to discriminate geologic materials
based on differences in their thermal properties has been recognized by pre-
vious investigators. The error analysis technique presented here provides the
means to evaluate the validity and reliability of such discrimination. This
technique also provides criteria for selecting the most cost/effective algo-
rithm for a particular geologic application. In addition, it can be applied to
determine the fundamental accuracy required, and thus whether aircraft or sat-
ellite (for example, HCMM) data would be appropriate. A parallel analysis
technique could be developed for geothermal heat-flux mapping. Such a tech-
nique could express the various errors in terms of the minimum detectable geo-
thermal heat flux.

Additional improvements in the mapping can be provided by incorporating a
topographic correction into the model. One way of accomplishing this is to in-
corporate digital topographic data in a look-up table [6]. Another method
would be to assume a reflection law and compute the topographic correction
using three reflectance images. Additional refinements would include the addi-
tion of a diffuse illumination term in the insolation factor and a more detailed
treatment of areal transient effects. In our treatment, the sky radiation and
solar-transmission factor were assumed constant and were determined by a least-
squares fit to the actual image data. A least-squares fitting including har-
monic terms could be added to represent more accurately the actual areal
transient effects.

This study—even with its assumptions and simplifications on the model—
should provide a useful comparison of the errors encountered in thermal-inertia
mapping. Most importantly, all the uncertainties in the mapping technique are
described in the context of discriminating geologic materials.
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Figure 6.—Thermal image acquired at 1^30 hours of an area of the Raft River,
Id., July 31, 1971.
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Figure 7.—Thermal image acquired at 2300 hours of an area of the Raft River,
Id. , July 31, 1974.

Figure 8.—Reflectance image acquired at 1430 hours of an area of the Raft
Fiver, Id., July 31, 1974.

Figure 9.—Thermal-inertia map created from the 1430 and 2300 hours thermal
image and a 1430 reflectance image of an area of the Raft River, Id.
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TABLE 1. Parameter values used to compare the three algorithms,

watts/m2

Tsky = 260°K

e = 1.0

At = 8640 sec (0,1 day)

Ax = 0.12 m

TABLE 2. Relative ranking of algorithms with respect to cost/effectiveness.

ALGORITHM

Linear Fourier Series

Finite Difference

Laplace Transform

CRITERIA
Accuracy

Least

Median

Most

Computer Time

Least

Median

Most

Visualizing
Physical Signi-
ficance of Parameters

Yes

No

No

Table 3. Typical thermal-inertia values for a range of igneous rocks.

ROCK TYPE

Rhyolite
Granite
Basalt
Gabbro

THERMAL INERTIA (TIU)

1950
2150
2200
2350

Table 4. Typical thermal-inertia vlues for some geologic materials that were
studied using Landsat data [9, 13].

ROCK TYPE

Black Shale
Gabbro
Basalt/Andesite
Argillite
Black Chert

THERMAL INERTIA (TIU)

1900
2350
2200
2250
3100

1160



"2X-

USE OF THERMAL-INFRARED IMAGERY IN

GROUND-WATER INVESTIGATIONS IN MONTANA
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R. M. Haralick
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ABSTRACT

Thermal-infrared imagery was used to locate ground-
water inflow along three streams and one lake in Montana.
The thermal scanner used in May 1972, March 1973, and
November 1975 was mounted in a twin-engined aircraft.
On the 1973 and 1975 flights, the data were recorded in
an analog format on magnetic tape in flight, later were
converted to digital format, and were computer-processed
using an assignment of patterns to indicate differences
in water temperature. Output from the image-processing
program was converted to a temperature map having an iso-
therm spacing of 0.5°C. Computerization was found to be
the most efficient method to manipulate data from lakes,
large rivers, and narrow sinuous streams.

1. INTRODUCTION

Thermal-infrared sensors enable the hydrologist to detect dispersion and
circulation patterns and ground-water discharge in various-sized bodies of water.
This information is useful in locating water having desirable fish-rearing
characteristics, locating areas of potential water-quality changes, and locating
routes of industrial effluents (Whipple, 1972; Pluhowski, 1972).

The purpose of this investigation was (1) to determine if ground-water
inflow to lakes and large rivers in Montana could be detected by the use of
thermal-infrared imagery, (2) to test the usefulness of computer storage, re-
trieval, and processing of the data, (3) to demonstrate a useful format for pre-
senting the data, and (4) to determine the usefulness of thermal-scanner data
on a narrow sinuous stream.

2. THE THERMAL SCANNER

Temperature data were collected by using a thermal-infrared scanner mounted
in a twin-engined aircraft capable of flying 345 km (kilometers) per hour. The
scanner has a total field of view of 120°, two black-body calibration sources,
and an accuracy of 0.2°C (Celsius) (Boettcher, and others, 1976). The flights
were between 455 and 760 m (meters) above the water surface during predawn hours.
The 8.5- to 11-vim (micrometer) range of the scanner was used to detect water
temperatures.

Data output from the scanner were recorded on film, and during two flights
on magnetic tape also. The film was processed in flight by a two-step rapid
processor as it was exposed. Thermal data from the scanner, data from the air-
craft gyro system, mileage data from the aircraft doppler system, and a voice
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track of the crew describing geographic locations were recorded on a fourteen-
channel magnetic tape.

3. THERMAL-SCANNER EXPERIMENTS

The thermal-scanner experiments were made as part of ground-water investi-
gations conducted in Montana by the U.S. Geological Survey in cooperation with
the Montana Bureau of Mines and Geology, Bonneville Power Administration, and
Environmental Protection Agency. Imagery was obtained along the Kootenai River
and Lake Koocanusa in northwestern Montana, along the Clark Fork of the Columbia
River near the Idaho-Montana State line, and along the Tongue River near the
Wyoming-Montana State line (Fig. 1).

3.1. KOOTENAI RIVER AND LAKE KOOCANUSA
On May 17, 1972, a flight of about 80 km was made along the Kootenai River

as shown by the hachures on figure 1. The purpose of this flight was to deter-
mine (1) if ground-water inflow could be detected by using an airborne thermal
scanner, (2) if ground-water temperature plumes could be distinguished from
other temperature plumes in lakes, and (3) what range of temperature calibration
would be necessary to obtain maximum contrast on the film showing water.

The flight was made when the tributaries of Lake Koocanusa and the Kootenai
River contained snowmelt runoff having temperatures of about 5° to 7°C. A tem-
perature differential is apparent on figure 2A, where the measured temperature
of the water in the forebay of Libby Dam was 12°C and the temperature of the
water in the Fisher River was 7°C. Figure 2B shows a plume of warmer ground
water flowing into Lake Koocanusa from an alluvial fan. Water temperatures not
affected by ground water can be seen west of the alluvial fan. The temperature
difference from black to white on the images' is 7°C (from 5° to 12°C), as cali-
brated on the scanner. This range in temperature produced the maximum contrast.

3.2. CLARK FORK OF THE COLUMBIA RIVER
On March 29, 1973, a flight was made over the Clark Fork of the Columbia

River as shown by the hachures shown on figure 1. The purpose of this flight
was to (1) determine if ground-water inflow into a large river could be detected
by thermal-infrared scanning techniques, and (2) if scanner data recorded on
magnetic tape could be enhanced better by computer than by film.

In this reach of the Clark Fork, a deep narrow valley has been eroded into
argillite and quartzite of the Belt Supergroup of Precambrian age and partly
filled by highly permeable alluvium. Water flows into the alluvium from Noxon
and Cabinet Gorge Reservoirs, then downvalley through the alluvium, and reenters
the Clark Fork a short distance below the dams. From 28 to 71 m3/s (cubic
meters per second) of inflow from the alluvium has been measured below Noxon
Rapids Dam.

The warmer (white) ground-water inflow below Cabinet Gorge Dam can be seen
along the left bank of the Clark Fork (fig. 3). Imagery of this area was used
to test computer techniques because temperature differences were large in a
small area. Small amounts of ground-water inflow would probably be masked by
the large quantities of colder river water.

The scanner data were recorded on magnetic tape and converted to digital
format. Each number represented the thermal emission from a ground-resolution
cell size of about 1.5 m by 0.38 m. A digital image having a ground-resolution
size of 1.5 m x 1.5 m was prepared by using every fourth row of data.

Automatic generation of the contours of only the river, required that the
digital image be masked, setting to zero areas of land surface and leaving any
pixel (picture element) that was water. Then, any pixel having a value of zero
and being within a distance of 8 resolution cells of a non-zero pixel, was set
to the value of its closest non-zero pixel. This operation in effect extended
the boundary of the river.

After the boundary was determined, an averaging technique was used to
smooth the image. The smoothed image was then masked with the same mask that
had been used to select only water pixels. This masked to zero any pixels com-
posed of averages of water pixels and zero-valued pixels.
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To obtain some number, N, of contour levels, the resulting image was equal-
interval quantized to N levels. The contours were computed by testing each
pixel to determine whether it was a boundary pixel. A boundary pixel is not
equal in value to at least one of its four nearest neighbors. Any boundary
pixel which had the highest value of its four neighbors was labeled as a con-
tour pixel and assigned its quantized value. All other pixels were set to zero.

The maximum temperature of a mixture of ground-water inflow and river water
was 8.5°C, whereas the river water was predominantly at 6.0°C (fig. 4). The
stream-bank temperature was 5.5°C. Figure 4 is a computer version of the tem-
perature changes caused by ground-water inflow. The isotherm interval is 0.5°C.
The 5.5°C temperature is denoted by zeros and the 8.5°C temperature by 6's. The
isotherms were drawn manually; however, they could have been drawn on a plotter.
The computer output showed the sizes and locations of the anomalous plumes more
distinctly and quantitatively than the film output.

3.3. TONGUE RIVER
On November 19, 1975, a 156-km flight was made over a reach of the Tongue

River as shown by the hachures on figure 1. The scanning started at Tongue
River Dam which had been closed for repairs for twenty days before the flight,
thus affording an opportunity to measure ground-water inflow. About 0.6 m /s
of water was pumped over the dam to maintain flow for aquatic life.

The purpose of this flight was to (1) determine if ground-water gains to
the stream could be detected by thermal-scanning techniques, and (2) determine
if inflow to a narrow sinuous stream having low flow could be detected using
computer techniques and thermal-scanner data.

In this reach of the Tongue River, the valley has been eroded into the
Tongue River Member of the Fort Union Formation of early Tertiary (Paleocene)
age. The Tongue River Member consists of sandstone, silts tone, coal, and shale.
The valley is about 1 km wide and is partly filled by silt, sand, and gravel
from 21 to 30 m thick.

Weather conditions significantly affected streamflow and the timing of the
flight. Minimum air temperatures were below freezing for about 2 weeks before
the flight, causing the river to be partly covered by ice that periodically
melted. On the day of the flight, most of the shore was covered with ice and
ice was floating in parts of the river. The river was flown on November 19
because that was the first day in nearly a week that the Tongue River valley
was free of clouds.

The scanner data were recorded on magnetic tape and later digitized for
computer use. To prepare the river temperature graph to map scale, the
digitized-image data were geometrically corrected. The digital image was dis-
played on a viewing screen and an electronic pointer was used to select the
river points whose temperature was required. The program converted the position
on the viewing screen to a row/column coordinate on the digitized image and the
value of the pixel in the specified row/column position was recorded. The digi-
tized values were converted to temperatures by linear scaling. The coefficients
of the scaling were determined from ground-truth data.

The computer output (fig. 5) shows temperatures of the river at selected
locations. At each location an "X" is placed on the printout and the tempera-
ture in degrees Celsius is printed on the same line at the right of the print-
out. The approximate configuration of the river was taken from topographic
maps. The numbers along the river are locations where streamflow measurements
were made.

Figure 6 shows the longitudinal profile of water-surface temperature and
discharge in the river. Increases in temperature through the short reaches are
believed to indicate ground-water inflow because the ground water was warmer
than either the air or the surface water. The lower temperatures could result
from the water flowing through shallow reaches of the stream, or be due to melt-
ing ice. Weather conditions during the flight were not ideal because ice was
melting, which decreased stream temperature and increased discharge. Below
Station 12 the temperature of the river decreased greatly, because of melting
ice.

1163



The infrared imagery helped delineate specific reaches of the Tongue River
that were receiving ground-water inflow. Computer techniques developed during
this investigation to enhance the imagery appear to have wide application, es-
pecially for narrow streams. The techniques may also prove useful in the detec-
tion and documentation of changes in water temperature caused by man's actions.

4. CONCLUSIONS

Ground-water inflow to streams and lakes was observed from an aircraft-
mounted thermal-infrared scanner. However, detection of small amounts of
ground-water inflow to a sizeable river is difficult. Computerization is the
most efficient and accurate method to enhance and manipulate scanner data.
Large amounts of nearly error-free temperature data can be stored and retrieved
by a computer. Additionally, items such as map-scaling factors and ground-truth
data can be entered into the computer system to insure uniform temperature cali-
bration. The computer output can be made to overlay most map scales; therefore,
the combination of obtaining data by the thermal scanner and processing it by
the computer appears to have wide application. The success of techniques devel-
oped during these investigations to enhance thermal-infrared imagery has proven
their wide application to the study of lakes, large rivers, and narrow sinuous
streams.
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FIGURE 2. THERMAL-INFRARED IMAGERY AROUND LAKE KOOCANUSA.
A. Libby Dam and Che confluence of the Fisher and Kootenai Rivers.

B. Ground-water inflow to Lake Koocanusa.
Imagery by U.S. Forest Service
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FIGURE 3. THERMAL-INFRARED IMAGERY BELOW CABINET GORGE DAM.
Imagery by U.S. Forest Service.
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Temperatures detected by thermal-infrared imagery (Nov. 19, 1975).
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ABSTRACT

In this paper, we report on a developing operational
procedure for use by the Corps of Engineers in the acqui-
sition of land use information for hydrologic planning
purposes. The operational conditions preclude the use of
dedicated, interactive image processing facilities. Given
the constraints, an approach to land use classification
based on clustering seems promising and is being explored
in detail. The procedure is outlined and examples of
application to two watersheds given.

1. HYDROLOGIC ENGINEERING PLANNING MODELS

The objective of our work is to develop operational procedures for use by the Corps of
Engineers across the United States in the acquisition of land use information. The primary
source of data is LANDSAT digital data and the intended use of the land use information is
for hydrologic planning purposes. Land use information allows the Corps of Engineers to assess
the flood hazard, general damage potential, and environmental status of watersheds. Use of
this information is illustrated in a recently completed pilot research Flood Plain Information
(FPI) study [1] by the Hydrologic Engineering Center (HEC) of the Corps of Engineers. In the
study, data management and analytical techniques, integrating the use of spatial gridded geo-
graphic data files (called Grid Cell Data Bank), are incorporated into hydrologic computer
models denoted HEC-1 and STORM.

The analysis methods of the HEC study interpret the hydrologic, economic, and environ-
mental consequences of alternative land use patterns in combination with other physical
characteristics of the watershed, such as soil class, land slope, erosion index and topography.
Land use information is the key factor in performing the analysis in that it is used as the
primary indication of the watershed conditions and of its response to precipitation.

The acquisition of land use information by conventional methods such as manual classi-
fication using aerial photographs or ground surveys are often time consuming for large water-
sheds or inadequate, not providing accurate spatial information of land use. Remote sensing
data can provide land use information accurately and in a timely fashion for hydrologic
planning purposes. By proper use of high speed digital computers, highly accurate and point-
by-point information of land use can be extracted from the remotely sensed data.

2. LAND USE CATEGORIES AND REMOTE SENSING FOR HYDROLOGIC APPLICATIONS

Since the land use pattern is an important factor in hydrologic, economic and environ-
mental analysis, the development and use of a reasonable set of land use categories is
quite important. Hardy and Anderson [2] have recommended a standard set of land use categories
for use with remote sensing data. Ragan [3], in applications to water resources, has used a
modified subset of land use categoires* of Hardy and Anderson, and has shown that remote sensing

*
Land use categories used by Ragan in his work are: Forested area, highly impervious, grassed
area , residential, streets and highways, bare land, streams, ponds or pools.
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data can provide land use information. The land use pattern was then used by Ragan to de-
termine hydrologic parameters in urban hydrology.

On the other hand, we note that the FPI study by HEC has applications to economic and
environmental analysis as well as to hydrology. Thus, the objectives and criteria which
determine a set of land use categories in this study are different from what was used in
previous work. Quoting the criteria applied by HEC to determine a rational set of land use
categories:

" • The categories should be reasonably compatible with local and other
agency land use classification schemes

• It must be reasonably possible to classify the land use within the
study area by conventional or automated means

• The land use categories should allow rational, consistent determination
of flood hazard, economic and environmental effects of land use change

• The land use categories should be compatible with those needed by
certain available computer models

• The land use categories should provide a complete umbrella of classi-
fications so that further breakdown of land use within each category
would be possible if deemed necessary in future studies"

The different concerns in land use for each application are well expressed in another
quotation from the HEC report:

" ... from the hydrologic viewpoint, the concern in a land use sense is
with moisture retention/precipitation excess and basin response charac-
teristics which are related to impervious cover and land surface manage-
ment measures. From the economic viewpoint the damage potential and
disruption of community activities is a function of urban development
in general and the size, density, and type of structures and contents.
From the environmental viewpoint, the concern is mostly with the
intensity of development and the potential for adverse impacts (such
as pollution) that could derive therefrom."

In the specific application of the FPI study to the Trail Creek Watershed in Georgia, HEC has
adopted the set of land use categories shown in Table 1. These categories represent a
compromise between the general criteria mentioned above and the technical requirements needed
for applications to hydrology and economic and environmental studies.

Note that, for the economic and environmental analysis, detailed land use information in
urban areas is quite important, which is not the case for hydrologic analysis. The require-
ments of accurate urban land use classification, such as differentiation between commercial
and industrial areas, and differentiation of housing density of residential areas, are quite
difficult to meet from remote sensing data.

3. OUTLINE OF AN OPERATIONAL PROCEDURE

Since the final operational procedure should be easily applicable by the field engineers
of the Corps of Engineers, this precludes the use of any dedicated and highly interactive
image processing hardware (such as G.E. Image 100 or the Bendix M-DAS System). The procedure
should require only a limited number of iterations and not rely on the use of full scale color
image display. The emphasis is thus in the use of general purpose computers and line printers
for intermediate and final output products.

With these specific objectives and constraints, we have first tried a maximum likelihood
classification algorithm to determine whether it can be adapted into an operational procedure.
We have encountered several difficulties in using a maximum likelihood classifier. Among
these are: (1) The choice of land use categories on which the classifier will be trained:
The set of land use categories should be complete in the sense that every part of the water-
shed should belong to one of these categories. We have found the selection of land use
categories difficult. (2) Training areas: To have a reliable estimate of statistics, a
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large number of sample points (corresponding to large size training areas) is required. In
actual applications, it is not easy to find training areas of large size for certain land use
categories (principally in urban areas). Further, the determination of the exact outlines and
coordinates on the LANDSAT image for each training field is also difficult in the absence of
an interactive color image display.

These difficulties make a maximum likelihood classifier unattractive or impossible as an
operational procedure with a minimum amount of interaction. Unsupervised classification
algorithms appear to be more suitable to our objectives. The clustering approach is a well
known unsupervised classification algorithm, which does not require a priori knowledge of land
use categories nor locating training areas. At this stage of our work, we are exploring in
detail an operational procedure for satellite land use classification based on the clustering
approach. The steps and sources of data for the proposed operational procedure are as follows:

a. Digital Specification of the Watershed. Information on the watershed obtainable from
maps, such as the watershed boundary and major roads, is entered on a grid oriented data base
using an x-y digitization tablet or by key punching the data on cards.

b. Preprocessing of the Data. The original LANDSAT data is transformed using a principal
component or Karhunen Loeve (KL) transformation. Only two of the transform components are
required for classification and this step results in a reduction in computing costs. This
step is optional and can be bypassed for a small watershed.

c. Clustering. We have implemented and tried a clustering program based on the ISOCLS
package developed for NASA Johnson Space Center.

d. Classification. The data is classified after clustering by labeling each cluster as
belonging to one of the land use categories. This requires ground truth information in the
form of maps and aerial photographs. After examining all the available information such as
the display of the centers of resulting clusters, maps, and aerial photographs, one of the
following decisions is made for each cluster: (1) The cluster belongs to a specific land
use category. (2) It is a mixture of two or more land use categories or the information
at hand is not sufficient to label the cluster, i.e., the cluster is either in conflict or
inconclusive in nature. (3) The cluster is of no importance or not valid. We assign that
cluster to an "other" category (none of the desired land use classes). The ground truth infor-
mation such as maps and aerial photographs is used to label the clusters in the following
manner. From the examination of the computer printout of clustering results, several spatially
contiguous areas (each having more than M points) within each cluster are chosen and the
corresponding LANDSAT data is brought in registration with maps and aerial photographs. By
studying corresponding areas on all available data we make one of three decisions for each
cluster as outlined above. We can also use the reverse process, i.e., define some ground
truth points or areas on maps and photographs, and transform those points or areas to LANDSAT
image coordinates. We can then label the data clusters. The registration procedure of maps,
aerial photographs and LANDSAT data will be discussed later.

e. Reclustering. For the points belonging to the second group of clusters, i.e.,
clusters in conflict or inconclusive, a reclustering step is applied. First, points belong-
ing to this group are selected from the original LANDSAT data; then the clustering algorithm
is applied again to those points. The purpose of this reclustering is to more finely sub-
divide the data in the difficult areas to allow unequivocal labeling of clusters. After
reclustering, all the resulting clusters are labeled using the procedures described in Step d,
with the only difference that we now try to label all clusters. Clusters which cannot be
labeled properly are assigned to the "other" class. However, we expect that very few points
will belong to this group. A schematic diagram showing the steps above is given in Figure 1.

f. Geometric Correction and registration of Maps, Aerial Photographs and LANDSAT Data:
Geometric correction, using principally a least square geometric correction program requires
that a number of control points be obtained from all the sources of data and entered in
numerical form into a program. Obtaining such ground control points for LANDSAT data is an
important porblem which remains to be solved for the case in which no high quality, high
resolution display of LANDSAT data is available. Alphanumeric printouts of portions of raw
LANDSAT data which accentuates landform information is being considered as a possible source
of ground control points.
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4. PILOT STUDY

The operational procedure described above was applied to two watersheds of different size
and geographic location; the Trail Creek Watershed in Georgia and the Castro Valley Watershed
in California. Here we explain the results to date.

4.1. TRAIL CREEK WATERSHED

The Watershed is located in Clarke County and in the city of Athens, Georgia. It is
relatively small, approximately 30 square kilometers and has been further subdivided into
21 subbasins in an HEC study.

Because of the need to establish a basis of comparison on pixel by pixel for our work
using satellite data, we proceeded to do a manual classification of the land use in the water-
shed using NASA Research Aircraft images (Scene ID 6274 000 50047, 74/4/24). The manual
classification serves as a principal basis for the verification of remote sensing classifi-
cation results. Results of the manual classification are displayed in Figure 2. A tabulation
of the percentage of each land use class is shown in Table 2.

4.1.1. MAXIMUM LIKELIHOOD CLASSIFICATION

In order to test the suitability of well developed classification algorithms, we first
examined a maximum likelihood classifier. A particular version of LARSYS program was chosen
primarily because of its availability and because of the well established application of
maximum likelihood classifiers in agricultural land use classification [4].

We have attempted to classify an October scene (Scene ID 8180415322, 74/10/5) of the
LANDSAT image of the Trail Creek Watershed using a maximum likelihood classifier. The steps
in the classification procedure are: (1) Define a reasonable set of land use categories,
(2) locate one or several training fields for each class on LANDSAT imagery and identify the
coordinates of each training field, (3) run the classification program, and (4) process the
result for display and tabulation. The classification result is displayed in Figure 3 and
summarized in Table 2, along with other results.

4.1.2. CLUSTERING APPROACH

As explained previously, we encountered difficulties in the use of the maximum likelihood
classifier, such as the choice of land use categories and defining training areas.

Considering these difficulties and our objective to develop an operational procedure with
a minimum amount of interaction, we shifted emphasis from supervised to unsupervised classifiers.
The clustering approach to land use classification is based on classifying first the data into
machine classes or clusters according to machine measure of homogeneity without injecting into
the process the human preconception of what the land use categories should be. Then a human
being interacts with the machine to interpret and refine the results of the machine classifi-
cation. At this second stage, the prior knowledge of land use and the relative importance of
achieving accurate classification results for each land use category play an important role.

We have used the clustering approach for the Trail Creek Watershed. The same October
scene used in the maximum likelihood classification was used again. The procedure used for
our pilot study consists of the following steps:

(1) Principal component transformation of the data. The original LANDSAT image is
transformed for data compression using the Karhunen Loeve transformation.

(2) Clustering of the data. The first two components of transformed data KL1 and KL2 are
clustered. A display of the centers of resulting clusters are given in Figure 4.

For the purpose of comparison, we tried to label all clusters with land use categories as
best we could without using the reclustering step. The result of the classification is
summarized in Table 2, and designated "one step clustering."

(3) Initial classification. As described in step d of the operational procedure, we
divide the clusters into three groups, shown also in Figure 4.

(4) Reclustering. For the clusters marked "reclustering" in Figure 4, we applied the
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clustering program again using a different set of parameters. The final result of steps (3)
and (4) are shown in Figure 5 and Table 2.

The result obtained by this operational procedure can be compared to the ground truth and
to the maximum likelihood classification result. Even though clustering is significantly
better than maximum likelihood classification, improvements might not be as apparent in direct
numerical comparison of percentage of land use in each class, since generally numerically
compiled results are the average of many detailed effects. However, the following conclusions
seem justified.

(a) The clustering approach results in a significant improvement over the maximum likeli-
hood classification when we examine the detailed classification point-by-point on an image.

(b) The clustering approach is much more flexible in the sense that the classes are
assigned after the fact.

(c) Reclustering result is a significant improvement over the one step clustering
classification.

(d) It still appears to be necessary to devise some kind of consolidation program to
remove extraneous and isolated misclassified points.

Note also that we have used finally, only 6 land use categories instead of the 10 cate-
gories used by HEC. The following comments are pertinent:

(a) The separation of industrial and commercial classes. These two categories may not
be differentiated accurately from remote sensing data. By applying a spatial consolidation
algorithm, a partial success appears possible. For example, in clustering, we have a good
indication that downtown commercial areas and large size parking spaces around shopping centers
may be identified. Further work is needed.

(b) Density of residential areas. That depends largely on the definition of low, medium
and high density residential areas. Residential areas, generally, tend to be clustered as
newly developed or old residential areas on the basis of surroundings rather than housing
density. More work on fairly large urban areas is needed to determine whether density of
residential areas can be determined by using remote sensing data.

(c) Separation among agricultural, pasture and developed open space. We have not paid
too much attention to this problem as yet. Even with lots of care and attention, it seems
difficult to separate these classes even from high-flight images.

4.2. CASTRO VALLEY WATERSHED

Because of our interest in developing techniques useful in all parts of the country and
because of the need to firm all details of the procedure, we are working on several water-
sheds across the United States. We are completing work on the Castro Valley Watershed in the
San Francisco Bay Area. The Castro Valley Watershed is very small (12.8 sq. kilometers) and
highly urbanized. It has been studied in great detail by the Corps of Engineers. We have
applied the operational procedure based on the clustering approach and conducted also classi-
fication by photo interpretation using aerial photographs backed up by a ground visit to
Castro Valley. On the basis of results to date, we are able to classify this watershed into
six different classes and with an accuracy comparable to what was achieved for the Trail Creek
Watershed. Shadows are much more pronounced in the Castro Valley Watershed and may result in
classification problems.

5. DISCUSSION

We feel that we are developing a technique which should be usable operationally and we are
trying to finalize the procedure so that the Corps of Engineers can use it with only line
printer output. We are also planning to study in the coming few months 2 to 4 additional
watersheds of different sizes (ranging from 250 to 750 square kilometers) and of different
terrain across the United States to determine the applicability of the operational procedure
to different geographic conditions and to different constraints on availability of data

In order to make the operational procedure complete, there are several remaining problems
to be solved. First, we need to improve classification accuracy within urban land use classes.
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This problem appears to be difficult to solve perfectly and seems to be the major challenge for
future work and possibly for higher resolution sensors. We also expect to encounter problems
for large size watersheds in terms of computation time. And last, but not least, we have a
continuing problem of compiling the results. In order that the classification based on LANDSAT
data be integrated into a Grid Cell Data Bank, the original LANDSAT pixels should be distorted,
scaled and resampled. In spite of these remaining difficulties, we are hopeful that the
procedure developed will be widely useful in the common situations where specialized interactive
computing equipment is not available.
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7. TABLES

1. NATURAL VEGETATION

Heavy weeds, brush, scrub areas, forest woods

2. DEVELOPED OPEN SPACE

Lawns, parks, golf courses, cemeteries

3. LOW DENSITY RESIDENTIAL

Single Family: 1 unit per 1/2 to 3 acres; average 1 unit per 1-1/2 acres. Area! Breakdown:
5% structures; 10% pavement; 50% lawns; 37% vegetation. Proportion developed = 60%

4. MEDIUM DENSITY RESIDENTIAL

Single Family: typical subdivision lots; 1 unit per 1/5 to 1/2 acres; average 1 unit per
1/3 acre. Areal Breakdown: 10% structure, 15% pavement, 45% lawns, 30% vegetation.
Proportion developed = 70%

5. HIGH DENSITY RESIDENTIAL

Multi-Family: row houses, apartments, townhouses, etc., structures on less than 1/5 acre
lots; average 1 unit per 1/8 per acre. Areal Breakdown: 25% structures; 15% pavement; 35%
lawns; 25% vegetation. Proportion developed = 100%

6. AGRICULTURAL

Cultivated land, row crops, small grain, etc.
7. INDUSTRIAL

Industrial centers and parks, light and heavy industry. Average 1 plant per 8 acres. Areal
Breakdown: 20% pavement, 50% structures, 30% open space. Proportion developed = 100%.

8. COMMERCIAL

Shopping centers and "strip" commercial areas. Average 3 structures per acre. Areal Break-
down: Structures 30%, lawns 5%, vegetation 10%, pavement 55%. Proportion developed = 80%

9. PASTURE

Livestock grazing areas, ranges, meadows, agricultural open areas, abandoned crop land

10. WATER BODIES

Lakes, large ponds, major streams, rive-

TABLE I. HEC LAND USE CATEGORIES, TRAIL CREEK WATERSHED

1176



Land Use

Natural
Vegetation

Residential

Dev. Open Space
Agricultural
Pasture

Industrial
Commerical

Water Bodies

Trailer Parks
Highways
Open Space

Percent of Area

Ground Truth

50.17

(low density) 2.45
(medium density) 6.79
(high density) 0.11

0.49

28.73
3.04

2.59
1.55

0.57

2.47
1.06

Maximum
Likelihood

Classification

36.19

23.78

8.82
19.17

6.08
1.97

1.02

2.98

One Step
Clustering

48.69

16.60

26.69

5.84

0.97

1.21

Operational
Procedure

45.06

15.31

32.24

5.21

0.97

1.21

TABLE II. AREAL PERCENTAGE OF LAND USE AS DETERMINED FROM
LANDSAT IMAGE - TRAIL CREEK WATERSHED.

8. FIGURES
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Figure 1. An Operational Procedure for Land Use Classification.
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Figure 3. Trail Creek Watershed Land use Pattern,
Maximum Likelihood Classifier.
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ABSTRACT

The Haors of Sylhet-Mytnenisngh districts are by far the largest single
inland depression in Bangladesh. The area is of significant agricultural
importance and possesses unique geographic phenomena in terms of environmental
and habitat supporting fisheries resources and migratory birds in the country.

The objectives of this paper are to indicate whether remote sensing data
from Landsat (ERTS) imageries could be used in identifying, evaluating, and
mapping landuse patterns of the Haor area in Bangladesh. In the present study
one Landsat imagery of the 16 covering Bangladesh provided sufficient coverage
for the Haor region of Sylhet-Mymensingh districts. Selected cloud-free
imageries of the area for the period 1972-75 were studied. Imageries in bands
4, 5 and 7 were mostly used. The method of analysis involved utilization of
both human and computer services of information from ground, aerial photo-
graphs taken during this period and space imageries.

The principal outcome of the Landsat data analyses on this region have
been classified under the following heads in the text: general findings,
technical findings, and ecological evaluation of landuse aspects.

The Haors1 of Sylhet-Mymensingh districts are by far the largest single
inland depression located in northeast Bangladesh (Fig. la). The area is of
significant agricultural importance and possesses unique geographic conditions
in terms of environment and habitat supporting fisheries resources and migratory
birds in the country.

For centuries the inhabitants have been aware of the capacities and
potentials of the area and the available resources. The economic activity has
closely been tuned to the environmental uniqueness of the area and still there
has been little change in the trends of landuse and resources exploitation.
The objectives of the present investigation2 have been to identify whether
remote sensing data from Landsat imageries3 could be used in identifying, eva-
luating and mapping landuse patterns, mainly the agricultural landuse, of the
Haor area in Bangladesh.

Delimitation of the area

In this study a broad Haor region has been considered in four subdivisions -
two in Sylhet and two in Mymensingh districts (Fib. Ib). The actual Beels
making the deepest part of the Haors are, however, located between Netrokona
and Kishoreganj subdivisions in one hand, and Sunamganj and Habiganj sub-
divisions on the other. The Haor lies as an inverted funnel. The typical Haor
area can be identified in the Landsat imageries which covers are area of
3,128 sq. miles (Fig. 2).
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Importance of the Haor area to the economy of Bangladesh

Agriculture is the dominant activity of the Haor area and all other
economies are oriented around it. The very topography and soil condition
facilitate large scale cultivation of a number of varieties of rice. In
summer, Boro paddy is grown on the rims of the Beels and numerous abandoned
channels in the Haor area. Now a days, drainage has been improved in certain
areas, where by early draining the areas varieties of paddy are also being
cultivated. In many parts, Boro is being replaced by HYV rice. In the
periphery of the Haors other crops are also grown.

During the rainy season the entire area goes under water and as soon as
water recedes preparation of land for the cultivation of rice starts. In the
area there are patches of rich pastures for cattle to graze. Immediately
after the recession of floods, fishing activity in the area becomes prominant.
The water bodies and the pastures also provide sanctuaries for flocks of
migratory birds.

Apart from rice cultivation, cattle rearing and fishing are the main
secondary occupations of the population in this area.

It has been estimated from the Landsat imageries that about 66 percent of
the land is oriented towards Boro rice, 15 percent Aman rice and about 16 per-
cent grazing land (including fallow). Obviously the rest covers other landuse
including settlements.

The total area under rice in this area contributes to about 4.12 percent
of the total for Bangladesh, producing about 3.0 percent of total Boro rice
and about 2.0 percent of other rice in the country1*.

In the past, when the population was not so dense, the yield from the
land was more than sufficient to meet the demand for food. There were
abundant pastures for cattle to rear. At present, because of population
pressure (population per sq. mile is about 1291, and the rate of increase of
population is about 3.2), the grazing lands are being increasingly converted
to rice fields. The conversion is recently being facilitated by the avail-
ability of lift pumps/power pumps for irrigation and the prospects of culti-
vation of HYV rice in many parts.

Methodology

In the present study, one imagery of the 16 covering Bangladesh, provided
sufficient coverage for the Haor areas of Sylhet and Mymensingh districts
(Fig. Ib). Selected cloud-free imageries of the area for the period 1972-75
were studied. It should be noted that satisfactory cloud-free imageries are
available for this part of the world (Table 1). Imageries taken in the bands
4, 5 and 7 were mostly used for the study. The method of analysis involved
utilization of both human and computer services of information from ground,
aerial photographs and space imageries.

•Landsat imagery taken at various times clearly show current landuse
practices in northeastern Bangladesh. In particular, Landsat-2 frame
E-2064-03434 (27 March, 1975) was selected for digital processing. This
nearly cloud-free scene was obtained near the height of the dry season and
shows the extent of agricultural production associated with the Haor areas.

The initial step in the inventory process consisted of delineation of
Landsat images into relatively homogeneous strata by human interpreters.
For this purpose, black and white aerial photographs and topographical maps
were used so as to detect major landforms - in the present case, water bodies,
agricultural and non-agricultural features.
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Ground truth information for two major training sites or test areas:
Astagram-Bhatsala area, and Baniachang-Baruiuri area, was collected in early
1975. Subsequently other visits were made to the area. This had, however,
limited practical use in correlating ground truth data with the imagery and
mapping the area.

In this connection, it may be mentioned that training sites of known
identity are required for computer mapping and evaluation of results. As such
the training sites are selected and designed in association with aerial photo-
graphs and/or topographic maps. The task of separating or identifying pixels
in Landsat-MSS data from within ground areas was found to be difficult. The
problem was caused primarily by the relatively large size of the MSS-ground
resolution element compared to the size of fields and other ground data. The
fields in the test areas are mostly less than one acre - again they are under
different landuse practices. It has been noted that a maximum of 18 pixels
could fall wholly within the boundaries of a 20-acre field5, and such a field
size is uncommon in Bangladesh.

Further, colour composite imageries (bands 4, 5 and 7 were combined with
blue, green and red filters respectively) were used to further separate land-
use features and geomorphic elements.

The computer compatible tapes (CCT) offer the greatest opportunity for
systematic and quantitative data anslyses. These CCTs can be processed using
general and special-purpose computing system for the purpose of identifying
the location of a variety of terrain (especially vegetative) features and for
determining the total area represented by each identifiable feature.

For the present purpose, the ERIM Multivariate Interactive Digital
Analysis System (MIDAS) was used. The MIDAS special-purpose computer offers
an interactive, low-cost user-oriented capability for producing thematic maps
derived from Landsat multispectral data. In this computer the parallel digital
implementation capabilities of the processor are combined with a mini-computer
to achieve near-real-time operation coupled with multiple preprocessing functions
and colour displays. The data classifier is designed to perform a one pass
maximum-likelihood decision with a priori probabilities, assuming multi-
model Gaussian multi-variate spectral distributions.

The output of this classification process is a geometrically-rectified
colour-coded hard-copy map. These maps may be produced at any convenient
scales. For the present case, such maps have been prepared for Astagram-
Bhatsala area (Fig. 3).

Owing to the lack of detailed ground truth, because of the problems men-
tioned earlier, for the area under study, an unsupervised classification pro-
cedure was selected for obtaining scene class or signatures. In this case,
the Cluster programme automatically grouped Landsat data into 16 separate
classes based on their spectral uniqueness in all four bands. This is further,
as shown below, synthesised 6 classes to get a total or easily explicable view.
These classes comprise the range of spectral variation represented in this
scene. In this procedure, it is assumed that spectrally distinct scene
elements represent different terrain classes and that similar elements probably
contain the same or similar object6.

The resultant maps have been checked in the field in early 1976 and
attempts have been made to establish their accuracy. The results are noted
under different findings below.

General Findings

The results reported herein indicated that broad landuse pattern and geo-
morphic features are readily identifiable and interpretable from Landsat data.
Soil types and moisture conditions can be discernable from the imageries in
association with aerial photographs data or with ground truth information.
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Because of very small land holding size and fragmented land utilization
detail landuse pattern is difficult to delineate. In some cases, the perennial
crops and aquatic covers (such as water hyacinths) overlap the rice crops and
give misguided spectral information requiring degree of correction in the detail
computer maps. Such an anomaly is observed in the computer map of Astagram-
Bhatsala around Dhopa Beel (Fig. 4). Water bodies, nevertheless, were detec-
table under the best condition down to less than 5 acres in size. As such most
Beels are possible to map by computer. Rural settlements, being relatively
complex features mixed with orchards/perennial trees, horticulture, etc., could
not be detected with confidence. Nevertheless, larger and continuous settle-
ment units, such as Astagram and Baniachang, and a few others, such as Kishoreganj
at the periphery of the Haors are identifiable (Fig. 4). Transport networks can
be distinguished partially and are apparent at some time of the year in some
areas, but may be very difficult to detect at other times or in other areas.
Kutcha roads, road side Khals, canals, etc., which are too narrow (less than
15 feet) are difficult to detect. But such roads in association with embank-
ments or Bandh are discernable for some areas.

Technical Findings

Broad agricultural lands (cropped and non-cropped) can be separated from
other types of landuse by conventional image interpretation and image enhance-
ment efforts with the help of colour-additives.

Generalized agricultural landuse types can be identified by spectral
pattern recognition techniques with about 70 percent accuracies'.

Multiple imageries taken on different dates and bands can improve identifi-
cation and interpretation performance significantly.

Ground truth data from training sites in the Haors were used to identify
landuse pattern with some success. For some features no recognition was
established but for Boro rice, fallow lands, permanent pastures, water bodies,
continuous settlements and soil condition, some recognition was established.

Area measurement for large water bodies agrees with data from aerial
photographs to a very high degree of accuracy.

Aquatic covers on Beels were not clearly identified in the imageries and
were easily misunderstood for cropland while interpretating. But this phenomenon
is possible to correct by field checking and with the help of aerial photographs.

Ecological Evaluation

Being located in the humid tropics and the area being a natural depression
the Haors are covered with alluvium with lateritic intrusions or old alluvium
in the periphery. Since water receds quickly during the post-monsoon months
(leaving water only in the deeper Beels), the water supplying power of the
soil in winter and post-winter dry months is a critical and a crucial factor
for cultivation in many parts.

The conditions which affect the water supplying power of the agricultural
lands are the natural drainage and the applied irrigation. These conditions
very much depend on the local climate, geology, soil profile, texture, gradient
of the land and the geographical orientation.

Soil moisture affects the structural characteristics and the leaf develop-
ment of the vegetation. The reflectivity of vegetation cover is known to de-
crease in all bands with increasing moisture content8. Consequently, the
reflectivity of the vegetation can be used as a measure of the effectiveness
of natural drainage and/or irrigation in the agricultural lands and hence the
quality of the lands.
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The colour composite imageries show a range of red colours corresponding
to vegetation (including rice fields). A closer inspection of the areas of
degrees of redness in the imageries indicate the possibility of assigning them
to different moisture or land quality classes9. Naturally, bright red
corresponds to vegetation grown in rich well moistured and deep soil, while
light-red is an indicative of shallow soils with lesser moisture content. The
laterite periphery, having low moisture content and higher reflectivity gives
maroon to brown hue (Fig. 5). Reconnaissance aerial survey, aerial photo-
graph interpretation and sample ground data confirm these observation. It is
possible that on such information irrigation planning and eco-agricultural
orientation in the Haor areas are feasible in the near future.

In this connection it should be noted that Tertiary (Mio-Pliocene) hills
with troopical forest cover in further north (outside Bangladesh and overlooking
the Haor areas) are represented by dark red colour in the colour composite
imagery. This is obvious because of gradient affecting water table, moisture
condition, vegetation cover as well as geomorphic structure facilitating runoff.
Along the southern facies of the foothills, overlooking the Haors, and char-
acterized by sudden gradient change, there are intermediate area of alluvial
fans of well drained sand and sandy soil (Fig. 5). These areas are of lesser
agricultural importance. They look bright on the black and white imageries,
and greenish (light green where sandy soil predominates) in colour composite
imagery.

Within the Haors the pinkish red and greenish patches correspond to
pastures and fallow lands respectively. While deep waterbodies are shown in
these imageries in black or bluish-black colour. The location are distribution
of these features are of utmost importance for planning fishing industry and
protecting wild migratory birds in the Haor areas.

Conclusions and recommendations

Landsat data can be used to provide useful information for a number of
resources appraisal and planning, such as, agriculture, water resources,
settlements and transport management, etc. This information is chiefly
inferential and related to spatial reference and ground truth data. Particularly,
the possible quantification of landuse data and their variations results in the
applicability of these information for micro and macro planning purposes.

Repetitive Landsat coverages of a particular area are of great importance
for evaluating hydrologic aspects as they affect agriculture and changes in
river characteristics in a deltaic area as in Bangladesh. It is possible to
estimate and forecast cultivation of different crops throughout the year pro-
vided ground information is at hand. Thus the main advantage of Landsat is its
ability to record and transport large aerial data quickly and in succession
and in different bands to ensure particular purpose.

Logical selection of Landsat spectral bands and processing techniques are
important for effective use of derived data from the imageries. Indeed, the
best utilization of Landsat data requires ground truth information as well as
aerial photographs.

From the present study it has been felt that similar and other studies
should be undertaken elsewhere in Bangladesh. The possible sites of such studies
are the moribund delta and the coastal areas of Bangladesh. The Landsat data
taken in succession of a particular area over a period may be effectively used
for the study of floods, river erosion and aggradation processes in many parts
of Bangladesh10. Such studies would highly be complimentary to the existing
data sources in various geographic and allied fields in the country.
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NOTES

1. Haors are the annually flooded depressed areas with deeper and permanently
innundated parts called Beels. The area can readily be delineated from
Landsat imageries of any band taken in any time of the year.

2. This paper is a part of the Sylhet-Mymensingh Haor Project undertaken by
the Department of Geography, Jahangirnagar University, Dacca (Bangladesh)
in collaboration with the Environmental Research Institute of Michigan (ERIM),
USA in 1975. The overall project, sponsored by a grant from the USAID, is
designed to demonstrate the application of Landsat data to agricultural
planning and regional development in Bangladesh.

3. Synchronized with the sun, an earth satellite called Landsat swings in a
near-polar (99.1°) orbit in an 18-day cycle about 560 miles above the earth.
At the equator each pass is some 1,800 miles west of the previous one and
every 25 seconds it scans an area of about 1,300 sq. miles. The Landsat-I
(earlier termed ERTS-I) launched on July 23, 1972, is still gathering earth
resources data. It was joined on January 22, 1975, by Landsat-II. The
Landsat does not use photographic cameras but an ingenious instrument called
a Multispectral Scanner or MSS, which uses an oscillating mirror that scans
the earth and a telescope that focuses visible and near infra-red light
waves reflected from the earth into the satellite's radiation detectors, which
measures the light intensities of 1.1-acre picture elements or pixels in four
different bands. These values are converted into computer digested numbers
and transmitted back to earth at the rate of 15 million units per second.
Through an electron-beam recorder, this stream of data becomes imagery on
photographic film ready for various uses.

4. Govt. of Bangladesh, Bureau of Statistics (agriculture section), Unpublished
data on Mymensingh and Sylhet districts, 1975; and Govt. of Bangladesh,
Ministry of Agriculture, Bangladesh Agriculture in Statistics, Nr. 1, 1973,
Dacca, 1974.

5. A maximum of 18 pixels could fall wholly within the boundaries of a 20-
acre field (see: Myers, W.L., Malila, W.A., Sarno, J.E., Wagner, T.W and
Lewis, J.T., The use of ERTS data for a multidisciplinary analysis of
Michigan resources. Michigan State University - Agricultural Experiment
Station. ERIM, 1974, p. 19).

6. The authors thank Mr. T.W. Wagner, A.R.G. of the ERIM, USA, for kindly
supplying the computer processed maps for the Haor Project which have
been used in this paper.

7. This is as good performance as has been achieved with aircraft data (note:
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TABLB I. LAHDSAT-I (KHTS) Imagery: Percentage of Frames with Delow 30 per cent

Cloud, 1972-73-

Per cent of frames Per cent of frames for
Area for spatial studies tine dependent studies

Latin America 50 38

Africa »b 63

Soutn Asia 93 88

Source: Howard, J.A., Concepts of Integrated satellite surveys, Third

BRTS-I Symposium, Vol. 1(A), Washington, D.C. Dec. 10-1W, 1973,

Pp. 523-537.
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FIGURE 1. Location map of the Sylhet-Kymensingh Haor Area, Bangladesh.
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FIGURE 2. LANDSAT Imagery of Northeast Bangladesh.
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FIGURE 3. Computer naps of Astagram-Bhatsala area In relation to

Northeast Bangladesh.

| MEGHNA RIVER DEPRESSION
(15,800 ka2)

I Northeastern Bangladesh
27 MAR 75

Undsat Frame 206--03434

a) Meghna depression: Northeast Bangladesh.
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FIGURE 4. Sections from Aerial photographs and Topo-sheet showing Astagram

Bhatsala area ( refered i~ r elation to Fig •• 2 and 3). 
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FIGURE 5. Colour Composit Imagery of Northeast Bangladesh.
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ABSTRACT

This paper summarizes recent developments in the
use of aerial thermography in energy conservation programs
within Canada. Following a brief review of studies conducted
during the last three years, methodologies of data acquisition,
processing, analysis and interpretation are discussed. Examples
of results from an industrial-oriented project are presented
and recommendations for future basic work are outlined.

1. INTRODUCTION

With growing complexity of the industrial economy and the modern trends towards compulsive
consumption, the demand for energy in Canada has been accelerating. For example, during the
1961-1971 period, energy consumed by the average Canadian increased by about 50% (1). Until re-
cently, energy policy in Canada was limited to measures directed at locating, acquiring and delivering
enough energy to meet the expanding demands. It has become evident, however, that this high energy
consumption rate cannot be sustained indefinitely and energy conservation programs must be imple-
mented.

During the past three years numerous energy conservation programs have been initiated by various
federal and provincial government departments, universities, school boards, businesses and institu-
tions. In the same period attempts have been made to evaluate the usefulness of aerial thermography
for detecting excessive heat loss from buildings and heating lines, and to determine its role in identifying
the causes of excessive heat loss and in developing plans for remedial measures.

2. OVERVIEW OF CANADIAN PROJECTS

The Canada Centre for Remote Sensing (CCRS) has been collecting airborne thermal infrared and
supporting photographic data for heat loss detection during the last three years (see Table 1). Initial
studies were of an exploratory and qualitative nature, with emphasis on detection of major problem
areas. The technique proved successful for locating damaged flat roofs, defective heating lines, water
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leaks around exhaust vents, and unnecessary energy consumption in locations such as heated ramps
or sidewalks which were left operating after snow had melted from the surface (2,3).

Exploratory work aimed at quantitative assessment of heat loss from residential structures revealed
the importance of considering in detail the parameters affecting the heat transfer from the interior of
the house to the roof surface. Since the attic space forms a buffer between the ceiling insulation and
roof surface of a house, it is necessary to analyse the heat transfer and heat loss mechanisms by taking
into account all means of heat dissipation including attic ventilation, conduction-convection from the
roof surface, and radiation from this surface (4). CCRS is presently conducting a joint experiment
with an electric utility company to evaluate the use of aerial thermography for a quantitative estimation
of heat losses from a wide spectrum of residential structures. A test area covering approximately
two square kilometers was chosen in Ottawa. This area contains homes built between the end of World
War II and the present and includes single family, semi-detached, and condominium structures with
various types of heating systems. Aerial thermograms have been collected over this area on several
dates and times of day during the 1976/77 heating season, and questionnaires have been sent to approxi-
mately 2000 homes in the area to obtain information on house insulation, attic ventilation and roof charac-
teristics. In addition, a mathematical model relating roof surface temperature to ceiling insulation has
been developed (4). Attic temperatures and humidity were measured in three test homes in order to
assess the validity of some of the model assumptions and aid in developing the model. The aerial
thermograms are presently being analyzed and results should be available in the near future.

To take full advantage of the aerial thermography technique, the Ontario Centre for Remote Sensing
(OCRS), Ontario Ministry of Natural Resources has been conducting, since early 1975, a progressive
aerial thermography program with the aim of developing an operational methodology for employing this
technique on a large scale. Initially, selected test sites with single family dwellings, commercial,
public and apartment buildings were chosen for study. Using the Daedalus thermal scanning system
and criteria specified by OCRS, thermal imagery was obtained and processed by the Airborne Opera-
tions Section of CCRS. Data were acquired from altitudes of 360 m, 480 m and 600 m above ground
level and under various atmospheric conditions. From this initial test series, 480 m was chosen as
the optimum altitude on the basis of the spatial and thermal resolution elements of acquired data and
the quality and size of photographic enlargement that can be produced from such imagery.

The findings of the OCRS initial test flights, presented in several in-house reports to the Ontario
Ministry of Energy, have lead to a much expanded program in the residential communities of Ontario.
The first large scale community-oriented thermography presentation in Canada will take place during
May 1977. Thermal imagery of the town of Lindsay, Ontario (population 12, 872) will be made available
to the citizens as part of a major energy conservation awareness program. An interpretation centre
will be established where each house owner will be able to view the thermograph of his house and be
provided with its interpretation. This project has been a joint venture by OCRS and the Ontario
Ministry of Energy.

Another energy conservation program initiated and funded by the Office of Energy Conservation (OEC)
of the federal Department of Energy, Mines and Resources covers two Maritime provinces and makes
extensive use of aerial thermography. The program, which is presently coordinated by a joint federal-
provincial committee, consists of several related elements aimed at encouraging greater energy conser-
vation. These elements are: energy use statistics, mmobile energy audit buses, design of corrective
measures, technical education workshops, in-plant promotion, grants for capital projects, and aerial
thermography. These elements are intended to contribute to the effectiveness of the various decision
making and action steps involved in improving energy efficiency of an industrial establishment. Aerial
thermograms will be used for general presentation in workshops, seminars, displays, etc. They will
also be used in the bus program, where an aerial thermogram of an industrial site will be presented to
industry management during a visit by a mobile energy audit bus. Thermogram anomalies attributed to
excessive heat loss will be discussed, and used to both increase the manager's awareness of and participa-
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tion in the program and as an aid in the design of corrective measures. During March 1977 aerial
thermograms over most of the industrial and institutional sites in Nova Scotia and Prince Edward
Island were collected. Several establishments have been analyzed in a pilot project (5) and some of
the results are presented in Section 4.

3. METHODOLOGY

3.1 Data Acquisition and Processing

Remote sensing data have been collected by CCRS aircraft and sensors for Canadian aerial thermo-
graphy experiments. The sensors may be carried by either of two DC-3's, a Falcon Fan Jet, or (in
the future) a Convair 580. In a typical mission, two flights are undertaken within a 24 hour period.
Normal colour or colour infrared aerial photographs (or both) with a 60% overlap and 30% sidelap
and thermal infrared scanner data are acquired during the near-noon, daytime flight, and thermal scan-
ner data only are acquired at night. Single channel (8-14um) or dual channel (3-5ym, 8-14ym) data
may be collected. The night flights are usually at least 4 hours after sunset at an altitude of 360 to 490 m
above ground level under the following meteorological conditions: night temperature below 0 C, clear
skies or minimal cloud cover and light winds. These specifications are considered only tentative, how-
ever, and further work aimed at determining the optimum data acquisition conditions is underway.

Aerial photographs are developed and reproduced at the National Air Photo Library in Ottawa.
Thermal scanner data are reproduced as a 12. 5 cm wide black and white (B&W) transparent image in two
modes: analogue and level-sliced. Two level-sliced sets are commonly used. The first, usually
referred to as the "master set", is obtained by dividing the temperature range between two reference
levels into six equal intervals and displaying data within each interval as a single gray tone. The
reference levels are obtained within the infrared line scanner by repeated viewing of two internal
constant temperature plates. The second set, or "subset", repeats the above quantization procedure
but the reference levels are now chosen as any two of the levels within the master set. Typically, a
range encompassing two to three slices of the master set contains most of the information and hence is
subdivided into six equal intervals. The analogue data may also be digitized to 256 levels (8-bits) for
recording on computer compatible tapes for quantitative analysis or for display as a 12 interval, level
sliced, colour coded image on a 23 cm wide paper print strip.

3. 2 Interpretation

3. 2. 1 Visual Analysis

The primary source of remote sensing data for heat loss analysis is the nighttime thermogram.
Typically, all three image forms (analogue, level sliced master set, level sliced subset) are utilized.
For a given site, the thermograms are magnified as required and reproduced as positive B&W prints,
which have been found preferable to transparencies (5). Prints are easy to handle in the office and
on site, and are convenient for interpretation (marking, referring back and forth between various
sources of information, roof delineation, etc. ) Stereoscopic aerial photographs provide valuable
reference data. In most projects, both colour and colour infrared positive transparencies have been
produced at a scale of approximately 1: 2, 800 to allow detailed examination of the roofs. In a recent
project, 70 mm colour and colour infrared stereoscopic photographs (scale 1: 12,000) were produced
instead, thus decreasing the total data acquisition costs by almost 50%. These proved satisfactory
for an analysis of industrial buildings (5). Meteorological data, on-site observations, and other
auxiliary data may be used to aid in the interpretation of anomalies observed on the various thermo-
grams. Examination of aerial photographs indicates which of the anomalous warm areas are related to
smokestacks, skylights, sides of buildings, roof vents or penthouses. The roof features can create
'natural' warm points, although care must be taken to analyze their thermal shape and size. Damaged
flashings around vents and penthouses are well known water entry points; if the thermal expression
around such feature is excessively large or oddly shaped, then the site should be classed as a potential
problem area. The remaining apparent heat anomalies are analyzed to determine whether they could
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be accounted for by differences in surface materials, presence of water, reflection from the surround-
ings, roof geometry, etc. Areas where excessive or unexpected heat loss is suspected are marked on
the thermogram prints and assessed during an on-site visit where appropriate. These areas often
experienced insulation damage through moisture, compaction or other means, thus resulting in reduced
thermal resistance and higher heat loss.

A non-destructive method for measuring moisture in roof insulation involves bombardment of a
test area with neutrons and measurement of the thermal recoil of the neutrons caused by the presence
of water. This radioisotopic method of moisture detection has demonstrated excellent correlation be-
tween high moisture content in the roof insulation and areas of high thermal radiance in the thermo-
grams (3).

3. 2. 2 Digital Analysis

Digital processing of airborne thermal infrared imagery is a powerful technique for quantitative
image analysis. OCRS has two image processing systems. The CCRS Image Analysis System (CIAS)
is based upon a PDP-11/70 computer and an IMAGE 100 and is capable of performing various overlay,
transformation, classification, display, and output operations. The Modular Interactive Classification
Analyzer (MICA) uses a Bendix Multispectral Analyzer Display connected on-line to a large time-sharing
computer. Its capabilities are similar to CIAS but all algorithms are implemented by software. Conse-
quently, MICA is an ideal system for methodology development and will be used extensively in the
CCRS project on residential heat loss. Specialized software is available to display a digitized thermo-
gram as an image on the TV display. A cursor-selected area of the imagery may be transferred to a
disk file and converted to apparent blackbody temperatures. These temperatures can be related
to roof surface temperature and then to heat loss. Changes in models, data calibrations and specific
house parameters such as house style, roof pitch, and type of roof material may be accomodated relative-
ly easily.

4. ILLUSTRATIVE RESULTS

Selected examples of aerial thermograms presented in this section were analyzed under contract
by Philip A. Lapp Ltd. with OCRS involvement in a pilot project conducted by CCRS and DEC in the
province of Prince Edward Island. Data were acquired on March 2, 1977 between 2100 and 2200 hrs.
Atlantic Standard Time. Air temperatures were below 0 C all day and -5 C at night. The wind was
8 to 16 km/hr and skies were clear with few scattered clouds. Although the majority of the roof were
clear and dry, some snow and standing water were evident on the aerial photographs taken at approxi-
mately noon on March 4. Ground information was obtained during visits to the sites on March 17 and
18 after the thermograms had been examined. The site visits helped to validate the initial interpreta-
tion of many observed anomalies on the thermograms.

Figure 1 shows a visual photograph and a nighttime thermogram of a shopping centre. In the
thermogram light tones correspond to high radiation levels, and thus indicate "warm" sites. The
shopping centre building was conspicuously light on the thermogram relative to other similar structures.
Aerial photographs, daytime thermograms, and site inspection indicated that the roof was ice-covered
to various degrees with (A, Figure Ib) or without (Q liquid water under the ice. In the high radiance
areas the roof surface was soft, suggesting breakdown of the waterproof membrane. The "cold" areas
(B, Figure Ib) were found during the inspection to be ice-free with a firm dry membrane. Thus the
presence of ice appeared to correspond to areas of weak membrane and consequently of water-damaged
insulation leading to a higher heat loss. Intermediate radiance levels on both daytime and nighttime
thermograms exhibited at C (Figure Ib) could be explained by thinner ice cover and properly function-
ing thermal insulation (relative to A). The poor thermal performance Of this roof was indicated during
the discussion with building managers.
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Thermal image of a building with different roofing materials is shown in Figure 2. Part A
(Figure 2b) is covered with 1. 8 cm thick rigid insulation under a tar/pitch membrane without gravel.
The remainder of the building has 1. 8 cm rigid insulation covered with tar and gravel. In general,
the tar-only area appears "colder" than the tar and gravel section. This difference could be caused
by different radiative physical properties (emissivity) of the surface materials. However, other
explanations are possible. Part A is 3m higher than the remainder of the roof and could thus exper-
ience higher sensible heat loss. Furthermore, a small portion of the tar and gravel roof (B, Figure 2b)
exhibited radiation levels similar to those of part A. The tar and gravel roof also contains eight sky-
lights (C, Figure 2b), smokestacks (D) and a penthouse (E). These features and the surface discon-
tinuities can be expected to affect the thermogram. The above examples show that a careful thermogram
analysis is necessary to avoid interpreting emissivity and geometry effects as heat loss anomalies.
The thermogram does, however, contain a significant thermal anomaly (F, Figure 2b). Aerial photo-
graphy and on-site examination established this to be water collected at a low spot on the roof. Con-
tinued presence of water for extended periods of time is known to eventually cause roof deterioration.

Figure 3 is a thermogram of a hospital whose roof consists of three sections. In the upper section
(A, Figure 3b), no heat anomalies unrelated to vents or similar structures could be identified. This
roof is of the inverted type, i. e. a waterproof membrane is covered with slabs of waterproof insulation
and these are in turn overlaid with 5 to 10 cm of crushed rock. This design presents problems in
detecting a damaged membrane even when the roof is thermally sound. The central portion (B, Figure
3b) was uninsulated, and this is evident from a higher radiation level of this section. In the lower
section (C), the roof was of conventional construction. The "warm" anomaly in this section was
identified as a low spot near a drain located in the vicinity of a penthouse and interpreted as an inci-
pient roof failure around the drain; otherwise, the roof had a uniform appearance on both air photo-
graphs and thermograms.

5. SUMMARY AND CONCLUSIONS

Results of Canadian studies employing aerial thermography for heat loss detection have demon-
strated the usefulness of this technique in locating anomalies associated with excessive heat loss.
The value of aerial thermograms for increasing the interest, participation, and motivation of building
operators has also been indicated (5), and should become of major significance in future energy con-
servation programs.

The quantitative aspects of heat loss from roofs are not well understood at the present time. Some
of the on-going work should yield a better understanding of the extent to which roof surface tempera-
ture is a measure of ceiling insulation and of total heat loss. Additional studies are required to deter-
mine the effect of snow, ice, water, temporal changes during the night such as cooling rates, and
emissivity on the relationship between roof surface temperature and heat loss. Understanding these
parameters is important because optimum conditions are rarely present in large scale projects.

The future of aerial thermography in energy conservation appears very promising. However, it
is very important to maintain credibility of the technique by not extending it beyond its limits. These
limits depend upon the general understanding of the methodology as well as on specific conditions at
individual sites.
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TABLE 1 Summary of Aerial Thermography Projects
for Heat Loss Detection in Canada

AGENCY YEAR LOCATION STATED OBJECTIVE

Canadian
Penitentiary
Service

1975
1975

Cowansville, Quebec
Drumheller, Alberta

To locate underground leaks
in heat distribution lines.

Philips Cable
Ltd.

1974 Brockville, Ontario To determine the extent of heat
loss from buildings and heat
distribution lines.

Ontario Centre for
Remote Sensing

1975
1976

1977

Toronto, Ontario
Toronto, King City,
Ontario
Toronto International Air-
port, Cobourg, Centralia,
Ontario.

To detect energy loss in
buildings

To determine locations of excess
heat loss from industrial sites.

Ontario Centre for
Remote Sensing
(Ontario Ministry of
Energy)

1976

1977

Stratford, Brockville,
Sudbury, Lindsay,
Ontario

Perth, Prescott, Arnprior,
Guelph, Sault St. Marie,
Ontario

A preliminary study on heat loss
from residential buildings and
presentation to community in an
energy conservation program.

Canadian Department 1976
of Transport

Canada Centre for 1977
Remote Sensing
Canada Dept. of
Energy, Mines and
Resources

Ottawa, Ontario

Ottawa, Ontario

To evaluate the use of aerial
thermography to detect roof
deterioration at Canadian airports.

To evaluate the use of aerial
thermography to quantitatively
estimate heat losses from residential
structures.

Ottawa Hydro 1977

Office of Energy 1977
Conservation, Cana-
dian Dept. of Energy
Mines and Resources

Canadian Dept. 1977
of Public Works

Ottawa, Ontario

All industrial, commercial
and institutional sites,
in P.E.I. andN. S.

Selected federal buildings
in Ottawa, Ontario

To evaluate the use of aerial
thermography to quantitatively
estimate heat losses from
residential structures.

To provide heat loss information
for Maritime industrial sites,
schools, hospitals etc. in conjunction
with the comprehensive national
energy conservation program.

To detect heat losses and
damaged roofs from federal
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AGENCY YEAR LOCATION STATED OBJECTIVE

McMaster University 1975
York University 1975
University of Guelph 1975
University of Waterloo 1974
University of Calgary 1976

Hamilton, Ontario
Toronto. Ontario
Guelph, Ontario
Waterloo, Ontario
Calgary, Alberta

To detect heat losses
from buildings and heat
distribution lines.

1204



ORIGINAL PAGE S
OF POOR QUALITlfl

(a)

(b)

Figure 1 Aerial photograph (a) and nighttime thermogram (b)
of a shopping mall. See text for explanation
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(a) (b)

Figure 2 Aerial photograph (a) and nighttime thermogram (b)
of a heavy machinery depot. See text for explanation

(a) (b)

Figure 3 Aerial photograph (a) and nightume thermogram (b)
of a hospital. See text for explanation
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CAPABILITIES OF OPERATIONAL

INFRARED SOUNDING SYSTEMS FROM SATELLITE ALTITUDE

Larry McHillin
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Washington, D. C. 20233

ABSTRACT

Operational soundinas have been produced from
Vertical Temperature Profile Radiometers (VTPR)
since October 1972. In September 1973, a descrip-
tion of the processing system (McMillin et al.)
was published. Changes to the processing system
are described. A new series of operational sound-
ing instruments is being built for launch in 1978.
Capabilities of this system are compared to the
present VTPR. In the past, radiances have been
used to duplicate radiosonde information. Approaches
not based on producing radiosonde profiles are
being incorporated into operational procedures.

1. INTRODUCTION

Given a temperature profile and cloud distribution, it is relatively easy
to integrate the radiative transfer equation to obtain radiances. However, to
obtain profiles of temperature and humidity from radiance measurements, the
more difficult inverse problem must be solved. There are two main problem areas:
the retrieval of temperature profiles from clear radiances and the derivation
or selection of clear radiances from measurements which are contaminated by
clouds.

The retrieval of temperature is based on radiometric measurements at sever-
al wavelengths in an absorbing region for a gas with a uniform mixing ratio in
the atmosphere. Radiation at each wavelength is characteristic of an average
temperature over a relatively thick layer of the atmosphere. Two basic
approaches to the problem have been tried. Presently, approaches which rely
on the physics of the problem are limited in accuracy by uncertainties in the
knowledge of atmospheric transmittance parameters upon which the approaches
depend. However, these approaches offer' the hope of greater accuracy in
addition to being capable of producing soundings from a stand-alone system
that does not rely on measurements from other instruments such as radiosondes.
Ongoing studies are directed toward better laboratory measurements of the spec-
troscopic parameters to improve the models used to calculate atmospheric trans-
mittance. While physical models are being improved, current systems use
statistical information in the form of regression of radiosonde temperature
profiles as a function of satellite measurements that are reasonably simultane-
ous in time and coincident in space.

In the past, most of the sounding effort has been directed toward the
retrieval problem. Recent papers by Fleming (1977) and Rodgers (1976) describe
the relationships between the numerous and seemingly diverse solutions which
have appeared. However, the errors in clear radiances are the major limiting
factor in achieving better accuracy. Early approaches concentrated on finding
holes or areas that were completely cloud free. There was a problem of some
residual cloudiness contaminating the measurements, but the major limitation
of the method was a lack of soundings in the meteorological interesting areas.
Current methods are based on the adjacent field-of-view approach originally
proposed by Smith in Fritz et al. 1972 and Smith et al. 1970. This method is
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based on the assumption that clouds in adjacent spots are at the same level, a
condition that does not hold over significant areas of the globe. Most pro-
cedures which use this method employ a screen to reject questionable values.
Although this method is not limited to cloud-free spots, it is limited to areas
that are partly clear and have a uniform cloud height. While more soundings
are produced with this system, it still fails to produce soundings in many areas
of meteorological interest.

2. THE PRESENT METHOD

Production of operational temperature soundings from satellites began
shortly after the launch of the first pair of Vertical Temperature Profile
Radiometers (VTPR's) on NOAA 2 in October 1972. To provide continuous coverage
as various satellite components failed due to aging, NOAA 2 was followed by
NOAA 3, NOAA 4, and NOAA 5. Each of these satellites carried two instruments
for redundancy. Table 1 shows the periods that various satellites were used.
After an initial failure, one of the instruments on NOAA 2 recovered and was
used until it failed a second time in October 1974.

On April 5, 1974, NOAA 3 was rotated in orbit so that space was viewed
through the normal earth position. This exercise revealed a scan-position
dependent bias in the data as well as a difference between earth and space
ports. Both were caused by stray radiation from parts of the instrument
reacning the detector. Baffles were added to later instruments carried on
NOAA 4 and NOAA 5 to correct the problem.

The initial VTPR processing system has been described in McMillin et al .
1973. Since 1973, several of the procedures used to calibrate the data,
eliminate cloud effects, and produce temperature retrievals have changed.
Changes to the calibration algorithm have been minor. Instruments on NOAA 5
and later satellites measure the patch temperature every scan instead of the
secondary optics temperature.

Both the clear radiance procedure and retrieval algorithm have changed
extensively from methods described in McMillin et al . The clear radiance
procedure is still based on the assumption that if cloud amount is the only
parameter that changes between two adjacent f ields-of-view, then radiances for
any channel are a linear function of cloud amount. If a clear radiance value
is known for any channel, then the cloud amount can be determined and clear
radiances for other channels can be derived from the linear relationship
between radiance and cloud amount as suggested by Smith. In the VTPR system,
window radiances for two spots are compared to determine if values differ enough
(>1 mW/cm2sr cm"1) to define a line and an estimated clear value for the window
channel is calculated from a sea surface temperature analysis and the NMC
forecast air temperatures. Then the ratio of the radiance difference between
the two measured values to the difference between one of the values and the
calculated clear value is obtained from

Ij (v±) - Izi^i)
(1)

Iclr <vi' ~ TI (vi)

where r is the ratio,

II(VT) is the radiance at wavenumber v^ for spot 1,

la(v^) is the radiance at wavenumber v^ for spot 2, and

Ic^r(vi) is the calculated clear radiance at wavenumber v^.

Knowing r, values of Icir(v^> are obtained for the remaining channels.

In early versions of the processing system, the resulting clear radiance
estimates were combined in a histogram and a single value was obtained. That
has been changed to an approach based on screening the values to provide a
distribution that is symmetric, and then averaging the result. Three separate
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tests are involved. Each VTPR scan spot not on the edge of a scan is sur-
rounded by eight scan spots which touch it on a corner or a side. For a given
spot, pairs are formed with four of the adjacent spots; the remaining four
pairs will result with one of the adjacent points as the center. Each of
these four pairs has one point, the center point, in common. In the first
test, derived radiances for each of the 49 groups of four pairs of adjacent
points are compared and a variance calculated. Values are obtained for each
of the 49 possible groups for which two or more pairs pass the 1 mW(m2 sr cm"2)
test and are over water. For each channel, the lowest group variance is
determined, an increment is added to the lowest value, and all points with
group variances less than the limit are accepted. Finally acceptable values
from the various channels are compared and only those acceptable for all
channels are kept.

If cloud amount is the only variable that changes, then derived clear radi-
ances should be constant. In other words, the value Iclr(vi) should not depend
on the value of r. When mixed cloud levels are present, values of Iclr (vi)
resulting from low values of Il(v^) and I2(vi) are likely to contain high clouds
and thus mixed cloud levels as found in towering cumulus. As a result, values
°f Iclr(vi) are frequently in error and result in radiances that are too high,
not just noisy. Each of the 196 potential values of Icir(vi) is derived from
radiances at two spots. The highest window channel radiance of the pair is
selected and the median of these values is determined. An average value of
Iclr(vi) for channel 6, the lowest peaking carbon dioxide channel is determined
for all pairs where the window channel exceeds the median and a similar average
is determined for values less than the median value. Averages are required to
agree to within +0.5 mW/(m2 sr cm"1) or the half of the sample with window
radiances less than the median is rejected and the process is repeated on the
remaining points. The process is iterated until the test is passed or until
the sample is reduced to fewer than ten points. In the latter case no sounding
is produced.

Finally, a limit is placed on the variance of the total sample. Signifi-
cant meteorological gradients can exist across the area represented by a single
VTPR retrieval. These gradients result in a relatively large variance for the
sample. In cloudy areas, radiances which pass the previous tests are clustered
in the clearer spots. Thus a small sample usually comes from one geographical
location within the total area covered by one sounding, and the expected vari-
ance is less because the meteorologically induced variance is less over the
shorter distance. If the calculated variance for an array is less than 0.07
times the number of points, a sounding is produced. This particular test has
no effect on the larger samples found in good areas but does eliminate question-
able soundings when only a few points are included in the average.

Figure 1 is a plot of the number of rejections from all tests as a function
of time. As a result of these tests, about 20 percent of the possible soundings
over water are rejected as being too cloud contaminated to produce reliable
radiances.

The VTPR temperature retrieval method has also been modified. Temperature
retrievals are now determined from a regression of temperature as a function of
radiance as described in Werbowetzki 1975. Stepwise regression is used because
radiances in the various channels are correlated to the extent that numerical
difficulties are experienced when all channels are used as predictors. Separate
regression coefficients are produced for different categories of temperature
profiles because the relationship between radiance and temperature is nonlinear
over large changes in temperature. Three categories are determined from the
radiance measurements. For pressures between and including 100 and 1000 mb,
the window channel radiance is used to select categories. For pressure levels
above the 100 mb level in height, VTPR channel 2 is used to select categories.
The dividing points between categories are 95 and 111 mW/(m2 sr cm"1) for the
window channel and 44 and 48 mW/(m2 sr cm"1) for channel 2.

In the discussion of the clear radiance and the retrieval methods, values
of limits for various tests have been given. These values are the ones that
provided the best results when they were determined. It should be noted that
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these limits are subject to re*-evaluation and tuning. It is unlikely that any
algorithms will be changed before the launch of TIROS-N in 1978.

3. COMPARISON OF PRESENT
AND PLANNED OPERATIONAL SOUNDING INSTRUMENTS

VTPR is an eight-channel instrument consisting of one channel measuring
radiances in the atmospheric window at 833 cm"1, one channel in the water vapor
absorption region at 535 cm~l and six channels in the 15 ym CO2 band: one at
668.5 cm"1 responding to atmospheric temperatures between 1 and 70 mb, one at
677.5 cm"1 responding to temperatures between 10 and 150 mb, one at 695.0 cm"1

responding to temperatures between 30 and 300 mb, one at 708.0 cm"1 responding
to temperatures between 150 and 700 mb, one at 725.0 cm"1 responding to tem-
peratures between 250 and 1000 mb, and one at 747.0 cm"1 responding to temper-
atures below the 400 mb pressure level.

TIROS-N will carry three separate instruments, a Stratospheric Sounding
Unit (SSU), a Microwave Sounding Unit (MSU). and an infrared sounding unit
designated as High Resolution Infrared Radiation Sounding version two (HIRS/2).
The HIRS/2 serves as the basic sounding instrument but is supplemented by the
SSU which can measure higher levels in the atmosphere and the MSU which can
produce radiances in cloudy areas.

The HIRS/2 has seven channels in the 15 ym CO? band. These channels peak
at 668.5, 680.0, 690.0, 703.0, 716.0, 733.0, and 749.0 cm"1, respectively,
and are used to infer temperature profiles. Additional channels centered at
2190.0, 2210.0, 2240.0, 2270.0, and 2360.0 cm"1 in the 4.3 ym COa band are used
to increase the accuracy of the temperature retrievals in the lower atmosphere.
Measurements in the atmospheric windows at 900.0, 2514.0, and 2700.0 cirr1 are
used to determine the boundary temperature. Water vapor is obtained from three
channels peaking at 1225.0, 1345.0, and 1488.0 cm"1 in the 6.3 ym water vapor
absorption band and ozone is obtained from a channel peaking at 1030 ym in the
9.6 ym ozone band. Low level clouds are detected by a visible channel at
14,500 cm"1.

The SSU obtains measurements in the 15 ym CO? band and provides temper-
ature information for levels above those sensed by HIRS/2. The SSU is a
Pressure Modulated Radiometer (PMR) and is a successor to the Selective Chopper
Radiometer (SCR) flown on Nimbus 5 and Nimbus 6 (Smith et al. 1974). Measure-
ments of stratospheric temperatures at three levels are obtained with this
instrument. Since all channels sense the stratosphere to some extent, infor-
mation about this region serves as a correction to channels which respond to
temperatures in the troposphere.

The MSU has three channels which peak in the oxygen absorption band (53.74
GHz, 54.96 GHz, and 57.95 GHz) plus a "window" channel at 50.3 GHz. Microwaves
are virtually unaffected by clouds, but do suffer some attenuation in precipi-
tating areas. In contrast, infrared measurements are affected by any clouds
in the field-of-view. With the MSU, it will be possible to obtain soundings
with limited vertical resolution in cloudy areas where it is not possible with
infrared measurements.

4. OUTLOOK

Satellite soundings have been produced from infrared radiances which are
affected by clouds. Techniques to handle clouds either work poorly or do not
produce soundings over cloudy areas, yet these are the areas most likely to
affect the forecast. Future satellite systems will use microwave measurements
to sense in cloudy areas that are now being missed. They will also blend
soundings with other information. For example, satellite winds derived from
satellite observed cloud motions complement soundings in that wind information
can be derived from cloudy areas whereas soundings are more easily obtained
in clear areas. New methods are being developed to extract the information
available in radiances in forms other than temperature soundings. An example
is the derivation of winds from the measured radiances (Horn et al. 1976).
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One approach that is currently receiving attention is that of using radi-
ances themselves as an analysis. The radiance value for a particular channel
represents an average temperature weighted over a rather broad layer of the
atmosphere as determined by the transmittance. If clear radiances are avail-
able, a meteorologist can extract much of the same information from an analysis
of radiances that he would be able to obtain from a thickness chart. The
National Environmental Satellite Service (NESS) is currently providing infor-
mation about the strength and location of the jet stream based on a manual
analysis radiance from VTPR channel 3 as well as information available from
other sources. Use of a man in the procedure allows detection of errors when
outputs from some of the many sources of information are in conflict. Because
of the many forms that information can take (cloud patterns, radiance fields,
satellites, winds, etc.), a man is able to detect and correct problems in a
manner that is difficult to conceive of automating on a computer. A similar
procedure is being utilized to produce moisture fields from a variety of inputs
including VTPR radiance data for the moisture channel. Radiances at microwave
frequencies, which are relatively unaffected by clouds, are capable of deter-
mining the structure of cloud-covered areas such as the hurricane shown in
figure 2 (Grody, 1977) .

Accuracy is an important indicator of satellite performance. However, two
factors need to be considered when looking at accuracies of satellite soundings.
First, the most common source of ground truth is radiosondes which measure
point values rather than the vertically and horizontally averaged values sensed
by satellites. Radiosondes are also subject to errors. Second, with satellite
systems, it is possible to trade accuracy for coverage. Since the meteorologi-
cally active areas cover a relatively small portion of the globe, errors in
these important areas tend to get overwhelmed by areas where soundings can
easily be produced but where the soundings do not provide any information about
developing systems. This problem is compounded when satellite systems delete
a portion of the soundings. There is no real alternative, but one must remem-
ber that producing more accurate soundings may not increase the information if
the coverage is inadequate.

The first attempt at determining the accuracy of satellite soundings
resulted in the collection of a set of radiosonde - VTPR match ups for March
1973. The RMS error for this data set is shown in figure 3 along with the RMS
error of the initial profile used in the retrieval system at that time. Since
that time, accuracies have generally improved except for the period that is
required after the launch of a new satellite to collect a sample large enough
to produce stable regression coefficients. The increased capabilities of
future instruments with more channels and other improvements should result in
increases in accuracy after the launch of TIROS-N.

Satellite sounding systems provide the only means of obtaining anything
more than spot checks of features above levels usually sensed by radiosondes
(14 mb). Present sounders are limited to sensing temperature in this region,
but future systems will provide information on ozone, and the possibility of sens--
ing other minor gases is being studied. Since clouds have a minimal effect on
channels used to sense these regions, their effects are easily removed by cloud
correction techniques and some channels require no correction. Because there
has been a lack of comprehensive data for these regions, dynamics of this region
and interaction between the troposphere and stratosphere are not well known.
The daily global coverage provided by satellites will provide a means of proving
or disproving the various theories which exist. With the increasing concern
about climate and climate changes, satellite measurements at these altitudes
will continue to be a valuable source of information.

5. SUMMARY

Initial attempts at using satellite radiances resulted in the production of
temperature profiles similar to those produced by radiosondes. While increases
in accuracy have been made and additional increases are expected to result from
increased instrument capabilities, it has been recognized that the production
of level temperatures is not consistent with the average temperature that is
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represented by the radiances and that other methods of extracting the infor-
mation make better use of the br J. coverage and horizontal consistency which
characterize satellite radiances _n the cloud-free regions of the atmosphere.
Use of satellite radiances to derive parameters such as thickness values, winds,
ozone, or water vapor is expected to increase.
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NOAA 4 17 December 1974 14 September 1976
NOAA 5 14 September 1976 Present
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November 21, 1975 1445U.T.

NOAA-4 VHRR (11.Sum) Image (1140U.T.)

SCAMS Total Water Vapor (cm)

SCAMS 700 mb Winds in Knots and Streamline Analysis

ION

SCAMS 55.45 GHz Brightness Temperature (K)

Typhoon June Viewed by a Scanning Microwave Spectrometer • SCAMS

FIGURE 2. MICROWAVE MEASUREMENTS OF TYPHOON JUNE DEMONSTRATING
THE ABILITY OF MICROWAVE MEASUREMENTS TO PROVIDE
METEOROLOGICAL INFORMATION IN CLOUDY AREAS.
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RADIOSONDE
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3 4
RMS (C)

FIGURE 3. DIFFERENCES BETWEEN SATELLITES SOUNDINGS AND RADIOSONDES
FOR NEARLY COINCIDENT AND NEARLY SIMULTANEOUS SOUNDINGS
COLLECTED DURING MARCH 1973.
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A MULTICHANNEL PASSIVE MICROWAVE ATMOSPHERIC

TEMPERATURE SOUNDING SYSTEM

M. E. Louapre and K. A. Paradis

Aerojet ElectroSystems Company
Azusa, California

ABSTRACT

The development of a small, lightweight, low-power,
seven-channel passive microwave radiometer system for use
on the Defense Meteorological Satellite Program (DMSP) is
described. This 50-60 GHz sensor system operates in the
region of an intense atmospheric oxygen absorption band to
provide atmospheric temperature profiles to 30 kilometer
altitudes on a global basis.

1. INTRODUCTION

Knowledge of the temperature distribution of the atmosphere on a global scale is a key
factor in the prediction of various weather parameters by meteorologists. Although some
such profile information is currently available from radiosonde, rocketsonde and infrared
atmospheric sounding systems, each of these systems has its obvious limitations. This
paper describes a multichannel passive microwave radiometric sensor system that has been
developed (Ref . 1) for use on the Defense Meteorological Satellite Program (DMSP) to gather
such temperature distribution information on a global basis. Atmospheric temperatures for
pressure levels of 1000, 850, 700, 500, 400, 300, 250, 200, 150, 100, 70, 50, 30, 20 and
10 mb; 14 thicknesses between these levels; and the temperature and pressure of the tropo-
pause will ultimately be provided.

The radiometric characteristics of the atmosphere are determined primarily by the
absorption and emission characteristics of the oxygen molecule in the 50-60 GHz band of the
frequency spectrum. Since the mixing ratio of oxygen is constant in the atmosphere, the
contribution of a particular layer of the atmosphere to the total radiation detected by a
spaceborne radiometer operating in this frequency range is primarily controlled by the air
temperature and the product of two competing factors — namely, the emission per unit
volume, which decreases monotonically with height due to the decreasing air density, and
the transmission factor of the atmosphere above the layer under consideration, which
increases with height. The product results in a function (the weighting function) which typi-
cally peaks at some height and decreases with distance away from the peaking altitude. By
choosing frequencies with different absorption coefficients, weighting functions emphasizing
radiances from preselected atmospheric layers may be obtained. The problem of profiling
the temperature of the atmosphere then reduces to finding the most probable profile which,
when weighted by the appropriate weighting functions, produces the measured brightness
temperature values of the selected frequencies.

Since the underlying earth surface also contributes to the detected radiation at those fre-
quencies responding to the lowest portion of the atmosphere, the software used in the extrac-
tion of atmospheric information from the microwave data must be designed to eliminate the
effects of the surface. A unique, highly efficient algorithm that accounts for varying surface
emiss ivities, lower tropospheric effects, and terrain height variability has been developed to
do this (Ref. 2).

Specification of the altitudes at which the weighting functions are to peak and the full width
half maximum of the weighting functions establishes the center frequency and bandwidth of
the individual sensor channels. At the higher peaking altitudes where the pressure broad-
ening is reduced and the line widths are extremely narrow, both frequency and bandwidth
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selections must reflect a consideration of both software and hardware roles. Consequently,
narrow bandwidths and a high degree of frequency stability are required at these altitudes.

Profiling of the atmosphere from sea level to an altitude of 30 kilometers has resulted in
the selection of seven channels ranging in frequency from 50. 5 GHz to 59. 4 GHz as shown in
Table I A requirement for a maximum calibration uncertainty of 1 K and maximum NETD
for the arious channels of 0. 4 to 0. 6 K has established the electrical performance require-
ments of the sensor system. Stringent weight, power and size limitations of 11. 5 kg, 18 watts
and 0. 20 x 0. 36 x 0. 41 meters respectively, have also restricted the physical characteristics
of the sensor.

This paper describes the design and performance of a lightweight, low-power, seven-
channel radiometer sensor system that satisfies these requirements.

2. SYSTEM CONFIGURATION

The Multichannel Passive Microwave Temperature Sounder System, shown in Figure 1 and
in simplified block diagram form in Figure 2, consists of a mechanically scanned reflector
antenna, a stepper motor/gear antenna drive, a seven-channel superheterodyne receiver, and
signal processing/timing circuitry. Precise total system inflight calibration is achieved by
viewing known radiometric temperatures through the antenna system. An accurately known
ambient load (300 K nominal) and the cosmic background (2. 7 K) are used for this purpose.
These absolute calibration points make it possible to determine the sensed antenna tempera-
tures in an absolute manner.

The mechanically scanned reflector antenna system shown in Figure 3 consists of a lens-
corrected, corrugated feed horn, a shrouded reflector and an orthogonal mode transducer
(OMT). It provides a planar scan by a rotation of the reflector surface; this allows the
antenna feed system to remain fixed. A metallic hood shrouds the reflector to eliminate back
radiation and provides a guided interface to the calibration system. A thermal shroud is
also incorporated into the design to shade the inflight calibration source apertures during
scan and reduce thermal gradients at the calibration apertures.

As seen in Figure 4, the antenna beam is step-scanned through seven discrete earth-
looking positions at a fixed, programmed rate, then is rapidly rotated, first to the warm
calibration reference, then to the cold calibration reference, before the scanning sequence is
repeated. Key scan parameters are detailed in Table II. Because the calibration paths are
characterized by low reflective and dissipative losses, the equivalent antenna input tempera-
ture during calibration can be accurately determined.

The antenna input brightness temperature (Ti) is determined from the relationship

TH - T_
T = T - (V - V 1

i XH V,, - Vu < i VH'w rl

where TH = warm calibration input temperature, TC cold calibration input temperature,
VH = output voltage during warm calibration, VQ = output voltage during cold calibration,
Vj = output voltage corresponding to Tj . (The modulator temperature is not required in the
above expression for Ti because of the thermal characteristics of the instrument and the
periodicity of calibration. )

Signals in the 50 to 60 GHz frequency range are received by the antenna system and sub-
sequently split into two orthogonal polarizations by an orthogonal mode transducer (OMT).
The use of an OMT allows both orthogonal polarizations to be utilized, thereby establishing
the initial level of frequency channelization. One polarization is used for the lower altitudes,
Channels 1-4; the other polarization is used for the upper altitudes, Channels 5-7.

From the OMT the received signals are applied to a unique broadband, low-loss dual
resistive vane modulator. This device serves to chop the input signal and does not, as men-
tioned previously, influence the determination of Tj . With an attenuation that exceeds
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50 dB and an insertion loss of less than 0. 3 dB over the entire frequency band this modulator
approximates an ideal switch and thus avoids the switching errors associated with fe r r i te
type modulators.

After modulation, one of the signals is applied to an RF diplexer, the other to an RF band-
pass filter. The RF diplexer splits the signal into two bands containing Channels 1, and 2, 3,
and 4 frequencies, respectively. Specifics of the channel peaking altitude, frequency, band-
width and NETD were shown previously in Table I. The Channel 1 band is down-converted,
amplified, fi l tered, and subsequently detected. Down-conversion is accomplished in a broad-
band balanced mixer in which GaAs Schottky-barrier diodes are used. Similarly the Channel
2, 3, and 4 band is down-converted and amplified in a common mixer-IF amplifier and then
applied to an IF triplexer which splits the signal into three discrete channels of information,
which are then detected by square-law detectors.

The signal from the other half of the dual-vane modulator, i. e. , the signal applied to the
RF bandpass filter, contains Channels 5, 6, and 7. The filter serves to remove the corre-
sponding image frequencies. After filtering, these channels are treated in a manner identi-
cal to that used for Channels 2, 3 and 4. The overall receiver bandwidth and channelization
characteristics are shown in Figure 5.

A single frequency stabilized Gunn oscillator is used as the local oscillator to conserve
power and weight. The frequency of the oscillator was chosen such that potentially detri-
mental EMI signals would fall outside the filtered IF passbands. Stability specifications for
the oscillator are based on the profiling accuracy required over a two-year life of the instru-
ment. The fundamental Gunn oscillator is matched and locked to a high-Q Invar cavity to
achieve the required long-term frequency stability. Since the stabilization network is totally
passive, long-term reliability is assured.

After detection, the seven channels of information are processed by individually program-
mable stepped automatic gain control (SAGC) attenuators. The SAGC maintains the system
gain such that the analog-to-digital converter resolution capability is optimized for any pos-
sible variation in the predetection gain. After gain conditioning, the signals are processed
by individual synchronous demodulator integrate-and-dump circuits. These integrated sig-
nals are then multiplexed into a common 12-bit analog-to-digital (A/D) converter and subse-
quently demultiplexed into data storage and readout circuits. Critical points throughout the
system are thermally monitored by temperature sensor readout channels which are multi-
plexed into the A/D converter for subsequent readout.

The system operates in both a synchronized mode and an independent or automatic mode.
In the synchronized mode, an external synchronization signal causes the sensor to initiate
scanning in a step-synchronized fashion with an onboard IR sensor. When the system is
operated in the automatic mode, antenna scanning is completely independent of the external
synchronization signal.

3. CALIBRATION

As described previously, the inflight calibration system, shown schematically in Figure 6,
consists of two noise sources. A cold path views the cosmic background(2. 7 K) for one cali-
bration point and a built-in "warm" load (^300 K) is observed for the other calibration point.
The radiometer (including the antenna) is calibrated once during each 32-second scan cycle.

The inflight calibration system is a well-matched, closed-path configuration with very low
dissipative wall losses. A shroud on the reflector allows direct coupling to both the cold
path and warm load. The cold path is an oversize circular transmission line that is used to
restrict the radiometer field of view so that extraneous input signals due to both the sur-
rounding spacecraft and the earth's atmosphere are minimized. Due to the location of the
sensor on the spacecraft it is not possible for the sensor antenna to view the sky directly.
Therefore, it is necessary to utilize a reflecting miter bend in the cold path to direct the
antenna pattern in the proper direction. The warm load is an extended microwave radiator
made up of a large number of tapered absorbing sections and is designed to provide a stable
blackbody temperature source at approximately 300 K. An accurate measurement of the sur-
face temperature of the load is provided as a result of the warm load thermal design. A
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shroud allows direct coupling to the antenna and a sun shield located on the antenna reflector
prevents the warm load from viewing the sun, thereby enhancing the thermal stability of this
load.

Precision primary temperature standards are used for laboratory calibration of the instru-
ment. In these standards the surface temperature of the microwave load is measured very
precisely and the reflection characteristics are extremely low. Two primary standards
stabilized at approximately 78 K and 300 K are used to calibrate the radiometer in the labor-
atory under stable thermal-vacuum conditions. A remotely controlled, semiautomatic pri-
mary standard transport mechanism. Figure 7, is used in conjunction with the radiometer to
accomplish the calibration process. Once the radiometer has been calibrated with at least
two primary standards, the calibration and linearity of the instrument is verified by viewing
additional standards at temperatures between the calibration extremes.

4. PACKAGING DESCRIPTION

To achieve the high packaging density required by system weight and size limitations, a
compartmentized design has been used. As shown in Figure 8, the RF components of the
receiver and the antenna feed horn are mounted to a honeycomb shelf. Use of a shelf allows
the antenna reflector to be mounted high in the instrument, thereby avoiding radiation pattern
interference from the instrument walls. Use of the shelf also allows the feed horn, orthog-
onal mode transducer and the modulator to be mounted close together on the same surface,
reducing RF losses. A higher than usual packaging density for RF components is achieved by
packaging the three mixers and IF amplifiers in three parallel routes on each side of the
modulator. The IF filter and triplexers, as well as the seven detector/preamplifiers are
located in the forward part of the lower compartment. All post detection circuitry is mounted
on printed circuit cards located in the rear portion of this lower compartment.

5. SYSTEM PERFORMANCE

The overall measured performance of the sensor system is summarized in Table III. The
final size, weight and power consumption of the sensor system are 0. 2 x 0. 28 x 0. 41 meters,
11. 2 kilograms, and 14. 2 watts respectively. An antenna beam efficiency in excess of 95. 8
percent and a beamwidth of 14. 4 degrees or less were achieved at all seven frequencies and
all seven beam positions.

6. REFERENCES

1. United States Air Force, Space and Missile Systems Organization, Contract F04701-75-
C-0090.

2. Rigone, J. L. and A. P. Stogryn, "Data Processing for the DMSP Microwave Radiometer
System," Eleventh International Symposium on Remote Sensing of Environment, April 1977,
Poster Session P-123.

TABLE I. CHANNEL PARAMETER REQUIREMENTS

Channel Peaking Height (km) Frequency (GHz) Bandwidth (MHz) NETD

1 0 (window) 50. 5 400 0. 6

2 2 53.2 400 0.4
3 6 54.35 400 0.4
4 10 54.9 400 0.4
5 30 58.4 115 ' 0.5
6 16 58.825 400 0.4
7 22 59.4 250 0.4
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TABLE II. KEY SCAN PARAMETERS

Scan Type

Cross-Track Positions

Calibration Positions

Total Cross-Track Scan

Total Scan Period

Dwell Time (Cross-Track and
Calibration Positions)

Cross-Track Nadir

7

2-Cosmic Background and ^300 K

-H360

32 Seconds

2. 7 Seconds

TABLE III. MEASURED PERFORMANCE

Channel
No.

1

2

3

4

5

6

7

Center Freq
GHz

50. 5

53. 2

54. 35

54. 9

58. 4

58. 825

59. 4

Bandwidth
MHz

400

400

400

400

115

400

250

NETD
K

0. 32

o. 24
0. 36

0. 22

0. 39

0. 29
0. 31

Calib Uncertainty
K

0. 25

0. 21

0. 24
0. 13
0. 06
0. 24
0. 13

Figure 1. Multichannel Passive Microwave Temperature
Sounder System
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MAPPING DIURNAL VARIATIONS IN CHLOROPHYLL "a".

TRANSPARENCY, AND SURFACE TEMPERATURES IN THE NEW YORK BIGHT

Fabian C. Polcyn

Environmental Research Institute.of Michigan
Ann Arbor, Michigan

Dennis Clark and James Zaitzeff

NOAA/National Environmental Satellite Service
Washington, D.C.

SUMMARY

An aircraft multispectral imaging sensor was used to map several water
parameters in the New York Bight during different times of the diurnal tidal
cycle. By a suitable operation on two or more channels of spectral data in the
visible region, both transparency and chlorophyll "a" variations can be
quantitatively mapped. Surface chlorophyll "a" variations between 1 mg/m3

to 30 mg/m3 were successfully mapped as verified by independent ship measure-
ments. Remotely sensed transparency measurements within the Bight were re-
ferenced to secchi disk depths on the basis of control stations. Since the
multispectral scanner contains data in the visible, near IR, and thermal IR in
complete registration surface temperatures were also available from the same
data set. Eight passes at 10,000 feet were flown in radial lines to cover the
New York Bight area at times corresponding to an incoming tide and an outgoing
tide. Complex circulation patterns in the distributions were easily recognized.
Dye drops were also mapped to support ship measurements and model predictions
of circulation.

Large area demonstration of the multiple parameter mapping with multi-
spectral imagers foretell the potential of similar satellite sensors for
monitoring large coastal circulation systems and understanding effects of
local discharges on environmental quality in neighboring coastal zones.

Preceding page blank
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EVALUATION OF CHANGE DETECTION TECHNIQUES

FOR MONITORING COASTAL ZONE ENVIRONMENTS*

R. A. Weismiller, S. J. Kristof, D. K. Scholz
P. E. Anuta and S. M. Momin

Laboratory for Applications of Remote Sensing
Purdue University

West Lafayette, Indiana 47906

ABSTRACT

Development of satisfactory techniques for detecting
change in coastal zone environments is required before
operational monitoring procedures can be established. In
an effort to meet this need a study was directed toward
developing and evaluating different types of change detec-
tion techniques, based upon computer-aided analysis of
Landsat multispectral scanner (MSS) data, to monitor these
environments.

The Matagorda Bay estuarine system along the Texas
coast was selected as the study area. Land use within
this area is divided principally among agriculture, range-
land, urban, industry, recreation and large marsh-covered
tracts.

Four change detection techniques were designed and
implemented for evaluation: a) post classification com-
parison change detection, b) delta data change detection,
c) spectral/temporal change classification, and d) layered
spectral/temporal change classification. Each of the four
techniques was used to analyze a Landsat MSS temporal data
set to detect areas of change of the Matagorda Bay region.

The post classification comparison technique reliably
identified areas of change and was used as the standard for
qualitatively evaluating the other three techniques. The
layered spectral/temporal change classification and the
delta data change detection results generally agreed with
the post classification comparison technique results; how-
ever, many small areas of change were not identified.
Major discrepancies existed between the post classification
comparison and spectral/temporal change detection results.

INTRODUCTION

Our nation's coastal zones are locales of unending change. Effective in-
ventorying and monitoring of these changes are required for resource management.
Conventionally, monitoring of these areas has been accomplished either by local
on-site surveys or photointerpretation of aerial photographs, and change detec-
tion has required the manual comparison of various single date analyses. For
large area inventories, both local surveys and photointerpretative techniques
require large data collection efforts and are time consuming and subjective
in nature.

*This work was accomplished under the National Aeronautics and Space Adminis-
tration Contract No. NAS9-14016. Journal Paper No. 6689 Purdue University,
Agricultural Experiment Station.
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Consequently, it would be desirable to develop and implement a computer-
ized change detection procedure suitable for large area inventories.(1) How-
ever, before operational monitoring procedures can be established, satisfactory
computer-aided change detection techniques must be developed. In order to meet
this need, this study was initiated toward developing and evaluating various
change detection techniques based upon computer-aided analysis of Landsat multi-
spectral scanner (MSS) data to monitor coastal zone environments.

STUDY SITE

A portion of the Matagorda Bay estuarine system located along the Texas
coast was selected for this study. This area is characterized by a great di-
versity in geography, resources, climate, waterways and estuaries similar to
the entire coastal zone of Texas. Also, it is subjected to numerous natural
hazards such as shoreline erosion, land surface subsidence, stream flooding,
hurricane tidal surges and active surface faulting. Lower elevations of the
coastal area are covered with marshes and swamps, and the standplains are
chiefly sandy materials. The coastal upland areas consist mainly of clay and
mud materials deposited as sediments during the Pleistocene era. Land use
within this study site is divided principally among agriculture, rangeland,
urban, industry, recreation and large marsh-covered tracts.(2)

APPROACH

Data

Landsat MSS data collected on November 27, 1972 and February 25, 1975,
were used as the principal data sources for this study. These data were geo-
metrically corrected (i.e., rotated, deskewed and rescaled) (3), overlaid and
precision registered to ground control points selected from appropriate U.S.
Geological Survey (USGS) 7% minute topographic quadrangle maps. This proce-
dure produced a multidate eight-channel data set at a scale of 1:24,000 and
registered points in the data to their exact ground position. Reference data
utilized to support the analysis of the Landsat data included 1970, 1971 and
1975 color and color infrared aerial photography, Geologic Atlases compiled by
the Texas Bureau of Economic Geology, and Spectral Environmental Classification
overlays produced by Lockheed Electronics Corporation.

Single Date Analysis

A non-supervised approach utilizing the maximum likelihood classifier as
implemented by LARSYS (4) was used to produce a classification for each date
for areas corresponding to individual USGS 7*s minute quadrangle maps. The
resultant classifications included informational categories of agriculture,
rangeland, grasslands, wooded areas, swamp timber, fresh and brackish marshes,
mud and sand flats, beach and beach ridges, residential areas, and open water
classes. This initial study demonstrated that digital analysis of Landsat MSS
data could be used to inventory the coastal environment effectively.(5)

Change Detection Analysis

Four specific test sites were selected within the Matagorda Bay estuarine
system for implementation and evaluation of change detection techniques. These
were the areas included in the Austwell, Port Lavaca-E, Port O'Connor and Pass
Cavallo-SW USGS 7*5 minute topographic quadrangles.

Four techniques for detecting change were designed and implemented for
evaluation (6): a) post classification comparison, b) delta data change detec-
tion, c) spectral/temporal change classification, and d) layered spectral/
temporal change. All four techniques require registration of the data prior
to analysis for change. A brief description of each technique follows.
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Post Classification Comparison (7)

Post classification change detection is based on the comparison of inde-
pendently produced spectral classifications. The comparator is simply a pro-
cessor that "compares" two standard LARSYS classifications utilizing class
pairs specified by the analyst and generates a results tape indicating areas
of change. Thus, the change classes derived are defined by the analysts
rather than being identified spectrally using pattern recognition techniques.
By properly coding the classification results for times ti and ta, the analyst
can produce change maps which show a complete matrix of changes. In addition,
selective grouping of classification results allows the analyst to observe any
subset of changes which may be of interest.

Delta Data Change Detection (8)

The delta data change detection technique is based upon the classification
of a multispectral difference data set. A delta (subtraction) transformation
combines two n-channel multispectral data sets obtained at different times and
produces a multispectral delta data set having n-channels. Since the LARSYS
system assumes all data samples used are non-negative, a bias is added to each
difference so that the resulting delta data is non-negative. Thus, the com-
plete transformation is simply:

5X*. = X^. (t2) - X
1?. (ti) + b

i J i J .J. J f^

fc

Where: X^ . = Multispectral value for channel k; i,j = 1,...N assuming an
N x N image

i = Row
j = Column
k = Channel
b^ = Bias for Channel k

ti = First date
tz = Second date

This approach assumes that specific changes from one time to another will pro-
duce a non-negative result which can be detected either by examining the
images directly or by first classifying the delta data, then examining the
results displayed in inage form. The classification method is similar to that
for classification of ordinary multispectral data; however, it emphasizes clas-
sification of multispectral change instead of changes in multispectral classi-
fication.

Spectral/Temporal Change Classification

This technique is based upon a single analysis of a multidate data set to
identify change. In a two-date Landsat data set, eight channels of data would
be analyzed using standard pattern recognition techniques. By using data sets
collected under similar conditions at nearly the same day of the year but from
different years, one would expect that classes where change is occurring would
have statistics significantly different from where change had not occurred and
could be so identified.

Layered Spectral/Temporal Approach (9,10,11)

The layered or decision tree classifier is essentially a maximum likeli-
hood classifier using multi-stage decision logic. It is characterized by the
fact that an unknown sample can be classified into a given class using one or
more decision functions and channels in a successive manner. This classifi-
cation strategy can be most easily illustrated by a tree diagram consisting
of a root node, a number of non-terminal nodes or decision stages (layers) and
terminal nodes (i.e., the decision making procedure terminates with the
unknown sample being assigned to the class at a terminal). A non-terminal
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node is an intermediate decision, its immediate descendent nodes representing
the possible outcomes of that decision.

To specify a decision tree uniquely, two sets of information are neces-
sary: a) how the terminal and non-terminal nodes are linked and b) the deci-
sion functions and channels of all the non-terminal nodes. The decision tree
can be constructed manually or by an automatic optimized logic tree design
procedure. For the purpose of change detection a hybrid of these two proce-
dures was utilized. Decision trees for each of the two dates, tj and tz/ were
obtained automatically and then manually linked introducing within the tree a
logic for detecting the desired changes.

RESULTS

A quantitative evaluation of the change detection procedures developed
would require the collection of a comprehensive set of reference data (ground
observations and/or aerial photography) coincident with the Landsat overpass.
However, coincident reference data were not available for this particular pro-
ject (i.e., reference data for the 1972 Landsat data consisted of aerial pho-
tography collected in 1970, 1971) . Thus, only a qualitative evaluation of the
results of the change detection techniques could be accomplished.

Since the comparison of results from two single date classifications is
the basis of the post classification comparison change detection procedure,
the results of this technique were used as the standard for evaluating the
results from the other three procedures. Correlation of the unsupervised spec-
tral classes with informational classes was accomplished by:

a) associating the spectral classifications with aerial photography
when appropriate, v

b) utilizing a ratio, A = y_ calculated for each spectral class, where V
is the relative intensity of the mean spectral values of the
visible wavelengths {(0.5 to 0.6ym) + (0.6 to 0.7ym)} and IR is the
relative intensity of the mean spectral values of the reflective
infrared wavelengths {(0.7 to 0.8pm) + (0.8 to l.lym)} and

c) by summing the relative intensity values ("summed response") of all
four bands to determine the magnitude of relative spectral responses
for each spectral class.

By observing the aerial photography, the ratio A and the summed response, the
analyst delineated major vegetation and land use categories within the coastal
zone area. Results from the Port O'Connor quadrangle, which are representative
of the four test areas, are presented for illustrative purposes.

Utilizing the post classification comparison technique, the November 1972
and February 1975 dates for the Port O'Connor test site were classified into
25 and 23 spectral classes, respectively. These classes were grouped into 6
ecological categories: a) urban, b) woody/herbaceous vegetation, c) submerged
vegetation and tidal flats, d) spoil areas, e) water and f) burned areas. The
logic comparator was constructed to identify the class pairs listed in Table I.
The map produced by this comparison (Figure 1) illustrates the areas of change.

Cluster analysis of the delta data set produced 13 delta spectral classes
representing seven identifiable informational classes (Table II). These infor-
mation classes were not in a 1:1 correspondence with the post classification
comparison classes but rather were dispersed over a number of the classes.
However, visual inspection of the delta data change results map showed a good
general agreement between the post classification comparison and delta data
change results in that the no-change water/land interfaces and the delineation
of burn areas were in close agreement. Pixels classified into the mixed and
urban change classes were widely dispersed through the land and marsh areas.
This situation may be related to the inherent difficulty of using present
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Landsat resolution and wavelength bands to discriminate reliably among certain
surface features and not to the change detection procedure.

To evaluate the spectral/temporal approach to detecting change, three
areas from the eight-channel data set were clustered to identify potential
change classes. These included the agricultural region, intercoastal waterway
and the barrier island, areas where change was expected to be occurring. Sta-
tistics developed during clustering were used to identify potential change
classes using the following empirically-derived criteria:

a change class was probable if the ratio (A = •=„) for each of the two
dates differed by more than 0.30, and the summed response differed
by more than 25.0.

Fifty-two spectral classes were identified resulting in five information
classes (Table III), four of which represented change.

Comparison of the results of the spectral/temporal approach to the post
classification comparison technique indicated major disagreement. Pixels clas-
sified into the woody to woody class by the post classification comparison
technique were classified as vegetation to soil, and soil to vegetation change
classes (Table III) by the spectral/temporal change detection technique. Sim-
ilarly, the pixels classified into the submerged-submerged, any non-submerged-
submerged and water-water classes were classified as a water to soil change
class. Only the burn change class agreed well with the post classification
comparison change results.

Detection of change using the layered spectral/temporal approach involved
developing a layered decision tree based upon timej statistics for timej (No-
vember 1972) and attaching a layer decision tree based upon time2 statistics
for timez (February 1975) to the appropriate terminal nodes of timei producing
a "change decision tree". Results of this procedure produced 47 spectral
classes, and 18 informational classes, 10 of which were change classes (Table
IV).

Results of the layered spectral/temporal approach were in good agreement
with those obtained by the post classification comparison procedure. Burn
areas and the no-change land/water interfaces were very similar. Urban areas
were well identified; however, occasionally the dredged spoil areas along the
intracoastal waterway were placed into the urban class due to the similarities
in spectral response. Some of the confusion between classes was attributed to
the trimming of the decision trees (which was necessary to accomodate the tree
in computer memory).

CONCLUSIONS

In devising a change detection procedure one property to consider is the
relative complexity of the method; all other things being equal, a simpler
approach would be more desirable for implementation reasons. However, more
complex methods may have more performance potential in the long run. On a
scale of increasing complexity the four methods investigated may be ordered
as follows:

1. Delta data method. This method requires only a simple subtraction
followed by a single classification.

2. Post classification comparison. This method requires two separate
classifications followed by a logical comparison.

3. Spectral/temporal classification. While this method requires only a
single classification,it is a vastly more complex one, requiring
more classes and probably more features.

4. Layered spectral/temporal classification. This method involves not
only a complex classification but also a priori knowledge of the
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logical interrelationship of the classes as well.

In a change detection analysis, change detection error can arise from
classification error at date one, date two or both times. To evaluate pre-
cisely the results of various change detection procedures, comprehensive
ground information must be available to identify any error condition.

Since adequate reference data for a thorough evaluation was not available,
the post classification comparison change detection results were used as the
standard for qualitative evaluation of the results from the other three proce-
dures. Areas of major change were reliably identified by the post classifica-
tion comparison technique. This is due in part to the fact that the analysis
procedures required are routine and quite well understood.

Evaluation of the other three change detection techniques indicates the
following:

a) The delta data change detection method may be too simple to deal
adequately with all the factors involved in detecting change in a natural
scene. Too much information may be discarded from the data in the subtraction
process whereby only the four band difference data remains from the two sets
of original four bands. Images created from the delta data may be quite
useful, however, in qualitatively assessing change by image interpretation.

b) The spectral/temporal and layered spectral/temporal change detection
methods cannot be ruled out at this point as each appears to have undeveloped
potential. The layered spectral/temporal change detection results in par-
ticular showed best agreement with the post classification comparison results.
More complex methods usually require more carefully drawn data inputs together
with greater user understanding to achieve their potential.
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FIGURE 1. RESULTS OF THE POST CLASSIFICATION COMPARISON
CHANGE DETECTION TECHNIQUE FOR THE PORT O'CONNOR
QUADRANGLE.
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TABLE I. CLASS PAIRS DEFINED FOR THE POST CLASSIFICATION
COMPARISON CHANGE DETECTION TECHNIQUE FOR TWO
DATA SETS FOR THE PORT O'CONNOR QUADRANGLE.

Class No. Informational Classes

NOV 72 FEE 75

1
2
3
4
5

* 6
* 7
* 8
* 9
*10

urban--
woody/herbaceous--

spoil--
submerged-

water--
any non-burn--
any non-spoil—
any non-woody—
any non-water—

any non-submerged--
any non-urban—

* change classes

•-urban
•-woody/herbaceous
•-spoil
-submerged
•-water
•-burn
•-spoil
-woody
-water
-submerged
-urban

TABLE II.

Class No.

* 1
* 2
* 3
* 4
* 5

6
7
8
9

10
11
*12
13

CLASSES DELINEATED BY DELTA DATA CHANGE DETECTION
METHOD AND THEIR CORRESPONDING POST CLASSIFICATION
COMPARISON INFORMATIONAL CLASSES FOR THE PORT
O'CONNOR QUADRANGLE.

Informational Classes

any non-spoil to spoil
any non-spoil to spoil
mixed and any non-submerged to submerged
mixed and any non-urban to urban
woody to wood and any non-submerged to

sumberged and any non-urban to urban
woody to woody
woody to woody and water to water
woody to woody
water to water
water to water
water to water
any non-burn to burn
water to water

* change classes

TABLE III. CLASSES DELINEATED BY SPECTRAL/TEMPORAL
CHANGE DETECTION METHOD FOR PORT O'CONNOR
QUADRANGLE.

Class No. Informational Classes

*1 Vegetation to soil
*2 Soil to vegetation
*3 Vegetation to burn
4 No change land class
*5 Water to soil
6 No change water class

* change class
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TABLE IV.

Class No.

CLASSES DELINEATED BY LAYERED SPECTRAL/TEMPORAL
CHANGE DETECTION METHOD FOR THE PORT O'CONNOR
QUADRANGLE.

Informational Classes

NOV 72

* 1
2
3

* 4
* 5
* 6
7

* 8
* 9
*10
11
*12
*13
*14
15
16
17
18

* change

woody
urban
woody
urban
woody
urban
water
spoil
submerged
water
spoil
submerged
water
spoil
submerged
water
spoil
submerged

classes

FEB 75

urban
urban
woody
woody
burn
burn
water
water
water
spoil
spoil
spoil
submerged
submerged
submerged
confusion
confusion
confusion
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APPLICATION OF LANDSAT TO MAPPING INLAND LAKE

WATER QUALITY AND WATERSHED LAND USE

Robert H. Rogers and John B. McKeon
Bendix Aerospace Systems Division
3621 S. State Road
Ann Arbor, Michigan 48107

SUMMARY

Since June of 1974 the Bendix Aerospace Systems Division with consultants from the
University of Wisconsin, University of Michigan Biological Station, and Cranbrook Institute of
Science have been conducting a LANDSAT follow-on investigation whose objective is to establish
the cost benefits of using LANDSAT on an operational basis in the surveillance and control of
lake eutrophication. To accomplish this goal, LANDSAT map and data products have been generated
by computer techniques to support the Environmental Protection Agency (EPA) modeling study of
lake eutrophication in Southern Lake Huron, Saginaw Bay; the State of Michigan's survey of
inland lakes and watersheds for the purpose of assessing the effects of watershed land use on
lake water quality; and the State of Wisconsin's lake survey to determine eutrophication status,
causes, effects, and control treatments.

Inland Lake Water Quality Parameters - LANDSAT data acquired on inland lakes in Michigan
and Wisconsin were used to produce color-coded maps showing water in several hundred lakes
color-coded to the one acre detail to denote: deep clear water, three categories related to
concentration of algal turbidity, water with suspended silt, water with marl turbidity, tannin
water, shallow water with rooted vegetation, and shallow water with sand or marl lake bottom.
Field evaluations in Wisconsin established the categorization accuracy to be better than 87%.
Conventional surveys (surface sampling) by state EPA and US Forest Service in Wisconsin were
estimated at costing $200 to $1000 per lake. The LANDSAT survey including ground truth and
field verification cost less than $20 per lake thus providing an economical basis for extrapolat-
ing water quality parameters from point samples to unsampled areas and provided a synoptic
view of the inland lakes and water mass boundaries that no amount of point sampling could
provide.

Bendix has tested a number of different approaches to mapping water quality from LANDSAT.
The best approach is as follows. (1) Categorize LANDSAT CCTs on MDAS. Use available surface
truth (water quality parameter measurements) only as a guide to assure that a wide range of
lakes are entered as training sets. (2) Plot spectral curves of each training-set lake (10-15
typically). (3) Compare curves, or transparencies thereof, and group according to shape and
relative position (5-7 groups typically). (4) Re-assign colors so that each group of lakes has
a different color. (5) Film complete study area. (6) Compare color of all lakes mapped in
study area with surface truth and establish color key to relate each water quality parameter
to each map color.

Land Use - Five LANDSAT scenes were processed to inventory land cover within 19 watersheds
selected by the Michigan DNR as having a representative range of urban development. Maps and
data products included; color-coded land cover maps and overlays at scales ranging from
1:24,000 to 1:1,000,000 where the color is used as a code to designate the land cover category.
Other data products included computer printouts within the watersheds and digital land cover
files. The digital files provide the interpreted land cover information in a geographical
grid format for use by computerized resource management systems. Level I land cover categories
(Urban, Agricultural, Rangeland, Forest, Water, Wetlands, and Barren) were obtained from all
5 scenes with categorization accuracy of greater than 90 percent. Location accuracy for the
map products was about 1.0 pixel (rms). Within one 13 county region (5 LANDSAT scenes) 39
land cover categories were mapped.

Watershed land cover inventories which included color-coded maps and overlays, at various
scales, tabular data, and digital cover files were produced from LANDSAT CCTs for a price of
0.1 to 1.0 cents per acre depending upon size of test area and map scales. Similar products
produced from any other source would have cost two to ten times more. The land cover data is
now being used by the State of Michigan and three state regional planning agencies to develop
relationships between categorized land use and lake water quality.
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EXPERIMENTAL LAND SYSTEMS MAPPING

WITH DIGITAL LANDSAT IMAGES

Charles J. Robinove

U. S. Geological Survey
Reston, Virginia

ABSTRACT

Terrain mapping with Landsat images usually is done by selecting single
types of features, such as soils, vegetation, or rocks, and creating digitally
classified maps of each feature. The individual map can then be overlaid or
combined to characterize the terrain. Integrated terrain mapping, on the
other hand, combines several terrain features into each map unit which, in
many cases, is more directly related to methods of land management than the
single features alone. Terrain radiance, as measured by the multispectral
scanners in Landsat-1 and -2, represents the reflective properties of all
terrain features within the scanner's instantaneous field of view and is
therefore more correlatable with integrated terrain units than with
differentiated ones, such as rocks, soils, and vegetation.

A test of the feasibility of mapping integrated terrain units was
conducted in a part of southwestern Queensland, Australia, in cooperation
with scientists of the Queensland Department of Primary Industries. The
primary purpose was to test the use of digitally classified terrain units for
grazing land management. A recently published map of "land systems," (made
by aerial photointerpretation and ground surveys) which are integrated terrain
units composed of vegetation, soil, and geomorphic features, was used as a
basis for comparison with digitally classified Landsat multispectral images.
The land systems, in turn, each have a specific grazing capacity for cattle
(expressed in beasts per km2) which is determined by sampling and measurement
of the biomass and its nutrient quality.

Landsat images, in computer-compatible tape form, were first contrast-
stretched to increase their visual interpretability, and then digitally
classified by the parallelepiped method into distinct spectral classes to
determine their correspondence to the land system classes or to areally
smaller, but readily recognizable, "land units."

Many land systems were recognized as distinct spectral classes or as
acceptably homogeneous combinations of several spectral classes. Statistical
correlation of the digitally classified map and the published map was not
possible because the published map showed only land systems while the digitally
classified map showed some land units as well as systems.

The correspondence of spectral classes to the integrated terrain units
means that the mapping of the units may precede fieldwork and act as a guide
to field sampling and detailed terrain unit description as well as giving a
measure of the location, area, and extent of each unit.

Extension of this mapping and classification technique to other arid and
semi-arid regions of the world may be feasible. A similar experiment is now
in progress in the northeastern Mojave Desert in California.

Preceding page blank
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COMPUTER-AIDED ANALYSIS OF LANDSAT DATA ON SHIFTING CULTIVATION

IN EAST AFRICA: PRELIMINARY RESULTS AND FURTHER CONSIDERATIONS

Francis P. Conant, PhD
Department of Anthropology
Hunter College, CUNY
New York, New York 10021

Tina K. Gary
Department of Geography
Columbia University
New York, New York 10027

Shifting cultivation or swidden agriculture persists as a major system of
food production in the tropics and sub-tropics. We report here on a pre-
liminary analysis of swiddening in East Africa and the further considerations
for remote sensing via LANDSAT which the special characteristics of swiddening
seem to involve. These considerations became apparent during our computer-
aided analysis of LANDSAT digital data for West Pokot District, Kenya. The
details of this analysis are presented elsewhere (Conant and Gary, 1977); our
focus here is on the nature of swidden cultivation and the kinds of ground
truth and supporting procedures which seem to us necessary in order to realize
more fully the potential of LANDSAT satellites for monitoring this system
of food production.

In our preliminary analysis, carried out at the Goddard Institute for
Space Studies, we were able to infer that the spectral class defined by the
training procedure coincided with the informational class of swiddening as
practiced in a small but remote and topographically complex part of West Pokot
District. In the course of our research, the following considerations emerged:

1. a multi-stage approach, involving conventional aerial photography,
will be necessary initially in any given region to facilitate geo-referencing
and determining the spectral characteristics of the small and irregularly-
shaped areas typical of swiddening;

2. on-ground observations must be directed at the identification of
crop-complexes, differential maturation rates and schedules for harvesting the
staple cultigens;

3. since swiddening involves alternation between periods of active cul-
tivation and periods of fallow, and since the two often appear remarkably
alike (Geertz, 1963), ground observations must include detailed information on
plant cover regeneration in fallow areas;

4. a data management system must be developed which incorporates infor-
mation from aerial photography, from ground observations and from other sources,
along with the LANDSAT data;

5. given the variability inherent in swiddening, as well as that of the
environments in which it is so often found, initial monitoring of shifting cul-
tivation will require a time-series of LANDSAT data in order to determine if
seasonal differences affect the accuracy of regional analyses;

6. and given the general absence of repetitive and detailed agricultural
censuses in the tropics and sub-tropics, especially in remote areas such as
those of the East African sahel, aggregate or regional analyses can provide
information of immediate and practical use.

1243 Preceding page blank



These considerations and the special efforts which they involve are worth
pursuing since small-scale farming, far from being an anachronism, is increasing
in Kenya as population pressures grow (World Bank, 1975) . Since the expansion
of these activities is in the direction of marginal environments, the applica-
tion of LANDSAT is important for monitoring the effects of such farming on
fragile ecosystems.
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WHEAT YIELD FORECASTS USING LANDSAT DATA*

John E. Colwell, Daniel P. Rice, and Richard F. Nalepka
Environmental Research Institute of Michigan

Ann Arbor, Michigan

ABSTRACT

Many of the considerations of winter wheat yield pre-
diction using Landsat data are discussed. In addition, a
simple technique which permits direct early season forecasts
of wheat production is described.

1. INTRODUCTION

The accurate forecast of production of agricultural crops, particularly
those subject to international trade, is becoming a more urgent requirement due
to the growing world population and the resulting food supply problem. Past
evidence shows that traditional approaches have sometimes proven inadequate.
The purpose of the investigation described here is to determine the extent to
which Landsat data can be used to improve winter wheat crop production fore-
casting capabilities.

The production of an agricultural crop can be thought of as the product
of the yield (e.g., bushels/acre) and the area (e.g., acres). Remote sensing
data, and Landsat data in particular, can potentially be used to assess both
crop yield and crop acreage. In this study we consider first the problem of
estimating wheat yield (per acre) using the data known to be from wheat fields.
This problem is addressed by demonstrating the nature of yield prediction using
Landsat data, by comparing such yield prediction to other methods, and by study-
ing the consistency of Landsat yield relations from one site or acquisition to
another. Second, we consider the possibility of estimating total wheat produc-
tion without a determination of whether each portion of data is from a wheat
field. An initial test of a technique designed to make such forecasts using
early-season Landsat data is presented.

2. BASIS FOR LANDSAT WHEAT YIELD FORECASTING

The fundamental propositions on which Landsat forecasts of wheat yield are
based are that: (1) a good early-season indicator of potential wheat grain yield
is the degree of vegetative development; and (2) the degree of wheat vegetative
development can be estimated using Landsat data.

Farmers and agronomists have long felt that there is a relationship between
degree of vegetative development and yield. In fact, traditional ratings of
"stand quality" are based on visual estimates of vegetative cover, measurements
of stand height, or similar quantities. It has been recognized that such indi-
cators are especially useful since they incorporate and integrate the effects of
important environmental conditions, from meteorological factors such as precipi-
tation and solar radiation, to cultural factors such as fertilization and irri-
gation. No growth model yet developed has been able to perfectly simulate the
synergistic effects of all such variables, but the crop itself, by definition,
does so. Until recently, it has been difficult to get precise and timely field
observations of crop condition over large areas, so estimates of potential yield
based on such observations have not generally been practical. However, the

Funded by the NASA/Goddard Space Flight Center on Contract NAS5-22389.
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advent of earth resource satellites such as Landsat has presented the possi-
bility of monitoring actual crop condition over large areas in a timely fashion.

Returning to the fundamental propositions mentioned above, the question of
whether field vegetative condition is a good indicator of yield was examined
using ERIM field measurements of percent green wheat cover made so as to charac-
terize entire fields. The measurements of green wheat cover for each field were
then compared with the corresponding farmers' reports of actual wheat yield
(bu/acre). Such comparisons using ERIM field measurements at a site in Kansas
made during two successive years at equivalent phenological stages are indicated
in Figure 1. For these data the correlation between preen wheat cover and yield
is 0.82. This is a statistically significant correlation and tends to support
the proposition that vegetative condition is a good indicator of yield.

The hypothesis that Landsat data can be a good indicator of field condition
was also investigated. A variety of transformations of Landsat data chosen to
be good measures of green development* were compared to ERIM field measurements
of percent green wheat cover. Field average values of a Landsat green indicator
are compared with field measured average values of percent green wheat cover in
Figure 2. It is clear that there is a high degree of correlation (r = 0.98).

The most important test, of course, is whether Landsat data is indicative
of potential yield. This hypothesis was examined by comparing field mean values
of Landsat green indicators with farmers' reports of actual grain yield harvested.
An example of this relationship is shown in Figure 3. The correlation between
the Landsat green indicator and yield for this example is 0.80. This relation-
ship is statistically significant.

In summary, the fundamental propositions stated earlier in this section
seem to be supported by the above evidence. Therefore, we will proceed to
examine other aspects of Landsat relationships with yield.

3. RELATIVE UTILITY OF LANDSAT AND ALTERNATIVE SOURCES OF
INFORMATION FOR ESTIMATING YIELD

Having established that Landsat data are related to yield, an important
question remaining is how yield estimates using Landsat data compare to those
generated using alternative sources and types of data.

3.1 METEOROLOGICAL DATA
Meteorological conditions are important determinants of the ultimate yield

of agricultural crops, including winter wheat. Historically, meteorological
information has been used with some success to roughly estimate yield on a
regional average basis. However, there are factors other than meteorological
conditions that are also important determinants of yield. In our test sites,
which are 5x6 miles or smaller, we found that meteorological conditions were
relatively constant over each site. For example, 30 rain gauges placed through-
out a site measured May rainfall as 3.76 inches, with a standard deviation of
only 0.43 inches. On the other hand, the yield on the site varied substantially
(21.0 bu/acre to 74.0 bu/acre) from field to field. On another test site the
yield varied from 3 bu/acre to 65 bu/acre.

The reasons for such variations in yield are apparently largely related to
factors other than weather, such as differences in topography, soil type, plant-
ing density, fertilization, cropping practices in a field, and irrigation, none
of which are accounted for by yield models based solely on meteorological data.

lsT= S^75= VMS!/ ; nisi + -5 = ™' <see Section 4-0)
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On the other hand, the differences in crop condition and eventual yield found
in the local sites are substantially manifested in Landsat data, as indicated
in Section 2. Thus, it appears that Landsat data can better account for local
variations in yield than can meteorological data.

3.2 FIELD ESTIMATES OF VEGETATIVE CONDITION AND YIELD
Since we are also interested in the potential usefulness of Landsat data

for inputs into existing yield models, we analyzed the ability of Landsat data
to estimate wheat vegetative condition relative to an alternate field estimate.
For purposes of comparison, we used carefully made ERIM measurements of percent
green wheat cover as the correct values. For the two data sets where we have
data for essentially all green canopies, the correlations with the ERIM measure-
ments for subjective ASCS (Agricultural Stabilization and Conservation Service)
estimates of vegetation cover and Landsat green measures are indicated in Table I.

Based on these two tests, it appears that for yield models that require
estimates of degree of crop vegetative development, Landsat data may furnish a
better estimate than some subjective estimates made by field personnel using
traditional approaches.

We also compared information on yield derived from Landsat data with alter-
native estimates of yield and stand quality. As shown in Table II, this compari-
son was made on three sites using subjective stand quality ratings and objective
yield estimates, both of which were made by agricultural experts in the field
just prior to harvest. These results suggest that Landsat indicators of yield
are generally as well correlated with yield as are some alternative traditional
field estimates made by agricultural experts, even for Landsat data collected
well before the field estimates using alternative methods.*

3.3 CULTURAL FACTORS
Some of the factors that cause field vegetative condition and potential

yield to vary in a region of similar meteorological conditions are cultural in
nature, i.e., they are factors that can be affected by the individual farmer.
Data on many of these variables are potentially available early in the growing
season, and hence, could be used for early yield forecasting. The relative
importance of some of these factors and the degree to which they can be accounted
for by Landsat data are discussed in this section.

For a particular site, we investigated the importance of the factors listed
in Table III. An analysis of variance was performed for the above factors by
linear regression with wheat yield for the fields for which such data was availa-
ble. From this analysis, it was possible to determine the percent of variance
in yield accounted for separately by each of the factors. However, since high
correlations exist between some of the cultural variables, the results cannot
be treated as though the variables were independent of each other. The results
presented in Table III indicate that individual factors associated with ferti-
lization and irrigation account for most variance in yield.

We have performed similar analyses of cultural and Landsat variables on
several sites. As a result of these analyses we have determined that individual
cultural factors may account for a high amount of yield variance in one situation
and very little in another situation. This is probably at least partially because
of differences in the correlation of the individual cultural variables from one
situation to another. It is also probably a result of the complex relationships
between cultural and environmental factors and crop growth. Since these relation-
ships are not yet fully understood, there is risk in relying on such cultural
factors for predicting yield.

Traditional methods using trained field personnel can certainly be more
precise measures of field condition than Landsat data, but the traditional
methods are sufficiently time-consuming so that they cannot routinely be made
on enough samples to characterize large, variable fields.
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In all sites which we have examined, a Landsat green measure was found to
account for a large amount of variance in yield. This finding lends support
to our expectation that a Landsat green measure will account for the combined
effects of the complex factors that influence crop growth, and that a Landsat
green measure will, therefore, be a good indicator of potential grain yield in
a variety of situations.

3.4 COMBINATIONS OF DATA FOR PREDICTING YIELD
In the previous section we discussed the usefulness of various individual

cultural variables for predicting yield. In this section we address the ques-
tion of predicting yield using data from selected combinations of sources.

Table IV gives the results for one site we have examined. Note that,
together, all of the cultural variables (1-6) account for a substantial amount
of yield variance (75%). Nevertheless, the Landsat green indicators for the
four dates (variables 7-10) for which we have processed Landsat data account
for even more variance in individual field yield (877.) than all of the cultural
variables. The combination of all Landsat and cultural variables accounts for
almost all of the variance in yield (947.) .

We previously suggested that field condition as measured by Landsat may
account for the integrated effects of the factors governing crop growth and
potential yield, including the cultural factors. Cultural factors are mostly
accounted for by Landsat data in this site. That is, addition of all six cul-
tural factors to the four dates of Landsat transforms increased the variance
accounted for by only 6.3%.

In some situations using Landsat data by itself may be sufficient to pre-
dict wheat yield with acceptable accuracy on a regional basis. Consider the
standard error of estimates of yield. Using the Landsat green measures from
the four dates in the previous example the standard error is 4.8 bu/acre on the
above test site. If this performance could be achieved on 100 randomly selected
fields, with a normal distribution of yields about the mean, the average yield
on the 100 fields could thus be estimated to within +0.48 bu/acre, a significant
potential accomplishment.

While Landsat data alone may be sufficient to estimate yield in certain
situations, some combination of Landsat, meteorological, and ancillary data
will probably improve yield prediction performance. In such situations, the
appropriate combination of data sources will depend on the cost of obtaining
and using such data, compared to the benefits.

4. YIELD PREDICTION EXTENSION

Thus far in this discussion we have confined our analyses to the Landsat
relations with yield on a given site and time. In some sense, these analyses
indicate the best performance we might achieve on another site with identical
conditions. However, other sites will seldom exhibit identical conditions, and
attempts to extend a yield prediction relation generally produce results that
are not quite as good as those achieved locally.

The need to correct for conditions which differ from one site to another
has led to investigation of Landsat data transforms (green measures) which
retain the maximum of information about green vegetation and potential yield,
and the minimum of other information (noise). In our tests, the green measures
tended to measure green cover and yield well (retaining most of the yield infor-
mation present in the original 4 Landsat bands), and had some effect in reducing
variation due to other causes. However, no single green measure was always
superior to the others tested.

We carried out tests of extensions of wheat prediction by developing yield-
predictive relations on one site and applying them on another. Each relation
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was formed using one of the Landsat green measures or using the four Landsat
bands. The results of the tests are shown in Table V.

In one test, a Landsat wheat yield relationship developed on May 21 Landsat
data was applied to May 20 Landsat data collected on the same site. The May 21/20
test shows that there is only a modest reduction of local yield-predictive infor-
mation by use of either green measure transform (S075, TVI), as evidenced by
their slightly larger local RMS error. However, when extending a relationship
from one date to another, the non-local (prediction extension) RMS error for
individual field yield is less for the transformed data than for the untrans-
formed data. In addition, the mean value of predicted yield is substantially
in error using the untransformed four bands of data (5 bu/acre), whereas there
is very little bias using the transforms. In other words, the Landsat green
measure transforms are better for the extension of yield relations in this test.

In another test, a Landsat wheat yield relationship developed on 18 April
Landsat data from one site was applied to 18 April Landsat data from a different
site. Again, there is only a small loss of local yield information using either
of the transforms. However, both individual field yields and average yield are
predicted more accurately by the combination of all four individual non-trans-
formed bands than by either Landsat green measure transformation, as evidenced
by the smaller non-local RMS errors and smaller bias.

Additional tests of yield prediction extension have been performed, and
they have indicated variable results from one test to another. More testing is
being done in an effort to gain more insight into possible sources of error.
It may be that procedures that are generally optimum can be discovered only by
development of a large base of tests of candidate procedures.

5. DIRECT WHEAT PRODUCTION FORECASTS

Thus far we have discussed only the ability to forecast wheat yield (per
acre) using Landsat data. By itself, this information would be valuable as part
of a system for forecasting wheat production. However, our work to this point
has suggested a method for utilizing the relationship between Landsat data and
yield, together with other relationships, to effect direct Landsat forecasts of
winter wheat production which may overcome certain troublesome problems in some
of the existing approaches.

The existing approaches tend to separate the task of forecasting into two
separate subsystems consisting of: (1) wheat acreage determination; and (2)
regional average determination of per acre yield. The approach discussed below
could make it possible to determine production on a pixel-by-pixel basis, using
early-season Landsat data, with a single processing step. Thus, it may become
possible to survey large areas such as a state or country much more economically
than at present, and achieve more timely information. What follows is a dis-
cussion of the rationale of the suggested approach, and a demonstration of its
initial implementation.

One of the ideas behind the direct wheat production approach using Landsat
data is that an appropriate value of production can be determined for each pixel
in the scene, perhaps without even the need to specify whether the pixel is
wheat.

We have previously shown that several Landsat transforms are good mea-
sures of green vegetative cover, and that cover in turn is strongly related
to wheat yield. Given the knowledge of the area covered by a pixel the esti-
mate of yield on a per pixel basis can be directly converted to production. An
additional fact is that in winter wheat regions such as Kansas, wheat tends to
develop significant green cover sooner than most non-wheat fields and can there-
fore be easily distinguished. (Wheat classification accuracies of 92 and 94%
were achieved on two Kansas sites using only the Landsat SQ75 green measure.)
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Thus, if a production-predictive relation (developed on wheat fields) is applied
to non-wheat pixels, a very low production indication would be expected, and
might be a negligible source of error. If applied to pixels falling on a boun-
dary between wheat and non-wheat, an appropriate intermediate value of green
cover, and thus, intermediate average production would be estimated. This inter-
mediate value of production could approximate the total amount of wheat produc-
tion represented by the pixel, which covers an area only partially planted to
wheat. Thus, pixels would tend to contribute only their fair share of the total
production estimate.

As a part of this procedure it is necessary to establish the production- ^
predictive relationship on an area where ground truth information is available.
With the relationship established, the present approach is to select a threshold
below which no wheat production is assigned to a given pixel. The need for such
a threshold is dictated by the fact that, in general, some non-wheat pixels
generate Landsat green measures which fall above those of some low production
wheat pixels. The threshold value is selected to cause errors of omission and
commission to compensate.

As an initial test of the direct production forecast procedure, the above
approach was employed using the SQ75 green measure on a portion of the 6 May 1976
Landsat data for Site A. Employing the resulting relationship on all of Site A
a production forecast of 42,700 bushels was made. This compared favorably with
the actual production of 40,600 bushels for this site, an error of only 5.2%.
In addition we applied the same procedure to the same site using 18 April 1976
Landsat data, and to a different site (Site B) using 6 May 1976 Landsat data.
The resulting production estimates for these tests are shown in Table VI. Note
that the total production estimated for the two May 6 tests was within 1.6 per-
cent of the correct total production, well within LACIE desired accuracy.**
Whether the compensating effect of apparently random errors in estimating pro-
duction would prevail over a larger sample of test sites awaits further investi-
gation.

Preliminary indications based on the three test results give encouragement
that the direct wheat production approach using early-season Landsat data is
worth pursuing. Many more tests in different situations need to be carried out
in order to assess the consistency in performance.

In any event, the approach does address some problems that may exist in
present methods. The difficulty in locating field boundaries on Landsat data
for determination of wheat acreage is alleviated since all pixels can potentially
be included in the proposed new technique. Small or irregularly shaped fields
can contribute to the production estimate even if not a single pixel falls com-
pletely within the field boundary. Furthermore, large bare areas within wheat
fields will be assigned little or no production, thereby giving approximately
the correct production, without a decision necessarily having to be made as to
whether the area should be assigned to wheat acreage or not. Finally, marginal
wheat fields, ones which are not likely to be harvested, will not be included
in early-season production forecasts if they fall below the green measure
threshold.

Present indications are that these desirable features of the direct wheat
production approach are being fulfilled. For example, there were several wheat
fields in our Site A test for which'no "pure" pixels could be obtained. That

In an operational environment, several carefully selected sites and data
from previous years should satisfy the need for training.

MacDonald, R. B., F. G. Hall, and R. B. Erb, 1975. "The Large Area Crop
Inventory Experiment (LACIE) -- An Assessment After One Year of Operation", Pro-
ceedings of Tenth International Symposium on Remote Sensing of Environment,
Environmental Research Institute of Michigan, Ann Arbor, Michigan.

1250



is, all pixels covering these fields overlapped the field boundary, or very
nearly so. One such field had a fanner-reported production of 1001 bushels and
an area of 32.7 acres. Even though not a single pure pixel was present, pro-
duction of 732 bushels was estimated for this field using the direct production
procedure, based just on the pixels whose centers fell within the field bounda-
ries .

In Site B there was a wheat field which was not harvested because the
stand was too sparse. Every pixel within that field boundary had a green trans-
form value less than the minimum threshold. Therefore, even though the field
was wheat, it did not contribute to the production estimate, which is the
desired result in this case since no wheat was produced on this field.

6. CONCLUSIONS

As a result of this study, we draw the following interim conclusions:

1. Landsat data can be effectively used to estimate certain variables
which are required in existing yield models (such as LAI or percent cover).

2. Landsat indicators of yield are as highly correlated with individual
field yield as are estimates using traditional field sampling methods, even
when using Landsat data collected several weeks before the field samples are
made.

3. A considerable amount of the variance in individual field yield which
is not explainable by meteorological data can be accounted for by Landsat data.

4. In order for Landsat data to be of maximal use in an operational sys-
tem, improvements in the ability to remove the external effects (particularly
atmospheric effects) are required.

5. It may be possible in certain situations to make direct wheat pro-
duction forecasts using early-season Landsat data.
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TABLE I. CORRELATION OF ERIM MEASUREMENTS OF PERCENT GREEN
WHEAT COVER WITH TWO OTHER GREEN COVER MEASURES

Site A Site B

ASCS 0.52 0.71

Landsat Green
Measure 0.93 0.97

TABLE II. CORRELATIONS OF FARMERS' YIELD WITH FIELD ESTIMATES
AND LANDSAT ESTIMATES OF YIELD

Yield
Estimator

FCIC*

Stand ^
Quality

Landsat
(4 Bands)

Landsat
(TVI)

Site

0

0

0

0

95

47

94

.93

A

1

1

2

2

Site

0

0

0

0

,26

.78

,80

.79

B

1

1

4

4

Site

0.

0.

0.

0,

74

89

79

64

C

1

1

3

3

Average

0.65

0.

0.

0.

71

84

79

Dates when estimators were available:

•"-Pre-harvest (mid-late June); 215 April; 321 May; 46 May
*
Federal Crop Insurance Corporation objective estimates.

""Agricultural Stabilization and Conservation Service subjective
estimates.

TABLE III. PERCENT OF VARIANCE IN YIELD ACCOUNTED FOR
SEPARATELY BY SEVERAL CULTURAL FACTORS

Percent of
Cultural Factors Variance

Planting Date 0.1

Wheat Variety 10.6

Fallow Previous Year (yes/no) 35.8

Irrigation (yes/no) 56.3

Fertilization (yes/no) 55.0

Amount Fertilization (Ib/acre) 57.4
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TABLE IV. PERCENT OF VARIANCE IN YIELD ACCOUNTED FOR BY SEVERAL
COMBINATIONS OF CULTURAL AND LANDSAT VARIABLES

Variables

1-6 (all cultural vars)

7-10 (all Landsat vars)

4,5,7,10 (optimum four vars)

1-10 (all vars)

Variable Key:
1 = variety
2 = irrigation
3 = fertilization
4 = planting date
5 = cropping

Percent
Variance

74.9

87.3

90.7

93.6

Standard
Error

6.89

4.78

4.10

3.65

6 = amount fertilizer
7 = SQ75 (May 6)
8 = SQ75 (June 2)
9 = SQ75 (June 12)
10 = SQ75 (April 18)

TABLE V. TWO TESTS OF EXTENSIONS OF LANDSAT WHEAT YIELD PREDICTION

From

21 May
Site A

18 April
Site A

To

20 May
Site A

18 April
Site B

Landsat
Predictor

4 Bands
SQ753

TVI4

4 Bands
SQ753

TVI4

RMS Error
Local Non-Local

On field by field basis,
in bushels.

/MSS7/MSS5

Bias

-5.00
0.00
0.02
-0.23
2.15
1.17

Average difference between actual
and predicted yield, in bushels.

\
/(MSS7-MSS5) / (MSS7+MSS5HO . 5

4.40
5.24
5.03
7.41
8.12
7.98

6 .70
5.08
4.88
9.10

10.18
9.29

TABLE VI. RESULTS FROM SIMPLE DIRECT WHEAT PRODUCTION
ESTIMATION PROCEDURE

Site

A

A

B

A+B

Landsat
Overpass

6 May 76

18 Apr 76

6 May 76

6 May 76

True
Production

40,600 bu

40,600 bu

27,900 bu

68,500 bu

ERIM
Estimate

42,700 bu

42,800 bu

24,700 bu

67,400 bu

Error
(%)
5.2

5.4

11.5

1.6
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A SOLUTION TO THE PROBLEM OF SAR RANGE CURVATURE

R. K. Raney

Canada Centre for Remote Sensing
Ottawa, Ontario

ABSTRACT

When synthetic aperture radar systems are pushed to attain finer resolution
at larger ranges than was previously the case for remote sensing purposes, the
geometric signal aberration known as range curvature arises. Known techniques
for correcting range curvature are exact at only one selected range, thus
forcing neighboring ranges to use the same correction as an approximation. (For
Seasat A, four separate correction filters would be required over the design
swath width.) This paper outlines a solution to the problem that is exact at
all ranges, thus simplifying and improving the image processing for such systems.

1. INTRODUCTION

Synthetic aperture radar systems achieve beam sharpened azimuth resolution
by coherently exploiting the incremental changes in range between the sensor
and an object as it moves through the beam, as shown in Figure 1. Range curva-
ture arises if the differential range <5R that is beneficial becomes larger than
(half of)the range resolution pr, at which time the resulting signal accumulates
an aberration that may prevent the desired range resolution from being achieved.

The radar/object range as a function of time is given by
2

R(t) = Ro + % (Vt) (1)
RO

using the first two terms of the Taylor series expansion. The second term of
Eq_n. 1 (the differential range) takes on its maximum value for the largest value
ot" aspect angle 9 which we let be 9ft.

Max 6R = % RO (TM (2)

which is linearly increasing with range. Likewise, the achievable azimuth
resolution pa is proportional to 9^, so we see that range curvature is com-
pounded by greater ranges on finer resolution.*

*In the broadside case, 9^= 7- - so that range curvature,
which arises if ,._ ^

Max <5R

imposes the SAR constraint
that if RO igD2 -

 > Dr then range curvature should
be corrected.
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Previous techniques used to correct for range curvature are given an
excellent summary in Leith (1) . These techniques have in common a recognition
of the range dependence of curvature described by Eqn. 1. However, it turns
out that for optical implementations it is more convenient to work either with
the range Fourier transform of (the ensemble of the) functions represented by
Eqn. 1, or with the two dimensional transform. In these approaches, the
(transformed) range data are dispersed and superimposed, thus one has no choice
but to choose a correction that is exact at only one range, and to accept the
consequential approximation that results for adjacent ranges. Implementation
may be elegant, but in effect a compromise.

2. THE SOLLUTION

The key to the solution of the range curvature problem rests in recognition
of the coordinate system in which the aberration arises within the sensor/object
space itself. From Figure 1, the incremental curvature is a single valued
function determined by (i) the (instantaneous slant) range to an object, and
(ii) its position (with respect to same reference angle) within the real antenna
beam in the so-called azimuth coordinate. Operationally, a convenient azimuth
position reference is the zero-Doppler line,* and in the simple case modelled
here, there is a one-to-one equivalence between angular bearing and Doppler
frequency for given object within the antenna pattern at a particular point in
time. Indeed, Doppler frequency fj is given by

= -|- -̂ r- R(t) (3)

so that from Eqn . 1 we have

<•<» ' - w
which relates for each and every object the time history and its Doppler history
as it traverses the beam.

The signal history of relevance to the correction problem is to be found
in the range image/azimuth Doppler plane. Thus, on reception of SAR data, we
require two transformations: range focusing and azimuth frequency (Fourier)
transformation. The loci of signals in the (r,f(j), plane is given by Eqn. 1,
with a linear change in variables according to Eqn. 4, yeilding

R(fd) - Ro [l + %(ẑ )
2 fd]

as plotted in Figure 2.

This apparently trivial step has many ramifications. First, it is con-
ditional on there being sufficient signal structure (large time-bandwidth
product) so that the one-one mapping from time to frequency is valid. This is
the case for Seasat A, and other SAR devices in the class we are considering.
Second, the correction to be accomplished is explicitly represented by the second
term of Eqn. 5, which is range and Doppler dependent. Since it is gently
quadratic in Doppler and linear in range, it may be realized by optical or
digital devices, and is exact at all ranges so compensated. Third, the range/
Doppler plane(surprisingly!) does not occur in conventional anamorphic telescopic
optical processors normally used for SAR, although there is no fundamental
reason forbidding it! Thus, this implementation would require modification of
the current methods, although substantially the same optical elements could be
employed. Fourth, in the event several sub-images are to be integrated, each

*Note that for the Seasat case the "zero-Doppler line is neither perpendicular
to the satellite velocity vector, nor is it a straight line in the slant range
plane.
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from a different aspect angle within the real antenna beam, implementation of
the (r, fd) range curvature correction as suggested herein automatically brings
about the required registration of these multi-look images, thereby solving
another problem facing these systems.

3. CONCLUSIONS

Use of the range image/azimuth Doppler plane allows full correction of the
SAR range curvature problem, correct at all ranges and in such a way that multi-
look images derived from sub-apertures become automatically registered. The
approach is realizable either optically or digitally, although analysis shows
that for the Seasat case, in which the model is more complex than that shown here,
digital methods are more flexible.

The author would like to acknowledge his indebtedness to collegues from the
Canada Centre for Remote Sensing, the Communications Research Centre, and
MacDonald, Dettweiler and Associates with whom many probing discussions have
taken place on this and related topics.
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(1) E . N . Leith JOSA 63 No .2 , Feb. 1973;pp 119-126.
Apparent translation of object

past sensor >.

Velocity vector of
sensor platform

incremental range change 6R

Figure 1. Geometry. Coherent Pulse
Ranging System in the sensor/obiect
trajectory plane. t=o at the abeam
or 0=o position.

Currature a firiction of
raige, flight parameters.

Doppler bounds are a function of antenna
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Figure 2. Loci of scatterer range plotted as a function of Doupler
frequency shift, for a variety of reference ranges Ro.
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AIRBORNE OCEANOGRAPHIC LIDAR SYSTEM

C. Bressel, I. Itzkan, I.E. Nunes

Avco Everett Research Laboratory, Inc.
Everett, Massachusetts

and

F. Hoge

NASA Wallops Flight Center
Wallops Island, Virginia

ABSTRACT

This paper acquaints the technical community with
the characteristics of an Airborne Oceanographic Lidar (AOL)
developed for NASA by AERL, Inc. We describe the AOL
system, discuss its potential for various measurement appli-
cations including bathymetry and fluorosensing, and invite
interested investigators to become users.

INTRODUCTION

A major purpose of this paper is to acquaint the technical community with the charac-
teristics of an Airborne Oceanographic Lidar System (AOL) which was developed for NASA
by Avco Everett Research Laboratory, Inc. The system has been installed in a NASA
Wallops Flight Center C-54 aircraft and is available for environmental measurements by
interested users. Accordingly, this paper will discuss the potential of the AOL for various
measurement applications and also invite interested investigators to arrange to become
users of the AOL.

The AOL is an airborne, spatially scanning, range gated lidar system that can be
operated in either of the two modes. In one mode, it can be used to measure topographical
relief or water depth (bathymetry) through its range resolution capability (± 0. 3 m vertical).
Alternately, the system can be used as a fluorosensor to measure fluorescent spectral
signatures from 3500 A to 8000 A, with 100 A resolution, of targets which are irradiated
by the transmitted laser pulse (e.g. water borne substances), or which passively fluoresce.
The system may also be used to measure fluorescence decay times as a function of
wavelength. A system description is presented. System measurement parameters are
emphasized. These include for both modes as appropriate: ground coverage vs. aircraft
altitude, search pattern and sampling density, minimum and maximum depth, horizontal
measurement accuracy, excitation spectral range, fluorescence spectral range, spectral
resolution and temporal resolution.

Figure 1 is an illustration of the operation of the system in the bathymetric mode. The
system detects the laser backscattered return from the water surface and then from the
bottom. A typical oscilloscope trace is shown in the figure. By measuring the time interval,
between the bottom return and the water surface tj-t?, the instantaneous depth can be
determined. When additional information about the altitude of the aircraft is included, wave
height and sea state are also determined. Figure 2 is an illustration of the system
operating in the fluorosensing mode. An oil spill is used to represent a typical fluorescing
material. In this mode the return is fed into a spectrometer and the characteristic spectrum
is recorded. In addition to the spectral channels, there are also several time channels
available so that the fluorescent decay vs time can also be monitored. These two
parameters can often be used to determine the nature of the fluorescing material. In
addition by using the information available from the water Raman return, it is possible to
determine the absolute conversion efficiency of the material which can often be a substantial
aid in identifying the fluorescent substance.(1)

Figure 3 shows a top view and side view of the system as installed in the NASA C-54
aircraft. The system is configured in three levels, all firmly attached to one another for
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optical stability. The topmost tier is the transmitter section on which is mounted the laser
and an adjustable (2-20 mr) beam expander. Because of the placement of the laser, it is
very easy to interchange lasers should this be desirable. The transmitter contains a nitrogen
pumped dye laser operating at 400 Hz which enables one to have a wide selection of available
wavelengths. If the dye module is removed, the nitrogen laser itself can be used directly,
providing a UV output at 3371 A. If the nitrogen module is filled with neon, this gives a
wavelength of 5401 A, a wavelength very suitable for shallow water bathymetry.

The intermediate tier contains the receiver section which includes a 1220 mm f/4
telescope and a very fast ( ~ 1.5 nanosecond), sensitive detector for the bathymetric mode.
With the insertion of a folding mirror, the system is converted to the fluorosensing mode
where the beam is sent to a 40 channel spectrometer, covering the wavelength range from
3500 A to 8000 R.

The lowest tier, which is located beneath the aircraft floor in the cargo bay, contains
the scanner assembly which consists of a rotating off-axis mirror. Figure 4 shows a
typical ground pattern which can be obtained from this type of scanner. Each small circle
represents a laser pulse, and the mirror angle and aircraft velocity and altitude are
selected to provide an optimum interlace of the laser ground pattern. The aircraft is flying
in the positive x direction. Figure 5 shows a view of the system as installed in the aircraft,
looking forward. In this view one can see the placement of the electronics racks and the
relationship of the scanner to the cargo hatch which already existed in the skin of the
aircraft.

Figure 6 is a block diagram of the basic AOL Electronics system. The heart of the
system is a 32 K memory Hewlett Packard 2125A computer which both controls the
experiment and gathers the data. The data are immediately recorded on a 15 megabyte disc,
and subsequently transferred to magnetic tape. This feature allows the system to handle
the very large incoming data rate engendered by the 400 Hz maximum operating repetition
rate. The data are then available on magnetic tape for post flight analysis. This feature
allows the system to have a high area interrogation rate. To the left of the interface, the
system consists of high speed state-of-the-art electronics. The 40 channels available can
be used either for time or spectral resolution. The interface is standard Camac equipment
which translates the output of the high speed electronics into computer language and
vice versa. The computer interfaces with a real-time display and can be used to support
some real-time processing.

Table 1 is a summary of the optical features of the system, and Table 2 is a summary
of the system's electronic features. Table 3 is a listing of the AOL measurement capability
and performance characteristics in the bathymetric mode, and Table 4 is a listing of the
system's measurement capabilities and performance characteristics in the fluorosensing
mode.

Table 5 is a listing of the various applications which have been suggested for the AOL
system in the bathymetric mode, and Table 6 is a listing of the various applications which
have been suggested for the use of the system in the fluorosensing mode. Suggestions for
other possible applications from interested readers would be very welcome. Some
additional detailed information on performance requirements, specifications, and design
are included in Ref. 2.

Figure 7 is an illustration of the data which were obtained with the system during
laboratory tests. In this particular test, a lucite sheet was used to simulate the water
surface located at a distance of 25.25 M from the system, and a second target was used to
simulate the ocean bottom at a distance of 35. 75 M. The peak surface return appeared in
channel 4 and the peak bottom in channel 33 giving a AR, without signal processing, of 10. B M.
More sophisticated analysis of the data would provide a value closer to the actual 10.5 M.

We have described a remote sensing lidar system mounted on an airborne platform
which has the versatility and speed to perform a large number of remote sensing
experiments. We expect that it will be a useful tool for the remote sensing community to
perform a variety of experiments in order to establish the feasibility of using an airborne
lidar to solve remote sensing problems. Interested potential users are invited to contact
the authors.
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TABLE 1

SUMMARY OF AOL OPTICAL SYSTEM CHARACTERISTICS/FEATURES

Transmitter

Laser-Flexible, to provide broad wavelength variability
- 3371 & with N
- 5401 A with Ne
- 3500-6700 A with dye module

-PRF variable 0-400 Hz
Beam Expander - Adjustable 2-20 mr
Polarizer - Removable and rotatable through 90
Folding Mirrors - Kinematic mounting with 3-point adjustments for ease of alignment

Receiver

Telescope - Externally adjustable baffle (2-20 mr) for daylight S/N optimization
Field Stop - Electrically adjustable (0-20 mr) for daylight S/N optimization
Polarizer - Removable and rotatable through 90
Detector Assembly - Mode changes between bathymetry and fluorosensing

achievable thru quick insertion of folding flat
- Bathymetry: Single, high speed channel
- Fluorosensing: 40 channel spectrometer (3500-8000 A);

Resolution - 140 A/Channel; active or passive
Check Lamp - Allows quick check of PM response prior to data taking
Filters - Slide mounted for ease of replacement

Scanner

Scan Angle - Adjustable, at 0°, 5°, 10° or 15°
Rotational Position - Readout accuracy 2.6 min
Mounting - Fixed to optical platform for alignment stability

TABLE 2

SUMMARY OF AOL ELECTRONICS SYSTEM CHARACTERISTICS/FEATURES

Control and Data Acquisition Subsystem

Data Acquisition Electronics
- Contains 48 channels, 41 presently in use
- Flexible (2.5 - 100 nsec continuously adjustable channel width)
- Common Electronics used for both bathymetry & fluorosensing
- Low jitter ( < 200 psec)
- Fast (< 1.5 nsec risetime)
- Modularly expandable

Altitude Intervalometer
- ± 0.3 m altitude accuracy

I/O Controller Subsystem

Computer
- Real time disc operating system

--Performs scheduling, priorities, interrupts; allows operator interaction
- Flexible software, easily modified for existing experiments or to implement

new experiments
- Good data gathering endurance with 15 MByte disc

--Bathymetry mode: 3 min per run
--Fluorosensing mode: 6 min per run

- Keyboard with printer provides easy operator access & capability for
quick-look data dumps

Display
- Provides real-time raw data presentation for system operators

Recorder
- All data recorded in IBM/ANSI compatible digital format for ease in off-board

data processing
- Good tape endurance

--Bathymetry mode: 9 min per tape
--Fluorosensing mode: 18 min per tape
--Data taking limited by aircraft endurance

1262



TABLE 3
AOL MEASUREMENT CAPABILITIES & PERFORMANCE CHARACTERISTICS

BATHYMETRY

Measurement Depth
Area Coverage

Minimum Measurement Depth
Vertical Measurement Accuracy
Horizontal Measurement Accuracy
Sea State
Transmitter Wavelength
Transmitter Bandwidth
Transmitter Pulse Width
Transmitter PRF
Transmitter Peak Output Power
Transmitter Beam Divergence
Receiver Spectral Resolution
Receiver Field of View
Receiver Temporal Resolution
Polarization
Measurement Altitude
Measurement Velocity
Measurement Background
Ground truth

-16 m with a = 2 m ~ i ; 10m with a = 1 m
One data point per 20 m2, ± 5 deg from nadir
Capability to ± 15 deg
0.6 m
± 0 . 3 m
1.07 m RMS*1 '
Measurement Provided
5401 A (with neon)

3 nsec
< 400 Hz
10 kW
2-20 mr Variable with beam expander
5401 ± 2 R
l -20mr , variable
2.5 nsec
Available for transmitter & receiver
<600 m
280 km/hr
Day & night
Interface for footprint camera provided

(1) System contribution. Total accuracy 5 m RMS

TABLE 4

AOL MEASUREMENT CAPABILITIES k PERFORMANCE CHARACTERISTICS

Transmitter Wavelength
Transmitter Bandwidth
Transmitter Pulse Width
Transmitter PRF
Transmitter Peak Output Power
Transmitter Beam Divergence
Receiver Bandwidth
Receiver Spectral Resolution
Receiver Field of View
Receiver Temporal Resolution
Sea State
Measurement Altitude
Measurement Velocity
Measurement Background
Ground Truth

FLUOROSENSING

3371 to 6600 &, variable
1 A at 3371 A, 2 - 10 A elsewhere*1'
10 nsec at 3371 A, 2-8 nsec elsewhere
< 100 pps
100 kW at 3371 A. 3-30 kW elsewhere
3-20 mr at 3371 A, 1-3 mr elsewhere
3500-8000 A (40 channels)
140 A/channel over spectral range
1-20 mr, variable
8-100 nsec, variable
Measurement provided
150 m
280 km/hr
Day & night
Interface for footprint camera provided

(1) Varies with dye in dye laser module
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TABLE 5
POTENTIAL AOL APPLICATIONS

BATHYMETRIC MODE

Bathymetry and Ocean Physics

Coastal and Channel Charting
- Quick Check and Reconnaissance

Sea State Measurement
Water Transparency and Turbidity Measurement

- Sediment Concentration
Solar Glitter vs Sea State Measurement

Fish School Detection and Track

Height Assessment

Crops
Forests
Terrain

TABLE 6

POTENTIAL AOL APPLICATIONS

FLUOROSENSING MODE

Oil Identification

Crude and Refined Petroleum Products
-Survey and Surveillance

Fish Oils

Water Quality

Pollutant Identification
-Industrial Effluents
-Sewage
-Hazardous Materials

Algae Detection and Measurement

Water and Tidal Conditions

Currents and Temperature

Crop Cover and Forest Assessment

Type Identification
Health

Geological Exploration
Resource Discovery and Survey

Other

Use of Dye Seeding to Support Other Measurements
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BATHYMETRY

TRANSMITTED
PULSE t

WATER
SURFACE

WATER SURFACE
RETURN-t.

FIGURE 1

SYSTEM OPERATION IN BATHYMETRIC MODE.
Time interval between bottom and surface returns
provides depth information on a per pulse basis.

FLUOROSENSING

LASER

WAVELENGTH—"

FIGURE 2

SYSTEM OPERATION IN FLUOROSENSING MODE.
Fluorescent spectra and fluorescent decay time vs
wavelength are measured.
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BAGGAGE HATCH—/'

TELESCOPE-i | j _!_
r-t\ '

I .^-SCANNER
PLATFORM

A/C t

FIGURE3

SYSTEM INSTALLATION - Top and Side Views.
The ready accessibility of the dye modules is
evident in this figure.
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SCANNING PATTERN FOR CONDITIONS SHOWN

H • Hf •
S - lit -/t.c
21LPIU < S00 DEC
I/DEL ' <00 PPS
F * S 06 CPS

GROUND PATTERN

ORIGINAL PAGE IS
OF POOR QUALITY

FIGURE 4

TYPICAL SCANNING PATTERN
The ground scan pattern can be adjusted to match
coverage requirements. The aircraft velocity lies
along the x axis.

TELESCOPE a
' MIRROR

SCANNER DRIVE

G. . VIEW LOOKING FWO

FIGURES

SYSTEM INSTALLATION - Forward View.
The scanner configuration in the C-54 cargo hatch
is clearly shown.
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AOL

BASIC ELECTRONICS SYSTEM BLOCK DIAGRAM

FIGURE 6

AOL ELECTRONICS
The electronics provide for high data rates and
large data storage capacity with real-time display
for operational ease.

AOL LABORATORY TESTS
BATHYMETRY MODE

SURFACE TARGET: 25 25M
BOTTOM TARGET 35.75 M

12 16 20 24

C H A N N E L
40

FIGURE 7

AOL LABORATORY DATA BATHYMETRY MODE
Simulated surface and bottom returns are shown.
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AND FORESTRY IN NORTHERN ITALY

J. Deface, J. Megier and W. Mehl
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Italy

ABSTRACT

A set of results concerning the processing and analysis of data from LANDSAT satellite and airborne
scanner is presented. The possibility of performing inventories of irrigated crops - rice, planted groves •
poplars, and natural forests in the mountains - beeches and chestnuts, is investigated in the Po valley and in
an alpine site of Northern Italy. Accuracies around 95% or better, 70% and 60% respectively are achieved
by using LANDSAT data and supervised classification.

Discrimination of rice varieties is proved with 8 channels data from airborne scanner, processed after
correction of the atmospheric effect due to the scanning angle, with and without linear feature selection of
the data. The accuracies achieved range from 65% to more than 80%

The best results are obtained with the maximum likelihood classifier for normal parameters but
rather close results are derived by using a modified version of the weighted euclidian distance between
points, with consequent decrease in computing time around a factor 3.

1. INTRODUCTION

Investigation of the possibility of performing selective acreage estimations from LANDSAT satellite data is
among the main objectives of the AGRESTE Project [1] sponsored by the European Communities for application of
remote sensing to agriculture and forestry. Inventory of given agricultural and forestal species under European con-
ditions requires to consider extensions which are often rather reduced with regard to -LANDSAT resolution. This in
turn leads to devote much work and care to prepare the ground truth documents, to divide the continuous areas into
discrete elements following the scanning grid of the satellite and to compare (overlay) quantitatively the discrete
document obtained with the classification results.

The studies presented here, performed with well known classification methods, will rely upon the preceeding
considerations. The concept of supervised classification is applied, although an unsupervised clustering technique is
introduced in one case as a complementary method.

The first method used, is the so-called "maximum likelihood" scheme (referred to henceforth as M.L.) for class
distributions described by normal parameters, where the a priori probability distributions for the classes are assumed
to be equal for all classes, which is a reasonable assumption when applying Bayes' inversion rule in a supervised
classification context [2]. The vector to be classified is then attributed to the class for which the membership pro-
bability is maximum.

The second method used can be considered as formally identical to the M.L. scheme, but with the assumption
that all the variance-covariance matrices describing the class distributions are diagonal. From another point of view
it can be seen that the method calculates the euclidian distances between any vector to be classified and the mean
vectors of the classes of interest, it then weighs the distances by the variance of the classes as in ref. [3]; lastly it
constructs the following distance between the vector and class C:

j 2

2 — + In H v,,
' •' vi i- .

where d, is the euclidian distance for channel i, v is the variance for channel i, n is the number of channels (di-
mensions) and the first term is the weighted euclidian distance used in ref. [3j. The unknown vector is consequently
assigned to the class for which the distance just described is minimum. This second method is simpler and much less
time-consuming than the M.L. method and will be referred to henceforth as the "modified euclidian distance"
(M.E.D.).

As a matter of fact, the AGRESTE Project is actually devoted to the study by remote sensing of three given
"targets": rice as a crop present in Southern France and Northern Italy, planted poplar groves in flat areas in the
same zones and natural forests (mainly beeches) over mountainous zones covering the frontier between the two
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countries. The project is carried out in collaboration with various French and Italian institutes and the results
illustrated hereafter deal with typical areas within the Italian test sites studied with the methods just described.

A further objective of the AGRESTE Project regards the feasibility of discrimination between different
varieties of the same agricultural crop, particularly discrimination between varieties of rice. Up to now, the only way
to reach this objective, even to a limited extent, is to use data from airborne scanners; in fact the reduced dimensions
of the controlled rice fields available for this scope and the insufficient spectral resolution of LANDSAT do not allow
the use of satellite data for this study at the time being. Results of classification of rice varieties will then be des-
cribed, using M.E.D. and M.L. schemes, together with linear feature selection by principal components analysis;
correction of the variation of the atmospheric effect due to the scan angle will also be introduced following the
so-called "long track averaging" procedure applied to the mean and the variance of the data.

2. RICE AREAS

The test site for rice studies is located South-West of Milan in a flat area between the Po river and its tributary,
the Ticino. The ground truth was prepared in collaboration with Ente Nazionale Risi, Mortara, starting from catastal
maps at the scale 1:6000, updated for rice fields location. The surface of the rice fields was calculated, with a
maximum error evaluated to 2%, for the control area displayed in Fig.1, the total acreage of which is about 50 km2.

As the rice fields are flooded every year from the beginning of May, the best estimate of rice areas is reached
by a simple level slicing on the data of channel 7 (near infrared) of LANDSAT in order to put in evidence the
water bodies. This is easily done by starting from an accurate examination of the histogram of channel 7 values for
a LANDSAT scene acquired within the month of May. Fig.2 presents the result of such a procedure applied to data
from a scene of May 10th, 1973, for the same area as in Fig.1. The rice fields are split up in many fragments, some
perhaps only several pixels of LANDSAT size; it was not attempted therefore to grid the control area following the
pixels of the satellite, but it is seen that the individual fields are recognized fairly well, although in one case a flooded
meadow is obviously confused with rice and in some other cases rice fields, not yet flooded on May 10th, 1973, are
not recognized.

By taking these facts into account, one finds that the recognized rice area (39.6% of the total area) compares
to the ground truth rice area (40.7% of the total area) with an error less than 3%. Other water bodies, like streams
and lakes, will be of course included in the rice inventory by this method, but a further processing pf the same area
acquired by the satellite after the growth of rice allows these areas to be excluded from the bulk results.

3. PLANTED POPLAR GROVES IN FLAT AREAS

3.1 Ground truth preparation

The ground truth document has been set up by Istituto di Sperimentazione per la Pioppicoltura, Casale
Monferrato (I.S.P.), from an infrared aerial coverage, scale 1:10,000, which was done in August 1975, along the Po
river at the level of the town Valenza, about 100 km downstream from Turin. The zone has an acreage of about
45 km2 and is typical of poplar cultivation in Italy, which is concentrated to about 25% along the Po river and
assumes a great importance in the production of wood pulp for paper. An exhaustive conventional photo interpre-
tation of all the poplar groves was then done by research workers of the I.S.P. who were able to group poplar
groves into four classes from the points of view of age and percentage of ground coverage [4]:

- groves of one year,
- young groves (age 2 • 3 years) with less than 25% ground coverage,
- intermediate groves (age 4 • 6 years) with 25 - 75% ground coverage,
- adult groves (age 7 years and more) with over 75% ground coverage.

The poplar groves were then reported in two comprehensive classes on the available U.T.M. map, scale 1:25,000:

- class 1 grouping all the young groves with ground coverage up to 25%,
- class 2 grouping intermediate and adult groves with ground coverage over 25%.

The global error at this stage is estimated at 2 - 3% of the groves' acreage.

3.2 Discrete ground truth construction

The reference map so constructed was lastly gridded into discrete elements corresponding to the pixels of
LANDSAT and stored on magnetic tape to be compared afterwards with the classification results. The gridding was
done by following an iterative process between reference map and classification results in order to ascertain the
direction of the satellite scanning on the map and the location of some "one pixel" marks both on map and
LANDSAT data. The interpreted areas were then obtained from the corresponding discrete contours (given as input)
by running a contour-follower routine. As already specified, the overall accuracy of the above mentioned procedure
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is crucial for the reliability of the classification results stated afterwards, on account of the reduced dimensions of the
individual areas studied (even one pixel size in extreme cases). It will be seen by comparing Figs.3 and 4 that the
accuracy necessary for that scope was achieved. Figs.3 and 4 successive figures are photographs of grey level images
from a cathode ray tube unit. Fig.3 represents a discrete ground truth display of the Po river, poplar class 1 and
poplar class 2.

3.3 Classification methodology

The general idea was to perform the training of the algorithms in a few limited zones and thus to check, from a
rather operative point of view, the effectiveness of the classification methods for the whole control area.

The training sets were determined after a preliminary clustering of the data of the whole area using euclidian
distance between points as similarity measure [5], in order to put in evidence suitable clusters of pixels in the sense of
uniformity and geographical location. They were then cleaned from marginal or anomalous points in order that they
should exhibit unimodal or nearly unimodal distributions. The training sets retained for poplars are seen on Fig.3;
they both belong to class 2 mentioned in section 3.1. It was not possible to retain training sets for class 1 because
the insufficient ground coverage - owing to the variability of the ground conditions - causes dispersion in the data and
hence in the classification results. Training sets were also determined for unidentified but homogeneous clusters outside
the poplar groves and for the Po river, so that an exhaustive classification of the area became possible by using one
class "poplars", one class "water" and three unlabelled homogeneous classes.

The classification methods utilized were the "maximum likelihood" (M.L.) scheme as developed by Borden et
al. [6] and the "modified euclidian distance" scheme (M.E.D.) (see section 1) which were both run without any
threshold for the classes.

3.4 Classification results

They are shown in Tables 1 and 2, some of them are displayed in Fig.4. Tables 1 and 2 are the so-called
"performance matrices" between ground truth and classification for M.L. and M.E.D. methods. They are computed
by comparing the discrete ground truth map and the classification results. They are organized in one row for each
ground truth category and give the percentage of pixels well classified into that category and misclassified into the
other categories. In the present case the poplar classes 1 and 2 were classified into a single poplar class for the
reasons stated in section 3.3.

A study already done, partly over the same zone [7], showed that by merging together three suitable LANDSAT
scenes (acquired on June 15th, July 3rd and September 13th, 1975) it was possible to recognize the older poplar
groves (class 2) with an accuracy better than 80% and to discard almost completely the younger groves classified
within the single poplar class. This discrimination is important on account of the fact that the older class (from 4
years age) contains all the amount of wood available each year for industrial needs.

As an improved procedure was available in the meanwhile for ground truth construction and overlay, a more
accurate study was undertaken with the "best" among the three scenes, i.e. June 15th, 1975, in order to see the
limits of single scene processing for this problem. The trends of the results are very similar for both M.L. and
M.E.D. methods. About two thirds of class 2 poplars are classified as poplars while only a quarter of class 1 is recog-
nized. Misclassifications occur also between poplars and water but this is due almost entirely to the difficulty to
separate properly the Po river from the neighbouring poplar groves on the discrete ground truth document (it is
recalled that the I.F.O.V. of LANDSAT is about 80 x 80 m2). The class labelled "others" collects the three
unidentified homogeneous classes referred to in section 3.3.

As a supplementary information, the ratios

number of pixels classed into a given category

number of pixels actually present in that category

are given in percentage for each classed category. The comparison of the two methods shows that the M.L. scheme is
somewhat better but with the drawback of much larger computing time (25 s CPU time instead of 10 s for M.E.D.,
for classifying 9600 four-dimensional vectors into five classes, with an IBM 370/165 computer).

Fig.4 presents the graphic display of some important data of Table 1: the ground truth of the Po river (dark grey),
the older poplars class 2, recognized as such (white), the older poplars not recognized (intermediate grey) and the
younger poplars class 1 recognized as such (light grey). Other data were not displayed in order to avoid confusion of
grey levels on the photograph.
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4. NATURAL BEECH FORESTS IN MOUNTAINOUS AREAS

An inventory of natural beech forests in Northern Italy is important because it is thought that beeches could
partially substitute poplars for the production of wood pulp. Classification of beeches in mountainous regions and dis-
crimination between beeches and other deciduous trees growing in the same areas, especially chestnut trees, presents
however a higher degree of difficulty than does the classification of planted poplar groves. A study was conducted
over a typical area, about 90 km2, containing differences of level from 800 to 2000 m and ground slopes up to 35%.
Beeches, chestnuts, are present at the junction of two valleys (Vallone dell'Arma and Val Demonte) situated approxi-
mately 20 km East-South-East of the town Cuneo.

The major part of what has been said in sections 3.1 and 3.2 about the ground truth work remains valid here,
apart from the fact that the conventional photo interpretation of beech and chestnut forests, made in collaboration
with the Istituto Nazionale Piante da Legno, Turin, was not exhaustive; about 50% of the area containing mainly
forests was indeed not characterized. The ground truth document containing only the characterized zones is seen in
Fig.5.

4.1 Classification methodology

The procedure was similar to the one described in section 3.3, but with some differences. Because of the moun-
tainous topography of the site, separate trainings of the classifier were done respectively in sunny and shadowy zones
for beeches while a single training was sufficient for chestnuts and meadows. The training sets are seen on Fig.5.
On the other hand the clustering approach to define homogeneous unlabelled classes was not successful in this case on
account, probably, of the complexity of the ground conditions; as the ground truth was not exhaustive, membership
thresholds had to be imposed to the classes. The determination of thresholds for classes is always somewhat arbitrary;
in the present case two suitable LANDSAT scenes were available (July 3rd and September 13th, 1975) and the
thresholds were fixed empirically in order that the extensions of the various classes were found as close as possible in
the two classifications and similarly as close as possible from the ground truth extensions. Only the M.L. method was
applied for this problem and the thresholds were defined as a fraction of the maximum membership probability for
each class.

4.2 Classification results

They are given as performance matrices in Tables 3 and 4 for the two LANDSAT scenes utilized, respectively
July 3rd and September 13th, 1975 and for the zones effectively characterized on the ground truth. It is seen that
the discrimination between beeches and chestnuts is rather good, although the two species present in the ground truth
are far from being entirely recognized. The last row in the tables has the same meaning as explained in section 3.4.
The results are, however, noticeably better with data of July 3rd from both points of view of inventory and discrimi-
nation between beeches and chestnuts, due to a more favourable period of vegetation.

Fig.6 displays the classification results for these data. It is seen, as already said, that the ground truth does not
cover the whole classified area although the results obtained within the controlled zones can be very likely extrapo-
lated outside, at least as a global trend. The discrimination between beeches and chestnuts is clearly visible and small
isolated chestnut woods on the valley floor are also recognized. Fig.7 is a display of three types of data of the
performance matrix in Table 6: beeches well classified as beeches (white), beeches not recognized as beeches - i.e.
classified as "others" or left unclassified (light-grey), and "others" classified as beeches (dark grey).

5. DISCRIMINATION OF RICE VARIETIES WITH AIRBORNE SCANNER DATA

5.1 Characteristics of the data

The data were acquired on August 7th, 1975, between 9.11 and 10.32 o'clock in the morning by a Bendix
M2S scanner at a date on which the various rice varieties sho Id be in the flowering stage, considered to be favourable
for the scope of the operation. The technical data of the scanner are reported in Table 5. The data from channels 1,
2 and 10 were not used, however, due to unacceptable level of noise. The resolution of the data at the altitude of
1500 m is 3.8 m. The flight was done in the region referred to in section 2, to the South of the town of Mortara;
the strip of data processed here covers a zone approx. 3 km2 in acreage where six rice varieties are present, labelled
in the following way on the ground truth document (Fig.8):

Gritna is labelled as G, Balilla Grana Grossa as B, Arborio as A, Carnaroli as C, Rocca as RC, Romeo as RO.

The other symbols in Fig.8 correspond to:

Corn for M, wet meadows for MR and other items - no vegetation - for O.
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5.2 Ground truth preparation

The work was done in collaboration with Ente Nazionale Risi, Mortara. The final document (Fig.8) was prepared
following the procedure described above but in a much easier context owing to the resolution of the data. All the
rice fields present in the strip were not characterized from the point of view of rice variety; the black parts of
Fig.8 (apart from roads and lanes in the fields), correspond to fields containing unidentified varieties or mixtures of
varieties, which often occur in the studied zone. All the black parts of Fig.8, including this time roads and lanes,
visible as straight lines, are then considered as uncharacterized areas on the ground truth map. Fig.8 is a composition
of grey levels but it was obviously not possible to represent each ground truth class by a given grey level.

5.3 Classification methodology

The classification was this time exhaustive, including also the zones uncharacterized on the ground truth. No
membership threshold was applied to any of the classes and no point was therefore left unclassified. The training of
the algorithms was done, as above, on little portions of the ground truth classes as seen in Fig.8. Care was taken that
the statistical distributions in the training sets be nearly unimodal although training sets of the same ground truth class
could present noticeable differences between the respective distributions. Better global results were obtained, however,
with the M.L. method by merging together all the sub-distributions of the same class than by processing such
"sub-classes" separately. The opposite was true, on the average, with the M.E.D. method, particularly class A and
class M were divided respectively into three sub-classes.

5.4 Atmospheric corrections

As the total scan angle of the Bendix M2S scanner is 100°, it is well known that the variation of the thickness
of the atmosphere between the scanner and the ground along a scan line has a systematic effect on the data acquired
and may then cause a degradation of the classification results. The "long track averaging" procedure used here to
correct this effect, assumes that, in absence of the above mentioned atmospheric effect, the mean and variance for
each channel along a column of data (i.e. following the flight axis) would have the same value for all the columns
(i.e. from edge to edge in the strip of data acquired). The routine set up calculates then in a first step the mean and
the variance of the columns from edge to edge of the strip and successively transforms in a second step the data of
each column in order that all the columns have the same mean and variance. This procedure is repeated separately for
each channel. As a matter of fact, for practical reasons, the columns are grouped five by five, in the first step and the
curves describing the variation of column mean and column variance are obtained by an eight-order polynomial fitting.
The correction on the variance has proved to be useful to correct what appears as a lack of contrast towards the edges
of the strip in a somewhat accurate visualization of the raw data.

5.5 Principal components analysis

A linear feature selection has been proved by principal components analysis, following Borden et al. [6]. In other
words, the linear transformation applied to the data is constructed on the criterion of minimum information loss in
the sense of the variance of the data. The transformation matrix is formed by a suitable number (depending on the
data reduction desired) of eigen vectors of the variance-covariance matrix calculated over the whole area studied.
More details cannot be given in a condensed paper on this well known method.

5.6 Outline of the results

The complete results are displayed in Tables 6 to 11, where DC means uncharacterized areas on the ground truth.
They will be briefly commented here. The best result was obtained, as expected, with the M.L. method using all the
8 channels available (Table 6). It is seen that the discrimination is on the average very good between rice varieties on
the one hand, between rice and other vegetal species on the other hand. The percentage of ground truth classified as
such varies from 65 to 83%, apart from variety RO. The feature selection by P.C. analysis from 8 to 5 dimensions
affects very little the results (Table 7), but the calculation time is decreased from 29 min. to 18 min. (CPU time -
134320 pixels processed); the fraction of the total variance conserved in the transformation is 99.2%. The raw classi-
fication results are displayed on Fig.9 for this last case. It is seen that the ground truth should be modified in order to
contain all the roads and lanes actually present, which would probably improve the percentage of well classified pixels
on the diagonal of the performance matrices. It is also seen that the uncharacterized rice fields (in black) on the ground
truth are mainly classified as mixtures of varieties with the exception of zones where rice was not recognized; it must
be said in this respect, that other varieties, not identified on the ground truth, are present in the same region and were
not sampled here.

Tables 8 and 9 contain the results obtained with the M.E.D. method. It will be seen from what has been said on
the M.E.D. scheme in section 1, that the linear transformation defined by P.C. analysis, but retaining the dimensiona-
lity of the space (i.e. 8 dimensions) should improve the results of the method because it has the tendency to decouple
the variables as the global variance-covariance matrix of the whole area becomes diagonal. Table 9 presents the results
for such a procedure and the comparison with Table 8 is conclusive. The results are not as good as those obtained

1273



with M.L., especially for varieties C and RC, but the calculation time is reduced from 29 min. (or 18 min.) to
5.5 min.

All the results commented up to now were obtained after performing on the data the atmospheric correction
described in section 5.4, applied to both mean and variance of the data. Table 10 contains results with M.L. method,
5 dimensions, without atmospheric correction, which compare with Table 7 in a very conclusive way, especially for
varieties C, RC and RO located partly or entirely, towards the edge of the data strip. The correction was applied only
on the mean for the results displayed in Table 11 and the effect, although limited to second order, is however
noticeable by comparing Table 11 to Table 7.

6. CONCLUSIONS

Elements of an answer to some of the questions raised in the framework of the AGRESTE Project have been
specified along this study. Acreage estimation of rice-cultivated areas has proven to be possible, from LANDSAT data,
with an accuracy better than 95%, when using a scene acquired during the period when the rice fields are flooded.
Other studies showed that the accuracy is decreased to 80% when data belonging to the growing season are processed
separately.

The recognition of planted poplars in the Po Valley was not exhaustive, as about 70% of the poplar groves
suitable for industrial needs are well recognized by a single scene processing but the accuracy increases to 80% or even
more when several scenes acquired at different periods are processed together. The inventory of natural beech forests
in an alpine site to the South-West of Turin proved to be more difficult although about 60% of the beeches and chest-
nuts present in the ground truth were recognized and the discrimination between the two species was accurate to
about 80%. From a more operative point of view it must be added that in both cases the sampling was done on redu-
ced parts of the studied zones and that the construction and overlay of discrete ground truth documents on the clas-
sification maps gave satisfactory results even on areas as reduced as some pixels in size.

Six rice varieties were well recognized in proportions ranging from 65% to more than 80% by using airborne
scanner data including a thermal channel, acquired during the flowering period. Correction of the data from the at-
mospheric effect introduced by the scan angle brings a noticeable improvement in the results, the long track averaging
procedure applied to the mean and the variance of the data was found suitable in this respect. The computing time
necessary for the last study was reduced by a factor 1.6 when using a linear feature selection determined by principal
components analysis.

Lastly, the comparison along the study between the maximum likelihood method and a modified version of a
classifier using a weighted euclidian distance, showed that, at the price of some reasonable loss of accuracy, the com-
puting time can be reduced practically by a factor ranging from 2.5 to 3.5.

As a last remark, the authors are conscious of the fact that the reliability of the above results would be increased
by studies over larger areas; these studies are under way and will constitute the next step of the AGRESTE Project.
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^xResults
G.T.̂ \

Water
Poplars class 1
Poplars class 2
Others
Total classed/

total present

Water

76.9
2.5
0.6
4.5

125

Poplars

4.1
27.4
70.4
10.7

83.6

Others

19.1
70.1
29.0
84.8

104

^^Resulti

Q.̂ \
Water
Poplars class 1
Poplars class 2
Others
Total classed/

total present

Water

78.9
2.7
0.6
4.9

131

Poplars

3.9
24.4
66.6

8.9

75.3

Others

17.2
72.9
32.7
86.2

106

^XResurts

8X\.

Lowing.
Chest.
Beeches
UC
Total classed/

total present

Low veg.

38.4
13.0
6.7

35.1

75.2

Chest

8.9
56.7
15.5
11.6

149

Beeches

10.5
11.7
56.3
15.7

71.5

UC

42.2
18.6
21.4
37.7

Table 1 : Poplars performance matrix for
M.L. method

Table 2 : Poplars performance matrix for
M.E.D. method

Table 3 : Beeches - chestnuts performance matrix for
M.L., July 3,1975. UC: unclassified

Low veg. Chest. Beeches UC

Low veg. 53.8 8.7 10.2 27.3
Chest. 12.3 50.4 20.8 16.5
Beeches 13.3 21.1 49.3 16.2
UC 23.8 9.3 14.2 52.8
Total classed/

total present
94.6 160 66.2

Scan angle: 100°

Roll-compensation: ±10

Geometric 2.5. 10"3rad.
resolution

Channel Center Width
Nr. (tan) Urni)

1 0.410 0.06
2 0.465 0.05
3 0.515 0.05
4 0.560 0.04
5 0.600 0.04
6 0.640 0.04

Channel Center Width
Nr. .(ion) (ion)

7 0.680 0.04
8 0.720 0.04
9 0.815 0.09
10 1.015 0.09
11 11.0 6.0

Table 4 : Beeches • chestnuts performance matrix for
M.L.. Sept 13.1975. UC: unclassified

G
B
A
MR
M
C
RC
RO
0
UC
Tot.cl./
tot.pres.

G

71.4
2.9

11.3
0.1
0.2
0.8
0.9
0.2
0.5
2.0

105

B

7.9
76.4

1.3
0.0
0.0

10.3
1.3
1.7
1.2

12.0

97

A

9.8
1.2

66.8
0.4
0.2
0.3
4.5
8.8
0.1
3.4

83

MR

0.0
0.1
0.0

83.5
0.1
0.0
0.0
0.0
1.6
0.4

89

M

2.4
3.1
3.9
2.2

80.1
1.0
1.3
1.2
2.8

13.8

108

C

0.2
1.7
0.2
0.0
0.0

64.7
0.5
0.1
0.1
3.6

68

RC

2.5
0.4
3.2
0.1
0.1

14.7
78.3
26.0
0.1
1.9

210

RO

0.2
0.3
0.9
0.0
0.0
2.5

10.2
51.2
0.1
0.6

84

0

5.4
13.9
12.3
13.8
19.2
5.6
3.0

10.8
93.5
62.3

Table 6 : Rice varieties • Performance matrix for M.L. 8 channels

G
B
A
MR
M
C
RC
RO
0
UC
Tot.cl./
tot.pres.

G

46.3
2.1

20.8
0.1
1.9
2.7
1.4
0.9
0.5
3.0

103

B

10.3
73.4
4.4
0.0

14.8
28.4
9.5

20.5
5.7

19.2

132

A

19.9
0.7

55.3
0.2
1.0
1.2

26.6
36.4
0.5
3.6

95

MR

0.0
0.0
0.2

74.3
0.3
0.0
0.0
0.0

10.5
2.1

103

M

7.0
2.7
6.5
5.5

57.7
1.6
1.0
0.8

11.1
22.5

103

C

1.6
11.6
0.3
0.0
0.1

46.4
0.6
0.3
0.8
5.5

61

RC

10.4
0.8
2.5
0.0
0.0

12.4
51.3
15.7
0.3
1.1

174

RO

0.0
0.1
2.9
0.0
0.0
0.1
8.6

24.2
0.0
0.2

45

0

4.4
8.6
7.1

20.0
24.1
7.1
1.0
1.2

70.7
42.9

Table 8 : Rice varieties - Performance matrix for M.E.0.8 channels

G
B
A
MR
M
C
RC
RO
0
UC
Tot.cl./
tot.pres.

G

61.4
8.7
6.3
0.2
0.4
2.6

18.6
22.6

7.2
2.8

134

B

6.7
55.9

3.5
0.6
2.4

30.6
0.0
0.0
6.0

19.7

104

A

6.8
1.4

64.5
0.3

20.0
3.5
3.3

25.2
0.1
6.7

110

MR

0.0
0.0
0.1

87.0
0.0
1.1
0.0
0.0
2.9
0.8

108

M

4.6
4.3
4.1
1.7

72.8
15.4
10.4

1.7
4.4

21.1

145

C

1.4
18.0
0.4
0.0
0.0

29.3
3.7
0.0
0.4
8.4

51

RC

14.1
0.4
6.0
0.0
0.2
0.6

41.6
3.7
0.3
2.4

102

RO

0.9
0.1
4.5
0.0
0.1
0.0
0.4

15.7
1.0
0.7

37

0

4.0
11.2
10.6
10.3
4.1

16.8
22.1
31.1
77.5
37.2

Table 10 : Rice varieties - Performance matrix for M.L. 5 dimensions
without atmospheric corrections

Table 5 : BENDIX M'S scanner technical data

G
B
A
MR
M
C
RC
RO
0
UC
Tot.cl./
tot.pres.

8

69.1
2.9

15.2
0.0
0.3
1.1
2.1
0.2
1.1
2.5

111

B

7.4
74.4

1.0
0.0
0.0

11.7
1.3
1.5
1.4

11.9

96

A

11.5
1.2

63.7
0.5
0.3
0.4
5.4

11.9
0.4
3.6

82

MR

0.0
0.0
0.0

85.4
0.2
0.0
0.0
0.0
1.4
0.4

90

M

3.0
4.4
6.4
3.9

78.0
1.2
1.3
1.2
5.4

17.6

117

C

0.6
2.7
0.2
0.0
0.0

62.4
0.6
0.2
0.2
4.0

67

RC

3.1
0.4
2.8
0.0
0.1

14.6
76.3
27.0
0.2
2.0

204

RO

0.2
0.3
0.9
0.0
0.0
2.8

10.3
47.9

0.1
0.5

83

0

5.0
13.6
9.7

10.1
21.1
5.7
2.5
9.7

89.7
57.4

Table 7 : Rica varieties - Performance matrix for M.L. 5 dimensions

G
B
A
MR
M
C
RC
RO
0
UC
Tot.cl./
tot.pres.

G

61.1
1.9

13.4
0.3
0.2
1.4
1.5
1.1
0.2
2.3

98

B

6.6
65.8

1.8
0.0
3.2

23.5
2.7
5.4
1.8

15.1

104

A

13.0
0.5

60.4
0.2
1.9
0.5

20.8
26.8
0.3
3.4

89

MR

0.0
0.0
0.0

68.2
0.0
0.0
0.0
0.0
0.4
0.2

70

M

3.5
4.6
3.9
0.7

69.3
2.2
0.7
0.7
1.6

10.5

100

C

0.1
1.1
0.0
0.0
0.0

43.4
0.1
0.0
0.0
2.3

45

RC

0.8
0.3
2.0
0.0
0.0

10.9
56.7
20.1
0.0
0.7

150

RO

0.1
0.1
0.4
0.0
0.0
0.8
9.9

29.8
0.0
0.3

48

0

14.9
25.8
18.1
30.6
25.4
17.2
7.5

16.0
95.5
65.3

Table 9 : Rica varieties - Performance matrix for M.E.D.
after P.C. transformation

8 dimensions

G
B
A
MR
M
C
RC
RO
0
UC
Totcl./
tot.pres.

G

69.9
4.4

16.1
0.2
1.0
1.8
3.6
1.0
2.1
4.2

125

B

9.7
75.2

2.9
0.3
0.2

14.0
1.5
6.1
3.5

18.0

105

A

9.8
0.7

59.7
0.3
0.7
0.2

12.2
22.0

0.3
2.8

81

MR

0.0
0.0
0.1

86.9
0.2
0.0
0.0
0.0
1.8
0.1

91

M

3.3
4.8
7.5
2.9

81.5
0.9
1.0
1.9
6.7

17.2

122

C

1.0
6.9
0.3
0.0
0.0

66.9
1.3
0.7
0.7
5.1

76

RC

2.2
0.6
3.5
0.0
0.1

12.8
68.1
36.9

0.5
2.1

201

RO

0.2
0.4
4.6
0.0
0.0
0.3

11.7
30.0

0.1
1.0

65

0

3.8
7.1
5.4
9.4

16.1
3.1
0.7
1.4

84.3
49.5

Table 11 : Rica varieties - As in table 10 but atmospheric
corrections on die mean only
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Fig. 1 : Ground truth for rid (in black). Appro x. sale 1:130,000 Fig. 2 : Rice fields (in black) recognized by level dicing on channel 7
May 10th, 1973

Fig. 3 : Ground truth for poplars. Po riven dark prey; das 1 poplars: light grey;
dan 2 poplars: white. Appro*, scale 1:120,000

Fij. 4 : Classification results with M.L. Class 2 wet recognized: white; dass 2
not recognized: intermediate grey; dass 1 well recognized: light jrey
(very dose to white)
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Fig. 5 : Ground truth for beecbti ind chestnuts. Beeches: white; chestnuts: light grey; meadows: dark grey;
uncharartenzed zones: black. Approx. scale 1:125,000

Fig. 6 : Classif icatio n results with M.L. July 3rd 1975; grey levels is in Fig.5

Fig. 7 : Detailed results for beeches. Beeches well recognized: white; beeches not recognized: light grey; "others"
misdassif red as beeches: dark grey
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Fig. 8 : Ground truth for rice varieties. G, B, A, C, RC and RO an rice
varieties (m section 5.1); MR: nMt meadows; 0: others.
Approx. scale 1:23,000

Fig. 9 : Classification results with M.L. ifter atmospheric correction and
feature selection from 8 to 5 dimensions. Gray levals as in Fij.8
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THE INFLUENCE OF MULTISPECTRAL SCANNER SPATIAL RESOLUTION

ON FOREST FEATURE CLASSIFICATION*

F.G. Sadowskl, W.A. Malila, J.E. Samo, and R.F. Nalepka

Envlrormental Research Institute of Michigan
Ann Arbor, Michigan

ABSTRACT

Inappropriate spatial resolution and corresponding data
processing techniques may be major causes for non-optimal
forest classification results frequently achieved from
multispectral scanner (MSS) data. This paper presents the
procedures and results of empirical investigations to
determine the influence of MSS spatial resolution on the
classification of forest features into levels of detail or
hierarchies of information that might be appropriate for
nationwide forest surveys and detailed in-place inventories.
Two somewhat different, but related studies are presented.
The first consisted of establishing classification accuracies
for several hierarchies of features as spatial resolution
was progressively coarsened from (2 meters)2 to (64 meters)2.
The second investigated the capabilities for specialized
processing techniques to improve upon the results of conven-
tional processing procedures for both coarse and fine
resolution data.

In general, classification performance for forest
condition classes improved as spatial resolution was degraded.
These results were aggregated to provide a measure of classi-
fication performance for more general hierarchies of features
that included growth stage, cover type, and physiognomy.
Classification performance for these more general hierarchies
was substantially higher and also improved as spatial resolu-
tion was degraded.

Additional results reported illustrate: 1) the impact
of boundary elements and non-homogeneities within forest
features on classification accuracy; and 2) the effect of
a constant classification rejection threshold for data of
varying spatial resolution.

Specialized processing techniques which were investigated
included multi-element classification rules for coarse
resolution data and a new proportion-space classification
technique for fine resolution data. The use of multi-element
classification rules for the spatial resolution of (32 meters)2

provided improved performance over the results of conventional
single-element classification, especially for the most specific
hierarchy of forest features. Such rules appear to offer a
definite advantage for improving the classification of
specifically-defined features with data having spatial resolutions

This work was part of the Forestry Applications Project, a joint project of NASA and USDA/Forest
Service, and was supported under ERTM's Contracts NAS9-11123 and NAS9-14988 with NASA's Earth
Observations Division, Johnson Space Center, Houston, Texas.
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comparable to the present Landsat and proposed Thematic
Mapper MSS systems.

A proportion-space classification technique showed marked
Improvement for classifying forest features in data of fine
resolution. The technique makes use of classified forest
canopy spectral components which may in themselves provide
information in support of Intensive forest management efforts.
Proportions of such components are subsequently used to classify
forest features. Application of a proportion-space classification
technique to fine resolution MSS data could be utilized in a
multistage sampling approach for inventorying forest and
rangeland resources.

1. INTRODUCTION

The capability currently exists to acquire and analyze multispectral scanner (MSS) data of
forested regions for a wide range of spatial resolutions. Landsat MSS data are among the
coarsest in resolution while increasingly finer resolution can be provided by MSS systems
mounted in high and low flying aircraft. The forest manager might justifiably ask the question:
"which spatial resolution is optimal for classifying features of interest in forest resource
surveys?" To help answer the question, one must determine the manner in which spatial resolu-
tion affects the classification of forest features. Additional considerations involve the
level of information desired and the processing technique employed to provide the information.

Numerous experimental and semi-operational studies have analyzed the discriminability of
forest features with MSS data. The vast majority of such studies have utilized data for a
single, specific case of spatial resolution that may have been small enough to resolve individual
components of forest stands or as large as Landsat resolution. However, the influence of
spatial resolution on forest feature classification cannot be readily determined because of
inconsistencies in other parameters associated with each study and its respective data set.
These parameters might include the objectives of the study, the types of features within the
scene, signal-to-noise properties of the data, number and placement of spectral bands, and
processing techniques employed.

Two recent studies have shown evidence of improvements in classification accuracy as a
result of degrading spatial resolution of MSS data [1,2]. Presented herein are the results of
empirical investigations to determine more completely the influence of MSS spatial resolution
on the classification of forest features [3,̂ ,5]. Two somewhat different, but related studies
are presented: (a) a study of the effect of spatial resolution on forest classification
accuracy using a conventional multispectral processing technique and (b) the use of specialized
processing techniques to improve upon the results of conventional processing procedures for both
coarse and fine resolution data.

2. FOREST CLASSIFICATION ACCURACY AS A FUNCTION OF SPATIAL RESOLUTION

Approach

To provide for a thorough investigation into the effect of MSS spatial resolution on the
classification of forest features, we desired data providing cannon ground area coverage for
several cases of spatial resolution that varied from minimum areas small enough to resolve in-
dividual components of forest stands to areas large enough to approximate the coarse resolution
of the present Landsat systems. To*hold other variables constant (e.g., temporal variations,
etc.) we degraded a single aircraft data set of inherent (2 meters)2 resolution in successive
steps to simulate 5 additional data sets having (4)2, (8)2, (16)2, (32)2, and (64 meters)2

spatial resolutions.

To degrade resolution as realistically as possible, we implemented an algorithm that
utilized typical MSS optics and electronics properties in the form of two spatial weighting
functions [3]. Each weighting function was low pass filtered and truncated to span five
successive resolution elements in directions along the scanline and along the flightline
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respectively. When quantized into five intervals and ccmbined into an X-Y matrix, the two
weighting functions created an array that, when successively centered on every other element in
every other scanline and when multiplied and sutimed over the surrounding 5 by 5 group of pixels
to generate a replacing pixel value, yielded a new data set having one-fourth the number of
resolution elements per unit ground area (Figure 1). System noise inherent to the original data
was preserved in the simulated data by inserting a quantity of randomly generated high-frequency
noise sufficient to compensate for the calculated amount of noise reduction caused by the
averaging effect of the spatial weighting array. Application of the spatial weighting array and
noise insertion procedure to each successive data set in turn enabled the creation of additional
data sets having twice the linear spatial resolution of the preceding set.

The MSS data set included 11 spectral channels collected by a Bendix Modular Multispectral
Scanner (M2S) fron an altitude of 610 meters (2000 feet). The data were collected as part of
NASA Mission No. 290 on 20 November 1974 over the Conroe Unit of the Sam Houston National
Forest in east Texas. Data including approximately one million resolution elements, and pro-
viding ground area coverage illustrated in Figure 2, were successively degraded in resolution.
Forest features were identified according to existing U.S. Forest Service timber stand maps.
These features are listed as condition classes in Table 1.

All data sets of varying resolution were processed with a conventional supervised classi-
fication procedure that utilized signatures extracted from training sets inside each forest
feature. Signatures for these features were extracted anew for each data set from training
sets that covered equivalent ground areas in each case of spatial resolution. The ERIM linear
decision rule was used to classify all resolution elements on an element by element basis into
the respective signature distribution or an unclassified category. Results were tallied to
provide the percent correct classification achieved within each feature. The percent of all
resolution elements correctly classified in the data set was calculated to provide an overall
classification accuracy for the hierarchy.

Classification performance for the hierarchy of condition classes represents the most
detailed level of classification for this study. The classification results were aggregated
to provide a measure of classification performance for features of more general hierarchies
(Table 1). Condition classes were combined into cover types on the basis of species (pine
regeneration was retained as a separate feature), and alternately, into features based on
maturity that we called growth stages. For the most general hierarchy, all pine saw-timber
features were combined into a single physiognomic class to be compared with pine regeneration.

The large range of view angles inherent to aircraft scanner data can result in signal
variations caused by large changes in atmospheric path length and terrain bidirectional reflec-
tance phenomena [6,7]. Analysis of scan angle variations in this data set indicated a
reasonable degree of independence from such variations for the region of data located 30"° either
side of the flightline nadir. Thus, we confined the location of training sets and the deter-
mination of classification performance to this region.

Results

Figure 3 illustrates the overall classification accuracies that were achieved for the
hierarchies of features classified. These accuracies represent the results achieved for
training sets from which the signatures had been extracted. By showing classification perfor-
mance for training sets, we represent an upper limit of performance that assumes each feature
area is adequately described by its respective signature(s). Thus, the results are uncomplicated
by the additional confusion to the classification performance that may be introduced by un-
accounted for nonuniformities within nontraining portions of the features and by boundary
elements. (Such confusion existed despite the relatively large proportions of feature areas
designated as training sets.)

Classification performance for all hierarchies of features improved as spatial resolution
was degraded. Additionally, classification accuracy was substantially higher for hierarchies
of less specifically defined features. In other words, improvement in performance occurred
as a result of aggregating the classification results of specific features into more general
features. For each general feature, previous misclassifications of resolution elements among
its specific features were properly counted as correct classification, reducing the total
amount of misclassified elements for the respective hierarchy. Thus, the overall accuracy for
classifying the physiognomic hierarchy of forest features is higher than for heirarchies of
more specific classes — a not-surprising result.
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The improvement in performance with degraded spatial resolution resulted from a reduction
in scene variation that is inherent in the averaging of information over larger ground areas.
This result is best illustrated in Figures f and 5 where, for two dimensions, the signature
distributions for features are shown at resolutions of (2)2 and (32 meters)2, respectively.
[In tests of spectral channel performance, the two spectral channels illustrated in these
figures, namely the red (.65-.69 ym) and near-infrared (.95-1.03 urn) regions, had proven to be
among the best for separating the features. ]

At (2 meters)2, the largely overlapping signature distributions obviously offered the least
likelihood for successful discrimination of features. The large variance for each signature
provides evidence of the spectral non-hctnogeniety within the training areas, and the small mean
separation among the signatures indicates many similarities among the data values of resolution
elements in all training areas. Thus, misclassifications of those elements by the resulting
signature set will be high. As resolution was degraded, the variance of each signature became
smaller while the means for the most part remained unchanged, causing the amount of statistical
overlap (competition) among the signatures to decrease. Thus resolution elements in coarser
resolution data should have higher probabilities of being correctly classified.l

Classification performance decreased somewhat when accuracies were computed over the entire
area of each feature. Such decreased performance is attributable to greater percentages of mis-
classified and unclassified resolution elements and can be caused by the increased variance
in data values, not completely represented by the feature training set, that results from non-
uniformities over the entire feature and the effect of boundary elements around the perimeter
of each feature. Figure 6 compares the overall classification performance for training sets to
the lower performance achieved for total feature areas with and without boundary elements. In
general, the decrease in classification performance for feature areas without associated boundary
elements becomes greater in coarser resolution data, possibly suggesting the need for more care-
ful training in coarse resolution data. The impact of included boundary elements serves to
further reduce classification performance as spatial resolution degrades, owing to the increased
ratio of boundary elements to total feature elements.

Classification performance as a function of spatial resolution was found to be subject to
influence by the rejection threshold used in classifying the data. The rejection threshold
represents a selected exponent value of the multivariate normal density function of each
signature which determines the limits of decision space occupied by the respective signature.
Resolution elements having classification exponent values greater than the rejection threshold
of the signatures will be unclassified by the decision rule. Results of using a conventional
classification approach showed that the use of a constant rejection threshold for all cases of
spatial resolution caused a great increase in the percentage of unclassified resolution elements
in very coarse resolution data (Figure 7). Presumably, an increased percentage of unclassified
resolution elements occurs in coarser resolution data when the rejection threshold remains con-
stant because a relatively smaller total decision space is represented by the decreasing sizes
of the signature distributions. Large proportions of unclassified elements will obviously
detract from the results of the classification effort and, if considered to be errors, can
cause a significant decrease in classification performance for coarse resolution data. Judicious
selection of thresholds can reduce the amount of such unclassified resolution elements.
Thresholds used to generate the results in Figures 3 and 6 were varied as a function of spatial
resolution to maintain a constant small proportion of unclassified elements.

3. USE OF SPECIALIZED PROCESSING TECHNIQUES

Conventional multispectral classification rules are based on information from one resolu-
tion element at a time. The previous application of one such rule showed improved classification
performance for coarser cases of spatial resolution — apparently due to the reduced variation
within the scene that occurs by averaging Information over larger ground areas. Obviously,

JWhen resolution was coarsened to (64 meters)2, an insufficient number of resolution elements
prevented computing a valid signature for the Immature Loblolly Pine feature. Thus, the abrupt
increase in classification accuracies that occurs from (32 meters)2 to (64 meters)2 in Figure 3
is due in part to the absence of a competing signature during the classification of the data,
again causing resolution elements to have high probabilities of correct classification.
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there will be a limit to which data spatial resolution can be coarsened and still be useful for
providing other aspects of scene information such as locational accuracy or accurate area
measurement capabilities. Additionally, the presence of large signal variations in fine resolu-
tion data provides detailed information not available in coarse resolution data.

Technique for Coarse Resolution Data

Multi-element rules use information from groups of resolution elements when classifying a
specific element. The so-called "nine-point" rules developed at ERIM [8] determine the classi-
fication of a resolution element on the basis of information from that element and its eight
immediate neighbors. Such use of proximity information attempts to improve classification
performance by incorporating the likelihood that a resolution element represents the same scene
class as its neighbors. The influence of neighboring elements can be varied with the selection
of a particular rule. Multi-element rules thus offer the potential for providing the improved
classification performance of coarser spatial resolutions without the loss of other scene
information that occurs with coarser resolutions.

Four multi-element decision rules (known as BAYES9, PRIOR9, PREF9, and VOTE9) were used to
classify the (32 meters)2 resolution case. All four multi-element rules showed improved per-
formance over the classification results achieved with the single-element rule for (32 meters)2

data. For the most detailed hierarchy of features (condition classes), classification accuracies
ranged from 13 to 25 percent better (Figure 8). Three of the rules consistently showed per-
formances that were higher than the single-element classification results achieved for (64 meters)2

data. Thus, it appears that judicious selection of a nine-point rule can offer improved classi-
fication performance that is greater than an improvement that might be realized with standard
classification procedures used on coarser resolution data.

Of the four multi-element rules, classification results were always highest for PREF9. This
rule uses as its decision criterion the average, over nine elements, of the posterior probability
of a feature at each resolution element. Comparison of these results with the results of the
single element rules indicates that the increase in accuracy is largest for the hierarchy of
condition classes with lesser increases in performance noted for hierarchies of more general
features. This trend suggests that when classification accuracy is low using standard techni-
ques, then specialized processing techniques give more improved accuracy that when accuracy is
high with standard techniques. Thus, multi-element rules appear to be advantageous for
improving the classification of detailed features that may be required in some forest surveys.

Technique for Fine Resolution Data

Poor classification performance achieved with the application of a conventional processing
technique to fine resolution data was attributed to the large, overlapping variances of the
signatures (Figure 4). These large variances were caused by the wide range of spectral varia-
tion within each feature area that resulted from individual resolution elements falling entirely
within various spectral classes of forest canopy components such as illuminated pine tree crowns,
hardwood tree crowns, illuminated and shadowed understory, etc. The great overlap of signature
distributions was caused by the fact that each spectral class of canopy component occurred within
several feature areas.

The proportion-space classification technique which we developed and implemented on the fine
resolution (2 meters)2 data entailed a two-stage procedure that ultimately discriminates features
on the basis of average proportions of classified component spectral classes that occur within
feature areas. The first stage of the procedure utilized the large variance in the data to
classify resolution elements into their respective component spectral class, regardless of feature
area. Signatures for the conspicuous component spectral classes in each feature area were defined
with the aid of large-scale color-Infrared photographs and a zoom transfer scope. Subsequent
analysis indicated little capability for reliably discriminating between similar types of
component spectral classes from feature to feature. Therefore, we combined such signatures and
assessed discriminability for the resultant eight signatures representing different spectral
classes of canopy components. Table 2 indicates relatively high classification performances
for this set of signatures when used to classify a selected set of resolution elements in all
feature areas.

Use of the eight component signatures for classifying representative regions of data within
each feature revealed expected differences in the proportions of resolution elements that were
classified into the various component spectral classes. Figure 9 illustrates the proportions
for the regions of data classified within each feature. (Note that two separate data regions
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were classified within pine regeneration in order to observe the extremes of tree density that
existed within the feature.) We had anticipated that differences in component proportions from
feature to feature would exist, such as manifested in Figure 9, and that the classified propor-
tions of component spectral classes within each feature could possibly provide a means for
discriminating among features.

The second stage of the procedure was Ijnplemented by partitioning each representative data
region into cells of 1000 (2m)2 resolution elements (each cell measuring 50M by 80M ground
coverage). For each cell, we established a new data vector giving the proportions of previously
classified component spectral classes. Thus, a new "proportion space" was defined for describing
the cells. These data vectors were averaged together to compute signatures defining component
proportions in each feature. Finally, the proportion signatures were used to classify each 1000-
element cell in proportion space. Figure 10 illustrates the greatly improved performance achieved
for the proportion-space technique as compared to the conventional classification performance
previously achieved with fine resolution data.

The procedure described here demonstrates the potential utility of fine resolution MSS data
for forest resource surveys. The capability to classify such data into various spectral classes
of forest canopy components can in itself provide information to support intensive forest
management efforts. For example, proportions of classified canopy components enable the deter-
mination of crown closure for various tree crown spectral classes that may influence management
decisions affecting silvicultural or pest control operations. Additionally, the application
of the proportion-space classification technique can provide accurate forest feature discrimina-
tion at a more general level. Such capabilities could be advantageous in multistage sampling
surveys of forestry and rangeland resources.

H, CONCLUSIONS

Use of a supervised multispectral data classification approach which incorporated a standard
single-element linear decision rule resulted in improved overall classification performance for
several hierarchies of forest features in six MSS data sets that ranged in spatial resolution
from (2 meters)2 to (6*) meters)2. Improvement was attributed to a reduction in the number of
misclassified resolution elements that occurred as a result of reduced competition among signa-
ture distributions. Reduced competition presumably resulted from a reduction in scene variance
that is inherent in the averaging of information over larger ground areas.

As expected, improvements in classification performance were noted for hierarchies of more
general (aggregated) forest features. Such consistently better classification of more general
levels of detail illustrates why higher levels of accuracy can be expected for large-area
reconnaissance surveys dealing with generally-defined features than for detailed inventories
of specifically-defined features.

Specialized processing techniques applied to both coarse and fine resolution data were
shown to offer great potential for improved forest feature classification. Multi-element
rules demonstrated the apparent capability for providing the improved classification perfor-
mance of coarser spatial resolutions without the loss of other scene information that occurs
in coarser resolutions. Such rules appear to offer a definite advantage for improving the
classificatioi. of specifically-defined features with data having spatial resolutions comparable
to the present Landsat and proposed Thematic Mapper MSS systems.

A proportion-space classification technique showed marked improvement for classifying forest
features in data of fine resolution. The technique makes use of proportions of classified forest
canopy components which may in themselves provide information in support of intensive forest
management efforts. Application of a proportion-space classification technique to fine resolu-
tion MSS data could be utilized in a multistage sampling approach for inventorying forest and
rangeland resources.

Results presented here have shown that the accuracy for classifying forest features with
MSS data is greatly dependent on the spatial resolution of the data, the level of detail desired,
and the processing technique employed. Consideration of these parameters for specific situations
can begin to serve as guidelines that will enable forest managers to select the proper data
acquisition and processing procedure to get the desired results.
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FIGURE 1. ILLUSTRATION OF TECHNIQUE FOR SIMULATED
DOUBLING OF LINEAR SPATIAL RESOLUTION
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TABLE 1. HIERARCHIES OF FORESTRY FEATURES FOR
WHICH CLASSIFICATION PERFORMANCE WAS
DETERMINED IN THE SAM HOUSTON NATIONAL
FOREST (TEXAS)

Condition Class Growth Stage

/
Pine /
SavtiabeA

\

Pine
Regeneration

Shortleaf ^^
,Pln« \

V Loblolly <^'
Plot ^\^

Plo*
K«g«ne ra t lor.

1 Sho r t l e a f P i n e
:Savtlatb«r - IsHwture,

\
2 ShorcUaf Pine
Savtl*b*r - M a t u r e .

}
3 Loblolly Pine

^ SawtiAber - l«nuLurt

/
^ 4 Loblolly Pin. '

SawtiMbcr - Mature

S Loblolly Pine
Seedling and Sapling

V
\ liBjture Pine
/ SavtlMbtr
I

V
\ Matu re Pin*
/ SawtUbcr

f

Hat S. idl ing
and Saplint

FIGURE 2. FOREST FEATURES IN MSS DATA, CONROE
UNIT, SAM HOUSTON NATIONAL FOREST

1 1 1 1 1 1

(4ml J <§.)' (Itol1 (JJM)' (M«)J

FIGURE 3. CLASSIFICATION ACCURACIES FOR
HIERARCHIES OF FORESTRY FEATURES
GENERALLY IMPROVE WITH COARSER
SPATIAL RESOLUTION WHEN CONVEN-
TIONAL TECHNIQUES ARE UTILIZED

(2 mei*r«) spatial resolution

lt«« ShortlMf rlM

FIGURE i). SIGNATURE DISTRIBUTIONS FOR
CONDITION CLASS FEATURES IN
(2 METERS)2 RESOLUTION DATA

:
i -l
= t

>)2 spatial r

FIGURE 5. SIGNATURE DISTRIBUTIONS FOR
CONDITION CLASS FEATURES IN
(32 METERS)2 RESOLUTION DATA
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FIGURE 6. COMPARISON OF CLASSIFICATION PERFORMANCE FOR TRAINING SETS
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FIGURE 7. EFFECT OF SPATIAL RESOLUTION ON
PERCENT OF RESOLUTION ELEMENTS
WHICH WERE UNCLASSIFIED WITH A
CLASSIFICATION REJECTION THRESHOLD
HELD CONSTANT AT THE .001 LEVEL
OF SIGNIFICANCE

FIGURE 8. COMPARISON OF OVERALL CLASSIFICATION
PERFORMANCES ACHIEVED FOR THE CONDI-
TION CLASS HIERARCHY OF FEATURES.
Results are for total feature areas
with boundary elements excluded.
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TABLE 2. RESULTS OF CLASSIFYING SELECTED RESOLUTION
ELEMENTS IN ALL FEATURE AREAS

Component Spectral Class Percent Correct

^ Class I
Illuminated r̂
Pine Crowns '\_

Ĉlass II

Class I
Illuminated .S
Hardwood <̂ "
CKMns "̂ Class II

Illuminated Leafless Trees

Shadowed Pine Crowns

Shadowed Understory

Illuminated Understory

72.9

84.5

86.9

70.0

95-3

87.1

96.2

90.4

C«lli In proportion
•p*cc MtBf proportion

FIGURE 9. PROPORTIONS OF CANOPY COMPONENT
SPECTRAL CLASSES THAT OCCURRED
WITHIN AREAS REPRESENTATIVE OF
EACH FEATURE

FIGURE 10. COMPARISON OF PROPORTION-SPACE
AND CONVENTIONAL CLASSIFICATION
PERFORMANCE AVERAGED OVER ALL
FOREST FEATURES
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REDUCING LANDSAT DATA TO PARAMETERS WITH PHYSICAL SIGNIFICANCE

AND SIGNATURE EXTENSION—A VIEW OF LANDSAT CAPABILITIES

Bette C. Salmon-Drexler

GeoSpectra Corporation
Ann Arbor, Michigan

ABSTRACT

The premise of this paper is that LANDSAT is capable of sensing only a
few physical parameters; all computer processing and recognition schemes for
LANDSAT data can be successful only to the extent that the desired classifi-
cations correlate with, or are designated by, these physical parameters. When
this is not the case^ automatic recognition results can become highly circum-
stantial and often hopelessly ambiguous. Although some limited differentiation
of plant species can be done by computer processing, most often separation of
vegetation types is less dependent on species differences than on differences
caused by topography or content of vigorous vegetation. Much of the contrast
provided in LANDSAT data is provided by differences in vegetation cover.

Although dominant, vegetation is not the only physical parameter that
can be detected with LANDSATi a ratio of MSS Channel 5 to MSS Channel b
(R5,̂ ), two visible channels, separates materials by color hue. Additional
information is attained by the addition of MSS channels 5 and k to approximate
brightness, permitting separation of materials by color value. Other spectral
combinations may provide correlations with these physical parameters or new
ones.

An iron absorption in the infrared can also be recognized in LANDSAT data
when iron content is present in sufficient percentages. Although by color,
limonite-rich soils are distinctive as bright yellow, they are not unique in
the aoorementic".ed R5>^. However, the yellow color imparted to these soils is
the result of well disseminated, fine-grained limonite (hydrous ferric oxide)
in relatively large quantities. A fairly strong iron absorption is present in
the infrared band MSS Channel 7, for these soils, although the wideband con-
figuration of LANDSAT is not optimal for its enhancement and the effects of
vegetation often obscure it.

Other such physical relationships are probably available in the spectral
configuration of the LANDSAT multispectral scanner and other coming scanners.
It is important to isolate and document them so that enhancement, categorical
analysis, and image interpretation can better be based upon criteria with
physical significance, providing spatial and temporal extension.

1. INTRODUCTION

The view of LANDSAT capabilities presented here and the major premise set
forth in the abstract are the distillates of a collection of LANDSAT studies in
mineral exploration and land cover classes with which author has been involved.
Two data sets available from two of these studies will be drawn upon for illus-
trative material. The first is a set of laboratory spectra corrected to LANDSAT
response, quantitative color determinations, and measurements of iron content for
twenty samples of regosols from the Wind River Basin, Wyoming, which were gathered
during a study of alteration products associated with roll-type uranium deposits
(Salmon and Pillars, 1975)- These samples will be used where laboratory measure-
ments are indicated and color designations have been accurately annotated by
Munsell standard, as well as by a general color description. The second data set
is comprised of field spectra measurements made by personnel of The U.S. Bureau
of Land Management on perennial and ephemeral rangeland vegetation types and some
soils. These spectra are representative of the natural materials to the extent
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that it was possible to fi the field of view of the RPMI* spectrometer with a
specific plant or soil in tne natural environment! soil color designations are
only field descriptions and are not standardized (Bentley, et al., 1977).

The Munsell color system is a widely accepted system of color standardization
in use in the United States, especially by geologists and soil scientists. The
system is based on a color sphere in which the vertical axis represents color
value, the radial axes represent color chroma, and the circumference represents
color hue. Notation of Munsell color includes, by convention, the color hue,
represented by a number and a letter abbreviation, followed by a number repre-
senting color value, a slash(/), and a number representing color chroma, or
intensity. An informal color designation of color is sometimes called upon in
this paper for ready separation of important visual color differences which are
not easily recognized by Munsell designation; most importantly, both tan and
yellow samples of regosols in the first data set fall into the 10YR Munsell hue.
These have been distinguished with appropriate single letter notation when
necessary.

In the discussion of vegetation cover we will follow Maxwell (unpublished
report) in ass :rdng a high correlation among biomass, chlorophyll, and leaf water.
Recognizing the distinct spectral differences between dead vegetation and green
vegetation, when considered in general categories these two will be referred to
as "dry" and "green". "Green", a single parameter by definition including leaf
water, chlorophyll and biomass, will imply wet-green-biomass.

2. COLOR HUE

Hue is the attribute of color that permits it to be classed as red, yellow,
green, blue or an intermediate between any contiguous pair of these. A pro-
gression of Munsell hues plotted against LANDSAT response-weighted reflectances
for bands if- and 5 for twenty regosols showed that MSS Band ^ provides better
color separation than Band 5i although it is not optimal (Figure 1). Notice
that in this figure a progression from YR (yellow-red) to GY (green-yellow) to Y
(yellow) colors results.

Spectral ratio values using bands 5 and k were calculated from the same data
and plotted against full Munsell designation in the order of increasing ratio
value (Figure 2). Unlike the single band plots, GY samples are at the end of the
progression, which continues from Y to YR. The ratio values not only correlate
better than single channels with Munsell hue, but show discontinuities between
hue designations. These quantitative differences may be important indicators of
LANDSAT MSS capability to separate soil types and to detect surface deposits
important for oil and mineral exploration. Ferric oxides in the form of hematite
with well-disseminated particles imparting reddish colors to soils and alteration
minerals can be enhanced with this single ratio. However, as indicated in Table 1,
Munsell hue 10YR contains samples of general description of both tan and yellow,
an important distinction to make in geology. Data points in the 10YR range (and
one other yellow sample) are annotated in Figure 2 by "Y".indicating a yellow
sample, or by "T", indicating a tan sample. The R5,^ did not separate these two
colors, their difference being obvious visually. Spectra collected over the whole
visible region show definite, promising differences among colors of interest.
The nonoptimal LANDSAT configuration does not, however, make optimal use of these
differences.

LANDSAT data collected over the Wind River Basin, Wyoming, was used to test
how well these laboratory results correspond to actual data. Singatures were ex-
tracted from areas known to be well exposed : i covered with materials of similar
hue to some of the regosol samples which had oeen measured. Signatures consisted
of multiple pixel element samples, the values of which were collected and ratios
formed to give R5,^ values, their means and ranges (Figure 3). The anticipated
relationship with color hue is borne out, although the ranges of individual
sample values often overlap in R5,^ value. This result gives some indication of
the realistic capability of this LANDSAT spectral ratio to separate and recognize
materials by color hue under limited vegetation cover conditions.

*Bendix Aerospace Systems Division Radiant Power Measuring Instrument

1290



LANDSAT MSS Channel 7, an infrared band, was examined for evidence of
possible geochemical information, for there are well known iron absorptions in
this spectral region (Rowan, 1972). Spectra and iron content of eighteen of the
twenty regosols are shown in Figure 4 with notation of the LANDSAT MSS Channels
6 and 7 superimposed. Yellow samples, which in this case are highest in iron
content (and ferric oxide content), are seen to have a strong absorption band in
MSS Channel 7. A plot showing R5.4 vs. R6,7 (Figure 5) indicates that using this
additional chemical information, separation of yellow and tan on iron content is
allowed. The additional separation of colors of interest which would be allowed
in a two dimensional system is valid for only those cases where these physical and
chemical properties can be expected to retain this relationship.

3. COLOR VALUE

The property of lightness is called color value. Lightness is presumably the
result of high reflectance across most of the visible spectrum producing a maximum
value in reflected energy when totalled across these wavelengths. No optimization
study was conducted here to show that the combination of channels used was the
best available for predicting color value; weighting of these channels or some
other combination may actually improve color value determinations. However, the
simple combination of MSS Band 4- and MSS Band 5 by addition should give an indi-
cation of the material returning the highest energy and at least indicate a
possibility to recognize this physical property. Figure 6 shows the value of the
twenty samples listed in Table 1 plotted against the sum of their MSS Band 4 and
MSS Band 5 response-weighted reflectances. General color descriptions are anno-
tated for additional consideration.

Although descriptions of colors were not standardized for the data set made
up of field measurements of plants and soils, color relationships of both hue and
value for these samples seen in Figure 7 seem to agree with the relationships
found for the more precisely determined colors of the soil samples (Figure 2 and
6), In considering these results, allowances must be made for nonoptimal field
conditions and possible inconsistencies in color descriptions, but the overall
relationships are still strongly indicated. This data set is included to allow
the additional consideration of dry and green vegetative material for a more
general comparison.

k. INFLUENCE OF VEGETATION

Both color hue and value are important for differentiating among non-vege-
tative targets because they are indicative of soil characteristics and LANDSAT is
spectrally sensitive to these physical parameters. The interplay among rock and
soil spectra, natural variation, instrument response, atmospheric conditions, and
the influence of superimposed vegetation makes actual recognition and mapping of
these characteristics a nontrivial exercise. Discussion of capabilities of
LANDSAT to recognize geologic materials without consideration of these factors,
particularly vegetation conditions, provides only an estimate of the best results,
possible only in ideal data and environments. Much of the terrain in which these
materials are to be mapped has at least sparse, partially green, vegetation cover.
Increasing percentages of green vegetation would result in so diminishing the dis-
tinctive spectral characteristics of the limonitic soils shown in Figure 4 that
their LANDSAT spectral uniqueness would be eliminated quickly. Where substantial
vegetation intereferes with spectral recognition of non-vegetative targets, a
method of correcting for vegetation cover must be used simultaneously with
spectral parameters which are sensitive to differences in geologic materials.

The LANDSAT multispectral scanner is, by design, sensitive to variations in
cover by functioning green biomass. Indeed, we have stated that much of the
spectral contrast available in LANDSAT data is provided by extremes in vegetative
cover and that without these, many automatic recognition procedures could not make
the differentiations which appear possible. A ratio of infrared to red is often
drafted for enhancement of vegetation cover differences because it is relatively
insensitive to background variation and very sensitive to wet-green-biomass.
Figure 8 shows the relationship of R7,5 measurements of rangeland vegetation and
soils. Note that most of the useful dynamic range of R7,5 is the result of
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differences in the spectra of green vegetation—and likewise differences in their
spectral contribution in LANDSAT data due to variation in ground cover—with
little meaningful separation among rocks and soils.

R7>5 and other single ratios may not be optimal for recognizing vegetation,
either for correcting for its interference with geologic targets or for land
cover type mapping. Optimal combinations of MSS bands or highbred spectral
parameters may, for any particular environment or time of year, be found by a
number of linear and polynomial optimization methods. A relatively simple combi-
nation of ratios we have tried uses the vegetation information available in the
R7.5 ratio with color information supplied in R5,^. While R7.5 is the highest
for high vegetation cover, it can also be high for common iron oxides. However,
R5,^ will always be at a minimum for things which appear green and high for red
ferric iron oxides. Dividing R7,5 by R5>5, one would expect vigorous plant
material which is high in the numerator and low in the denominator to become even
more separated to the high end of the values. This ratio of ratios allows the
range for green plants in soils ranging in color from red to white to expand
slightly from that available in a single ratio.

Most importantly, the influence of vegetation is treated in these methods as
a continuous, unique variable. Other such physical parameters which may be
possible to isolate using LANDSAT data, particularly with the additional infor-
mation allowed by registration of multiple-date data sets, are percent grass,
grass/shrubs within vegetation, etc. It is the significance of those physical
parameters which can be isolated in some spectral dimension in LANDSAT data to the
definition of plant communities or crop types that will determine the success of
recognition in the spectral signature approach. The physical basis for spectral
differences among targets is sometimes not analyzed. As a result, the vegetative
or soil characteristics which are most influential in the spectral signature do
not necessarily become apparent. Whether a plant community is recognizable in a
particular data set because of differences in soil, plant species, or vegetation
cover is not evident when employing automatic recognition. This can be a draw-
back, since the ability to recognize these same plant communities in another data
set or in another area is contingent on which of these factors contributes most
to its uniqueness.

Although the author is unaware of any quantitative studies which have docu-
mented the range of percent vegetation cover over which the R7,5 or other spectral
parameters for predicting vegetation cover are sensitive, much qualtative data
indicates that accuracy falls off well above those percentages important for
mapping vegetation in tasks such as desertification mapping, ephemeral rangeland
condition and rangeland trend, and perhaps even some crop identification. In a
recent study in ephemeral rangeland in Arizona, we found that the open growth
characteristics of desert trees and shrubs and the low percentages of ground
cover by live plant material created a diffuse target highly influenced by the
background soil and rock. Figure 9 shows the ranges of LANDSAT single channel
values for thirteen targets extracted from separate plant community sites in an
area west of Phoenix, Arizona, for May, 1975. Little separation is available in
any of the data for these plant communities-, which range from 3 to 2b percent
vegetation cover.

Difficulties in recognizing the expected influence of vegetation in arid
regions of sparse cover have precedence in the literature. In his reply to
Jackson and Idso (1975)» Ottoman reports an observed low reflectance in MSS Band
7 in an area of appreciable vegetation cover in the Western Negev and refers to
it as "the Negev infrared reflectance paradox". The apparent explanation for the
anomalous reflectance of the area was that even with 25 to 35 percent ground
cover, it was the intertitial soil that effectively controlled the reflectances.
In the Negev the intertices showed dark-gray plant litter and stablized soil. In
contrast, intertitial soil reflectances were high in the adjoining Sinai, where
unstablized soil with a high albedo was well exposed under a mere 10 percent
vegetation cover. This observation would seem to be in agreement with the work
of Baldridge, et al. (1975) in the widely different environment of the State of
Ohio. In land use inventory categories designated for the mapping of land use in
Ohio, the most dense industrial and commercial areas classed as "urban" were
grouped into a vegetation cover class of 0 to 35 percent vegetation cover.
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5. RECOGNITION OF PLANT SPECIES

Certainly some influences of plant species' reflectance properties are
present in LANDSAT data. The important question is which, if any, can be dis-
tinguished spectrally from differences in vegetation cover. When species dif-
ferentiation is inferred from information which actually depends on vegetation
cover differences, the latter should be specified precisely as the distinguishing
physical parameter. Not only is it less misleading, but optimal processing
functions can then be adjusted systematically for differences in growing season,
climate, background, etc..

In the study of perennial rangeland in Montana, two of the plant communities
defined during fieldwork were upland grass, a mixture of grasses, sedges, and
bushes with k6 percent ground cover, and bluestem hillside, with ^7 percent ground
cover chiefly made up of Andropgon scoparius, or "little bluestem". In a single
channel of LANDSAT data (MSS Channel 5) these two plant communities differed, most
likely because of their correlation with prominent topographic differences. A
ratio R7.5 of the same area showed no difference between the two plant communities,
although considerable variation in vegetation cover within the upland grass plant
community became evident.

Two other plant communities with very different vegetation characteristics, a
wet meadow with 75 percent vegetation cover and a pine-bunchgrass community with
59 percent cover (where it occurred on north facing slopes) were equally dark in
MSS Channel 5« Pine-bunchgrass stands on other exposures looked similar to upland
grass plant communities also present. The unique reflectance properties of pine
needles and leaves of other evergreens provide a strong influence which can
possibly be used in species identification. However, it and other species deter-
mination must be represented in a spectral dimension independent of vegetation
cover influences for operational mapping potential.

6. CONCLUSION

The consequences of this view of LANDSAT capabilities are of major importance
to operational procedures being designed by The U.S. Bureau of Land Management in
their newly assigned task of keeping a current inventory of the natural resources
of public lands. Species differences is crucial information for estimating con-
ditions for grazing. The recognition of plant communities in natural environments
is somewhat more difficult than in agricultural areas where, for a field of a
certain size, a discrete, homogeniety of target can be assumed. In rangeland and
forested environments, there can be a continuous blend of species, their phe-
nologies can differ according to weather conditions, and apparent cover can change
.differentially due to specific canopy characteristics. The separation of vege-
tation characteristics due to differences in the cumulative wet-green-biomass
present and those that are truly indicative of species* spectral differences can
lead to a better understanding of LANDSAT capability to map vegetative types in
both natural environments and agricultural areas. In addition, specific attention
to the physical conditions which bound LANDSAT capabilities may prevent planning
of future mapping and recognition efforts when spectral resolution may not be
sufficient, such as plant community mapping in areas with less than 25 percent
vegetation cover.

The implications of this view are equally important to land use studies which
require classification in greater detail than Level I land use. Separation of
even Level I with LANDSAT multispectral processing is highly dependent on vigorous
vegetation extremes to provide contrast, as well as to characterize classes such
as "old residential" or "park areas". Spectral processing actually recognizes
land cover rather than land use. Land cover characteristics can very with climate,
city layout, and residential development. Spectral recognition will vary with
these local land use practices. Where vegetation cover is not significantly dif-
ferent among land use classes, or where contrast due to extremes in vegetation is
not available, the accuracy of land use mapping will be seriously degraded.

Geologic applications must be performed for specific tasks and in those
environments where physical characteristics also fall within the spectral and
spatial capabilities of LANDSAT data. For mineral exploration, target deposits
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must first fit the basic criteria of possible spectral distinction and suffi-
ciently large surficial expression. Then it must be determined that compositional
differences which are important to discovery of the deposit have spectral char-
acteristics strong enough for detection above noise and vegetation present in the
data. This may require restatement of specific questions such as "Can LANDSAT
help discover new deposits of uranium?" to "Under what conditions can LANDSAT
help discover new deposits of uranium?" Details of vegetation conditions and the
color of oxidization products associated with the uranium deposits are inextri-
cable from the answer to be given; it is the germaine physical parameters which
define a successful application of LANDSAT multispectral data to earth resource
investigations.
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AERIAL ALBEDOS OF NATURAL

VEGETATION IN SOUTH-EASTERH AUSTRALIA

J.A. Howard*

Food and Agriculture Organization

of the United Nations

ABSTRACT

70 mm black-and-white low-level photography was used to record the track of the aircraft,
which was then plotted on conventional 1:80,000 23 cm photogranmetric photographs and referenced
against simultaneous measurements of the bean albedos of vegetation. Using steo—scopic pairs
of the 70 mm photographs, the vegetation was classified into sub-formations. Marked differences
in the'sub-formation'albedos were observed. A two-way table using stand height and crown cover
of the sub-formations clearly showed a very distinctive trend of albedos. This finding may be
important in other vegetal studies.

1. INTRODUCTION

Previously (Howard, 1970), a method for the stereoscopic profiling of natural vegetation
from aerial photographs was outlined and a two-way aerial photographic classification of
vegetation presented. This study was followed in 1972 in south-east Australia by the
measurement of albedos of a range of major plant communities (i.e. formations/sub-formations,
sensu Beadle & Cost in, 1952); and included several sub-formations examined in the 1970 study.
The results of the albedo study are presented in this paper.

2. METHOD

Albedo (L) is the fraction/percentage of incident solar radiation (Sj.) which is reflected
(Sr) from the earth's surface, including its vegetation. Beam measurement simply implies
that the radiation is measured with a narrow-beam radiometer. In the present study, a thin
glass twin-domed radiometer (Punk-type pyronameter) was mounted on the roof of the aircraft
(i.e. Cessna 172, 182) for recording incident solar radiation in flight. A vertically down-
wards pointing beam instrument (4 angular field) was mounted on a specially designed plate,
external to the aircraft fuselage, for recording simultaneously the reflected solar radiation
from the plant communities. The transduced signals from the radiometers were then recorded
in millivolts on a Toa paper—chart recorder housed in the rear of the aircraft.

In order to calculate an albedo (L, ) from the aerial recordings, it was necessary to
apply a conversion factor to the beam measurements. This conversion factor (C) was separately
determined (see Howard 4 Barton, 1973) i.e. L. - Srb X C.

Si
In addition, a 70 mm format Vinten camera (fig. 2) was mounted alongside the bean short-

wave radiometer, so that a permanent photographic record would be obtained of the vegetal
surfaces being studied. The 70 IBB aerial photographs enabled the track of the aircraft (and
beam radiometer) to be plotted on small-scale photograametric photographs (e.g. 1/80,000) and,
from this, an appraisal made of the ground areas covered by the plant sub-formations and their
related albedos. All measurements were recorded under clear sky after several rain-free days
and at a flying height of 330 m above ground datum. Each series of measurements across a
plant sub-formation covered a distance of at least 5 km and frequently 50 km. Several of
the sub-formations were covered on more than one occasion between 1100 hours and 1400 hours
meridian time, March to August, 1972. At tine of recording, the sun's elevation varied between

* Formerly, Reader, School of Agriculture and Forestry
University of Melbourne, Australia.
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25 and 40 . On the 22nd June (mid-winter), its maximum elevation was 28°.

3. RESULTS

The location of the plant sub-formations, above which the albedos were measured, are
shown in fig. 1. It will be observed that measurements extend across mesic communities near

the coast (144 E, 37 S), across mesic communities on the Great Dividing Range (145°E, 37°S)
to communities in conditions approaching semi-arid to the north of the river Murray (143 E,
34°S). The numbers on the map are cross-referenced with Table A. Table A lists the sub-
formations (Sensu Beadle A Costin, 1952) and provides information on solar irradiance
(incoming short-wave radiation) and reflected solar radiation (out-going short-wave radiation).
The table also gives the derived albedos and the mean albedos for each sub-formation. Each
recording listed in -olumns 3 and 4 indicates a separate flight. The terms forest, woodland,
shrubland an rrass^ ..d correspond to Raunkiaers size classes (1934): megaphanerophytes,
mesophanerophj-tes, microphanerophytes and nanophanerophytes/charaaephytes. Raunkiaer's size-
classes provide a useful basis for the physiognomic classification of major plant communities
recorded on aerial photographs.

Pig. 3 are copies at contact scale (1/4000) of photographs taken with the vertically
mounted Vinten 70 mm camera at the time of the albedo measurements. From these photographs
the crown cover percent of the woody vegetation can be measured and the approximate height of
the woody vegetation determined by parallax bar measurements. In Table B the sub-formations,
across which albedo measurements were recorded, have been classified on the basis of stand
height and crown cover (sensu Howard, 1970a, 1970b) and their mean albedos from Table A also
entered in the table.

4. DISCUSSION

An examination of the albedos given in Table A draws attention to the marked differences
in the albedos of tall woody vegetation and grassland or land on which the tall woody-
vegetation is sparse (e.g. tree savanna). Short voody vegetation (e.g. blue bush, saltbush)
has a high albedo, which is between the albedos of grazed and ungrazed grassland. Probably
the low albedo of the two forest types is the result of the relatively very rough surface
these present to the incoming solar radiation.

Table B is of considerable interest. The albedos entered in this table show a distinctive
trend and provide order to what in Table A may appear to be disorder. For the megaphanerophytes
(forest), the mean albedos increase from .079 for wet sclerophyll forest to .105 for open dry
sclerophyll forest. For mesophanerophytes (woodland), the trend is from .098 (tall woodland)
through .116 (cypress pine woodland — Callitris glauca France) to .165 (Tree savanna). For the
microphanerophytes (shrubland) and nanophanerophytes/chamaephytes mean albedos increase from
0.96 for Big Mallee to .140 for saltbush (Altriplex vesiearia) and to .155 for bluebush
(K. pyramidata. K. sedifolia).

The high mean albedos of the nonophanerophytes and chamaephytes possibly provide an
explanation for the increasing albedos of the megaphanerophytes and mesophanerophytes with the
decreasing crown cover of the dominant woody strata. As the tree cover decreases, so the
herbaceous ground cover becomes more exposed to incoming solar radiation and therefore
contributes more to the reflected solar radiation of the plant cooaunity. Even grazed grass-
land has a high albedo (.135); but the albedo of ploughed land is lower ( l .OT) . However,
the micro-structure of ploughed soil is rough. Water has a very low albedo (.018) and this is
seen as contributing to the low albedo of swamp (.060). The albedo of water was observed to
vary with colour (i.e. sediment content), but is not reported on here as it requires a separate
study. Whether a wide range of structural types of vegetation can be identified by their
albedos needs further investigation. An examination of table A shows that, although the mean
albedo (Lb - column 6) may be distinctive for some of the sub-formations, there is often an
overlap of their albedos (L, , column 5). The overlap of dry sclerophyll forest and tall
woodland is not surprising, since the criteria of height and crown cover or height and crown
diameter often give conflicting field classifications. The similarity of the albedos of dry
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sclerophyll forest, tall woodland and big nallee, occurring under tjuite different climatic
regimes, is interesting and suggest some unidentified unifying factor. Each are communities
of dominant eucalypts; and, perhaps, this is associated with their leaf area indices. Wet
BClerophyll forest and shrub woodland, the only other eucalypt dominant communities are
distinctive from these by their well developed woody under storey.

The orderly sequence of albedos, when placed in a two-way photo-phsiognomy table (Table B)
draws attention to the importance of size class/dominant height and gross cover of the ground
by woody vegetation as parameters influencing the albedos of natural surfaces. The photo-
physiognomie table per se was developed previously by the author (Howard, 1970a, 1970b) as
means of classifying vegetation in Australia directly from aerial photographs and as such has
been extended to the vegetation of East Africa (Howard, 1970a). The logical fit of the
albedos into the vegetal table is also seen as emphasizing the usefulness of this kind of
table for classifying vegetation from aerial photographs and implies, perhaps, that albedos
as recorded on satellite imagery could be used as a basis to vegetal classification.
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TABLE A — Major plant sub-formation, their reflected radi tion and albedos and
solar irradiance — S.E. Australia, 110O-1400 hours.
March/August 1972.

Map
no.

1

2

3

4

5
6

7

8

9
10

11

12

13

14

15

Plant sub-
formation

Wet aclerophyll
Forest

Dry sclerophyll
Forest
Dividing Range

Dry eclerophyll
Forest
Riparian — with
moira grass

Big Mallee

Savanna Mallee

Tall Woodland

Cypress pine
Wooland

Shrub Woodland

Tree Savanna

Steppe
(Salt bush)

Steppe
(Bluebush)

Grassland
(Native ungrazed)

Grassland
(grazed)

Water

Swamp (Murray
red gum)

Solar
Irradiance
mWcm (si)

51,74,83

53,73,85

65,65,64

57
66

54

31,71,54

33,34
66

59,67,62

66,67

56

57

76

57

Reflected
Radiation
mWcm- (Sr)

4.8,6.1,5.1

4.8,6.4,7.6

7.4,6.1,7.9

5-5
6.6

5.3

4.0,7.2,5.3

4.1,4.3
10.0 to 11.8

8.9,9.2,9.7

10, 10.6

8.7

7.7

1.4

4.1,3.0

Beam
albedo
(Lb)

.094, .082, .062

.091, .088, .089

.114, .093, .108

.096

.100

.098

.133, .101, .098

.124, .126

.151 to .179

.150, .137, .134

.152, .158

.155

.135

.018

.064, .057

Mean
albedo
(Lb)

.079

.090

.105

.096

.100

.098

.116

.125

.165

.140

.155

.155

.135

.018

.060
16 Bare ground:

Ploughed (dry
reddish brown
soil) 74,69,55 7.4,6.9,6.6 .100, .100, .120 .107
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Fig . 1. Map of south-eastern Australia showing the location 
of the albedo sampling areas (cf. Table A). 

Fig. 2. Short- wave beam radiometer and 70 mm camera 
used on plate external to aircraft fuselage. 
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POOR

(A)

(c)

(E) (F)

Fig. 3. 70 mm vertical aerial photographs of plant sub-formations
over which albedos were measured, (a) Steppe - saltbush
(b) Shrubland - mallee (c) Woodland - Callitris glouca
(d) Woodland - shrubs and small trees (e) Forest - dry
eclerophyll (f) Forest - wet sclerophyll

1307



78-14577

BLOB: AN UNSUPERVISED CLUSTERING APPROACH TO SPATIAL PREPROCESSING
OF MSS IMAGERY*

**
R. J. Kauth, A. P. Pentland, and G. S. Thomas

Environmental Research Institute of Michigan
Ann Arbor, Michigan

ABSTRACT

A basic concept of MSS data processing has been
developed for use in agricultural inventories; namely,
to introduce spatial coordinates of each pixel into the
vector description of the pixel and to use this informa-
tion along with the spectral channel values in a conven-
tional unsupervised clustering of the scene. The result
is to isolate spectrally homogeneous field-like patches
(called "blobs"). The spectral mean vector of a blob
can be regarded as a defined feature and used in a con-
ventional pattern recognition procedure. The benefits
of use are: ease in locating training units in imagery;
data compression of from 10 to 30 depending on the appli-
cation; reduction of scanner noise and consequently poten-
tial improvements in classification/proportion estimation
performances.

1. INTRODUCTION

For processing of MSS data, improved methods of extraction of training data,
of data compression, and of classification/proportion estimation are needed. A
basic technique which creates opportunity for improvements in all these aspects
of MSS data processing has been developed. The basic technique is to incorpo-
rate the rudimentary concept of spatial nearness into the preprocessing steps
in a simple and natural way, and to extract, as features, spatially homogeneous
units from the MSS image. Incorporated into a complete processing system for
MSS data the technique is helpful in all of the above mentioned ways.

2. DESCRIPTION OF BLOB

The basic technique is incorporated in an algorithm called BLOB [11. It
consists of augmenting each pixel vector with two additional components which
describe the pixel's spatial coordinates (i.e., the line number and the point
number). These augmented pixel vectors are used in a conventional clustering
algorithm [2] to accomplish "spectral-spatial" clustering. Spatially and spec-
trally similar pixels are grouped together in each cluster (called "blobs"). In
an agricultural scene the result is to build field-like structures, as shown in
Figure 1. Figure 1 is a typical unsupervised blob map of an agricultural scene.

Ten grey levels were chosen for this display and these are assigned to
the blobs in an arbitrary manner. The most notable characteristics of BLOB
which can be observed in this figure are the use of spatial information to
smooth over noise in individual pixels, and the treatment of boundary pixels.
These will be discussed in more detail in following sections.

This work was supported by the National Aeronautics and Space Administration
through their Earth Observations Division, Johnson Space Center, Houston, Texas,
under Contract HAS9-14988.

The authors are members of the Information Systems & Analysis Department,
Infrared & Optics Division, ERIM, Ann Arbor, Michigan.
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[NOTE: Extensive preprocessing steps, in addition to blobbing, are rou-
tinely incorporated in ERIM's processing of Landsat MSS data and are in part
responsible for the overall quality of the results presented [3]. Briefly,
these steps include: screening, to identify clouds, cloud shadow, water, and
bad (excessively noisy) pixels and to calculate diagnostic features for later
use in atmospheric effects correction; satellite correction, to normalize Land-
sat 1 data to be commensurate with Landsat 2; solar zenith angle correction, to
normalize data collected at various zenith angles to a single zenith angle;
atmosphere (haze) effects correction, to normalize data collected under a variety
of haze conditions to a single standard haze condition using the XSTAR algo-
rithm [4]; Tasselled Cap transform [5], producing a set of linear combination
features which emphasize physical characteristics of the data, primarily soil
brightness and green vegetative development; and multitemporal augmentation,
combining registered data from passes at two or more times.]

2.1 FEATURE EXTRACTION

The important information about each blob is recorded and comprises a com-
pressed feature description of the scene. Two outputs are produced: a pixel
output tape which defines for each pixel which blob it belongs to, and a blob
feature output tape containing a redefined set of features for each blob. These
features include the mean vector of all the pixels contained in the blob (or
alternatively, only the interior pixels, as discussed in the next section) and
the number of points in each blob. The blob mean vector includes the line mean
and the point mean which serve as a description of the position of the blob in
the scene.

2.2 EXTRACTION OF TRAINING UNITS

For purposes of training a classifier one would like to use only pixels
which are "pure" examples of the classes of materials being trained. Thus, it
is desirable for purposes of training to strip away boundary pixels, i.e. ,
pixels of a given blob which are adjacent to another blob. The pixels remaining
after stripping are nearly always pure pixels, and constitute "stripped blobs".

Figure 2 shows a segment of Landsat data which has been subjected to multi-
temporal spectral-spatial clustering, using four dates as follows:

23 October 1973 9 May 1974 27 May 1974 14 June 1974.

In Figure 2, the ground-truth field lines (and field numbers), and an encom-
passing rectangle are overlaid on the blob presentation. In this presentation
the field center pixels are left blank while near-boundary pixels are shown as
asterisks. This results in some fields being entirely missing, since they were
formed into such small initial blobs. This is no particular drawback since such
small or ragged fields aren't likely to make very rood candidates for training
fields anyway. Some large fields are converted into two blobs and so would be
used as two separate training fields.

In several cases throughout the scene blobs run across field boundaries.
We have identified 13 such cases. In 10 out of 13 cases the adjacent field ID's
match. In two of the cases the infringement of the blob across field boundaries
amounts to only a few pixels. One case is unexplained. This is fairly typical
of our experience, namely that blobs seldom cross the boundary between two spec-
trally distinct classes.

2.3 TRAINING AND CLASSIFICATION

Having identified pixels which are suitable for training, various alterna-
tives are available. Training can be carried out using the individual pixels
themselves as training samples. In this case one would follow with pixel-by-
pixel classification. A more practical procedure, and one of the objectives of
developing BLOB in the first place, is to train using the blob feature vectors
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as training samples, and follow with blob classification. In blob classifica-
tion we classify each blob according to its feature vector. Then we classify
each pixel to the same class as the blob to which the pixel belongs, in order
to produce a classification map. If we wish to make only a proportion estimate
of each class we accumulate the total number of pixels in each blob belonging
to each class, so that it is not necessary to process the individual pixels again.

Blob classification has the obvious advantage of data compression. It also
carries whatever advantages or disadvantages may have accrued from the spatial
preprocessing. To help understand what these may be we describe the algorithm
in more detail in the next section.

3. DETAILS OF ALGORITHM

In the following paragraphs we describe the details of the BLOB algorithm
and discuss its treatment of interior pixels, boundary pixels and small fields.

3.1 MATHEMATICAL DESCRIPTION

The clustering algorithm upon which BLOB is based was developed by
A. P. Pentland [2]. The basic steps in clustering are as follows:

1. For each pixel decide which existing cluster it is closest to; the
distance measure used is

dj = Cx-x^1 D^Cx-x^ + | in |Di|

where

x is a column vector of dimension n, the pixel vector

x^ is the sample mean of the pixels already included in an
existing cluster, i.

D^ is a diagonal matrix of n sample variances of the pixels
already included in an existing cluster, i.

2
2. If d^ > T for every existing cluster decide that the pixel belongs to

none of the existing clusters, and start a new cluster with mean x. = x
and D. = default.

3. Whenever a pixel is classified to cluster, i, update the statistics
of this cluster by recursively computing the mean, x. , and the vari-
ances, D. , including the current pixel.

4. A variety of procedures have been utilized to establish the initial
clusters, including randomly selecting a number of pixels from the
scene to form starting clusters, but usually the algorithm is run
successfully with no seeding at all.

2
In the BLOB algorithm the distance measure, d , is modified by including

additional components relating to the spatial position of the pixel. We have
in many cases found it satisfactory to use a fixed covariance matrix common to
all of the clusters (i.e., the "blobs"), so that it is not necessary to update
the variances or to include the in \ | in the distance measure. In the simplest
implementation the distance measure then becomes,

= w(x-Xi) M
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where

x is the spectral pixel vector

i is the pixel line number

p is the pixel point number within the line

M is a fixed n x n spectral covariance matrix

x. is the spectral mean of blob, i.

T. is the line mean of blob, i.

p. is the point mean of blob, i.

w is a relative weight between the spectral and spatial contribution
to distance.

Motivated by a desire to make the structure of the blobs match our notion
of the East-West/North-South rectangular structure of the fields of an agri-
cultural scene we have incorporated modifications and combinations of modifica-
tions of the spatial distance measure, as follows:

1. Line and point numbers are replaced by East and North coordinate values.
(The mean positions of the blobs are then transformed back to line and
point coordinates, for presentation to the user, for locating the posi-
tion of the blob in imagery.)

2. Two additional varieties of spatial distance measure have been tried
using these revised line and point coordinates, as follows:

a. spatial distance =

b. spatial distance = max

Case a. produces spatial iso-distance contours which form "super-ellipses".
Case b. corresponds to spatial iso-distance contours which form rectangles.

Our experience is that these variations make no practical difference since
the blobs tend to shoulder together to fill the space available along natural
(spectral) boundaries in any case (see again Figure 1). Furthermore, in cases
where a large naturally homogeneous area is broken into two or more blobs the
shape of the boundary is determined by the process of sequentially adding pixels
to blobs and updating the mean, rather than by the detailed form of the distance
function (see the top central area of Figure 2 for an example case). In current
practice* we use the transformation 1. above, and the maximum squared distance
measure, 2.b. above. Also, in current practice, the spectral features which are
used are the Tasselled Cap "brightness" and "green" features from one or several
times; since these are nearly uncorrelated to one another only the diagonal
terms of the covariance matrix are used.

[NOTE: The current working version of BLOB has been completely revised
and reprogrammed by W. Richardson, including in particular the introduction of
the maximum squared distance measure, and including numerous techniques to speed
up the calculation by a factor of 5 or 6. At present BLOB requires about 33 msec
per pixel for 9 channel data running on ERIM's 7094 computer, or .5 msec per
pixel on the University of Michigan's Amdahl 470/V computer, both times being com-
parable to conventional quadratic classification rules. Running time is not a
strong function of the number of channels being used.]
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3.2 BLOB TREATMENT OF INTERIOR PIXELS

The net effect of BLOB is to smooth out the identifications of within field
pixels. Thus, if an isolated pixel in the middle of a field is spectrally some-
what different than its neighbors it will nevertheless be included with them in
the same blob. If the pixel is much different, spectrally, than its neighbors
it will be identified as a separate (one pixel) blob, or will be included with
some nearby blob of similar spectral character. The net effect is to reduce the
"salt and pepper" appearance of conventional classification maps, or of conven-
tional spectral clustering maps without consideration of spatial information.

3.3 BLOB TREATMENT OF BOUNDARY PIXELS

It is informative to consider how BLOB processes mixed pixels at the bound-
ary of two fields. In conventional classification such pixels may masquerade as
a third class of material which may be located geographically some distance away
in the scene. Figure 4 illustrates this idea. In Figure 4(a) a mixed pixel
straddles a boundary between two classes, A and B. The signal "x" from this
pixel is typical of the signals which would come from a Class C, and if no fur-
ther information is given the pixel will be identified as Class C. In Figure
4(c) the joint density of signal and position are shown and it is clear that
the pixel (x',d') will be classified as Class A or as Class B, but certainly
not as Class C. (Pixels along boundaries will tend thus to be equally divided
between the adjacent classes.)

Of course, if the Class C field is geographically nearby, then the pixel
will still be misclassified, but such instances will be few in number.

3.4 BLOB BEHAVIOR FOR SMALL FIELDS

Consider the behavior of BLOB in case there are small fields, for example
strip-fallow farming common in the northern Great Plains of the U.S. In this
case blob 'A' may cover several wheat strips, and blob 'B' may cover several
overlapping fallow strips. (This is possible because BLOB as presently imple-
mented does not take any account of contiguity of classes -- only of nearness.)
The positions of these blobs might be quite close together, and in particular
the mean of A may fall in a fallow strip while the mean of B may fall in a wheat
strip. In such cases it is almost certain that no pure pixels will be available
for training, but it is still desirable to be able to visually inspect the cover-
age of each blob, to notice that it occurs in a strip fallow situation, etc.
Improved methods of display are being developed but much remains to be done in
this area.

As the size of fields gets smaller the number of blobs may increase until
each blob is composed of a few isolated pixels which are spectrally alike; in
other words, BLOB degenerates gradually to a pixel by pixel processor.

4. EVALUATION OF BLOB PERFORMANCE

Evaluation ought to imply a careful definition of measures of performance,
of the algorithms being tested, and of the range of conditions of measurement.
In this sense there has been no adequate evaluation of BLOB. BLOB is a heuris-
tically evolving procedure, and testing has mainly been for the purpose of
guiding our insight.

BLOB should be evaluated for performance in several areas: ease in extrac-
tion of training statistics; classification accuracy and/or proportion estimation
accuracy; and data compression. We have adopted BLOB in large part because of
the ease of training and the compression of data.
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.'4.1 EXTRACTION OF GROUND TRUTH

In current practice blobs are labelled for training purposes by visual com-
parison between a ground truth map or image and a line printer blob map. Usually
the line printer map is a map of stripped blobs, as in Figure 3. The blobs are
numbered with a special modulo 50 symbol set. A second map keeps track of which
set of 50 a given blob is in. Sometimes an auxiliary printout of unstripped
blobs such as Figure 1 is used to make the visual association between image and
line printer map easier. Even with such primitive arrangements the time to
obtain wall to wall ground truth is significantly less than for previous com-
peting methods.

4.2 DATA COMPRESSION

Data compression is particularly important because it allows us to concen-
trate on analyzing data dependencies over a wide range of ancillary conditions.
Depending on the application, BLOB provides a data compression factor of 5-30.
For example, suppose that 7-channel data are collected from a spacecraft multi-
spectral scanner and that for certain applications, it appears suitable to blob
with an on-board processor and transmit the blob mean spectrum for each blob
and the blob identification number for each pixel. Suppose on average there
are 30 pixels per blob. Then the average number of channels per pixel is
1 + 7/30 for a net data compression of approximately 6.

Much of our current work is concerned with proportion estimation rather
than the production of a class map, and with studies of the signatures of
classes under various conditions. For these purposes the net compression
factor is closer to 30, since only the blob spectral mean and the number of
pixels per blob need be retained.

4.3 CLASSIFICATION/PROPORTION ESTIMATION

Qualitatively we do not expect the classification/proportion estimation
performance of BLOB to be any worse than pixel-by-pixel classification; in fact
because of its rational treatment of boundary pixels BLOB should perform better
in these categories. However, to date, no valid comparative tests have been
made of blob training, classification and proportion estimation vs. a conven-
tional pixel-by-pixel classification approach. Such tests are planned for the
immediate future.

5. SUMMARY

The BLOB algorithm as presently implemented is simple in concept and in
execution. We believe that it exploits most of the spatial information availa-
ble in agricultural scenes of Landsat MSS data. For other classes of scenes or
for higher resolution data additional sophistication may be warranted, such as
the inclusion of textural features in the- pixel vector, or the addition of the
capability to annex (join together) adjacent blobs of similar spectral character.

The algorithm has been discussed with respect to three main functions;
training extraction, classification/proportion estimation and data compression.
We believe it has significant value in the first and the last of those cate-
gories. For classification performance it appears no worse than pixel by pixel,
but this is unproved.

The greatest potential for the technique remains to be exploited, namely
its use in an interactive mini-computer environment. We can envision training
pixels being extracted from complex scenes, for example marshland or forest,
merely by the analyst indicating a single pixel. The display then would present
for inspection the entire blob to which that pixel belongs. The computer could
further cluster blobs spectrally and the analyst could indicate which blobs to
merge into the same class.
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FIGURE 1. MULTITEMPORAL-SPECTRAL-SPATIAL BLOB MAP OF A 5 x 6 SEGMENT IN
KANSAS. The dates used for blobing are 7 Nov 75, 6 May 76, 1 Jun 76.
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x', d1)

(a)

NOTE: • is the pixel

FIGURE 4. ILLUSTRATION OF BLOB TREATMENT OF BOUNDARY PIXELS

(a) Shows a pixel on the boundary of fields
of classes A and B, with the nearest
field of class C some distance away.

(b) Hypothetical probability density func-
tions of the classes A, B, and C, with
the pixel value, x', falling between A,B
and in the range of class C.

(c) The hypothetical joint probability density
of (vertical) distance, d, and pixel
value, x. The pixel in question is repre-
sented by the point (x'.d1).
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MULTISPECTRAL SYSTEM ANALYSIS THROUGH MODELING AND SIMULATION*

**
W. A. Malila, J. M. Gleason, and R. C. Cicone
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Ann Arbor, Michigan

ABSTRACT

The design and development of multispectral remote sensor
systems and associated information extraction techniques should
be optimized under the physical and economic constraints encoun-
tered and yet be effective over a wide range of scene and environ-
mental conditions. Direct measurement of the full range of con-
ditions to be encountered can be difficult, time consuming, and
costly. Simulation of multispectral data by modeling scene, atmos-
phere, sensor, and data classifier characteristics is set forth as
a viable alternative, particularly when coupled with limited sets
of empirical measurements. A multispectral system modeling capa-
bility is described. Use of the model is illustrated for several
applications -- interpretation of remotely sensed data from agri-
cultural and forest scenes, evaluating atmospheric effects in
Landsat data, examining system design and operational configura-
tion, and development of information extraction techniques.

INTRODUCTION

Remotely sensed, multispectral scanner (MSS) data have been shown to be
of value in a variety of applications related to earth resources surveys. The
design and development of future scanner systems and related information extrac-
tion algorithms must be optimized under a variety of both physical and economic
constraints to yield maximum amounts of information at a minimum cost for a
particular application or a series of applications. In addition, optimal infor-
mation extraction algorithms must be developed to utilize present scanner sys-
tems (e.g., Landsat) for applications of current interest. Such optimal develop-
ment is extremely difficult, however, due to the wide range of parameters availa-
ble to the scanner system designer, the wide range of scene characteristics of
interest in a particular application, and the wide range of atmospheric condi-
tions which may be encountered in an operational environment.

APPROACH

A viable approach to these difficult design and development problems is to
simulate MSS data based on theoretical models of scene, atmospheric, scanner
system, and data processor characteristics. Employing realistic measurements
of the parameters required by these models, data can be generated at a rela-
tively small expense over a wide range of conditions of interest. These data
can then be analyzed for the purposes mentioned above. Simulated data can also
be used to supplement empirical data obtained by an experimental or operational
sensor system, to facilitate a greater understanding of those data.

This work was supported by the National Aeronautics and Space Administration
through their Earth Observations Division, Johnson Space Center, Houston, Texas,
under Contract NAS9-14988.

The authors are members of the Information Systems & Analysis Department,
Infrared & Optics Division, ERIM, Ann Arbor, Michigan.
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A Multispectral System Simulation Model has been developed at ERIM, based
on previously developed capabilities for mathematically modeling the physical
processes involved in the generation of remotely sensed signals. Outputs from
the model have been employed for a variety of applications, some of which are
illustrated later in the paper.

DESCRIPTION OF MODEL

The present basic components of the ERIM Multispectral System Simulation
Model are:

(a) bidirectional reflectance model,
(b) atmospheric radiative transfer model,
(c) sensor system model, and
(d) data processor model.

An overall block diagram of the model is presented in Figure 1. The basic
equation used to compute the spectral radiance LX observed by the scanner is:

Lx = Lx(S)i(X) + LA(P)

where X is wavelength,

T(X) is the spectral transmittance of the atmosphere along the path
between surface and sensor,

L, (P) is the spectral path radiance due to multiple scattering by the
atmosphere along the path, and

L, (S) is the spectral radiance emanating from the surface, i.e., the
radiance before any atmospheric effects occur.

The surface radiance, in turn, depends on the direction and magnitude of
irradiance at the surface, the scene bidirectional and diffuse reflectances,
and the direction of observation. Specifically, the surface spectral radiance
is :

L X ( S , 6v , \|/v, eg , i|>s) = i Ex (Direct, eg , * s)-p(Bidirect , X, 9v> i|<v, Q& , i|/s)

+ E X ( D i f f u s e ) - p ( D i f f u s e , X )

where EX(Direct) is the direct (solar) spectral irradiance,

EX(Diffuse) is the diffuse or hemispherical (sky) spectral irradiance,

p(Bidirect, X) is the bidirectional spectral reflectance of the surface,
relative to that of a horizontal, perfectly Lambertian
surface,

p(Diffuse,X) is the Lambertian spectral reflectance of the surface
(i.e., response to a diffuse radiation source),

and (6,1);) and (6 , 1(1 ) are the zenith and azimuth angles of view and sun,

respectively.
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Both the irradiance terms and the terms Lp and T depend on the properties of
the atmosphere for the condition under consideration. In addition,

and Lp depend on the albedo p_ of the background surrounding the surface element
being viewed.

The bidirectional reflectance model used is that developed by Dr. G. H. Suits
of ERIM [1,2]. This model computes the bidirectional reflectance of a vegeta-
tive canopy as a function of the spectral reflectance and transmittance charac-
teristics of each of several canopy components and their sizes and average
orientations within the canopy (i.e., horizontal and vertical projections of
their cross-sectional areas) . The basic model assumes that the canopy is infi-
nite in extent and that its components are randomly oriented in layers . Com-
puted values have agreed well with measured values in several instances [3-7].
Exceptions have been noted for row crops by two investigators [5,6]. Verhoef
and Bunnik incorporated a crop row-effect parameter in a one-layer Suits' model
and reported improved agreement between subsequently calculated and measured
values [61. In both References 6 and 7, certain discrepancies between modeled
and measured reflectances have been attributed to specular leaf reflectances.
Suits believes they could be a consequence of his use of only vertical and
horizontal elements to represent leaf distributions and is developing a simple
modification of his model to overcome this problem. Recently, Suits has added
slope and aspect (i.e., azimuthal direction of slope) parameters to enable pre-
diction of reflectances from canopies on sloping terrain (an example is pre-
sented later) .

In the event that empirical measurement data are available, such as labora-
tory or field-measured reflectance spectra, these spectra can be utilized in
simulation calculations in place of spectra computed theoretically with the
reflectance model. Similarly ," measured radiance spectra can be inserted at the
appropriate place in the chain of calculations.

The atmospheric radiative transfer model is that developed by Dr . R. E.
Turner of ERIM [8,91. This model effectively has two parts, one which computes
direct and diffuse solar irradiance spectra on a surface (at sea level or at
any specified altitude) , and the other which computes the spectral path radiance
and spectral transmittance of the atmosphere along the path between the surface
of interest and the sensor. These computed spectral quantities all depend on
the state of the atmosphere and some depend also on sun position, view geometry,
and/or background surface, as noted earlier. The diffuse irradiance term com-
puted by the model includes all radiation scattered at least once by the atmos-
phere. Usually, this radiation has been assumed to be uniformly distributed
throughout the hemisphere; however, it would be more accurate to take into
account its actual spatial distribution which is concentrated in the aureole
which surrounds the sun. The model assumes multiple scattering in a plane-
parallel atmosphere. Absorption by aerosols can be included in the computation,
although it usually has been omitted in calculations made. The most direct way
to describe an atmospheric state for the model calculations is to input measured
atmospheric optical thickness readings. Alternatively, one can utilize standard-
ized atmospheric states which are labeled by their horizontal visual ranges.

The major component of the sensor system model is the set of functions that
represent the relative spectral responses of the scanner's spectral channels.
In the model, these can have arbitrary shapes as a function of wavelength. A
radiance responsivity calibration option exists to convert effective inband
radiances to sensor output units, and a sensor noise option is planned. For
studies of satellite system operational considerations, an orbital model and
sun position model permit one to predict system responses for a variety of
orbit inclinations, equatorial crossing times, and scanning configurations.

Multispectral data classifier performance is simulated through a Monte Carlo
technique based on statistics determined for the spectral classes of interest.
Random samples are drawn from multiple scene-class populations and classified
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into specified recognition classes using stati -i'cal decision rules. In addi-
tion to pure single-class pixels, multiclass mixture pixels which include field
boundaries an::/or spatial misregistration can be simulated [101.

APPLICATIONS OF MODEL

The multispectral system simulation capability described above has proven
to be useful for a number of applications. Several representative uses are
illustrated and described in this section, beginning with agricultural appli-
cations.

Knowledge of the effects of various factors on crop reflectance and their
relative importance are both important in the design and development of pro-
cessing techniques and procedures for crop inventory. Winter wheat is a crop
that has a rather distinctive temporal development pattern relative to other
crops and natural vegetation in the U.S. Great Plains. Wheat reflectance as a
functiort of time was simulated using the model and field-measured wheat canopy
component characteristics [11]. Seven growth stages, from emergence through
harvest, were simulated (see Table I).

TABLE I. WHEAT GROWTH STAGES SIMULATED

Stage Simulated Wheat Growth Percent Growth Cover
Number Date Stage (Medium Density)

1 Mid November Emergent 14

2 Mid April Jointing 44

3 Mid May Pre-heading 79

4 End May Post-heading 82

5 Early June Senescing 64

6 Late June Ripe 60

7 Early July Harvested 14

The sun position was chosen to match that at Landsat overpass time on each date
at 33°N latitude. Atmospheric effects and Landsat inband radiances then were
computed for several different atmospheric states. The resulting time tracks of
wheat radiance in Landsat Bands 5 and 6 are presented in Figure 2 for one atmos-
pheric state.

The family of plots in Figure 2 illustrates that wheat reflectance depends
substantially on two canopy parameters -- density of vegetation, which differs
from column to column in the array of plots, and soil brightness, which differs
from row to row. The sparse, medium, and dense labels of canopy density apply
on a relative basis at any given stage of development -- on an absolute basis,
the dense canopy at emergence or post harvest had a lower percentage ground
cover than did the sparse canopy at the time of full canopy development (i.e. ,
at heading). Shadowing of exposed soil by the wheat leaves is another factor
affecting the canopy reflectance. As one would expect, the soil brightness
affected the total radiance most when ground cover percentage was lowest --
these and other simulated values serve to quantify the magnitude of the effect
and indicate the variety of signature time tracks that are possible.

A related parametric study examined in more 3tail the characteristics of
wheat reflectance during the "greening up" stag, of wheat development [12].
Again, Landsat inband values were computed and analyzed. More levels of canopy
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density were included through a parameter GLAI (Green Leaf Area Index) which is
the total single-sided surface area of green leaves per unit area of ground.
Figure 3 presents a family of curves for which GLAI varies from 0 (bare soil)
to 26 (an extremely dense value to serve as a limiting case) with the mean soil
brightness; typically mature wheat GLAIs are on the order of two to four, occa-
sionally as high as six or eight. If GLAI were fixed, the percent ground cover
and canopy reflectance could both vary, depending on the structure of the canopy.
Canopy structure in the Suits model is implicit in the ratio of vertical to
horizontal leaf area projections (V/H ratio) which also can be thought of as
defining an average effective leaf orientation. The effect of varied V/H ratio
is also displayed in Figure 3. (The actual V/H ratio of a wheat field will
change throughout its development cycle.)

Families of curves for light, medium, and dark soil brightnesses are super-
imposed in Figure 4. For sparse canopies, the soil brightness is the predomi-
nant factor, while for dense canopies the V/H ratio predominates. Relatively
small changes in reflectance occur when GLAI increases beyond a value of two.
Alternative displays of the data in Figure 4 suggested that a polar coordinate
description of the data would tend to decouple the effects of soil brightness
and canopy density. Specifically, in Landsat reflectance space, an increase in
soil brightness causes an increase in the radial component, while an increase
in GLAI can be correlated with a counterclockwise rotation of a radial line
through the origin. This rotation is both strikingly independent of soil bright-
ness and not too sensitive to V/H changes. For Landsat signal space, a similar
result is predicted but with a displacement of the origin of rotation due to
path radiance effects. The polar angle for Figure 4 would be the angle whose
tangent is the ratio of Band 7 to Band 5 reflectance, a quantity that has
been found useful in Landsat analyses as a green vegetation indicator [e.g.,
13-15].

The results presented here explain the reasons for the success of the 7/5
ratio and derivatives thereof and suggest that the polar angle, or a "green
angle" measured from the radial line of bare soil, might provide a more linear
measure of green vegetation density. Rather than utilizing just two of the
four Landsat bands for defining the angular and radial components, linear com-
binations of all four such as those of the tasseled cap transformation [161 are
recommended. The green angle is most closely related to the green component of
the tasseled cap transformation.

The development of the tasseled cap transformation was based on calculations
made using the Suits model, as well as analysis of empirical Landsat data. The
majority of variance in Landsat data lies in the plane defined by the brightness
and green axes. This transformation has proven to be a useful data processing
technique and interpretation aid.

The above calculated reflectance values compared favorably with empirical
values measured with a Landsat-band radiometer in wheat fields throughout a
Kansas growing season, as shown in Figure 5.

Forests are frequently found in mountainous or hilly regions on sloping
terrain. Slope and aspect do have pronounced effects on remotely sensed data.
The slope and aspect parameters of the Suits model were used to predict the
reflectance of a pine forest under various slope and aspect conditions.
Figure 6 presents one set of results for Landsat Band 6 which indicated the
extent to which the reflectance of a pine canopy is predicted to depart from
that of a Lambertian (perfectly diffuse) surface.

Atmospheric effects are present in remotely sensed data acquired for all
applications. An understanding of the magnitude and character of these effects
is important to both the interpretation of data and the development of informa-
tion extraction techniques and procedures. Figure 7 (reproduced from Reference
17) illustrates several facts about Landsat Band 4 data. First, path radiance
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constitutes a large fraction of the signal from a target of medium reflectance
(̂ 8%). Second, the amount of atmospheric haze (indicated by horizontal visual
range) affects the signal received. Finally, there are appreciable scan-angle-
dependent effects even over the limited ±6° scan range of the Landsat MSS. Cal-
culations of atmospheric effects can be tailored to the particular conditions
and parameter values appropriate for any given application study.

The system model also has been used to examine the influence of scan geome-
try and system orbit parameters and sensor spectral characteristics on scanner
responses [181. In addition to atmospheric effects, the question of surface
glint effects was addressed. Figure 8 presents a map of orbital coverage from
70°N to 70°S latitude along a ground track simulating the Thematic Mapper on an
earlier proposed orbit with an 11:00 AM equator crossing. The cross-hatched
zones indicate the surface slopes for which direct specular glint conditions
could exist (e.g., from the sea surface) as a function of satellite latitude.
By way of explanation, surface areas in the zone labeled >.15° would be suscepti-
ble to glint from any surface slope of 15° or greater; the enclosed zones for
>.10° and >.5° would be included as well in the potential glint region. The pre-
dicted glint potential for the currently planned 9:30 AM Thematic Mapper orbit
is much less, with surface slopes of at least 20° being required and the >.20°
zone roughly matching the >.10° zone of Figure 8.

Figure 9 presents the nominal spectral bands of Thematic Mapper and Landsat
MSS along with a reflectance spectrum of a green leaf to indicate the potential
utility of the model in addressing problems of sensor spectral band selection.
These problems require a consideration of atmospheric and viewing conditions
and effects in addition to the spectral characteristics of scene surfaces.

Data processor simulation, based on signature statistics, is exemplified by
previously reported predictions and analysis of the effects of spatial misregis-
tration on classification performance [91.

SUMMARY

The ERIM Multispectral System Simulation Model has been described and
several illustrative applications have been presented which address agricul-
tural, forestry, general Landsat data interpretation and analysis, and system
parameter selection problems. The capabilities described represent one imple-
mentation of a class of physical models which can play an important role in the
continued development of remote sensing technology, especially when coupled with
appropriate empirical measurements. The full potential of such modeling is yet
to be realized.
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A 'DIGITAL'TECHNIQUE FOR

MANUAL EXTRACTION OF DATA FROM AERIAL PHOTOGRAPHY

Laurence B. Istvan and Mark T. Bondy

Environmental Research Institute of Michigan
Ann Arbor, Michigan 48107

ABSTRACT

There is a growing need among local and regional
planning and resource management agencies for accurate
land use/land cover data. Usually, these data must be
to a stringent level of detail and precision, and in
a format compatible with simple computer storage or
existing models. In addition, the data have to be
provided within budgetary and time constraints. This
paper describes an interpretation technique developed
to meet these requirements.

ERIM's experience in the interpretation of remote
sensing data has established that a cell or point
format is a highly efficient method of interpretation
when a fine spatial resolution is required and/or the
number of classes to be interpreted is large. Applying
this 'digital' format to the manual interpretation of
aerial photography allows full utilization of the
superior capabilities of a human interpreter to
discriminate and identify the detailed surface and
cultural features necessary for many planning and
management activities.

The interpretation procedure described uses a grid cell
approach. In addition, a random point is located in each
cell. The procedure required that the cell/point grid be
established on a base map, and identical grids be made
to precisely match the scale of the photographic frames.
The grid is then positioned on the photography by visual
alignment to obvious features. Several alignments on one
frame are sometimes required to make a precise match of
all points to be interpreted. This system inherently
corrects for distortions in the photography, which are
often a major source of error in photographic data
extraction. Interpretation is then done cell by cell.
In order to meet the time constraints, first order
interpretation should be maintained. The data is put
onto coding forms, along with other appropriate data, if
desired.

This 'digital' manual interpretation technique has
proven to be efficient, and time and cost effective, while
meeting strict requirements for data format and accuracy.
The technique is applicable to many situations where
extraction of detailed information from remote sensing
imagery is required.

1. BACKGROUND

The Environmental Research Institute of Michigan was asked to prepare
accurate land use/cover data from remote sensing imagery as input to the
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Toledo Metropolitan Area Council of Government's section 208 area-wide water
management program. Within time and budget constraints, data was needed in
a format and level of precision required to input an existing water quality
model. This model requires information on a specific point basis, that is, the
land cover/use at a set of specific locations throughout a given watershed.
Information on other pertinent factors, such as soils and topography, is also
collected for these points, which are addressed using a readily determinable
earth coordinate system,in this case, the Universal Transverse Mercator grid.
The result constitutes a Systematic Unaligned Sample Gene point randomly placed
within each cell of a uniform grid), which has been shown to be a preferred
system for sampling heterogeneous features with unknown, but uneven areal
distribution (1,2).

The technique described here was developed and applied to medium scale
color infrared aerial photography whose date of acquisition coincided with water
quality sampling data. Thirty-five categories of land use/cover, and 12
associated features, were included in the classification scheme. The data was
recorded on pre-printed sheets, which were also used for recording other infor-
mation such as soils, topography, watersheds, etc. It was then punched directly
into disc storage, where it was available for statistical analysis, manipulation,
and mapping. Field checking showed that the data exceeded 90? overall classifi-
cation accuracy.

2. INFORMATION EXTRACTION PROCESS

The information extraction process covers the interpretation of the aerial
photography to obtain land cover/use information for each cell/point. It includes
preliminary set-up of maps and photographs, grid alignment and retrieval, inter-
pretation and coding of data.

A. Preliminary Set-Up

The first order of business after receipt of the aerial photography is
determination of scale, so that the appropriate cell/point grids can be produced.
The scale of the first and last frames of each flight line is determined, using
the base maps. Up to 6 frames within each flight line are also scaled, depending
on the flight line length. The measurements are recorded separately for east/
west and north/south directions, and then plotted sequentially along the flight
line.

A plot of the frequency of the various scale factors indicates the scale
range of the grids to be produced. For instance, for nominally 1:50,000 scale
imagery, a grouping may be found around 1:51,000, with clusters toward the tails
of the entire range, 1:49,000 and 1:53,000. Accordingly, a series of different
grid scales are produced, spaced over this range. A representative example is
shown below:

TABLE 1

52,632 51,020 ^9,603

52,137 50,556 49,020

51,600 50,000

Multiple copies of the grids for the base maps must also be prepared, at
the proper scale. The USGS 1:24,000 or 1:62,500 topographic quadrangles are one
of the more appropriate base map series.

B. Grid Alignment

The first step in actual interpretation is alignment of grids on the
photography. This is a time consuming and at times tedious job, but it is
critical to the success of the interpretation effort. Two major procedures have
been used, but each interpreter will develop his own technique for making an
optimum fit as rapidly as possible.
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Grid alignment consists of positioning a properly scaled cell/point grid
over a photographic frame, or part of a frame, so that it corresponds precisely
with the positioning of the cell/points as indicated on the base map. This
correspondence is determined visually by examination of the same features on both
the map and photography, and their relation to the cell/point grid. Such features
as roads and road intersections, buildings, streams, and railroads are commonly
used. In some cases, more indefinite features such as forest/field boundaries
and lake shores can be used, but great care has to be exercised to be sure that
changes in these have not occurred between the date of the map and the collection
of the photography.

Since scale is seldom, if ever, constant across an entire frame of aerial
photography, it is usually necessary to make several alignments, or grid sets,
in order to completely cover an entire frame, with only a small area being "matched"
and thus interpreted for each. This variation can be caused by topographic
changes on the ground, changes in plane altitude and tilt, or a combination of
these. In some cases, it can be necessary to use two or more different scale
grids on the same frame, and to match only a very small area at a time.
Topographic differences, because they are localized, can also cause only one or
two points to be mislocated, while the surrounding area matches the map. This
distortion, which is a function of the geometry of aerial photography, cannot
be avoided. In varied terrain it can be a severe hindrance.

One way to avoid the distortion problem would be to use orthophotography.
However, the time and expense required to produce the orthophotos from the
original imagery negates one of the major benefits of the technique described in
this paper — being able to use standard, uncorrected aerial photos to gather
precise land resource data in a real-time manner.

The general technique of alignment is as follows:

1. Select a grid or grids at an appropriate scale, based upon the scale
determinations, or the scale of a previous frame in the flight line.

2. Try to match the grid over a large area, using two east/west running
roads, then two north/south roads. This will quickly indicate which
grid approximates the actual scale most closely, and will show scale
distortions over affected parts of the photograph.

3. Using features which are readily identified, line up the grid in one
direction, and then the other, by setting the features in their proper
place. Try to include as great an area as possible, but without
sacrificing precise alignment.

if. When the grid seems aligned for major features, rapidly scan each row
and column for correspondence between the map and photograph. If the
match is good, tape the grid on the photograph, and delineate with a
grease pencil the limits to be interpreted (that area over which the
grid is precisely aligned) for that grid set.

5. Prepare the retrieval sheets.

An alternative technique preferred by some interpreters is to identify
a number of points which fell on identifiable features on the map, circle these
on the grid overlay, and then position the grid until all these points corres-
ponded with the proper features on the photograph. All of the rows and columns
still need to be checked for precise positioning.

Using these techniques, the grids can be fairly rapidly aligned on a photo-
graph, even when the scale changes across it. A quality criterion is required
such that no point on the photographs is more than one of its diameters away
from its location on the map, or a realignment or new grid set is required.
Still, the decision of how well the grid "fits" any section of a frame is a
subjective one made by the interpreter, and great care must be exercised to avoid
sloppiness. In order to reduce some of this subjectiveness, it is recommended
that every alignment made be reviewed by at least one other interpreter. This
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interaction between interpreters brings about more precise alignments, and
will catch some obvious misalignments before interpretation begins.

Since the magnitude of scale distortions increases geometrically away from
the center of a photograph, alignment and interpretation of areas near the
edges of the frames should be avoided. Standard 60? forward overlap (along
the flight line) between frames, and 20% sidelap (between adjacent flight
lines), facilitates this. In addition, the overlap enables the interpreters
to make minimal use of badly tilted frames, or to avoid using them altogether.
It also enables them to interpret areas covered by clouds on one frame, since
in most cases the area will not be covered on the next or an adjacent photograph.

Two procedures with respect to alignment and interpretation may be followed.
One is alignment of a single grid set, followed by immediate interpretation.
This sequential mode is somewhat more inefficient than the second, however,
especially where many grid sets, each covering a small area, are required. The
second mode is to make all the alignments for a set of frames at one time, and
then go back and do the interpretation. This system allows the interpreter to
concentrate on one job at a time, either alignment or interpretation, and
increased his proficiency and efficiency at each. It also eliminates waiting
time by the coder since he is only needed during interpretation. Problems
can arise, however, in that grids sometimes shift during the period between
alignment and interpretation, necessitating realignment using the retrieval
sheet. Also, photointerpreters should not spend much more than an hour
consecutively doing the interpretation because of eye strain, and the alignment
procedure affords a good break. A combination of the two modes of operation
will afford a balance between the efficiency of aligning many areas at once,
and the limitations imposed by sensible precautions for the welfare of the
interpreters. It can also make allowances for personnel availability and external
scheduling impacts.

In summary, some of the critical points to note concerning grid alignment
are listed below.

1. Be sure the grid is properly positioned on the map, according to the
geo-coordinates, with north up, and right reading.

2. Be sure the grid overlayed on the photograph is right reading, with north
in the proper direction. Failure to do this can make alignment very
frustrating.

3. Use the proper scale grid. Determination of the proper scale grid or
grids, by alignment between east/west and north/south roads which are
far apart, is critical (count the number of cells between roads, on the
map and then the photograph). An improper scale grid can at times be
forced into alignment over a small area. This should be avoided.

4. Try to cover as much area as possible with one grid set, but be aware
of distortions and don't force the alignment. Stay away from the edges
of the frame. Go to the adjacent frame instead.

5. Scan every row and column in the area being aligned, not just a few
points or main features.

6. Don't worry about alignment outside of the area which will be interpreted
for any one grid set.

7. Have another person review each alignment.

C. Retrieval

Because it may be important to be able to reexamine the land cover/use at
a specific point, and if the use of future imagery to update the information
is anticipated, it is necessary to document the precise positioning of the
cell/point grids on the photography. This can be accomplished through a
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retrieval process performed by the photointerpreters after each grid alignment
is made.

The retrieval documentation consists of two sheets attached to each frame
of photography used. One is a clear mylar, on which the fiducial marks of the
photograph, and the corners of a region for each alignment have been pricked
with a pin. The other is a paper copy of the cell/point grids on which the
area interpreted for each grid set is noted, along with the grid scale used,
and the region number. Figures 1 and 2 show examples of these sheets. These
two sheets should be considered as an integral part of the photographic record.

Preparation of these retrieval sheets is as follows.

1. After a grid is aligned for a given area, the clear acetate is overlayed
and taped down. It is given a north arrow and marked with the photo
frame number.

2. The fiducial marks of the photograph are pricked in the acetate and
circled.

3. The corners of a fixed region on the grid are then pricked on the
acetate, and identified with the grid set number.

4. On the paper grid, the actual area interpreted for the grid set is
inclusively marked with cross-hatchings, and the grid set number and
grid scale used are noted.

5. For subsequent alignments on the same frame, the fiducial pricks in
the acetate are realigned with the fiducial marks on the photograph,
and a new set of pricks made and numbered for the new grid set. The
area interpreted is delineated on the paper sheet in the same manner.

A standard procedure should be established governing the retrieval system.
The region corners pricked on the retrieval sheet should be the same for all
grid sets. Standard notations should be used. The paper sheet and a map should
also be consulted when using the retrieval sheets to be sure that the area of
interest has been properly identified.

Use of the retrieval sheets to realign the cell/point grid is simple.

1. Identify from the paper retrieval sheet the grid set in which the area
of interest lies and note the grid scale used.

2. On a cell/point grid of the proper scale, align the pin-pricks for the
desired grid set with the corners of the region used and tape the
mylar to the grid.

3. Put the photograph under the grid and align the fiducial pricks in the
mylar with the fiducial marks of the image.

4. Tape the aligned grid to the photograph. The retrieval sheet can then
be removed for easier viewing.

5. Delineate with a grease pencil the area interpreted for this grid set.

Mylar, or some other stable transparent film should be used for retrieval
sheets. This will minimize the differential expansion between the sheet and
the imagery, which can make re-alignment difficult, and less precise.

The paper retrieval sheets attached to the photographs will also serve as
an index to the interpreted areas on each frame, and help save valuable time
in determining which image was used to interpret a given area of interest.

Computer generated coding forms are a simple data recording medium for the
photointerpretation effort, as well as other data such as soils, topography,
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watershed, etc. which may be gathered. These forms can be conveniently
generated as listings by row and column of all the points in a region, with
the geo-coordinates and I.D. numbers already assigned.

The coders need to be both thorough, in order to avoid errors, and able
to write rapidly and neatly. The interpreters often can proceed much faster
than a coder can write down the data, and it may take a while to get the two
in synchronization and operating efficiently.

E. Interpretation

Interpretation should be done from the best available imagery with regard
to clarity and contrast. Enlargements are not necessary. For many projects,
the interpreters will need only a lOx hand magnifier to view the film. This
magnification optimized the detail visible on an image, without bringing out
the grain of : >st film. In some cases, especially urban areas, 8x magnifying
stereo viewer., will afford better interpretation through the added third
dimension.

Decisions on the classification type for a cell are generally made based
upon the dominant class within the cell. Thus, if 50!? or more of a cell is
one class, it is coded as that class. When one category does not cover 50?
of the total area various decisions rules can apply. Determination of these
rules, or other means of classifying a cell (percent types, weighted heirarchy,
etc.) will be project specific. The decision rules should, however, try to
retain the emphasis on speed of interpretation.

If a point system is also used, points will be classified according to the
land category directly beneath them. Very small areas may be excluded, however.
Again, these decision rules will be dependent on project requirements.

3. APPLICABILITY AND CONSTRAINTS

The technique described above is the way of extracting useful information
from aerial photography. It is designed to be simple, inexpensive, and quick,
and wi''nout the use of sophisticated equipment, highly skilled operators, or
computer programs, it allows for extraction of geographically precise, accurate
information. In addition, almost any type of aerial photography can be used.
These attributes make it especially applicable for local and regional planning
bodies with low budgets and large data needs, as well as for statewide or larger
geographic areas where statistical information provided by point sampling
can be very useful.

The method is dependent upon the availability of a base map se: es. The
accuracy of the geographic alignment procedure is only as good as •. ..is map
base. In order to maximize the efficient and speed of the operation, it is
also necessary to maintain first order interpretation. first order inter-
pretation requires that the classification of each feature on the imagery be
immediately obvious to the interpreter, without recourse to measurements,
keys or detailed examination of surrounding features. The level of detail
obtainable from any given set of imagery is dependent upon the type and scale
of photography and level of experience of the interpreters. However, the speed
of the technique itself is basically independent of the number of categories
to be identified so that, unlike most other data extraction methods, it costs
little or no more to obtain information on 40 categories than it does on 10.

Finally, it should be noted that a general data extraction process has
been described. It provides a technique which has been proven effective.
Any user of the technique, however, can and should change it to meet his
specific needs and resources.
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Figure 1 Paper Retrieval Sheet

Figure 2 Mylar Retrieval Sheet
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ABSTRACT

This work describes the results obtained in the study of

linears derived from the analysis of Landsat 2 images re-

corded over Friuli during 1975.
A particular attention is devoted to the comparison of

several passes in different bands, scales and photographic

supports.

Moreover reference is made to aerial photographic interpre-

tation in selected sites and to the information obtained by
laser techniques.

1. FOREWORD AND AIM OF THE WORK

After the dangerous May 1976 earthquake (about 1000 people killed) a large research effort was
focused in the Friuli area in order to reach a better geological and geophysical knowledge of
the whole territory.
In this framework and interdisciplinary research was enterprised in order to evaluate the range
of the contribution that the space coming data (Fig.I) could bring to geotectonic studies in
these specific zones.
We analyzed the Landsat 2 images in a very detailed way in order to define:

a) the best image properties, from bands and scales point of view, for the analysis of linear
phenomena;

b) a quantitative comparison of the Landsat images with aerial photographic interpretation
over a selected site;

c) the evaluation of the contribute of Fourier spectra laser techniques to the "objective"
tracing of linear trends;

oo
d) a standard method to recognize and classify linears.

2. GENERAL GEOLOGIC SETTING

Friuli region is located in the eastern part of Southern Calcareous Alps. The boundary with the
Austrides coincides with the Gailtal line towards the North, whereas a transitional zone
characterizes the boundary with the Dinarides s.s. towards the East.

oo
As linears we intend those phenomena which in satellite images exhibit a continuous about
linear" trend.
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The following structural units can be distinguished from the North to the South (Fig.2):
Carnic Range, Tolmezzo and Julian Alps, Carnic and Julian Prealps, Gorizia-Trieste Karst.
The outcropping formation, 15-000 meters thick, range in age from the Ordovician to the
Miocene. Most of them indicate marine and/or transitional environment. The youngest units are
continental such Cesclans conglomerates of uncertain (Plio-Pleistocene) age, Wurm moraines
outcropping mainly in the Tagliamento morainic amphitheatre and the Holocene alluvial deposits
of the plain. Ercinic orogeny involved paleozoic units with overthrusts and folds East-West
directed and with South vergence (Fig.3). The main structural elements, connected with the
alpidic orogeny, are overthrusts East-West directed and with South vergence in the southern
area and North vergence in the northern one where there is a superposition with the ercinic
structures. Units, outcropping and "buried in the South East of the region, display overthrusts
NW-SE directed (Dinaric system). All these structures, connected with alpidic compressive and
distensive phases, are accompanied by a number of faults with N-S, NW-SE and NE-SW direction.
Regional structures, created during alpidic orogeny (Lamaric phases and following ones), are
presently accounted either to gravity flow, due to the uplift of the Alps, or collision between
"adriatic plate" and the European continent.

3. IMAGE ANALYSIS

- Photointerpretation

The study of our images was done following these steps:
a) analysis and drawing of linears (from Landsat 2 frames)

1 - from 1:1.000.000 positive film of band 7 (Fig.it)
2 - from 1:500.000 print of band 7
3 - from 1:250.000 prints (B&W) band 7 (Fig.5a) and 5 (Fig.5b)

b) rose diagrams (Fig.6) compilation for lenght distribution of linears referred to the area
of the image in different scales and bands
1 - for angular grouping of 10 ° (Fig.6d)
2 - for angular grouping of 22,5 (Fig.6a,b,c)

c) rose diagrams compilation for lenght distribution of linears (angular grouping : 10 )
referred to structurally homogeneous blocks
1 - from 1:1.000.000 positive film (Fig.7)

2 - from 1:500.000 print (Fig.8)

d) lineaments drawing in the area controlled by geologic map resources
I - from 1:1.000.000 band 7 positive film of 9/10/75

e) rose diagrams compilation (angular grouping : 10 ) referred to the lenght of lineaments
of inferred tectonic source
1 - from 1:1.000.000 positive film in the whole geologically controlled area (Fig.9)
2 - idem for each single block (Fig.10)

- Considerations

From the analysis of these Landsat 2 images of 1975(3 passes),the following considerations rise
in the field of:
a) interpretation

Band 7 exhibits a structural information content higher qualitatively than band 5; example:
b7 Dec 75 linears n.262 total lenght km 2989
b5 Dec 75 linears n.231* total lenght km 2119
(from 1:250.000 print)

The b7 image recorded on I0th Sept (AZ lUl , EL U2 ) shows a total number of linears higher

oo
As lineaments we intend those linears which upon an appropriate control show a clear geologic
source of the phenomenon
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than the 27th 75 one (AZ 152 , EL 15 ) partly due to change in snow cover; example:

b? Sept 75 linears n.kjO, total lenght km ̂ 381

b7 Dec 75 linears n.2l8, total lenght km 21^9

(from 1:1.000.000 positive film)

The information derived from positive film (scale 1:1.000.000) seems to be better detectable

expecially from a regional point of view in comparison with the corresponding prints also

in more detailed scale.
In fact it was noted that the "long linear phenomena" have in general a lower level of

comprehensive detectability in larger scales.

This is also partly due to the fact that the images recorded on positive films have more detai--

led countours and more accuracy in gray levels scale than the corresponding prints.

The rose diagrams of density and lenght of linears of two different periods (September and

December '75) enhance in September the trends connected with NW-SE components (Dynaric system)

while in December have no particular prevailing direction.

b) geology
Total field linears, which are the results of the analysis of Sept 75 1:1.000.000 positive

film, were "filtered" in order to draw the lineaments of the area. It was not possible to

classify the whole image, in fact the eastern portion (Jugoslavia) was lacking from the point

of view of geological map resources.

Moreover due to the geologic complexity of the territory, the area interested at the highest

level by May 6th 76 earthquake was divided into ^ blocks having homogeneous structural chara-

cteristics (Fig.It). The four blocks correspond to: A'block-Tolmezzo Alps p.p.; B block-Julian

Alps p.p.; C block-Julian Prealps; D block-Carnic Prealps p.p.
Density and lenght of linears and lineaments are computed and drawn by means of rose diagrams

which gave rise to the following comparison:

1 - total field of lineaments (Fig.9) towards total field of linears (band 7 of Sept I0th and

Dec 27th passes-Fig.6)

This fact may be due to the E-W component of the geologic structures in the area that could
be enhanced by sun azimut and elevation during the month of December

2 - Total field linears towards total field of lineaments in the four blocks: in these blocks

the comparison linears-lineaments shows about equal values in C, a lower agreement in A
and B, and a very different behaviour in D ( Figg.7,8,10)

1*. AERIAL PHOTOGRAPHIC INTERPRETATION

Just where the different behaviour was observed (D block p.p., Fig.M a detailed photogeologic

study with special reference to structural analysis was enterprised.

This area, with cover about 210 sq.km is part of Eastern Carnic Prealps, it is largely covered

by mountains with sharp relieves raising from 200-1*00 meters a.s.l. of the bottom of the
valleys up to 1700-l800 meters a.s.l.

A narrow belt of hills is present (300-UOO meters a.s.l.) in the southern portion of the area.

Detailed geologic surveys has been performed before the earthquake over the 2/3 of this terri-
tory by one of the authors.

They were brought to end sebsequently, together with photogeologic analysis.

- Geologic setting

Most of the territory is formed, at the outcrop, by Mesozoic marine carbonatic rocks (U.

Trias.U.Cretaceous).

Only in the southern portion Tertiary formations outcrop: they are represented by flysch facies

(Maestrichtian p.p.-M.Eocene) and molasse (L.Oligocene-Pontian) deposits.

Quaternary continental deposits are of importance only locally.

Four overthrusts having South vergence are the largest outcropping geotectonics.

They are (moving from South to North): Arzino, Periadriatic, Tramonti and High Tagliamento

overthrusts.

Moreover several faults systems are in this area; prevalently these faults have deep slopes
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and the about NE-SW ones.
During the field surveys it was obser-. . that:
a) the faults having their directions between WNW-ESE and N-S displace systematically all the

other structures, enclosed there in the overthrusts.
These faults can therefore considered as the most recent.

b) The movements along these faults are, in the most of cases, of transcurrent type: there is
a certain dextral shear tendency.

c) Mesoscopic features show that also the overthrusts surface give rise to strike-slip move-
ments if they have an about WNW-ENE trend.

- Photogeology
The photogeologic study having a structural purpose was performed utilizing B&W aerial pho-

tos (1:25.000 scale) taken in September 1969.
The linear features detected on the photos were drawn on topographic maps at the same scale.
Subsequently these elements were controlled by means of detailed geologic field surveys.
Therefore the lineaments reported and measured on the maps correspond in any case to movement
planes, i.e., generally, to faults having diferent type and meaning.
On the whole Il*l8 lineaments were detected, amounting to a lenght of about 1369 km.
They are distributed in the following classes (Fig.II).

Cl. I" (270°-280°) km 39-363 * 2.9 n 61*
Z- (280°-290°) 25.756 1.9 39
3' (290°-300°) 62.935 1*.6 1*7
1** (300°-3IO°) H5.075 8.1* 63
5' (3IO°-320°) 76.237 5.6 52
6' (320°-330°) I8U.938 13.5 95
T (330°-3l*0°) 2014.570 Il*.9 III*
8' (3UO°-350°) 233.328 17.0 135
9~ (350°-360°) 163.589 II.9 117
10" (0°-IO°) 72.2UO 5.3 96
II* (I0°-20°) 33.1*75 2.1* 86
12* (20°-30°) 31*. 800 2.5 93
13* (30°-1*0°) 21.825 1.6 81*
IU* (1*0°-50°) 27.225 2.0 98
15" (50°-60°) 23.700 1.7 80
16* (60°-70°) 16.300 1.2 57
17* (̂ -SO0) 12.525 1.0 1*2
18" (80°-90°) 21.325 1.6 56

- Considerations
The results of this aerial photogeologic analysis agree perfectly with field collected data but

exhibit overall difference when compared with Landsat 2 image interpretations. This event
appears very clearly if it is considered not only the rose diagrams of the linears and linea-
ments of the whole area of the image (Fig.6-7) but expecially the ones referred to the single
D block (Figg.7,8,10).
Many factors contribute to this discrepancy; among the most relevant ones we include:
a) Landsat images sun azimut and inclination.

This factor is of great influence in satellite images where lineaments corresponding in
aerial photointerpretation to classes 5,6 and 7 appear very difficult or impossible to be
detected

b) Difference in scales ,wavelenght and bandwidth between the two types of information .
Only the scale influence reduces passing from 1:1.000.000 positive film to 1:500.000 and to
1:250.000 prints. In this framework the comparison between Figg.6a-8d and between all these
and Figg.6b,c is quite significant. (Eee also Fig.u)

e) The "weight" of the new detected lineaments (air photos)
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In the study of airphotos a lot of very narrow but continuous lineamentswere detected

(these lineaments correspond on field mainly to h t 10 classes).

These elements were partlyunknown before this detailed analysis and for this reason they were

not included in the geologic map resources utilized for linears-lineaments filtering.

5. OPTICAL FOURIER TRANSFORM ANALYSIS

The two-dimensional Fourier transform is well known. It starts from a coherent laser, in order

to analize the spatial distribution of the "frequencies" contained in a photographic image.

A particular care in this work has been devoted to the preparation of the image which had to

be examined and in the handing of the resulting optical Fourier spectra.

The investigated area was subdivided in squares 10x10 km sized: a network was laid on to the

photographic derivative function image of band 7 (Die 75).

The derivative function was obtained by superimposing a negative to the positive transparency

and relatively shifting of about one scan-line in the sun azimut direction the two slides.

In this way only the significant contrasts were enfasized, while the slowly changing pheno-

mena disappeared completely.

Each square of the network was analized at laser light.

The corresponding Fourier transform spectra were recorded on photographic plate, and, at the
o o

same time, examined over 360 with a photomultiplier employing a 10 butterfly filter.

In that way, for each square, 36 mesurements were obtained showing the1T/2 rotated spatial

distribution of the frequencies contained in the original information

These series of data were filtered in order to avoid both the systematic and the random errors.

A completely different approach was employed for the spectral analysis: a signal coming from

a non-focused TV camera looking at the spectrum was treated with an analog slicer and dis-
played on a colour TV monitor.

The result of the non focusing process is that a point on the image becomes a small area, so

that the distribution of points can be considered as a distribution of a photographic den-

sity that can be easily sliced.

In Fig.12 the mosaic of the contours of an intermediate slicing level (the same for each

square) is shown.

- Considerations

As it is easy understable these two non conventional analysis have to be utilized with care

in the interpretation step, because the geometrical distribution is an average of information

about objects having the same direction, but is not possible to say anything about the mea-

ning of such a distribution from a geological point of view.

When in a certain area, as the one of this study, a deep relationship exhists between linears

and lineaments ,in this case the utilization of this methodology is useful.

In fact in this case the Fourier analysis can contribute to the definitions of "objective"

regional geotectonic trends which are related to the geodynamic history of the territory.

From the comparison of the Fourier spectra and the rose diagrams of linears referred to

structurally homogeneous blocks it was noted that a good agreement exhists considering the

A block trends; in the other ones this is also true except for the 20 -50 W sector.

Another comparison was done between the Fourier spectra and the rose diagrams of lineaments

for the same blocks, taking into account that a quite good corrispondence appears (except

for D block) in the studied areas between linears and lineaments.

In this case a good agreement was found for C block, a fair one in A and B (obviously except
o o

for the 20 -50 W sector) and a marked difference in D in its Western side.

In this last block if the aerial photos are considered it is possible to observe a noticeable

agreement just in Western sector between their rose diagram and the Fourier spectra (mosaic

of the corresponding squares, Fig.12).

The explanation of these data, basing on the type of analysis that was adopted, may be due to

the presence^ frequent, relatively short and discontinuous linears.
In fact they are not photinterpretatively emphasized in satellite images, but they appear very

well detectable by Fourier spectra analysis of the same areas and clearly by aerial photogeo-

logy.
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6. CONCLUSIONS

The research performed utilizing satellite images, aerial photography and field surveys in a

combined approach for the study of linears in Friuli earthquake area, suggests, at this step,

the following considerations:

a) For the identification and classification of linear phenomena revealed by Landsat images

it is mandatory at the beginning to compare for the same territory different passes, bands

and scales.

In the images of Friuli it was ascertained that the most information was recorded in b7

positive film, 1:1.000.000 scale, 9-10.75 orbit.

b) The differences verified in Landsat and aerial photographic information are mainly due to

the different capability in perceiving the evidence of long and short linear phenomena

at the surface.

In fact aerial photographic analysis revealed small and discontinuous elements which are

very difficult to be discerned, identified, and "weighed" in the normal photointerpretative

approach to Landsat images.

c) Fourier spectra analysis applied to satellite data, besides confirming "normal"linear tren-

ds detected by the photointerpretation of selected frames, appears as a powerful method

in evaluating exactly the small and detailed elements (at satellite observation scales).

As a matter of fact Fourier spectra analysis revealed a trend (20°-30° W about) not evident

in Landsat images photointerpretative stage and that, on the other side, was very clear

in aerial photographic interpretation. This is possible obviously in zones where a quite

close linear-lineament interdependence exhists.

d) As a standard methodology,for the analysis of space coming data in area exhibiting a simi-

lar behaviour from a geologic and climatic point of view (this research seems to suggest

the following steps:

1 - choice of a proper b7 image taken in late Summer or early Autumn

2 - linears drawing from 1:1.000.000 positive transparency

3 - linears-lineaments preliminary geologic filtering

It - Fourier spectra analysis, driven for the selection of the size of the square elements by

the geologic evidence of the territory on study

5 - comparison between the trends shown by Fourier spectra analysis and the ones obtained

by satellite image photinterpretation

6 - aerial photointerpretation in those areas where the most discrepancy appears (see point 5)

and as a spot check-up in few sites (to be selected on the basis of the geologic com-

plexity of the territory)
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Fig. I - Friuli and surrounding areas. MSS band 7 Landsat 2 image (12.27.75 orbit) printed
from 70mm negative film
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MAIN STRUCTURAL AND OROGRAPHIC UNITS OF THE REGION

Fig. 2 - Main structural and orographic units of the region
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TECTONIC SKETCH-MAP OF FRIULJ

Fig. 3 - Tectonic sketch-map of Friuli
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TOTAL FIELD LINEARS IN FRIULI

AND SURROUNDING AREAS

Fig. k - Total field linears and their classification obtained from the

study of 1:1.000.000 positive film of band 7 (9.10.75 orbit)
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TOTAL FIELD LINEARS IN FRIULI

AND SURROUNDING AREAS
LANDSAT 2 BAND 7 12-27-7S

Fig. 5 a - Total field linears in Friuli and surrounding areas from

b7, 1:250.000 print (12.27.75 orbit)
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Fig. 5 b - Total field linears in Friuli and surrounding areas from

b 5 1:250.000 print (12.27-75 orbit)
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Fig. 6 - Rose diagrams (lenght distribution) of linears referred

to the whole area of the image

a) from b 7 1:1.000.000 positive film (9.10.75)

b) from b 7 1:250.000 print (12.27-75)

c) from b 5 1:250.000 print (12.27.75)

d) from b 7 1:500.000 print (12.27.75)
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Fig. 7 - Rose diagrams of linears referred to structurally homogeneous blocks

(a,b,c,d correspond to A;B,C,D blocks of It). The diagrams are derived

from b 7 1:1.000.000 positive film (9.10.75 orbit, Fig.I)
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10 20 30 40 50 60

7ig.8-Rose diagrams of linears referred to structurally homogeneous blocks (a,b,c,d correspond
to A , B , C , D blocks of Fig.l*). The diagrams are derived from b7 1:500.000 prints (12.27.
75 orbit)

10* N

SUN EL 4Z*AZ Hf

Fig.9~Rose diagrams from b7 positive film (9.10.75 orbit) drawn from the whole geologically
controlled area
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Fig. 10 - Rose diagrams of lineaments from b7 positive film (9.10.75 orbit) drawn for

each single block

20 16 12 8 4 % 4 8 12 16 20

Fig. II - Rose diagrams (lenght distribution) of lineaments detected on B&W air

photos of the Tolmezzo-Trasaghis-Forgaria area
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Fig. 12 - Mosaic of the results of Fourier analysis (assemblage of the whole cells):

1) the irregular contours correspond to analog representation of
Fourier spectra.

2) The rose diagrams correspond to photomultiplier angular survey.

3) The arrows are, in a qualitative form, the interpreted trends.
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APPLICATION OF LANDSAT SATELLITE IMAGERY

FOR IRON ORE

PROSPECTING IN THE WESTERN DESERT OF EGYPT

E. M. EL SHAZLY, M. A. ABDEL HADY, M. A. EL GHAWABY,
§ S. M. KHAWASIK

REMOTE SENSING CENTER AND ATOMIC ENERGY ESTABLISHMENT,
CAIRO, EGYPT

SUMMARY

Prospecting for iron ore occurrences has been conducted by the Remote Sen-
sing Center in Bahariya Oasis-El Faiyum area covering some 100,000 km2 in the
Western Desert of Egypt. Landsat-1 satellite images have been utilized as the
main tool in the regional prospecting of the iron ores.

The delineation of the geological units and geological structures through
the interpretation of the images corroborated by field observations and struc-
tural analysis led to the discovery of new iron ore occerrences in the area of
investigation. A new locality for iron ore deposition namely that of Gebel
Qalamun has been discovered accordingly, as well as new occurrences within the
already known iron ore locality of Bahariya Oasis. The previously mentioned
localities have been recommended for immediate detailed exploration using
airborne and ground remote sensing techniques. Six other localities have been
further recommended for long term exploration. The geological exploration cri-
teria found out during the present investigation include the geological units
ranging in age from Cretaceous to Eocene and the superimposed Laramide folding.

The structural features of the newly discovered Gebel Qalamun locality, as
well as other new occurrences in the environs of Bahariya Oasis locality show-
ing on Landsat satellite images are comparable to those of the already known
iron ore deposits in the latter locality. The iron ore deposits of El Gedida,
Gebel Ghorabi and El Harra are noted to be mostly located on crenulations re-
presenting hinge areas of meso or macro folds with axial traces attaining an
approximately NE-SW direction. Moreover, the iron ore deposits at El Heiz are
likewise located on crenulations representing hinge areas of meso or macro
folds. However, at least two generations of folding have acted on the strata
of Bahariya Oasis locality and its iron ore deposits, as the final folding
traces acquire trends varying from NW-SE to NNW-SSE. The tectonic setting
of the newly discovered iron ore occurrences and those of the already known
iron ore deposits is controlled by the same forces which led to the deposition
of iron ores in comparable localities regarding both time and space.

INTRODUCTION

A geologically favorable area for the deposition and accumulation of iron
ores has been selected in the Western Desert of Egypt to conduct regional pros-
pecting for these ores at the request of the Egyptian Iron and Steel Company.
The area in question, termed Bahariya Oasis - El Faiyum area (El Shazly, Abdel
Hady, El Ghawaby and Khawasik, 1976), covers 100,000 km2 which represents 101
of the whole coverage of the Egyptian territories. Due to the great extension
of the area of investigation and the limited time available to carry out the
project, which is less than one year, LANDSAT-1 satellite images have been
utilized as the main prospecting tool for iron ore occurrences.

As the regional prospecting for iron ores in Bahariya Oasis-El Faiyum area
is essentially governed by the geological units which host the iron ores and
the structures which control their deposition and accumulation, maps of geolo-
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gical units, structural lineaments and drainage have'been constructed for the
area in question on scales of 1:500,000 to 1:250,000 based on LANDSAT imagery,
intensive field measurements and structural analysis. The images used include
black and white positive transparencies and prints in bands 4, 5,6 and 7 of
the multispectral scanner carried on LANDSAT-1, false color composite trans-
parencies and prints produced from various combinations of three of the pre-
viously mentioned bands, as well as some images digitized from the computer
compatible tapes.

All images have been subjected to detailed photo interpretation. It has
been found out during this process and previous experience gained in the pre-
vailing arid conditions of the Egyptian deserts that the transparencies are
superior to the opaque prints and that in addition to the false color composi-
te transparencies images of bands 5 and 7 are most helpful in delineating the
geological units, structural lineaments and drainage lines.

Due to the particular importance of structural elements in the localiza-
tion of iron ore occurrences the numerous field structural measurements obtai-
ned have been treated by a structural analysis technique to determine the major
structures in the area of investigation which could not be fully investigated
in outcrops and their geometrical elements. The technique in question is based
on viewing the linear structures and the normals of the planar structures as
vectors of a unit magnitude each (Ramsay, 1967; Koch and Link, 1971).

LITHOLOGIC CRITERIA FOR IRON ORE PROSPECTING

Prospecting for iron ores in Bahariya Oasis - El Faiyum area is closely
connected with the identification on LANDSAT-1 imagery of the lithologic units
favorable for hosting these ores, and the delineation of such units on the in-
terpreted geological maps (Figures 2 and 3). This method is of direct nature
and has been previously applied by El Shazly, Abdel Hady, El Ghawaby and El
Kassas (1974) for the recognition of iron ore deposits and phosphorite beds on
LANDSAT-1 images in East Aswan area, Egypt. In the latter locality the iron
ores are restricted to the medium textured iron ore member which has the dark-
est color among the various members of the Nubian Sandstone. On the other hand,
the phosphorite beds represent an integral part of the phosphate-bearing for-
mation which is characterized by its very coarse texture and medium grey tone.

Examination of the satellite images of the investigated Bahariya Oasis-El
Faiyum area reveals striking similarities between Bahariya Oasis and Gebel
Qalamun environs, located in the western and eastern parts respectively of the
considered area at long distances from each other (Figure 1). Iron ore depo-
sits have been previously known at El Gedida, Ghorabi and El Harra in the
environs of Bahariya Oasis where they occur essentially in Middle Eocene sedi-
mentary rocks (Ball and Beadnell, 1903; El Shazly 1962 a and b; El Akkad and
Issawi, 1963; El Bassyouni, 1972; etc.). The latter are characterized, in
the appropriate LANDSAT images, by the presence of white chalky horizons inter-
calated by dark grey beds of limestones and clays of ferruginous nature. Sedi-
ments with comparable characteristics and age have been identified on LANDSAT
images in Gebel Qalamun environs. Field investigations which followed this
identification and delineation proved the presence of iron occurrences at Gebel
Qalamun locality outcropping along a curve attaining some 70 kilometers in
length (Figure 7). The geological unit' hosting the iron deposition has been
found by lithostratigraphic measurements to be correlatable to the lower for-
mation, named Gebel Qalaraun Formation, of the Middle Eocene sediments where the
known iron ore deposits in the environs of Bahariya Oasis are present. In Ge-
bel Qalamun environs the shaly horizons of the formation in question are the
ones incorporating the iron minerals.

STRUCTURAL CRITERIA FOR IRON ORE PROSPECTING

The structural lineaments interpreted from LANDSAT-1 imagery are discrimi-
nated as linear elements such as fractures and faults or as curved elements re-
presenting folds. One of the great advantages of using LANDSAT imagery is the
elucidation of major regional lineaments, thus enabling the detection of their
interconnections and their correlation over large areas.
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The structural pattern of the investigated Bahariya Oasis-El Faiyum area
has been formulated in three stages starting with the delineation of the struc-
tural lineaments on the most suitable LANDSAT images, followed by checking and
measuring of the structures in the field, and finally by computer programmed
analyses of the structural elements.

The similarity of the structural elements, notably folds, in the environs
of Bahariya Oasis (Figure 4) and Gebel Qalamun (Figure 5) has been noted at an
early stage of the work as has been the case with the lithologic units. This
has led to the orientation of prospecting towards the discovery of iron occur-
rences in the environs of Gebel Qalamun. Furthermore, the structural investi-
gations carried out in the environs of Bahariya Oasis proved that the already
known iron ore deposits are related spatially to small hinge zones of plunging
synclines and anticlines imposed on the host rocks. It may be added here that
Bahariya Oasis main anticlinal structure has been built up by an older folding
with an axial trace striking NNE-SSW which has been modified by a younger one
to acquire an axial trace striking NNW-SSE.

The same structural features noted in the already known iron ore deposits
have been also encountered in other localities in the environs of Bahariya Oa-
sis, and accordingly the latter are recommended for further detailed prospect-
ing in three successive time periods according to their priority. In the whole
area of investigation priority No.l has been given to Northern Bahariya Oasis
locality 1 (Figure 6) and Gebel Qalamun locality 2 (Figure 7). The choice of
localities belonging to priority No.l is based on favorable geological and
structural conditions, the presence of iron deposition in exposures or under
shallow depths, and the relative cheapness of the infrastructure required to
develop such localities. Priority No.2 is assigned to Qaret Had El Bahr
locality 3 and Ghard Ghorabi locality 4 in the vicinity of Bahariya Oasis,
and West El Faiyum locality 5 westwards of Gebel Qalamun. Localities selected
under priority No.2 possess favorable structural conditions while their infra-
structure may be connected with that of localities of priority No.l. Locali-
ties belonging to priority No.3 include those of Central Bahariya Oasis locali-
ty 6, Southern Bahariya Oasis locality 7 and West Giza locality 8. The
localities in question require separate infrastructure and may exist in the
subsurface at considerable depths.
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FIGURE 1. LOCATION MAP OF BAHARIYA OASIS AND GEBEL QALAMUN ENVIRONS, WESTERN
DESERT, EGYPT.

1358



LEGEND

Q5 CULTIVATION

ALLUVIAL DEPOSITS DERIVED
FROM LATE EOCENE ROCKS

ALLUVIAL DEPOSITS DERIVED
FROM MIDDLE EOCENE ROCKS

ALLUVIAL DEPOSITS DERIVED
FROM EARLY EOCENE ROCKS

Q. ALLUVIAL DEPOSITS DERIVED
I FROM LATE CRETACEOUS

N GEBEL EL KHASHAB FORMATION

|'"1&EBEL OATRANI
Lf * I VOLCANICS'BASALTS*

GEBEL QATRANI FORMATION

Clayey I L i m y Member

PGS Nummulitic Limestone
—LI Member

gog |P<»3 1 Mori-Limestone Member
ZC- LI •* 1

51
oz

S£
S

<-,

*| Crystalline Limestone
»l Member

Oil Chalky Limestone
1 Member

G» Ferruginous Clay
—U Mernber

PG? 1 Crystalline Limestone
1 I Member

f,t ] Chalky Limestone
—LLJ Member
p i i
G| Limestone Member

Kl lChalky Limestone1 i I LHWI 1*7 t

-LI Member

[ K 1 I Do4omitic Limestone
I—LI Member

I K j I Clay Member

I K ) 1 Ferruginous Limestone
II | Member

[ "i ]noolinic Member

|K{ I Shale Member

0 5 10 15 20Km

FIGURE 2. GEOLOGICAL MAP OF BAHARIYA OASIS ENVIRONS.

1359



LEGEND

CULTIVATION

03! NATURAL VEGETATION

Q? EOLIAN SANDS I SAND
ACCUMULATIONS

Qt ALLUVIAL DEPOSITS DER-1 IVED FROM EOCENE ROCKS

[7771 Cebel Qatrani
Voleanics 'Basalts'

Clayey and Limy
Members

Sandy Member

lG$|Nummulitic Limestone
Member

Marl - Limestone
Member

Crystalline Limestone
Member

Chalky Limestone
Member

Ferruginous Clay
Member

0 5 10 15 20 Km

FIGURE 3. GEOLOGICAL MAP OF GEBEL QALAMUN ENVIRONS.

1360

ORIGIN^
OF POOR



ORIGINAL PAGE IS

OF POOR

LEGEND

F°LDS

"FRACTURES INCLUDING
FAULTS

LINEAMENTS

BEDDING

BEDDING

^-^ FOLIATION

^ JOINTING

-^"GYPSEOUS VEINLET

LIMB

SHEAR ZONE

PRIMARV LINEATION

FOLD AXIS{ SYNCLINE-
ANTICLINE )

J|f*AXIS OF SYNCLINE

OF ANTICLINE

SHEAR ZONE ON HINGE
PLANE OF FOLD

K ATTITUDE OF FOLD AXIS
TO AXIAL PLANE

10 IS 20 Km

FIGURE 4. STRUCTURAL MAP OF BAHARIYA OASIS ENVIRONS.

1361



ORIGINAL PAGE IS
-W POOR QUALITY

FOLDS

FRACTURES INCLUDING
FAULTS

OTHER LINEAMENTS

BEDDING

CROSS BEDDING

FOLIATION

JOINTING

^•^GYPSEOUS VEINLET

LIMB

SHEAR ZONE

PRIMARY LINEATION

FOLD AXIS (SYNCLINE-
ANTICLINE)

OF SYNCLINE

AXIS OF ANTICLINE

SHEAR ZONE ON HINGE
PLANE OF FOLD

ATTITUDE OF FOLD AXIS
TO AXIAL PLANE

10 15 20 Km

FIGURE 5. STRUCTURAL MAP OF GEBEL QALAMUN ENVIRONS.

1362



ORIGINAL

CENTERALB\HARIW
OASIS LOCALITY

LEGEND

FOLDING

FIRST FOLD AXIS

SECOND FOLD AXIS

PROBABLE FOLD AXIS

KNOWN IRON OCCURRENCE

NEWLY INVESTIGATED IRON
OCCURRENCE

SAMPLE NUMBER

LOCALITIES SELECTED FOR
PROSPECTING AND EXPLO-
RATION

.PARTS OF LOCALITIES
CHOSEN FOR IMMEDIATE
PROSPECTING AND EXP-
LORATION

10 15 20 Km

FIGURE 6. LOCALITIES SELECTED FOR IRON ORE PROPSECTING, BAHARIYA OASIS
ENVIRONS.

1363



QALAMUN LOCALITY

LEGEND

FOLDING

FIRST FOLD AXIS

SECOND FOLD AXIS

PROBABLE FOLD AXIS

KNOWN IRON OCCURRENCE

NEWLY INVESTIGATED
IRON OCCURRENCE

SAMPLE NUMBER

LOCALITIES SELECTED FOR
PROSPECTING AND EXPLO-
RATION

PARTS OF LOCALITIES
CHOSEN FOR IMMEDIATE
PROSPECTING AND EXP-
LORATION

10 15 20 Km

FIGURE 7. LOCALITIES SELECTED FOR IRON ORE PROSPECTING, GEBEL QALAMUN
ENVIRONS.

1364



N78-14582

GROUNDWATER STUDIES IN ARID

AREAS IN EGYPT

USING LANDSAT SATELLITE IMAGES

E. M. EL SHAZLY, M. A. ABDEL HADY, $ M. M. EL SHAZLY

REMOTE SENSING CENTER, ATOMIC ENERGY ESTABLISHMENT AND DESERT INSTITUTE,
CAIRO, EGYPT

SUMMARY

About ninety seven percent of the land of Egypt is covered by deserts
lying in one of the major arid zones of the world. These deserts include the
Western Desert, the Eastern Desert and the Peninsula of Sinai. Groundwater re-
presents an important problem to be tackled for the development of these de-
serts and their utilization.

The interpretation of LANDSAT satellite images for large areas in the de-
serts of Egypt has been going on for more than four years, and its comparison
with the pertinent information on groundwater aquifers in these areas deciphe-
red a considerable number of questions regarding the conditions, source and
potential of the groundwater.

Various features are interpreted which have strong bearing on groundwater
in the arid environment. These include the nature of geological and lithologic
units, structural lineaments, present and old drainage systems, distribution
and form of water pools, geomorphologic units, weathering surfaces and other
weathering phenomena, desert soils, sand dunes and dune sand accumulations,
growths of natural vegetation and agriculture, and salt crusts and other expres-
sions of salinization. The same features could be utilized in the regional
exploration and management of groundwater aquifers in the arid zones.

There are many impressive examples which illustrate the significance of
satellite image interpretation on the regional conditions of groundwater which
could be traced and interconnected over several tens or even several hundreds
of kilometers. This is expecially true in the northern Western Desert of
Egypt where groundwater issuing from deep strata comes to the surface along
ENE-WSW and ESE-WNW fault lines and fracture systems. Fresh to brackish and
saline springs, and water pools in the depressions of this part of the Western
Desert owe their origin to this striking phenomenon. These include Siwa Oasis
Depression, Qattara Depression and El Bahrein Depression. In fact, the live-
lihood of the population of Siwa Oasis depends on such springs and pools.

Another striking example is illustrated by the occurrence of fresh to bra-
ckish groundwater on the Mediterranean Sea Coastal Zone of the Western Desert
where the groundwater is found in the form of lenses floating on the saline sea
water. This phenomenon is caused by the presence of certain highly porous and
permeable detrital limestones which belong to a geological unit, extending
along the coast, called Alexandria Formation. This latter unit has been deli-
neated along a distance on the coast of some five hundred kilometers, accurate-
ly and in a short time by the interpretation of LANDSAT satellite imagery.

INTRODUCTION

The territories of Egypt cover one million square kilometers (Figure 1),
of which some 700,000 square kilometers have been mapped by the Remote Sensing
Center in Cairo through the application of LANDSAT imagery. The maps are nor-
mally produced on a scale of 1:500,000 and they are usually reduced for the
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sake of publication to the handy scale of 1:1,000,000.

The prevailing very arid to arid conditions over the country necessitate
the dominance of desert conditions in general with the exception of the Nile
Valley where the fertile lands are irrigated by the water of the River Nile.
Dispersed cultivations are noted in the peripheries of the Nile Valley, in the
Mediterranean Sea Coastal Zone where annual rainfall may range between 150 and
200 mm and the groundwater is accessible, and in some oases and valleys where
groundwater is stored in aquifers under conditions favorable for exploitation.
The cultivated lands of the Nile Valley represent 31 of the coverage of Egypt,
while the remaining 97$ of the lands are deserts where dispersed cultivations
may be present under special conditions.

LANDSAT imagery are available as computer compatible magnetic tapes and as
printed images which are made on positive transparencies or opaque prints for
each of the four bands of the multispectral scanner mounted on LANDSAT satel-
lites. These are bands 4, 5, 6, and 7 corresponding to the green, red and two
near infrared spectral ranges respectively, of which bands 5 and 7 have been
found most suitable for mapping in the prevailing natural conditions of Egypt
especially in positive transparencies. Mixing and ratioing of combinations of
three of the four bands produce false color composite images, which are utilized
for mapping especially, in their positive transparencies, in addition to the
previously mentioned images of bands 5 and 7. The computer compatible tapes
mounted on Bendix M-DAS system provide enlarged and digitized LANDSAT imagery
and facilitate mapping of the natural units and phenomena in great diversifi-
cation and considerable detail. Intensive field verification, and frequent
reciprocal exchange of practical experience between the office interpretation
and field verification of the mapped natural units are necessary for the pro-
duction of high quality maps. In spite of all the steps through which map
production by LANDSAT imagery interpretation has to proceed, yet the time con-
sumed in such proceedings is much less than that consumed through the applica-
tion of previous techniques. Meanwhile, the synoptic and repetitive coverage
of the natural units and phenomena in their various diversifications and mani-
festations represent particularly important advantages of the utilization of
LANDSAT imagery in regional mapping.

The experience gained, during a period exceeding four years, in the appli-
cation of LANDSAT satellite imagery interpretation in elucidating the ground-
water conditions and related phenomena in Egypt is remarkable, especially when
combined with the other hydrogeological and hydrological studies carried out on
the pertinent water bodies exposed on the surface or hidden in the subsurface.
Few examples are given in this communication concerned with the application of
LANDSAT-1 imagery technique in studying regional groundwater conditions and ma-
nifestations in selected areas in Egypt.

WESTERN PERIPHERIES OF THE NILE DELTA

The distribution of groundwater in the Nile Delta is closely linked with
the development of the geological history of the Delta from the Miocene times
to the present, and with the influence of infiltration of the Nile water in the
subsurface, Mediterranean Sea water intrusion and percolation of the rain water
into the sedimentary cover of the concerned area.

The history of the Nile Delta since the Miocene as expressed in the deline-
ation of the sediments covering the Nile Delta environs which range in age from
Miocene to Holocene and the structural lineaments which bound the Nile Delta
graben in its consecutive stages of development during the same time period has
been elucidated through the application of LANDSAT imagery mapping techniques
(El Shazly, Abdel Hady, El Ghawaby, El Kassas, Khawasik, El Shazly and Sanad,
1975) .

The various aquifers dominating the Nile Delta and its western peripheries
have been delineated on a regional scale by utilizing LANDSAT imagery inter-
pretation in combination with the hydrogeological and hydrological data on the
aquifers in question. The latter include leaky water in Holocene deltaic sands,
free water in Holocene dune sand accumulations and Pleistocene detrital lime-
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stone, sub-artesian water in early Pleistocene sand and gravel, unconfined wa-
ter in early Pleistocene sand and gravel, semi-confined water in early Pleisto-
cene sand and gravel (resulting from irrigation by Nile water passing through
canals), and unconfined to semiconfined water in Neogene sandy facies (Figure
2). It may be noted in the same figure that the boundaries of the aquifers on
the western peripheries of the Delta attain roughly a NW-SE trend which is al-
most the same direction as the main faults limiting the Nile Delta westwards
during its tectonic development from the Miocene to the Holocene.

Apart from delineating the water-bearing geological units in the discussed
area, LANDSAT-1 imagery interpretation has led to the mapping of units related
to the salinization of water in the Nile Delta environments including salt
crust and salty surficial materials, and marshes and sabkhas. All these expres-
sions of conditions and manifestations of water are important in its explora-
tion, exploitation and management in the Nile Delta and its environs where the
greatest proportion of the population of Egypt are living.

SIWA OASIS AREA, WESTERN DESERT

It has been demonstrated by LANDSAT mapping techniques that the depres-
sions in the northern Western Desert are greatly controlled by long faults and
fractures of about E-W trend which extend for tens to hundreds of kilometers
(El Shazly, Abdel Hady, El Ghawaby, Khawasik and El Shazly, 1976; etc.)- In
the meantime water ponds, -springs and water wells distributed in the same area
have been found to be spatially related in most cases to the above mentioned
linear elements.

Figure 3 of Siwa Oasis located in the western part of the northern Western
Desert illustrates very clearly the relation of the distribution of the water
ponds to the delineated faults and fractures assuming an ESE-WNW trend and
their intersections with those acquiring a NW-SE direction. Actually, one of
the major ESE-WNW faults extends for a very long distance from the Siwa Oasis
Depression westwards to the southern part of the Qattara Depression eastwards.
In a comparable fashion the small depressions and water ponds extending from
El Bahrein to Sitra are localized on the ENE-WSW faults and fractures.

Groundwater in Siwa Oasis is the only source of water supply available for
domestic and irrigation purposes. The ESE-WNW faults delineated on the perti-
nent LANDSAT images by traversing the suitable water-bearing horizons, namely
the Miocene, Eocene and Late Cretaceous-Early Carboniferous sediments, bring
the groundwater to the ground surface or near it. In this way the groundwater
is made accessible for consumption, either discharged by natural springs or
man-dug wells of relatively shallow depths. The water ponds noted along the
fault lines in Siwa Oasis Depression represent the water accumulating by ground-
water discharge which is subjected in the mean time to evaporation and salt con-
centration.

Comparative features to those found in Siwa Oasis are noted in Kharga and
Dakhla Oases Depressions where the faults and other lineaments mapped by
LANDSAT imagery techniques have been found to control to a considerable
extent the alignment of water ponds in this area located in the south Western
Desert (El Shazly, Abdel Hady, El Kassas, Salman, El Amin, El Shazly and
Abdel Megid, 1976).

MEDITERRANEAN SEA COASTAL ZONE

To the west of Alexandria and extending to the Egyptian-Libyan borders the
Mediterranean Sea Coastal Zone is dominated by an important water-bearing geo-
logical unit of Pleistocene age termed Alexandria Formation. This unit has
been delineated and mapped regionally along the whole Coastal Zone through the
application of LANDSAT imagery interpretation techniques (El Shazly, Abdel Hady,
El Ghawaby, El Kassas, Khawasik, El Shazly and Sanad, 1975).
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Alexandria Formation has been differentiated into members constituted of
detrital limestones (Figure 5), with or without indurated crusts, associated
with clayey calcareous soils and a clay-gypsum member. The former members are
essentially constituted of limestones of high permeability which possess cavi-
ties of various dimensions caused by karstification and other dissolution phe-
nomena. These limestones represent an important aquifer in the Coastal Zone
where the rain water is stored as large lenses floating on the intruding saline
water of the Mediterranean Sea. The gentle topography combined with the rela-
tive softness of the limestones allow the roots of the cultivated plants to
reach the water table attained by the fresh-brackish water lenses. Accordingly,
the dispersed cultivation of the Coastal Zone is greatly dependent on the dis-
tribution of the outcrops of the mentioned limestones.

The capability of the detrital limestones to store water in their pores
and cavities is enhanced by the configuration of the drainage lines which act
as channels for runoff water. These either drain their water in closed lows or
towards the Mediterranean Sea. The drainage map of a part of the Coastal Zone
in the neighbourhood of El Alamein (Figure 4) shows the drainage pattern as
delineated from LANDSAT images.

Furthermore, the clay-gypsum member of Alexandria Formation plays an impor-
tant role in water logging and salinization in the Coastal Zone due to its im-
permeability and salt content. This unit has been delineated as islands out-
cropping in various parts of the Coastal Zone to the south of the detrital li-
mestone exposures where they make the basal part of Alexandria Formation. It
may be concluded from the above mentioned discussions that the mapping of the
aquifers and aquicludes, as well as the drainage systems in the Mediterranean
Sea Coastal Zone by LANDSAT imagery interpretation has given an overall regio-
nal picture of its groundwater potential.
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FIGURE 1. MAP OF EGYPT SHOWING CITED LOCALITIES.
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HYDROLOGICAL APPLICATIONS OF LANDSAT IMAGERY

OF THE

1973 INDUS RIVER FLOOD, PAKISTAN

Morris Deutsch and Fred H. Ruggles, Jr.

U. S. Geological Survey
Reston, Virginia

Summary

During August 1973, the Indus River Valley of Pakistan experienced one of
the largest floods on record, resulting in millions of rupees worth of damage
to homes, businesses, public works, and crops. Tremendous areas of lowlands
were inundated not only along the Indus River mainstem, but also along a number
of major tributaries. The exceptionally high floods were primarily due to
intense and widespread rainfall, which resulted from the convergence of moist
air currents from the Arabian Sea and the Bay of Bengal. Flooding extended
throughout the length of the valley, but cloud cover obscured flooding in the
northern part of the valley from satellite observation. Landsat imagery,
however, made it possible to depict the extent of flooding within an area of
about 500,000 km2 from south of the Punjab to the sea.

The Indus River data were used to continue experimentation in the develop-
ment of rapid, accurate, and inexpensive optical techniques of flood mapping
by satellite begun earlier in 1973 for the Mississippi River floods. The
research work on the Indus River not only resulted in the development of more
effective procedures for optical processing of flood data and synoptically
depicting flooding, but also provided potentially valuable ancillary
information concerning the hydrology of much of the Indus River basin.

The only Landsat data used for the experimentation were 70mm film
negatives in each of the four bands of 13 scenes collected by the Landsat
multispectral scanner during the period of flooding from September 1-4, 1973,
and the 70mm negative for band 7 only of the same area when imaged under
"normal" conditions in December 1972. For the optical analyses the original
70mm negatives were reprocessed so as to provide improved contrast between
water and wet surfaces and surrounding dry areas on the scene. This process
resulted in a new set of "contrast-stretched" 70mm positive transparencies
which were then used exclusively in the study.

A distinct improvement in contrast between wet and dry areas was achieved
by this procedure. However, vegetation, moisture conditions, terrane types,
and land use all have their effects on film density, and hence are not readily
interpretable from single band data. Compositing of the data from the various
bands by the use of color filters permits the investigator to separate features
such as water and vegetation by color—a so-called "color-coding." Two special
composites were prepared from the reprocessed positives: by compositing
band 5 in blue light, band 6 in green, and band 7 in red, morphologic and
geologic features are enhanced, and water detail is well preserved. Areas of
standing water appear as black or blue, wet or saturated soils as brown, and
barren soils as buff or gray. Vegetation is strongly subdued and appears
in tones of yellow. This rendition revealed considerable information of
hydrologic significance; including broken or leaking canals, probable areas of
ground-water discharge, leakage under a dam, areas of ponded water following
recession of the floods, in addition to delineating the flood boundaries.
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A mosaic, consisting of another special spectral composite of cloud-free
images, was also prepared to assist those involved in river basin planning.
Band 4 was projected in green light, band 5 in blue, and band 7 in red.
Although this rendition tends to reduce contrast in the desert and unflooded
vegetated areas, it maintains considerable geologic detail in the flooded
areas, and greatly improves flood plain detail in comparison to the
"standard" band 4 blue, band 5 green, band 7 red composite.

A temporal composite that vividly color-codes the flooded area in red
was prepared by projection of the band 7 flood image in green and the band 7
pre-flood image in red. A mosaic of these composites showed the distribution
of flooding over most of the basin. This rendition also shows excellent
differentiation between dry soil, saturated soil and standing water. Where
there was water in both the dry scene and in the flood scene the area is black,
and the pre-flood channels of the major rivers are thus depicted in black.
Where flooding occurred in areas where no water was present in the dry scene,
the flooded area in excess of 20,000 km^ is depicted in red. The mosaic
revealed flooding of about 2,500 km^ of agricultural and desert land caused
by a breach of the main channel of the Sutlej River upstream from the Panjnad
head works.
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APPLICATIONS OF LANDSAT DATA TO THE

INTEGRATED ECONOMIC DEVELOPMENT OF MINDORO, PHILIPPINES

T. W. Wagner

Environmental Research Institute of Michigan
Ann Arbor, Michigan

J. C. Fernandez

Bureau of Mines
Manila, Philippines

ABSTRACT

Landsat data is seen as providing essential up-to-date
resource information for the planning process. As part of
a USAID-funded grant, Landsat data of Mindoro Island in
the Philippines was processed to provide thematic maps
showing patterns of agriculture, forest cover, terrain,
wetlands and water turbidity. A hybrid approach using
both supervised and unsupervised classification
techniques resulted in 30 different scene classes which
were subsequently color-coded and mapped at a scale of
1:250,000. In addition, intensive image analysis is
being carried out by the various Philippine government
agencies in evaluating the images.

The images, maps, and aerial statistics are being
used to provide data to seven technical departments in
planning the economic development of Mindoro. Multi-
spectral aircraft imagery has been collected to
compliment the application of Landsat data and validate
the classification results.

INTRODUCTION

The purpose of USAID's Remote Sensing Grant Program is to support estab-
lishment of an indigenous capability in developing countries to use appropriate
remote sensing technology. In instituting the Grant Program AID recognized
that developing-country planners and scientists are frequently in the best
position to determine their country's priority information needs and in what
way remote sensing is likely to contribute to national development.

The Bureau of Mines of the Philippines' Department of Natural Resources
submitted a proposal to USAID to use remote sensing data in connection with
large-scale integrated economic development program for the Island of Mindoro.
This proposal was competitively selected and subsequently approved for funding
in late 1975. In 1976 the Pnilippines grantee received an award of $20,000
and technical assistance from the Environmental Research Institute of Michigan
(ERIM), AID's contractor for administering these grants.

As a small part of the Philippines' Grant project ERIM processed Landsat
data in preparation of tnree thematic image-maps of Mindoro. Herein is a
brief description of that effort in support of the Mindoro project.
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The purpose of producing thematic image-maps was to determine the nature
and accuracy of the information available from Landsat data of the Philippines.
While it is recognized that manual image analysis techniques provide highly
useful land cover and water quality data, computer compatible tapes may offer
the greatest opportunity for systematic and quantitative analysis. This task
was intended to test the use of digital Landsat data for large-area development
planning.

MINDORO ISLAND

Mindoro is the seventh largest island in the Philippines and comprises
10,347 square kilometers (3,995 square miles) of hilly or mountainous terrain
and narrow coastal lowlands. It is located due south of the Island of Luzon
and 123 kilometers from Manila. Mindoro has a population estimated at 300,000
people, many of whom belong to tribal groups with fairly primitive methods of
fishing and snifting agriculture. Development has lagged on this island owing
to the relatively small proportions of good level agricultural land in relation
to the extensive areas of forested mountain slopes. However, it is clear that
witi. comprehensive resource development Mindoro could become more prosperous.
It is rich in primary forests, aquatic resources, and possibly economic
minerals. Forestry, fishing, mining, and agriculture are economic activities
which could benefit from a more accurate knowledge of Mindoro's resources.

Mindoro is positioned such that the entire island is usually recorded on a
single Landsat image frame (see Figure 1). The first satellite picture of the
island was obtained in the fall of 1972 and subsequently the island has been
imaged more than a dozen times on successive passes of Landsat. Cloud cover is
always a problem in viewing Mindoro because the northwest-southeast trending
mountain ranges are perpendicular to the directions of the moisture carrying
monsoons. Clouds usually cover either the northeastern half or the south-
western half of the island. Only occasionally, during the inter-monsoon period,
is Mindoro largely free of cloud cover. Landsat I data collected on December 23,
1972 showed relatively few clouds; these data were used for machine-processing.

PROCESSING PROCEDURES

The objective of the macnine-processing was to produce thematic maps and
areal statistics which would assist in integrated development planning.
Specifically, different terrain and cover classes were selected and mapped at a
scale of 1:250,000. It was felt that the available satellite information could
be lumped into five general classes on the basis of spectral characteristics:
(1) forests (including primary and secondary), (2) agricultural lands, (3) natural
aquatic vegetation (swamps and marshes), (4) geologic structure and drainage
patterns, and (5) coastal water quality (primarily turbidity). On the maps
produced, forests and aquatic vegetation were shown on the same map, and
geologic structure and water quality were combined -- resulting in a total of
three maps.

The ERIM Multivariate Interactive Digital Analysis System (MIDAS) was
used for this task. The MIDAS special-purpose computer provides an inter-
active, user-oriented capability for producing thematic maps derived from
Landsat multispectral data. In this machine, the parallel digital implementa-
tion capabilities of the processor are combined with a mini-computer to achieve
near-real-time operation coupled with multiple preprocessing functions and color
displays. The data classifier is designed to perform a one pass maximum-likeli-
hood decision with a priori probabilities, assuming multi-model Gaussian
multivariate spectral distributions. The output of this classification process
is a geometrically-rectified color-coded hard-copy image-map. These maps may
be produced at any convenient scales; 1:250,000 for this large-area project.

1376



PAGE IS
POOR QUALITY

FIGURE 1. Landsat Image of Mindoro Island (Band 5)
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FIGURE 2. SIGNATURE VALUES IN LANDSAT BAND 5 AND BAND 7.
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SIGNATURE SELECTION

Spectral signature selection for classifying Landsat MSS data is the key
to successful processing results. Therefore, careful attention was given to
data analysis directed at appropriate signature selection.

Utilizing the forestry, soil, crop, wetland, and bathymetric information
supplied by the Bureau of Mines, some 43 different signature locations
("training sets") were selected. The spectral characteristics of such features
as primary forest, secondary forest, beach, stream courses, rice, marshland,
coconuts, other crops, and turbid and clear water as nearly as could be
identified were obtained in all four Landsat bands. These were described by
their mean values and covariances in each band. Subsequently, these character-
istics were plotted as one-standard deviation ellipses for two band combinations.
One of these is shown in Figures 2 (Band 5 vs Band 7). As can be seen,
considerable overlapping occurs between ellipses, indicating that there is a
spectral continuum associated with the data and that it is not possible to
selectively eliminate all overlapping and consequent probable misclassification
of features. (Other band combinations showed greater overlapping.)

In addition to the training-set selection (for supervised classification),
data clustering, for unsupervised classification, was also performed. The
clustering procedures allow an even, non-overlapping arrangement of signatures
(see Figure 3) but considerable uncertainty concerning signature identification.

Finally, spectral signatures selected for data classification comprised a
combination of subsets of both the known training set signatures and the cluster
signatures. Training-set signatures of known scene classes were used where
possible, but for spectral conditions not covered by some selected training
set, cluster signatures were used to "fill-in". Twenty-nine different signatures
were subsequently classified.

CLASSIFICATION RESULTS

The twenty-nine signatures selected were thought to represent almost the
entire spectral range of the Mindoro data. Only 1.47» of the data was
subsequently left "unclassified" on the basis of a maximum likelihood ratio
decision rule implemented by the computer.

Essentially the computer compared the recorded spectral characteristics
of each and every picture element (pixel) and determined which of the twenty-
nine signatures, if any, is most similar. Therefore, each of the pixels were
assigned to one of twenty-nine different classes or an "unclassified" class
if it was very different. In doing so, the computer tabulated the number of
pixels identified in each class and the total area represented by each.

Forty percent of the total area was classified (16,370 sq km) as water
and 3.7% was cloud and cloud shadow. Of the land area classified 217. (2,043
sq km.) is forest, 38% (3,750 sq km) is cropland or aquatic vegetation.
Some misclassification occurred due to the overlapping spectral characteristics
of certain features -- for example, secondary forest appeared similar to
certain types of cropland and lowland rice appears similar to wetland.

MAP GENERATION

In addition to the statistics generated by the data classification
procedure, the final product of this task was the production of three thematic
maps wherein different terrain classes and combinations of classes were color-
coded. It is not po'.iible to clearly display 29 different colors, representing
29 different terrain Classes at a scale of 1:250,000. In general, the eye is
able to discern about 10 different colors when they are complexly interwoven
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FIGURE 3. UNSUPERVISED CLUSTER VALUES IN LANDSAT BAND 5 AND BAND 1.
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FIGURE 4. ERIM MIDAS CLASSIFICATION MAP SHOWING TOPOGRAPHIC STRUCTURE.
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in a detailed map. Using the 29 different classes, colors were selected to show
spatial patterns associated with forests, topography and water quality, and crop-
land and wetland on separate image-maps. While the agriculture and forest maps
were conventionally represented, the image map showing topography was somewhat
unique. Signatures for north and west facing slopes were colored violet in
contrast to the south and east slopes which were gray (see Figure 4). Solar
illumination differences resulted in different signatures for these slopes (the
sun elevation was 42° and azimuth, 139°).

MAP EVALUATION

Using the ground truth information supplied by the Bureau of Mines some
preliminary comparisons with the MIDAS map results showed the Landsat data to
provide greater spatial detail than is possible to obtain using simple manual
techniques. The results also demonstrate that the illumination of slopes
varied greatly with orientation and that several signatures were required to
map the same features. For example, primary forests on northern and western
slopes appeared quite different from similar forests on eastern and southern
slopes. Some areas indicated on the ground truth maps as primary forest did
not appear on the Landsat forestry map and need to be investigated further.
Similarly extensive agricultural areas show complex spectral patterns indicating
a variety of crop and cultivation conditions. Aerial photography and ground
observations are being used to evaluate the accuracy of specific classifications.

CONCLUSION

The Republic of the Philippines is an archipelago extending for 1,100 miles
and is composed of 7,100 islands and islets. With its burgeoning population
of 46 million people and increasing need to develop its resources, the Philippines
is looking, in this and other projects, to the use of Landsat data for resource
information required for sound development planning. This space-acquired
information can then be combined with other information (such as aircraft
and/or ground survey data) through a planning or management system. Ultimately
this information will be supplied to a decision-making institution which can
use the information for development planning purposes.
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INTRODUCTION: CREATING UNDERSTANDING

Basic knowledge about the way natural and human
systems function and relate to one another is an es-
sential ingredient in charting the best course of action
to make choices that affect land and water. The recent
Toledo Metropolitan Area Council of Governments (TMACOG)
Areawide Water Quality Management Planning Program (PL
92-500, Section 208) has made it possible to gather and
analyze information. This, in turn, has led us to a more
complete understanding of our local environment than was
ever before possible. To help understand the role played
by different land resources in water quality management
we created a computer based data system. The Land Resource
Information System (LRIS) allows data to be readily
retrieved or statistically analyzed for a variety of
purposes. It is specifically formatted to perform coordi-
nation of water quality data with the co-occurrance of
land resource factors such as soil characteristics, land
use, hydrology, topography, etc.

Our new understanding of the region gained through
the use of LRIS has gone well beyond the initial purpose
of assessing water quality conditions. The land use and
natural features information has provided a well defined
starting point for a systematic evaluation of proposed
land uses, transportation, housing, and other public
investments. It has laid the foundation for a compre-
hensive and integrated approach to many different plan-
ning and investment programs presently underway.

1. LAND RESOURCES INFORMATION SYSTEM SPECIFICATIONS

LRIS has been designed:

1) to take advantage of existing data sources
2) to provide the detail of information necessary to assess

the impact of land use on water quality
3) to provide a permanent data base for future comprehensive

planning studies.
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Size of Study Area: 5200 KM2 (2006 Mi2)

Location of Study Area: 6 Counties on the south shore of Lake Erie in
Northwest Ohio and Southeast Michigan.

Data Collection System: Grid Cell and point, unaligned random sample

Coordinate System: Universal Transverse Mercator Projection

Cell Size: 4 Hectares (9.88 Acres) (139,538 cells in the study area)

Source Data:

* 1:50,000 Aerial Photography
* USGS 7-1/2 min. Topographic Maps
* County Soil Surveys

Main Data File Content:

* Land Use - 36 categories of land use and up to 12 figures of ancillary
data for each cell/point location

* Soils - Mapping unit from detailed soil survey
* Topography - 5' Contour Interval
* Hydrological location - Minor watershed
* Political location - Minor civil division
Socio Economic location - Traffic zones and census tracts

Auxilliary Data Files:

* Soils physical properties
* Water resources data

Output Modes:

* CRT Display (working)
* Ink Jet Printer Maps (working)
* Digital Laser Printer Maps (permanent, printable)
* Calcomp/Symmap Maps

Data Analysis:

* Co-occurrance of natural land resource features
Land Capability
Land Use Suitability

••' Land Use Policy Impact Analysis

2. APPLICATION OF LRIS

2.1 WATER QUALITY MANAGEMENT PLANNING

The use of LRIS in the assessment of water quality problems and the design
of solutions falls into two broad categories. One is Non-Point Source (NFS)
oriented and the other focuses on pollution from Point Sources (PS). The NFS
problem in the TMACOG region is dominated by agricultural runoff. Fertilizer
runoff from agricultural lands contributes nutrients to the water and initiates
a sequence of events which degrades water quality. The second category, PS
problem, is dominated by Public Sewage Treatment Plants (STP's) and home or
on-site sewage systems.

2.1.1 AGRICULTURAL RUNOFF POLLUTION ABATEMENT

Runoff from agricultural land has been identified as a principal
source of sediment and nutrient pollution of Lake Erie. Approximately 837o of
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the total transport of the nutrient phosphorus during 1975 came from some source
other than the discharges of municipal sewage treatment plants. Numerous investi-
gations have shown that the sediment and nutrient content of direct runoff from
agricultural land is sufficient to account for most of this non point source
pollution. Other major categories of non point source pollution include runoff
from urban land, atmospheric input (principally related to wind erosion at
distant locations) and demineralization of inorganic materials in soil and
decomposition of organic detritus.

The most easily identifiable problems include rill and gully erosion, but
in Northwest Ohio sheet erosion, the progress of which is nearly invisible to
the eye contributes the greatest portion of the sediment transport. Sheet
erosion is caused by the impact of falling raindrops on bare soil surfaces. The
regions glacial clay soils are highly productive, and nearly 90% of the land
area is devoted to the production of row crops, principally corn and soybeans.
Fall moldboard plowing is the dominant tillage practice, and leaves the land
barren of any protective cover for 8 to 10 months of the year.

Recent studies have shown that sheet erosion can be reduced to nearly zero
by the use of a cropping practice called No-till, which can leave the land with
almost compl3te ground cover between harvesting and planting. Other systems of
reduced tillage produce less dramatic reductions in sheet erosion, proportionate
to the amount of surface coverage.

Research studies which have been done at the Ohio Agricultural Research and
Development Center have proven the utility of no-tillage and reduced tillage as
economically feasible crop production systems. This work has also identified
the soils of Ohio on which these new techniques will be practical, since not
all soils are suitable for reduced tillage practices without significant reduction
in yield.

If an agricultural pollution abatement is to be built around around a
reduced tillage program it is necessary that suitable soils be identified. A
general classification of soils groups them into the following categories:
1) suitable for no-tillage, possible increased yields; 2) suitable for no-tillage
with improved subsurface drainage; 3) unsuitable for no-tillage; 4) suitable
for no-tillage under certain circumstances; and 5) undetermined suitability.
Further work with these classifications has been done to define the economics of
the systems and the suitability of other forms of reduced tillage. This analysis
places groups 1 and 2 into a suitable for no-tillage class, group 4 is suitable
for minimum tillage, and groups 3 and 5 are not considered for any form of
reduced tillage.

The LRIS was used to identify, map, and summarize the areas which were suit-
able for reduced tillage systems. Overall, about 60% of the total TMACOG area
was found to be in categories 1, 2 and 4. A Calcomp plotter was used to draw a
map of the entire 5200 square kilometer area showing areas of cropland in each
of the 5 categories. This map will be used in a technical assistance program
to help farmers decide whether or not a reduced tillage practice would be suit-
able for their cropping system.

In order to determine the effectiveness of widespread adoption of reduced
tillage systems in reducing sediment and phosphorus loading to Lake Erie, the
LRIS was again used to develop the soils data into a format that could be used
with the Universal Soil Loss Equation. Estimates of existing gross erosion
and total phosphorus transport were calculated for comparison with total trans-
port which would result when appropriate no-or-minimum tillage systems were in
operation on 100% of all cropland where those systems could be applied with no
seriously adverse economic effect. The analysis indicated that sediment delivery
could be reduced by 41%, and total phosphorus by 26%.
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2.1.2 POINT SOURCE POLLUTION ABATEMENT PROGRAM

There are a number of intervention points in the planning, design,
and operation of treatment facilities to affect their impact on water quality.
By far, the most cost effective is at the planning stage. At this stage, the
size and location of treatment plants and the collection system are determined
as a function of population growth and those factors which affect its spatial
allocation. Historically such decisions are determined through a mix of per-
ceived trends, local politics and real estate developers. LRIS introduced a
new dimension, the environment. Physiographic features and regions are mapped
for the facility planning area using LRIS. Each feature is characterized in
terms of development attributes such as: excavation, drainage, grading, etc.
Specific capability functions have been coded into the LRIS. Hence, it is pos-
sible to map an area's capability for residential, commercial/industrial develop-
ment or for underground facilities.

The LRIS environmental capability maps can be overlayed with local land use
maps, trend growth maps and existing land use maps to form a readily understood
graphic evaluation procedure. Proposed facility plans can then be evaluated
according to their compatibility with the soils and geology of the area, minimi-
zing the pollution potential from a facility.

2.1.3 HOME SEWAGE SYSTEMS

The combination in the TMACOG area of extensive rural development,
the predominance of soils unsuitable for septic systems, and a network of drainage
ditches, makes for a condition called "Black Water". Poorly functioning on-site
disposal systems drain into local ditches causing poor water quality and a pot-
ential health hazard. LRIS was used to map a septic tank capability for the
region based upon basic soils data. Local health officers and sanitary engineers
can now use the map to guide rural development, avoiding unsuitable areas.

2.2 COMPREHENSIVE LAND DEVELOPMENT PLANNING

LRIS can also assist in the integration of the many categorical planning
programs, water quality, housing, transportation, etc. into a comprehensive
region-wide planning program. One way it can do this is by the Urban Service
Area concept. Highway congestion, the availability of nearby parks and recre-
ation facilities, a wide choice in housing, convenient shopping, commercial,
cultural, and entertainment centers, and a viable local economic base -- these
are all very strongly affected by public investment decisions. The Urban Service
Area concept is a means for managing public resources so as to maximize the
use of existing infrastructure, and insure a coordinated public investment stra-
tegy consistent with environmental, economic and land use policy objectives.
LRIS provides the ability to delineate and evaluate these service areas.

In delineating the service area, the first step is to measure the carrying
capability of the area presently served by sewer and water. LRIS can be used
to identify urban open space and evaluate it for its development capability.
As a guide to expansion, areas of potential conflict between development and
agriculture are identified on an LRIS generated map. This, along with the other
land use and environmental capability functions , is used as a part of a methodology
to identify areas suitable for expansion.

3.0 IMPLICATIONS FOR RESOURCE MANAGEMENT SYSTEMS

The fundamental task of any public agency is the effective management of
public resources. A pre-requisite for sound public investment decision-making
is local capability to solve problems and inplement solutions. This requires
the existence of a comprehensive management structure as well as the necessary
data, tools and analytical procedures.
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3.1 NATURAL REGIONS AND FEATURES

The use of LRIS in the delineation and functional characterization of natural
areas will have long term implications for the management and institutional
frameworks governing sub-state units of government.

City and county lines have a long tradition, are firmly implanted in the
legal/institutional structure of local government, and are part of each resident's
sense of place. Metropolitan regions, based largely on trip patterns, also enjoy
an identity in the minds of their inhabitants which may or may not be reflected
in the local governmental structure.

The least identifiable areas are those which are based on common natural
features. River basins and unique or sensitive environmental areas are usually
distributed among many political jurisdictions. Sometimes citizen/environmental
groups who may share a common concern for such an area mav form a link among the
many local governments and agencies. But such links often breakdown, lack of
interest, membership continuity, and their weight and standing with local officials
can change with the next election.

The challenge, then, is to integrate natural areas as management areas into
the local institutional structure. Here is where LRIS has proven invaluable. It
has allowed us to identify such areas, and through various graphic output devices
has provided us with the means to communicate the concept of natural areas in a
meaningful way.

TMACOG's Water Quality Management Plan has integrated natural areas into
its proposed management structure. Specific programs regarding home sewage
systems, agricultural runoff abatement, sewer service facility evaluation,
comprehensive land use planning, all embody the concept of natural areas as
management areas.

TMACOG has identified physiographic regions and features based on LRIS
analysis of soils and geologic data. These are basic land resource units, each
characterized by a unique set of opportunities and constraints on their use.

These areas provide the basis, not only of water quality planning, but pro-
vide input to local land use decisions. It is the aim of ecological planning
to successfully integrate human activities with the natural system. To accomplish
this we have described the region according to the characteristics that influence
human activities and, in turn, how those activities would have to be modified in
order to successfully adapt to those same natural characteristics. The activities
investigated include: residential development, intensive development such as
industry and agriculture and open space.

Each physiographic unit is analyzed for activities relevant to development
such as clearing, excavation, soil stability, on-site sewage disposal, etc.
The result is a guide which identifies those areas propitious for development,
and also outlines the necessary adaptation if development takes place. For
example, detailed knowledge of the specific limitations of a particular natural
unit (e.g., Sand Hollows) can be translated into performance zoning available
to local government to guarantee the successful adaptation of any development.
The advantage is that unlike conventional zoning which is usually expressed in
terms of a single type of use, performance zoning is expressed in terms of the
natural characteristics of the site and allows a variety of uses as long as
it conforms with the required adaptations.

3.2 SURFACING ISSUES AND ARTICULATING THE LOCAL VIEW

One consequence of analyses such as those described above is that issues,
problems and potential conflicts surface early. The purpose of planning is not
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necessarily to resolve conflict, rather its function is to spotlight potential
problems and test alternative solutions. The assumption is that it is less
expensive to do so in the abstract, before the concrete has a chance to set.

Another major benefit of the LRIS based analytical process is its use as
a communications device. This is where the alternative graphic output modes of
LRIS are very useful. It has been our experience that the immediacy of a color
land use map or a residential capability map increases the impact of the informa-
tion on elected officials and other public policy decision makers.

LRIS makes it possible to express the community and regional viewpoint in a
organized and well structured context. This greatly enhances its chance of being
heard and influencing federal decisions. In the long-term the cumulative effect
could be to incorporate the common concern of the region into federal policy
formulation, possibly reversing the trend of federal encroachment on local
government decision-making.
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ABSTRACT

Many earth-oriented remote sensing spacecraft and air-
craft programs are affected by the presence of c-louds. Like
aerial photography, they require clear or mostly clear skies.
To cope with the cloud problem, the National Weather Service
through its Spaceflight Meteorology Group (SMG) of the Space
Operations Support Division makes cloud cover forecasts, as
part of its specialized weather service for various NASA remote
sensing and other programs. Forecasting requirements vary in
time from a few hours out to several days and in areal extent
from a particular locality to nearly global in coverage. Depend-
ing on the stage of program development, some remote sensing
programs may involve special climatological studies for planning
purposes or need ground-truth data for comparison with remotely
sensed information.

This paper will discuss briefly the importance of computer
and weather satellite products to the SMG meteorologist and
describe the nature of SMG's weather support of past, present,
and future remote sensing programs. Hopefully, as a result of
this paper you will agree that when the weather forecaster is
an active participant in specific programs, the chances of
success are greatly improved.

1. INTRODUCTION

Remote sensing programs differ greatly as to sensors used; i.e., cameras, microwave
radiometers, multispectral scanners, laser profilers, scatterometers, etc.. A program may
involve a single sensor or a combination of sensors. The purposes of the many programs are even
more varied than the kinds of sensors involved. Yet, regardless of the diversity in sensor types
and program objectives, there is a common factor - the weather, which in some way affects all
of them. The presence of clouds interfers with many earth-oriented remote sensing programs from
spacecraft and aircraft. Usually, clear or mostly clear viewing conditions are required. Aerial
photography, of course, is a very old example of an operation which required clear skies and good
visibilities.

To cope with the cloud problem, the Spaceflight Meteorology Group (SMG) makes cloud cover
forecasts in support of various NASA remote sensing and other programs. Forecasting requirements
vary in time and areal extent; in time, from a few hours out to 5 or 6 days and in areal extent,
from a specific locality to almost worldwide coverage.

Since 1960 the SMG has provided operational weather support for all NASA's manned space
missions - Mercury, Gemini, Apollo, Skylab and the joint United States-Russian Apollo-Soyuz Test
Project. Until 1972, when we began daily global cloud cover forecasts for the Earth Resources
Technology Satellite (ERTS, now Landsat) Program, our experience with downward-viewing sensing
experiments had been with those involving the Manned Space Program and related photography from
NASA aircraft. The Landsat Program is an excellent example of how the meteorologist uses remotely
sensed information from one program; namely, weather satellite cloud imagery, to support another
remote sensing program - NASA's Earth Resources Program. With the launch of Landsat-C in
September of this year, both daytime and nighttime global cloud cover forecasts will be required
because of the added night sensing capability.
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Of a different nature was our involvement in the Geodynamics Experimental Ocean Satellite
Program (GEOS-3) and the Tropospheric Research Technology Operating Plan (TRTOP). For GEOS-3,
conventionally derived sea state conditions - both those manually prepared and computer generated,
were provided for comparison with the data obtained by the GEOS-3 radar altimeter. For TRTOP,
satellite derived relative cloud cover climatology was used as an aid in selecting over 100
worldwide ground-truth monitoring sites, of which detailed cloud climatological statistics were
prepared from standard weather summaries for some 60 of the initial sites.

Presently, other than the Landsat Program, SMG supports part of NASA's Airborne Instrumentation
Research Program, which like Landsat involves experiments in almost every scientific discipline
associated with the earth and its environment. Also SMG makes daily forecasts of various weather
parameters for the Jet Propulsion Laboratory which is developing a weather model to provide near
real-time predictions of weather induced X-band communication degradation at NASA Deep Space Net-
work tracking stations in support of the forthcoming Mariner-Jupiter-Saturn '77 project.

Lastly, there is the upcoming Shuttle Era with six Orbital flight Test missions to begin
in 1979. On two of these missions earth viewing activities are planned and probably will require
support similar to Skylab.

The above summation of SMG's participation in past, present, and future remote sensing programs
serves to illustrate the diversity of the various programs and yet there is always the weather with
which to contend. It is difficult to conceive how weather support for today's various remote
sensing programs would be possible without the aid of modern computers and meteorological
satellites. Lacking the information provided by these important tools, weather support for remote
sensing programs, particularly those having nearly global requirements, would revert to little
more than mere climatology for much of the world. Fortunately, developments in these areas have
pretty much kept pace with the changing needs of the nation's manned and unmanned space programs
during-the 1960s and 1970s.

In what follows the importance of computer and meteorological satellite products to today's
meteorologist will be discussed briefly and the nature of SMG's weather support for various remote
sensing programs will be described.

2. IMPORTANCE OF COMPUTER AND METEOROLOGICAL SATELLITE PRODUCTS
IN WEATHER SUPPORT OF REMOTE SENSING PROGRAMS

Before the development of electronic computers in the 1940s, weather forecasting was very
much an "art" like the early days of flying when they flew by the "seat" of their pants. Fore-
casting skill was largely related to one's experience and based primarily on methods of short
term extrapolation and recognition of weather patterns including historical knowledge of their
most likely sequence of subsequent change. But, the development of the computer in the early
1940s changed all of that.

Electronic computers make it possible to use theoretical models of the actual atmosphere
and after myriad mathematical computations, produce analyses and prognoses showing the present
and future locations and development of pressure systems (and much other useful information) to
aid the forecaster. The present global and hemispheric Primitive Equation models furnish
forecast guidance with useful accuracy out to 5 or 6 days. One experimental model under evalua-
tion shows some skill on forecasts out to 15 days.

Whereas, computer programs furnish the forecaster information on the movement and development
of pressure systems, it is the meteorological satellite information in the form of cloud photo-
graphs that provides the most reliable depiction of the clouds and cloud systems. This fact was
immediately apparent from cloud photographs taken by the first meteorological satellite (TIROS 1)
launched in 1960.

Satellite cloud photographs are unique in that they provide pictorial representation of
the integrated effects of the physical processes at work as evidenced in the clouds and cloud
system. Such a perspective permits the meteorologist to deduce many important details regarding
weather features of almost every scale as well as something about their interrelationships. In
fact, meteorological satellite photographs provide the forecaster an ove-view and insight not
possible by any other means. Many synoptic features, such as, cyclonic torms, fronts, jet
streams, ridges, troughs, and vortices are often easily discernable and f great value in weather
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analyses and short range forecasting.

Current NOAA polar orbiting satellites provide twice daily global coverage (about 9:00 a.m.
and 9:00 p.m. local time). Satellite cloud depictions are particularly helpful in making
weather analyses for approximately 70 percent of the earth's surface which has a very limited
number of surface and upper air reports. Especially over the vast ocean areas of the Southern
Hemisphere, about the only information available is the weather satellite depiction of polar
storms and associated frontal systems, and of various tropical weather types. Even where many
reports exist, the satellite views of the cloud and cloud systems reveal details which are not
otherwise discernible.

Besides cloud imagery, NOAA polar orbiting satellites also obtain, by means of the vertical
temperature profile radiometer (VTPR), profiles of temperature and moisture between the space-
craft and the ground. These VTPR soundings along with radiosonde and aircraft data are utilized
in the computer models mentioned earlier which provide guidance regarding the movement and
development of pressure systems.

In addition to the twice daily global satellite data available from NOAA polar orbiting
spacecraft, NOAA GOES geostationary satellites provide 24 hour infrared and daytime visible
coverage of North and South America and the adjacent ocean areas. Both GOES visible and infrared
imagery are available as still pictures usually at 30 minute intervals and time lapse movie
loops. In special situations such as tornado and hurricane conditions, the picture interval is
reduced to 15 minutes. Cloud depiction from above gives a much better idea of where the signi-
ficant weather is occurring. Movie loops enable the meteorologist to examine lower and upper
level motions as revealed in the movement of clouds and cloud systems.

As important as computer and meteorological satellite products are in supporting remote
sensing programs, you cannot eliminate the weatherman from the program when clouds and weather
are a problem. The man-machine combination recognizes the fact that weather forecasting still
has a high degree of "art" left in it. Generally, when the meteorologist is an active participant
in specific programs, the chances of success are greatly improved. What follows describes the
nature of SMG's involvement in past, current, and future remote sensing programs.

3. WEATHER SUPPORT FOR REMOTE SENSING PROGRAMS

The role of the meteorologist with regard to weather support for remote sensing programs
varies greatly. It may involve premission planning, the ROTE phase,mission operations or
postmission analysis. Mainly our work is operational support. In the Apollo Era of the U.S.
Manned Space Program, SMG was involved in some aspect of all the different phases. Our
participation in -the Space Shuttle Program, as it unfolds, very likely will be similar to our
role in Apollo. I would like to describe the nature of SMG's participation in several earth-
sensing programs (manned and unmanned) to show how weather information can be used to accomplish
specific program objectives.

3.1 U.S. Manned Space Programs

3.1.1 The Apollo Era - Mercury, Gemini, Apollo, Skylab, and Apollo/Soyuz

On July 1, 1960 the antecedent unit of what is now SMG was formed to provide weather
support to NASA's Project Mercury. In the early Mercury days there was only partial global
weather satellite coverage from TIROS-1, the first U.S. weather satellite launched on April 1, 1960.
Computer barotropic atmospheric forecast models reached precariously out to 72 hours. In the
Mercury program photography was mostly on a target-of-opportunity basis, although some forecasts
were made for specific downward-viewing experiments. These forecasts were based upon climatology
and on whatever weather satellite and conventional observations were available in the vicinity
of the targets.

On the Gemini flights there was a number of experiments which required the photography of
selected earth or cloud features or which required that the astronauts see particular features.
The main aim of the Gemini series was the development of manned spaceflight technology . Therefore,
there was only limited time for the scientific experiments, and only a limited supply of fuel
available for reorienting the spacecraft to get the proper viewing attitude. Sometimes fore-
casting was important in scheduling the activities of the crew. Throughout most of the Gemini
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series the Spaceflight Meteorology Group (SMG) prepared one map each day showing the continental
areas where less than three-tenths cloud cover was expected for the daylight passes of the space-
craft.

Color and sometimes infrared photographs of earth features and cloud systems were a significant
product of the Gemini scientific program. However, the great majority of the views taken did
not require specific forecasts. They were taken as the opportunities arose as part of the general
documentation of the flights or in response to prior requests by the experimenters; but some
were the result of specific forecasts that the desired features could be seen on particular passes.

In addition to the photographic efforts, there were other experiments which depended on fore-
casting. For example, on Gemini 5 and again on Gemini 7, there was an investigation of the visual
acuity of the crew. One part of this investigation involved the sighting of an array of large
white rectangles placed on uniform terrain near Laredo, Texas. The crew had to judge the orienta-
tion of the rectangles — which varied from 152 to 610 feet in length -- to indicate just how
small a feature they could see. At one point in the Gemini 7 mission the prediction called for
clouds to move over the ground site in about 48 hours and to preclude the conduct of the test at
the times at which it had originally been scheduled. Because of that forecast of unfavorable
weather, the visual acuity experiment was re-scheduled a day earlier than planned and was conducted
successfully. It should be noted that the location of a relatively small target, such as the
array of white rectangles in the visual acuity experiment, is difficult to spot in the brief time
that it is within the astronauts viewing range. With even a few clouds in the area the difficulty
is increased.

In the two manned Apollo earth-orbiting flights, Apollo 7 in October 1968 and Apollo 9 in
March 1969, there were quite a few areas scheduled for photography. In the Apollo 9 mission with
its greater emphasis on scientific benefits of spaceflights there was a particularly active program
of forecasting for a great many potential targets on earth. As in the Gemini program, daily
forecast maps were prepared which showed the areas where less than three-tenths of cloudiness was
expected.

One of the many aims of the Apollo 9 mission was to get pictures of that year's extensive
snowcover in the remote higher elevations of northern Arizona for the Office of Hydrology of
the National Weather Service. After many days of cloud cover in that area the forecast for March 12
called for sufficiently clear skies. Accordingly, the crew was prepared and the spacecraft was
oriented for photography to the north as it passed near that area. Several excellent pictures of
the snowcover were obtained.

The Skylab missions, which required SMG to nake sky cover forecasts as part of its overall
weather support, involved extensive earth-oriented sensing experimentation. Unlike the Gemini
and Apollo missions, where daily forecast maps showing continental areas where less than three-
tenths cloud cover was expected for all daylight passes, forecasts for Skylab dealt with up to 4
or 5 candidate passes (each involving a number of experiments) selected five days in advance.
Outside the U.S. initial selection was largely on a climat'ological basis. For the U.S. preliminary
selection was made based on 5-day forecasts- Final-selection of 1 to 2 passes for recording
remote sensed data was made from a 2-day forecast covering all the candidate passes initially
chosen three days earlier. The 1 to 2 passes selected to be-recorded were the ones having the
highest expectancy of favorable weather conditions in relation to the number of experiments
along each particular pass. Time-lines of crew activities were developed from 1-day forecasts
which took into account changes in weather during the preceding 24 hours affecting the designated
tracks. The final go/no-go decision to record along the time-line was made about three hours
before the time of overflight and was based upon the latest satellite and other available data.

Granted, such a selection process is raider involved. However, some 90 percent of Skylab's
remote sensing program objectives were accomplished during the three Skylab missions. This was
a much higher success factor than had been expected on the basis of premission assessment, and
in part reflects favorably on the quality of weather support rendered. Skylab experiments were
not confined to continental areas but included the ocean areas as well. In addition to forecasting
cloud cover (clear, partly cloudy and cloudy) along the tracks, forecasts of frontal positions,
storm centers, high pressure areas and wind and sea conditions were also indicated.

One sensor package aboard Skylab was the Honeywell S-192 multispectral scanner. Experimenters
and applications mission planners wanted to compare the 13-channel skylab scanner with the four-
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channel Landsat system to determine if the more advanced S-192 could achieve results not already
obtained by the existing Landsat system or by other, cheaper ground or aircraft sensors.
Unfortunately, random noise in Bands 1-5, those in the visible spectrum that were most directly
comparable to Landsat bands, precluded such an evaluation. After more than a year's effort
some of the noise was removed. This data along with that from the best channels (bands 7, 9 and
11 in the near-and mid-infrared part of the spectrum) provide a broadened collection of useful
information for the Skylab experimenters and for future research. Channel 11 is of special
interest to agriculture researchers. It has the potential for distinguishing between types of
vegetation in imagery, possibly because of the way water is subdivided in plant cells. This
band is being considered for use in a thermatic napper on Landsat-D which is another reason for
interest in it. Resolution is higher in the S-192 system than in present Landsat imagery.

Skylab instrumentation also included a radar altimeter, which was the forerunner of the
instrument flown on the Geodynamics Experimental Ocean Satellite (GEOS-3) Project to be discussed
later. The Skylab experiment among other things was to demonstrate the use of radar altimeters
to detect and measure oceanographic features such as surface roughness and wave heights. During
the Skylab mission, SMG made forecasts of wind and sea conditions along a number of passes over
both the Atlantic and Pacific oceans. After the mission careful analyses of surface information
for selected portions of some 20 passes were made to provide the best estimate of winds, wind
waves, swells and weather conditions for comparison with sea conditions measured by the radar
altimeter.

Weather support for the earth-viewing experiments during the joint United States-Russian
Apollo-Soyuz Test Project was similar to that for the Skylab missions.

3.1.2 Space Shuttle Era

The role of the SMG meteorologist becomes more operational as the Shuttle Program progresses
phase by phase toward the operational Shuttle flights of the 1980s. So far our involvement has
been primarily with such matters as meeting overall weather support requirements; special studies
involving the effects of certain meteorological conditions on Shuttle landing and rollout;
Shuttle approach and landing test simulations; weather aspects in the selection of foreign and
domestic contingency landing airfields. SMG also supports the shuttle Astronaut training
aircraft operations out to Ellington AFB (Houston, Texas) which began last year.

Recently the "captive inert" (orbiter unmanned) phase of the space shuttle orbiter approach
and landing test (ALT) program was completed. This phase, consisting of five flights evaluated
the flight envelope of the carrier aircraft/orbiter combination. In late May the "captive
active" flights will begin with two astronauts aboard the piggyback shuttle orbiter operating
its systems. Up to six flights may be involved. Between July and January 1978, eight free
flights are scheduled in which the oribiter will be released from the carrier aircraft as the
final phase of the ALT Programs.

With each passing phase of the flight testing programs, the consultant/advisory role of
the SMG meteorologist to the NASA Johnson Flight Directorate personnel becomes increasingly
more active. In 1979 six orbital flight tests are scheduled and operational shuttle missions
will start with the Spacelab-1 mission in mid-1980. With the orbital missions the scope of the
meteorologist's responsibility shifts from that of a local area to one involving essentially
global operations.

The timetable for reaching specific shuttle development goals noted above makes one
realize that shuttle operations are just around the corner. Earth-viewing activities are
scheduled for two of the six orbital test flights in 1979. Spacelab-1 in 1980, a joint NASA
and European Space Agency (ESA) undertaking, will be a one-week long mission keyed toward
atmospheric and-solar/terrestrial research, but also will involve significant space processing
and life sciences projects. Seventeen NASA Sponsored and 61 ESA research proposals have been
selected for the Spacelab-1 mission. NASA's research proposals involve 86 investigators and
ESA's 61 proposals involve some 136 scientist. Undoubtedly, a number of the earth-oriented
experiments will be affected by clouds thus requiring weather forecasting. Most likely, SMG
weather support for earth-sensing Spacelab-1 experiments will be similar to that of the Skylab
missions. When the Shuttle program reaches full development in the mid-1980s, up to 40 missions
a year are anticipated.

1391



3.2 Earth Observation Programs

3.2.1 Aircraft Programs

Since 1970, SMG meteorologists have provided weather support for earth sensing aircraft
experiments conducted by the NASA Johnson Manned Spacecraft Center. In the early 1970s the
NASA Earth Observations Aircraft Program (EOAP) was very active, partly as background for
experiments scheduled on future space programs. A major effort of EOAP was the 1971 corn blight
watch. The purpose of that experiment was to obtain repetitive color photographs in the near-
infrared visible spectrum along more than 40 selected flight lines covering the belt of states
from Ohio westward to Kansas and Nebraska. The objective was to obtain cloud free photographs
of all flight lines every 2 weeks during the period June 15 to October 1. These photographs were
analyzed to determine the degree of infection from the Southern Corn Leaf Blight and to
monitor the development and spread of the disease. Almost daily forecasts of the cloud cover
were required to schedule high-altitude aircraft flights over the target lines. Most flights
were made by an Air Force RB-57F flying at an altitude of about 60,000 feet. Due to sun angle
requirements for optimum lighting these lines could be photographed only during the hours
0900-1500 CDT.

To support the corn blight survey flights, SMG meteorologists were deployed to support
aircraft operations first out of Scott AFB in Illinois and later out of Forbes AFB in Kansas.
The meteorologist working with the on-site mission manager and aircraft commander were for the
most part able to capitalize on the brief periods of generally clear weather before daytime
cloudiness developed and following occasional weak frontal passages. In general there were
few of the 2 week periods where any significant segiments of the required flight lines were
missed due to weather. Direct radio communications with the flight crew were very important
to the high degree of success achieved. Such direct contact with the aircraft provided the
flexibility to confirm or modify preflight instructions regarding developing weather conditions.
The type of remote sensing technology demonstrated in the corn blight and other EOAP experiments
is now being used in the Earth Resources Technology Satellite (ERTS - now Landsat) Program.

Again in November 1974, a SMG meteorologist was deployed with the flight crew of a NASA
C130 aircraft to Copenhagen, Denmark. The purpose of the mission was to conduct flights out
over the North Sea to calibrate radiometer-scatterometer (RADSCAT) and dual-frequency scattero-
meter (DFS) equipment. The RADSCAT equipment was flown later on the GEOS-3 satellite as part
of the NASA Earth and Ocean Physics Applications Program (EOPAP). The North Sea flights were
looking for high-wind, rough-sea conditions in various ranges to augment earlier calibration
data. Fortunately, the weather cooperated and three missions were flown, one of which was a
very good mission encountering the higher wind speeds desired ranging to more than 50 knots
with accompanying seas. Improved RADSCAT and DFS equipment will be flown along with other
instrumentation on SEASAT-A in May 1978 which is also part of EOPAP. The GEOS-3 and SEASAT-A
Projects will be discussed later in regard to SMG's involvement. From the foregoing it is
readily seen how interrelated are the aircraft and satellite programs, both manned and unmanned.

As mentioned earlier, the aircraft program was very active during the first'part of the
1970s. The NASA Johnson SMG office, as part of its overall center support, provided forecasts
for EOAP flights covering the central and western part of the U.S. When the aircraft staged
out of Langley Virginia or McGuire AFB in New Jersey, weather support was furnished by SMG
meteorologist at Washington, D.C.. A typical mission usually involved 8 to 10 experiment sites
scattered- over a several state area. Next day scheduling was based on a 24-hour forecast,
selecting sites where most favorable weather conditions were expected and the aircraft readied
accordingly. On the morning of each flight prior to alerting the flight crew, the final go/
no-go decision would be made by the mission manager after being briefed on the latest weather
conditions by the SMG meteorologist. The main benefit of this type of weather support arrange-
ment is that havinn a meteorologist specifically responsible for mission support increases the
opportunity to capitalize on favorable weather conditions. Also, it permits more orderly use
of flight crew ground time.

Today, the NASA Johnson aircraft program, now known as the Airbourne Instrumentation
Research Program (AIRP), is not as active as in the early 1970s. AIRP aircraft remote sensors
include cameras, microwave radiometers, multi-spectral scanners, precision radiometer therometer,
laser profiler, and scatterometers. Various combinations of these sensors are used to obtain
data at locations throughout the U.S. for use by some 100 scientific investigators. Like EOAP,
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AIRP is part of NASA's Earth Observation Program developing remote sensors and remote sensing
technology.

3.2.2 Landsat - Earth Resources Technology Satellite Program

Remote sensors aboard the Landsat spacecraft put the whole earth under a microscope. Circling
the globe every 103 minutes in a near polar 920-km (570-mi.) orbit, the spacecraft's remote
sensors view a 185-km (115-mi.) wide strip along a ground track running nearly north-to-south
at an angle to the'equator of 99 degrees. In this type of orbit, surface coverage of the Earth
progresses westward, with a slight overlap, such that complete global coverage is obtained once
every 18 days. Landsat-1 (launched July 23, 1972) and Landsat-2 (launched January 19, 1975)
are in sunsynchronous orbits with equator crossings at the same time (9:30 a.m. local time)
every orbit. Both spacecraft carry the return beam vidicon camera subsystem and the multi-
spectral scanner subsystem.

Synoptic, repetitive coverage of the Earth's surface under consistent observation conditions
is required for maximum utility of the multispectral imagery collected. Later this year with
the launch of Landsat-C nighttime sensing will be possible because of the addition of a fifth
channel to the multispectral scanner in the infrared spectral band.

Data from the remote sensors of the Landsat spacecraft are used by more than 100 research
teams in Federal, State and Foreign Governments, international organizations, universities and
private companies involving the scientific disciplines relating to the Earth, its resources and
their use. More than 40 states and more than 40 foreign countries participate in the Landsat
follow-on Investigative Program designed to show the practical benefits in resource management
utilizing remote sensing from space. Applications of Landsat data are being made in such fields
as agriculture, forestry, range resources, marine resources, oceanography, mineral and land
resources, mapping and charting, water resources, environment, and land use.

But, what about clouds? Cloud cover interfers with obtaining remote sensed imagery of
the Earth's surface. Where clouds exist, reduction in coverage is unavoidable, but it would
be wasteful to use up the limited lifetime of the spacecraft recorder on useless imagery.
Hence, NASA's operational plans for Landsat included cloud-cover forecasting. To meet this
need the SMG Washington Section provides operational global cloud cover forecasts for Landsat
support. As a result of SMG's extensive experiences in meeting the worldwide weather requirements
of the Manned Space Program, SMG was the logical choice to provide cloud cover support for the
Earth Resources Technology Satellite Program.

Each day a forecast of cloud cover is prepared for all the land areas and some adjacent
ocean areas beneath the track for each of the next day's 14 passes. For the first pass, the
forecast is about a 24-hour prediction; and for the last pass about 48-hours. The cloud
forecasts are made in three categories: "clear" (0 to 30 percent sky cover), "partly cloudy"
(31 to 69 percent), and "cloudy" (70 to 100 percent).

Daily forecasting of cloud cover for all parts of the world a day or two in advance is
certainly not an easy task. The SMG Washington Section making these forecasts is colocated
with the National Meteorological Center (NMC) and pertinent parts of the National Environmental
Satellite Service (NESS). It has ready access to the global data and products of these two
NOAA components. In making the cloud cover forecasts, the forecasters have available all NMC
data and guidance products to use in estimating the future location of pressure systems. A
special computer program adapts the NMC guidance information to the map base and orbit times
to meet the needs of the Landsat Program. The clouds associated with the various weather systems
(and clouds not identified with features on analyses) are most reliably depicted in weather
satellite photographs. Movie loops made from GOES satellite imagery are also helpful to the
forecaster. The basic importance of computer and weather satellite products to the meteorologist
in support of today's remote sensing programs has already been discussed. One might almost say,
the meteorologist would be lost without them. Certainly the quality of weather support would
be adversely affected if they were not available.

How good are the Landsat cloud cover forecasts? A recent verification of 69 days (966
orbits) of Landsat forecasts shows that when clear skies were forecast, they were observed
60 to 70 percent of the time for various parts of the world. Clear or partly cloudy skies
were observed about 85 percent of the time when clear conditions were forecast; thus indicating
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some useful information is possibly obtained ~nat much of the time.

On a few occasions, special requests for a nighttime forecast are received. One particular
case was to satisfy the requirement to take Landsat-2 photographs of "gas flaring" in the vicinity
of 32°N 06°E in Algeria for January of last year. Photographs taken captured the gas flaring
from petrolum production in that area. The most recent request for a nighttime forecast was
along the Santa Barbara channel area northward to San Francisco, California. From the weather
standpoint the target area was beautifully clear. Such requests are unusual in that nighttime
photographs are being attempted using daytime sensors.

Besides Landsat-C to be launched later this year which will have the added nighttime sensing
capability, NASA plans call for the launch of the Landsat-D spacecraft in 1981. It is not certain
at this tiW whether the multispectral (S-Band) scanner flown on the first three Landsat space-
craft will be flown on Landsat-D in addition to the planned high-resolution (X-Band) mapper.
NASA was unable to add the multispectral scanner to Landsat-D with its own funds. It remains
to be seen if users are willing to fund for inclusion of the scanner. Landsat-D will be designed
to be compatible with the Space Shuttle System for retrieval by the Shuttle orbiter.

3.3 Ocean Satellite Programs

3.3.1 Geodynamics Experimentals Ocean Satellite (GEOS-3) Project

The GEOS-3 satellite was launched the first part of April 1975. The primary objective of
the GEOS-3 Project was to demonstrate thi feasibility of utilizing an on-board radar altimeter to
measure the time-varying behavior of the ocean's surface and the departure of the sea surface
from the geoid, as well as to investigate altimeter instrumentation technology. The altimeter
measured variations in the shape of the leading edge of the reflected radar pulse from the ocean's
surface. To obtain engineering data on altimeter performance, it was necessary to measure and
evaluate parameters such as sea surface roughness and spacecraft libration. To achieve this the
altimeter had to be calibrated over an ocean area; the area just off the East Coast of the U.S.
was used. Altimeter accuracy was determined by comparing the altitude measured by the altimeter
to the spacecraft altitude determined by independent tracking systems located at Wallops Island,
Virginia; Cape Kennedy, Florida; Grand Turk; and Bermuda. Precision and resolution were deter-
mined by comparing sea surface profiles resulting from altimeter measurements with profiles
determined by independent methods.

SMG's primary involvement with GEOS-3 dealt with providing independently determined sea
surface profiles for comparison with those determined by the spacecraft altimeter. For the
better part of a year, SMG provided the NASA Wallops GEOS-3 Project Manager ground-truth information
based upon standard hindcasting procedures using surface weather charts for the two or three
passes each day over the calibration area off the East Coast. Separate determinations were made
of the wind wave and swell components which together are a measure of the sea surface roughness.
Ground truth for some portions of passes outside the calibration area were also estimated.
Hindcasting methods represent average conditions along the track and not the instantaneous
conditions as measured by the altimeter. Hence, only comparisons of average conditions were
possible. Naturally, there were times where significant differences were noted. Generally,
there was reasonable agreement when significant changes in sea surface roughness took place even
though altimeter recorded profiles usually indicated higher peak values than the hindcast method.
The GEOS-3 altimeter is more sensitive to the higher wave heights than the lower ones. It is
with the higher end of the wave height spectrum that the observer has difficulty in estimating
height values and also where hindcasting methods underestimate the higher values.

For the month of February 1976, a major effort was mele to evaluate the performance of the
altimeter. Sea surface conditions were recorded for all passes over the North Atlantic during
the month. The number of passes varied from seven to nine per day. For each pass, SMG provided
ground-truth which consisted of the heights and periods of wind waves (the significant wave
height - the height of the highest 1/3 of the wind waves) and swells as well as the direction and
speed of the wind at one minute intervals along the ground track. General weather conditions
were also indicated along each track. NASA Wallops personnel have made comparisons of the GEOS-3
sea surface profiles with those calculated by SMG. Comparisons with aircraft, data bouy, and
ocean weather ship information have also been made. Undoubtedly, the GEOS-3 and aircraft results
best represent the instantaneous variations in the roughness of the sea surface. In magnitude,
the altimeter results probably best represent a truer picture of the higher wave values. In
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spite of shortcomings in the various methods of obtaining comparative data, there was good
agreement much of the time. But there were also cases of substantial differences which left in
question as to which data source was the better estimate. Nevertheless, GEOS-3 without question
demonstrated the feasibility of measuring the sea surface roughness from space.

SMG is presently involved in the NASA SEASAT Ocean Dynamics Program in support of NOAA's
SEASAT-A Research and Applications Plan. The SEASAT-A system is unique because its instrument
complement is fully dedicated to oceanic requirements. Sensors on SEASAT-A, to be launched in
May 1978, will provide near all-weather monitoring of the ocean surface by utilizing the
microwave region with each type of microwave sensor represented. The SEASAT-A satellite will
carry four microwave sensors consisting of a radar altimeter, scatterometer, synthetic aperture
radar and microwave radiometer, plus a fifth sensor, a visible and infrared scanner designed
primarily for feature identification. With the exception of the synthetic aperture radar, there
is a strong space heritage for each of the instruments. Hence, each instrument has a high
probability of meeting its mission objective. The microwave instruments on the spacecraft will
provide data on surface wind fields, waves, storm surges, sea surface temperatures, currents, sea
and lake ice, geoid, tides and ocean pressure gradients unobscured by cloud or lighting conditions.

For now, SMG is working with other National Weather Service (NWS) personnel continuing to
examine the accuracy of GEOS-3 sea state data and looking into ways of possibly incorporating
GEOS-3 data in the current NWS computer sea state program experimentally. Such development work
using GEOS-3 data, if successful, paves the way for more expeditious use of SEASAT-A data operationally
either by incorporation in the computer sea state program or by modification of the computer output
products.

3.4 Deep Space Programs

3.4.1 Jet Propulsion Laboratory's Mariner-Jupiter-Saturn '77 Project (MJS '77)

For almost two years SMG has been working with the Jet Propulsion Laboratory (JPL) who has
developed a Weather Effects Prediction Model to forecast the degree of weather induced X-band
communication link degradation with regard to operation of NASA's Deep Space Network (DSN). The
model will predict atmospheric attenuation and noise temperature increase under differing weather
conditions affecting the X-band communications link between the DSN stations (Goldstone, California,
near Madrid, Spain and near Canberra, Australia) and unmanned space probs, such as, the MJS '77
spacecraft to be launched later this year.

Why is it necessary to predict the weather effects on X-band communications in the operation
of the DSN? Clouds and rain adversely affect the quality of the data received. The effect is
portional to the rain rate and cloud liquid water content which is a function of the water'particle
size and distribution. Under adverse weather conditions in order to maintain consistent high
quality picture receipt, it is necessary to slow the data rate, thus reducing the quantity of
data received. Under clear sky conditions, including Cirrus (ice crystal) clouds, consistent
high quality data receipt can be obtained at high data rates. The data rate may be varied from
about 115 kilobits/sec to about 7 kilobits/sec. Hence, advance knowledge of adverse weather
effects is desirable in making decisions concerning operation of the DSN.

Up until now, the weather effects model has been tested only for the Goldstone location using
actual forecast conditions. This is where SMG fits into the picture. We provide daily forecasts
for the 850, 700, and 500 mb. levels, cloud amounts, cloud heights, cloud types, precipitation
rate and thickness of the precipitating layer above the ground are also forecast. These forecast
values together with judiciously chosen values representing the liquid water content of the fore-
case cloud types are run by JPL through the computer weather effects model to obtain predicted
zenith angle atmospheric attenuation and increased system noise temperatures. The forecast results
are compared with measured on-site microwave and weather data to update the weather effects model
as necessary.

Weather conditions fall into three general categories: Clear, clouds (partly cloudy to cloudy)
without rain, and clouds with rain. For the clear category, weather model forecast values indicate
noise temperature increases of less than 1° Kelvin which are in good agreement with measured values.
For the partly cloudy to cloudy, no rain situations, increases are small usually 1 to 2° Kelvin at
zenith indicating that effects of clouds without rain are small. For the rain category, the two
dry winters in southern California have not provided much opportunity to obtain forecast and measured
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results to compare. However, hurricane Kathleen which crossed the extreme northern part of Baja
California on the 10th of September last year, produced considerable rain in southern California
and provided a good opportunity to compare the results of the SMG/JPL forecast values with
measurements taken at the Goldstone site.

Hurricane Kathleen formed on the 6th and 7th of September about 600 miles south of the
southern tip of Baja California. On the morning of the 9th, Kathleen was moving slowly NNW'ly and
was located about 225 miles SW of the tip of Baja. Later on the 9th, Kathleen began to accelerate
and tend more N'ly in direction. Acceleration continued on the 10th with Kathleen crossing the
Baja California coastline about midday 100 miles south of San Diego. The remains of Kathleen spent
herself over southern California and the Southwest.

Now, let us consider the 1, 2, and 5-day SMG forecasts verifying at 2000 G.C.T. for the Goldstone
area. Only the 1-day forecast called for rain affecting the antenna site. When the 5-day forecast
was made, the cloudiness in the area where Kathleen formed did not indicate any evidence of an
organized circulation. GOES satellites provide 24-hour surveillance of the whole area. Disturbances
which form south of Baja generally move W or NW'ly and dissipate when reaching the colder waters.
Some do recurve striking Baja, but few cross the coast far enough north to affect the southern
California area. The SMG 2-day forecast called for clouds only for the Goldstone area. At the time
of the forecast, Kathleen was expected to move inland over Lower California further south than she
did and produce clouds but no rain at the antenna site. By the time of the 1-day forecast, it was
evident that Kathleen would definitely affect the antenna site; accordingly, the SMG forecast called
for a thick layer of clouds and a rain rate of 25 mm/hr. (1 in./hr.).

The 1-day forecast (clouds + 25 mm/hr. rain) calculated a noise temperature increase of 58.51°K.
The 10 mm/hr. rain rate observed calculated an increase of 30.18°K. The measured values over a four
hour period centered on the forecast time, local noon P.S.T., show variations from 15°K to 60°K.
For three hours of this period, the measured values fluctuated within 10° either side of the 50°K
noise temperature line. Granted there are a number uncertainties regarding the accuracy of weather
forecasts, their verification and the nonhomogenuity of weather conditions surrounding the
antenna site. Nevertheless, the differences in the forecast and observed values in this case seem
reasonable and suggest that at least model results are in the right ball partk.

Recently, SMG began making weather forecasts for the antenna site near Madrid, Spain. Fore-
casting for the site near Canberra, Australia will probably begin later this year when background
work now in progress is completed.

3.5 Miscellaneous Programs

3.5.1 NASA Langley's Tropospheric Research Technology Operating Plan (TRTOP)

From time to time, SMG has provided meteorological assistance for Langley programs. One such
project involved operational forecasting for RB-57 aircraft clear air turbulence investigations
over the middle Atlantic coastal states. The most recent project in support of Langley's TRTOP
involved the selection of worldwide ground-truth monitoring sites in support of tropospheric
pollution monitoring satellite systems to be flown late in the 1970s. Most of their sensors
(visible and infrared) will have their observations degraded by the presence of clouds.

Satellite derived relative cloud cover climatology was used to make the initial selection
of over 100 worldwide ground-truth monitoring sites. Of this number, annual, monthly and 3-hourly
information for 0-1/8, 0-2/8, 3-5/8, and 6-8/8 total sky cover were derived for a network of 60
stations using available standard weather summaries. The cloud cover data was for use in computer
simulation studies.

4. SUMMARY

The purpose of this paper was two-fold: First, to be informative regarding meteorological
support rendered a number of remote sensing programs, and second, to be persuasive regarding the
role of the meteorologist when an active participant in specific programs. Hopefully, this has
been accomplished in an interesting manner.
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SATELLITE-TO-GROUND TRANSMISSIONS FOR AMATEURS AND PROFESSIONALS

Robert W. Popham

National Environmental Satellite Service
Washington, D. C.

SUMMARY

High school and college students, amateur radio enthusiasts, commercial
organizations and government agencies in more than 120 countries have built
or bought relatively inexpensive electronics equipment to receive images
transmitted directly from earth satellites. These Automatic Picture Trans-
mission (APT) and Weather Facsimile (WEFAX) ground terminals open new
horiEons for the scientifically-minded "amateur" interested in studying clouds,
snow and ice cover, ocean currents, and other terrestrial features, while at
the same time providing a challenge for those who like to test their electronics
expertise. Globally, government agencies use APT and WEFAX stations in con-
junction with conventional observation sources to support air and sea trans-
portation, fishing and wildlife management, locust control, agricultural needs,
development of natural resources, and a wide variety of other weather-related
activities.
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USE OF AN INERTIAL NAVIGATION SYSTEM FOR ACCURATE TRACK RECOVERY

AND COASTAL OCEANOGRAPHIC MEASUREMENTS

B.M. Oliver and J.F.R. Gower

Institute of Ocean Sciences
Department of Fisheries and Environment

Victoria, B.C., Canada V8W 1Y4

ABSTRACT

A data acquisition system using a Litton LTN-
51 inertial navigation unit (INU) has been tested
and used for aircraft track recovery and for location
and tracking from the air of targets at sea. The
characteristic position drift of the INU is compensated
for by sighting landmarks of accurately known position
at discrete time intervals using a visual sighting
system in the transparent nose of the Beechcraft 18
aircraft used. The angular direction data from the
sight in conjunction with the aircraft's attitude and
barometric altitude, enables the aircraft's 'true'
position to be determined. A modified cubic spline
interpolation routine was then used to approximate
the continuous drift of the INU with time. For an
aircraft altitude of about 300 m, theoretical and
experimental tests indicate that calculated aircraft
and/or target positions obtained from the interpolated
INU drift curve will be accurate to within 10 m for
landmarks spaced approximately every 15 minutes in
time.

For applications in coastal oceanography, such
as surface current mapping by tracking artificial
targets, the system allows a broad area to be
covered without use of high altitude photography and
its attendant needs for large targets and clear
weather. Data is collected in digital form enabling
the data to be easily processed and the results
plotted directly.

1. INTRODUCTION

For many airborne remote sensing applications, an accurate record of
aircraft position is essential. Over land, a simple and widely used technique
for obtaining this information is to compare photographs taken during the
flight with accurate control maps of the flight path area. This technique is
awkward, time consuming and cannot in general be used over water unless the
area to be studied is sufficiently close to the shore or to known navigation
markers. Several radar based or low frequency radio systems are also availableJ
but these are either not very precise (errors of * 100 m) or require the setting
up of auxiliary ground stations.

Inertial navigation produces an extremely precise measurement of aircraft
position and attitude, but has associated with it a reasonably large drift
error in position which, if uncorrected, would prove to be unacceptable for
many remote sensing applications. This characteristic drift can be compensated
for in hybrid systems in which data from a less precise but drift free sensor

1399

Preceding page blank



are also used1-2. The system described here uses a visual sight to make
periodic fixes on landmarks of known position to correct the drift error,
resulting in track recovery accurate to ± 10 meters. This system has been
investigated for use in flight path recovery for airborne survey operations3.
A particular advantage of using a sighting system for establishing aircraft
fixes is that the same apparatus may also be used to determine the positions
of additional sighted targets such as floating drogues or linear surface
features.

This paper describes the system configuration and the computations by
which the INS drift errors are determined from the sighting data. Results of
tests of system accuracy are presented, and several oceanographic applications
in mapping sea surface features and currents are discussed in detail.

2. INERTIAL SYSTEM AND TARGET SIGHTING APPARATUS

Details f the inertial/sighting system have been described previously,3

therefore, on^y a brief description is presented here. The inertial navigation
unit used was a Litton LTN-51 with standard software designed for airline
navigation. The unit operates by sensing aircraft accelerations along three
mutually perpendicular axes on a gyrostabilized level platform. The platform
is maintained level by applying torquing signals to the gyro axes derived from
the movement of the aircraft over the earth's surface. The computations
necessary to provide the correct torquing signals are performed by the unit's
own internal digital computer. These calculations assume a spheroidal earth
with a flattening ratio of 1:297 and a constant aircraft altitude of about
10,000 m. This computer also calculates standard output data from the INU
including aircraft position and velocity data as well as navigation information
useful in commercial airline operations. In addition, high accuracy aircraft
attitude (pitch, roll and azimuth) is available directly from angle resolvers
attached to the level platform.

The standard output data is of limited value, however, because of two
factors; 1) the computer cycle time gives relatively infrequent updating of
this data and 2) intentional internal rounding reduces its accuracy. In order
to circumvent these problems, a specialized data acquisition system, MIDAS
(Marine Inertial Data Acquisition System), was developed. MIDAS was designed
and constructed by MacDonald Dettwiler and Associates Ltd. of Vancouver and is
an outgrowth of the system they designed and constructed for the Canada Centre
for Remote Sensing in Ottawa "*. MIDAS allows direct readout of the INU' s
internal computer memory, so as to give rapid access to the high precision
navigation data. This data is output at a rate of 20 samples/sec and is used
to calculate high precision aircraft position, velocity and direction. MIDAS
allows, in addition, data input from eight analog channels (100 samples/sec) as
well as other user supplied sensors. This data together with the observation
time is subsequently output to either video or industry compatible magnetic
tape. In the latter case, the user has the option of choosing between several
recording modes depending on the frequency at which data recording is desired.

The target sighting apparatus consists of a zero parallax shotgun sight
on an alt/azimuth mount located in the transparent nose of the aircraft, a
Beechcraft 18. A precision potentiometer on each axis of the mount enables the
sighting angles relative to the aircraft to be monitored. This is accomplished
by placing a regulated dc voltage across each potentiometer resulting in an
output dc voltage proportional to the sighting angles. The output voltages
from these potentiometers are input to two of the analog channels. Operation
of the sight is controlled by an observer lying in the nose of the aircraft.
During the flight, the observer aims the sight at either landmarks of known
position or visible surface objects or features to be positioned. When the
sight and the target are aligned, the operator pushes a 'record' button which
places a positive voltage on a third analog channel, identifying the target for
later processing. The magnitude of this voltage is controlled by the operator
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and allows for up to 100 different targets to be identified.

As was mentioned previously, MIDAS allows several modes of recording
data on magnetic tape. Normally, INS data is output at the maximum rate of
20 samples/sec (100 samples/sec for the analog channels). For most of the
flights, however, where no additional sensors were present, INS and sight data
needed only to be recorded at discrete time (i.e., when a target was being
sighted) and in short bursts lasting about one second. In order to reduce the
amount of output data in these flights, MIDAS was modified to allow for a much
slower background recording rate of only one sample/sec. In this mode,
continuous recording is re-enabled while the 'record1 button is pressed. The
one sample/sec background recording rate was found to be more than adequate for
post flight track recovery.

Calibration of the sight in the laboratory resulted in an estimated RMS
error of 0.18°. Additional calibrations of the sight in the aircraft were also
performed in order to establish the orientation of the sight mount with respect
to the INU. It is estimated that the combined calibration error is less than
0.5°.

3. INTERPOLATION OF INERTIAL SYSTEM DRIFT

In order to maintain the gyro-stabilized platform level as the aircraft
moves over the earth's surface, the INU's internal computer provides gyro
torquing voltages calculated from the measured horizontal movement of the
aircraft. The LTN-51 inertial unit used in this study is 'Schuler tuned1, that
is, the torquing voltages are made proportional to the aircraft's angular
velocity relative to the center of the earth. The inertial platform, therefore,
behaves as a Schuler pendulum1 and as such, if perturbed undergoes stable
oscillation about the level position with a period T given by

T = 2w(|)ls (1)

where R is the earth's radius and g is the acceleration of gravity. This
oscillation, which has a period T = 84.4 minutes, results in an approximately
sinusoidal drift in the calculated positions (latitude and longitude) returned
by the INU. The fact that the INU drift is not perfectly sinusoidal arises
from additional error mechanisms within the inertial system. The amplitude of
the mean drift, in normal circumstances, is of the order of 2 km per hour.

Utilizing the target sighting apparatus, the magnitude of this drift may
be determined at discrete times by sighting landmarks on the earth's surface
of accurately known position. The angular direction data from the sight in
conjunction with the aircraft's attitude and barometric altitude is used to
establish the aircraft's 'true' position using the known position of the sighted
landmark. It should be mentioned here, that the relatively large position drift
of the INU results from only relatively small (£ 1' arc) angular errors in the
gyrostabilized level platform. Thus errors present in the attitude data will
be negligible in comparison to the estimated errors in the sighting angles. The
difference between this 'true' position and that returned by the INU determine
the error due to inertial system drift (north and east) at the time the target
was sighted. During flight, target sightings were generally restricted to
observing angles less than 30° off nadir in order to reduce the effects of
errors in sighting angles and in the aircraft's indicated barometric altitude.
For the present experimental system, it is estimated that for an aircraft
altitude of 300 m these errors will be of the order of ± 5 m.

An estimate of the INU drift for intermediate times is then obtained by
fitting a modified cubic spline to the resulting discrete drift data. A cubic
spline was chosen over more complicated fitting procedures (e.g., Kalman
Filtering)5>6on the grounds of simplicity and much reduced analysis time. It
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should be noted, however, that a cubic spline interpolation will maintain a
smoothly varying position and velocity drift and to this extent will tend to
duplicate the actual drift behavior of the inertial system. In addition, a
spline interpolation does not require continuous monitoring and/or recording
of aircraft navigation and attitude data, a significant advantage for longer
flights.

In order to estimate the possible errors involved in fitting a cubic spline
to the discrete drift data, a theoretical study was carried out in which a
modified cubic spline was fitted to a set of hypothetical drift measurements.
The particular spline fitting routine used here differed from the classical
spline fit in that the fitted curve was allowed to deviate from the data points
by specifying an allowable maximum sum of squares error in the fitting routine.
This procedure is more suited to the experimental conditions considered here
where finite errors in individual position fixes are to be expected.

Postulating a sinusoidal velocity drift in the inertial system, the
position and velocity drift, to first order, may be specified by the following
equations;

v = Acos(ut + 41) + B (2)

A
= -sin(ut + <(.) + Bt + C (3)

where u = -=-, T = 84.4 min and $ is the phase angle. Comparing Eq. 3 with
actual drift data obtained from test flights of the system indicates that for
time periods up to several hours after initial inertial system alignment, the
position drift is predominately sinusoidal (B £ 0) with A ranging between 1
and 2 m/sec. The value of C, although in general non-zero, is arbitary for
this study in that it has no effect on the fitting procedure.

The test procedure involved fitting a modified cubic spline to simulated
drift curve data obtained from Eq. 3 for values of A between 1 and 5 m/s and
fixed time intervals between data points of from 1 to 20 minutes. In order to
allow for different starting phase angles, <t> was varied, for each time interval,
from 0 to 2it in steps of Ti/10. In addition, to further simulate actual
experimental data, normally distributed random errors with a specified standard
deviation o were added to the individual data points. The maximum sum of
squares error for the cubic spline routine was set so as to equate the RMS
error in the data and the allowable RMS error in the spline fit. The RMS
difference between the sinusoidal curves and the cubic spline was then computed
for each case.

The results of these tests are shown in Figs, la and b. Here the effect
on the RMS difference of varying o with a fixed A and the effect of varying A
with a fixed a are plotted. The most striking feature in both plots is that
for time intervals between data points ranging from 5 to 10 minutes (300-600
sees) the RMS difference, which represents the interpolation error in fitting
the modified cubic spline to the sine curve, is essentially constant at a value
equal to the assumed RMS error in the simulated data. Thus, for position fixes
obtained every 5 to 10 minutes, the interpolation error in predicting the
actual INU drift will be approximately determined by the accuracy to which the
position fixes are obtained. For time intervals exceeding 10 minutes the
interpolation error tends to increase fairly rapidly depending on the drift
amplitude A. Conversely, for decreasing time intervals less than 5 minutes,
the interpolation error approaches zero as errors in the many sightings tend to
average out.

As was mentioned previously, a reasonable estimate for the RMS error in
the positions fixes for the target sighting apparatus used here is ± 5 m.
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Figure Ib, therefore, shows that for a typical value of A = 1.5 m/sec, the RMS
interpolation error will be less than 10 m if position fixes are obtained at
least every 15 minutes. For the aircraft used in this study, this represents
a ground distance of about 75 km.

It should be mentioned, however, that these error estimates will hold only
if the drift of the inertial system behaves 'smoothly1 between position fixes.
This has been found to be largely the case for test flights of the present
system. Maneuver dependent error mechanisms in the INU such as azimuth drift
will introduce however, small errors in the indicated positions which will
be largely a function of distance travelled from the nearest position fix and
as such will not follow the time dependent Schuler drift. Azimuth errors of
up to 50" arc have been identified in the present system in several test
flights resulting in cross-track errors of up to 2.5 m per km. It ir; there-
fore evident that not only the time spacing of position fixes is important, but
also the location of the study area relative to the reference landmarks.
Specifically, for example, if the study area lies approximately along a line
between two landmarks, the resulting ground position errors due to errors in
azimuth will be minimized. For the test flights discussed here, the landmarks
were chosen with this criterion in mind. It should be mentioned also that one
advantage in Kalman Filter analysis is that errors of this type would be
modelled as part of the total system error response and are therefore taken into
account.

4. FLIGHT TEST OF INERTIAL/SIGHTING SYSTEM

In order to determine the errors involved in using the inertial/sighting
system for flight path recovery under actual in-flight conditions, several
test flights were conducted both over land and over local coastal waters near
Victoria. One such test flight was carried out along a relatively straight
30 km section of highway for which accurate 25,000 scale topographic maps were
available. The flight path ran along the Patricia Bay Highway on Vancouver
Island between Swartz Bay and the southern tip of the City of Victoria. The
highway was flown in both directions (North/South) at an aircraft altitude of
about 300 m. The purpose of the flight was to compare the calculated and
measured positions of major road intersections at approximately 2 km intervals
along the highway. Target positions and elevations above sea level were
obtained from four separate topographic maps of the region. The target
elevations were needed to compute the altitude of the plane over each sighted
target. The actual position of each road intersection were obtained from the
appropriate map of the area using a flat bed digitizer. Deviations between the
known and calculated positions of each intersection are shown in Fig. 2. As
is evident, the drift of the inertial system is relatively constant in latitude
at about 560 m North, and in longitude varies from a minimum of 420 m to a
maximum of 720 m East. A drift curve for the INS was calculated by fitting the
modified cubic spline (o = 5 m) to the data from two of the road intersections
located near the northern and southern ends of the highway and reference land-
marks at the beginning and end of the overall flight path. The particular
road intersections were chosen in order to obtain an approximately equal time
spacing (% 6 minutes) between the reference data. By interpolating along the
cubic spline, the positions of the remaining road intersections were calculated
and subsequently compared with their measured values. The resulting average
errors in latitude and longitude were -5 ± 9 m and -7 ± 9 m respectively.
These averages do not include data from the six most southerly intersections
(see Fig. 2) because of a visible discontinuity across the boundary of the
topographic map of that particular portion of the highway and the next
adjoining map in the series. When averaged separately the data for these
intersections showed an average error of 23 ± 6 m in latitude and -14 ± 7 m in
longitude. Considering that a significant portion of the above errors can
be attributed to map and digitizer inaccuracies which could be as large as
10 m, these standard deviations compare favorably with the theoretical study
described previously. Finally, Fig. 3 shows a map of the aircraft flight path
corrected for INS drift using the fitted cubic spline. For comparison,
the uncorrected flight path returned by the inertial system is also shown.
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5. OCEANOGRAPHIC APPLICATIONS

As was discussed previously, one of the advantages in using a target
sighting system for establishing inertial system drift is that the same
sighting system may also be used to determine the position of secondary
targets and/or surface features on the earth. This has particular application
in the area of coastal oceanographic remote sensing; specifically, the
monitoring of surface water movement in a variety of situations. Generally,
these types of measurements are conducted by monitoring the movement of
fluorescent dyes and/or floating drogues. These are monitored either by
aerial photography7or, for the latter, by various electronic positioning
systems^'9. In the studies referenced above, typical accuracies for position
determination ranged from 100 to 200 m. This accuracy is sufficient for
studies of gross surface motion, or which are to be conducted over a
relatively long time span (1-2 hrs between sightings). For studies where the
movement is restricted to a short period of time or where'monitoring time is
limited, however, this type of accuracy would likely be insufficient. In
addition to this, aerial photography, which is heavily relied upon in dye
dispersal or river outflow studies for example, is severely limited in some
areas due to extended periods of low cloud cover. Cloud cover is particularly
restrictive when higher altitude photography is required to give a large
enough field of view so as to encompass sufficient reference landmarks. It
should be mentioned here that this restriction is more severe for the various
environmental satellites because of the limited number of passes of the
satellite over the area to be studied in any given time.

Most of these problems, however, are avoided in the present system, due
to the increased position accuracy (- 10 m) and the ability to work at low
altitudes even when large areas need be covered. An additional advantage in
the present system is that the mapping data is stored in digital form thus
bypassing the digitization phase which is often ultimately required in many
of the more conventional monitoring techniques discussed above. This feature
is particularly useful in producing scaled plots of the data which may be
readily overlaid on available maps of the study area. The results of several
test flights of the present system involving various oceanographic measurements
are discussed below.

In the first test, a flight was organized in conjunction with ocean
dumping experiments carried out by the Pacific Region of Ocean and Aquatic
Sciences (OAS) in February 1976. The purpose of the experiments was to
ascertain some of the ecological and chemical effects of dumping various
material at sea. During each dump various monitoring techniques employing
drogues, dyes, bottom samples, etc. were used to study the effective dispersal
of the dump material as a function of time. The dump area is located off
Point Grey near the City of Vancouver and is the largest dump site in Canada
for ocean dumping disposal of waste material. The particular dump which was
monitored occurred at 1335 hrs. on February 9 and consisted of coarse Fraser
River dredge material. During the monitoring the aircraft was flown at an
altitude of 300 m in a roughly circular path encompassing the nominal dump
site and reference landmarks at Pt. Atkinson, Cowan Pt. and a marker light off
Pt. Grey. The average time interval between landmarks for this circuit was
about 2.5 minutes (150 sees). A map showing the calculated position of the
sighted dump material and the landmarks is shown in Fig. 4. Here, an
enlarged view of the dump material is shown in insert, with the numbers
indicating the approximate time to the nearest minute into the dump.

A total of six passes were made over the dump material after dumping
commenced. Because of uncertainty in knowing exactly when the dump was to
occur (due to lack of communication between the aircraft and the dumping barge)
it was necessary for the aircraft to maneuver over the dump area for a
considerable length of time before the actual dump. This was not an ideal
situation, unfortunately, for determining the INU drift because of the
aircraft's accelerations during the maneuvers and because it was not possible
during this time to sight a reference landmark. After dumping commenced,
however, it was possible to sight the marker light off Pt. Grey between the
fourth and fifth pass over the dump material which significantly reduced
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interpolation errors in the drift curve. From the drift data, it is estimated
that the absolute position error for the dump material during any pass should
be less than 15 m. In addition to the sighting data, color photographs were
taken of the dump material using a 70 mm Hasselblad camera mounted in the belly
of the aircraft.

The results of the mapping test, as shown in Fig. 4 indicate that the
visible portion of the dump material had a physical extent of about 600 m
and, during the 8 minutes in which the material was monitored, underwent a
roughly counter-clockwise rotation with a maximum displacement of about 90 m
implying velocities of the order of 0.2 m/s. It should be mentioned, however,
that the dump material became very difficult to see during the last two passes
and thus some of the movement may well be due to operator sighting inaccuracies.
Aside from the above movement, however, no bulk displacement of the dump
material is evident. Examination of color photographs taken of the dump
material during the first four passes indicates that the material was
reasonably visible within one or two minutes after the dump. After this time
the visibility decreased noticeably. Unfortunately, due to the limited field
of view of the camera at this altitude, it was not possible to correlate the
position of the dump material from the photographs with the MIDAS data.

In a second study, the development of a distinct river silt plume front
was mapped at the mouth of the Fraser River south of Vancouver. Here again,
a roughly circular path was flown, however, on this occasion at an altitude
of 900 m. A higher altitude was used in order to provide for an increased
field of view of the area to be studied. This did, however, result (as
expected) in a slightly larger experimental error. Figure 5 shows a map of the
calculated positions of the silt plume front and the reference landmark used
overlaid on a chart of the area. Approximately four passes were made along
the length of the front over a time period of about 80 minutes, the average
time interval between landmarks being approximately 11 minutes (660 sees).
During each pass sightings were also taken of the individual light stations
along Steveston Jetty. Comparison of the calculated positions for each of the
stations with actual positions obtained from a 12,000:1 scale map of the area
showed average latitude and longitude errors of 2.5 ± 10 m and -2.5 ± 19 m
respectively. As was mentioned above, the somewhat increased standard devia-
tion is attributed to the higher aircraft altitude. This may be seen by
averaging the target position errors for the first pass over the light stations
which was carried out at a lower altitude of 300 m. The averages for these
taken alone were -5 ± 5 m and 10 ± 6 m respectively, and are consistent with
those obtained in earlier tests.

From the results of the mapping operation (Fig. 5), similar regions of the
front can be identified as the plume spreads enabling the velocity of the front
in these regions to be approximated from consecutive sightings. These are
shown as velocity vectors in Fig. 5. Assuming position errors of s 20 m for
each sighting, the error in velocity shouid be - 0.03 m/sec. As is seen, the
major portion of the front moved in a north to northwest direction at
velocities ranging from 0.2 to 0.6 m/sec. This movement is against the tidal
flow in the strait which is ebbing (: 0.25 m/s SE) and can be attributed to the
strong SE wind (: 14 m/sec) which existed for the duration of the flight.

Various test flights have also been conducted in order to measure surface
water currents by monitoring the movement of floating target drogues. The
drogues used in these studies were constructed of four foot square sections of
h, inch plywood. Each target drogue was painted fluorescent orange in color
and was numbered (0 - 9) on one side such that individual targets in a string
could be readily identified from the air by the sight operator. The size of
the targets provided reasonably good visibility at an aircraft altitude of
300 m, the altitude flown for these tests. During the initial test flights,
the targets were laid along a predetermined line in the study area using a
motorized launch. This technique, however, provided no flexibility in that the
target line could not be altered during flight in order to take advantage of
any obvious physical features. To overcome this problem, it was arranged that
the launch would lay the targets in response to instructions given in the
aircraft. Communication between the launch and the aircraft was provided by CB
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radio and proved to be more than adequate for the range of distances involved
(< 6 km).

Several these test flights were carried out in the fall of 1976 in
Haro Strait, oody of water approximately 11 km wide between the lower
Vancouver Island mainland and the U.S. San Juan Island. During this time
OAS (Pacific) and the U.S. National Oceanic and Atmospheric Administration
(NOAA) were also conducting a program of ocean current measurements in Haro
Strait providing an opportunity for comparison of current measurements.

Two such test flights were carried out on Sept. 9, 1976 involving two
separate target strings in each flight. Monitoring of each target string
lasted for about 30 minutes with up to six passes being made over each target
in the string. Upon completion of the monitoring of each string, the launch
retrieved the targets before commencing to lay the next string. The average
time interval between consecutive passes over any one target in any string was
about 7 minutes which resulted in a calculated velocity accuracy of - 0.05 m/sec
(assuming 10 m accuracy in each target sight). After each pass, the aircraft
would continue on to the nearest reference landmark for a position fix. For
this particular study area, four surveyed landmarks were available. A map
showing the position of the landmarks and the interpolated positions and
velocities of each target, for three of the target strings, are shown in Fig. 6.
Also given are the positions of the six NOAA current meter stations in the
immediate area. It should be mentioned here, that due to the fact that the
airborne monitoring encompassed a total time of about 3 hrs, Fig. 6 cannot be
interpreted as a surface current record at any one instant of time. Given the
tidal conditions that existed during the monitoring period, it is expected,
however, that the general features of the flow remained relatively constant.

Current velocity and direction data from each of the NOAA stations was
available at various depths ranging from a minimum of 4 m to a maximum of
183 m. The actual depths available from each station in addition to other
relevant data are listed in Table I.

TABLE I. NOAA Current monitoring stations in Haro Strait.

Stn E Latitude Longitude Sensor Depth(s) (m) Water Depth (m)

62 48:27:50 -123:07:02 4.6, 21.3, 184 199.5
63 48:27:12 -123:09:13 4.6, 21.3 141.5
64 48:26:20 -123:12:21 4, 20.7, 72 87.2
101 48:30:40 -123:10:52 12.2 251.6
104 48:30:30 -123:12:26 12.2, 21.3 193.1
105 48:29:51 -123:16:28 4.6, 21.3, 51.2 66.5

Direct comparison of the airborne and NOAA data was made difficult by
the fact that no surface current measurements were available at the NOAA
stations. Subsurface currents will, in general, differ from surface currents
depending on such factors as depth, stratification of the water column and
environmental conditions (particularly wind). During the time of both flights
(0930 - 1230 hrs) there was a southerly tide and a relatively strong north wind
(: 5 m/sec). The affect of this wind on the surface current was to increase
the velocity depth gradient resulting in a significant difference between
surface and subsurface current measurements. This may bo seen by considering
the data from target line C in Fig. 6. For these data, the target drogue
velocities were averaged together for each pass in order to obtain a mean
velocity of the water surface (over the area of the target string) as a
function of time. Comparison of these data with data from neighboring NOAA
stations, near the surface, are shown in Fig. 7. As is :vident, the measured
mean surface currents are 0.5 - 1.0 m/sec higher than the corresponding NOAA
data. Similar results were obtained from target string A. It is evident,
however, that the general nature of the flow as measured from the surface
drogues is in substantial agreement with the NOAA data taken as a whole.

In addition to surface current measurements, it was hoped that airborne
monitoring of floating target drogues could provide useful data on various
flow anomolies such as tide lines or eddies. To study this possibility, target
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line B was laid across a visible tide line (solid line in Fig. 6) extending
from Discovery Island to San Juan Island. Two passes of the aircraft were made
over the tide line in order to map its position and relative velocity. The
first pass occurred before monitoring of the target drogues in line B began and
the second occurred during the monitoring. The position of the tide line was
particularly fortuitous in that its direction of motion carried it past two of
the NOAA stations (62 and 63). The current velocity and direction data from
stations 62 and 63 (for a depth of 4.6 m) is plotted in Fig. 8 as a function of
time. As is evident the current velocity and to a lesser extent, the direction,
change noticeably as the tide line passes each station. The vertical lines
indicate the predicted time at which the tide line passed each station,
obtained from the approximate tide line velocity calculated from the two air-
borne sightings. These predictions correlate well with the actual times of
measured current change. The difference in the measured surface currents, from
target string B, on either side of the tide line shows reasonable agreement
with the same difference obtained from the NOAA data from station 63. Some
deviation should be expected, however, due to the fact that the locations of
the two target drogues and NOAA station 63 did not coincide exactly.
Examining the various velocities, it is seen that the surface velocity of the
tide line is intermediate between that of the flows on either side of the line
indicating that debris will be swept into the line from both sides, a result
which is consistent with general observations of tide line behavior.

6. CONCLUSIONS

A hybrid airborne inertial navigation system comprising a Litton LTN-51
inertial navigation unit and a target sight has been tested for use in air-
craft track recovery and airborne mapping of surface targets and/or features.
The target sight, which is located in the transparent nose of the aircraft,
is used to establish the position drift of the inertial unit at discrete
times by fixing the position of the aircraft relative to known surface land-
marks. By fitting a modified cubic spline to the discrete drift data,
theoretical and experimental tests have shown that the aircraft's track and
the position of any additional sighted targets may be determined at any time
during the flight to within the RMS error in the individual position fixes
provided that these are obtained at least every 10 minutes in time. For the
present experimental system, this represents a ground error of about 5 m at
an aircraft altitude of 300 m. This error increases for increasing altitudes
because of inaccuracies in the target sight and in the barometric altitude
indication used. We are currently planning to improve this accuracy with the
installation of a precision radar altimeter.

With the accuracies mentioned above, this system is eminently suited
for any airborne remote sensing application requiring accurate position
information. In the area of coastal oceanography this system has particular
application in that the target sight may also be used to monitor the movement
of the surface water in a variety of situations. The increased accuracy and
flexibility of operation provide real advantages over more conventional
oceanographic monitoring techniques such as aerial photography or radar/VLF
positioning, and the digital recording simplifies data analysis.
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FIGURE 5. MAP SHOWING SEQUENTIAL POSITIONS OF THE SILT PLUME FRONT
OFF THE MOUTH OF THE FRASER RIVER NEAR VANCOUVER, B.C. Esti-
mates of the front velocity obtained from the time of each
pass are shown as velocity vectors. Also shown are Sandheads
light (the reference landmark) and the light stations along
Steveston Jetty.
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THE USE OF SYNTHETIC APERTURE RADAR FOR

REMOTE SENSING OF THE OCEANS

R. A. Shuchman
R. F. Rawson
C. L. Liskow
R. W. Larson
A. R. Liskow

Radar and Optics Division
Environmental Research Institute of Michigan

Ann Arbor, Michigan

SUMMARY

In the second quarter of 1978, NASA will launch SEASAT-A. One of the in-
struments on-board this satellite is an L-band imaging radar, which utilizes
synthetic aperture radar (SAR) techniques. In December 1975 an experiment was
conducted at Marineland, Florida to help the SEASAT Project Office determine the
engineering and scientific specifications of the SEASAT SAR. During this ex-
periment excellent fine-resolution wave imagery of near-shore and deep water
waves were obtained with the ERIM multichannel SAR system. These wave images
were simultaneously obtained at X- and L-band frequencies. At each frequency,
the transmitted polarizations were usually horizontal and the received polar-
izations were horizontal and vertical. However, some vertical transmit data
were also collected.

The ERIM multichannel radar data collected at Marineland has been very
useful to help establish the minimum signal-to-noise ratio required to discern
waves and to independently determine the radar backscatter (radar cross-
section density) as a function of depression angle at both X-band and L-band
frequencies. A comparison of the image quality obtained at each frequency and
at each polarization combination has been made as a function of incidence angle
and wave propagation direction.

The Marineland Experiment has demonstrated that SAR is useful for measuring
ocean waves by recording wavelength, relative magnitude and position of break-
ing waves as well as identifying coastal features.

In March of 1976, ERIM collected multichannel SAR imagery of foreign fish-
ing vessels off Georges Bank, Cape Cod. This experiment was conducted to test
the potential of a SEASAT type SAR for ocean fisheries surveillance and enforce-
ment. Preliminary results indicate that detection of fish vessels is indeed
feasible. A detailed study is currently underway to determine whether SAR
imagery is not only useful for detecting but also identifying and classifying
fishing vessels. The results of this analysis will also be reported.

Marineland imagery has also been evaluated with respect to various earth
applications. Shrimp boats were detected off-shore and coastal marshland with
its differing vegetation types were also identified on the imagery. An inland
waterway discharge and its resulting shallow water delta are inferred on the
X-band imagery by wave patterns on the surface.

Preceding page blank
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LAKE WATER QUALITY HAPPING

FROM LANDSAT

James P. Scherz

University of Wisconsin
Madison, Wisconsin

1. INTRODUCTION

The University of Wisconsin and Wisconsin state agencies have been engaged
in interdisciplinary work on remote sensing of water quality since 1968. Under
primarily NASA funding, laboratory, boat level, airborne and satellite analysis
has developed to the point where the lakes in three LAMDSAT scenes were mapped
by the Bendix MDAS multispectral analysis system.

Field checking the maps by three separate individuals revealed approximate-
ly 90-95% correct classification for the lake categories selected. Variations
between observers was about 5%.

From the HDAS color coded maps the lake with the worst algae problem, was
easily located. This lake was closelv checked and a pollution source of 100
cov/s was found in the springs which fed this lake. This report covers the
theory, lab work and field work which made it possible for this demonstration
project to be a practical lake classification procedure.

2. LAB VERSUS FIELD DATA

To correctly apply remote sensing to lake classification, one must consid-
er factors which do not exist when using remote sensing for classifying vegeta-
tion or other non-water features. The specular reflection of the skylight from
the water surface is the major factor present with water which is not present
with vegetation mapping. This factor can be a considerable value (Piech, 1971).
There are other factors such as diffuse reflectance from dirt and foam on the
water surface, which add to the total satellite signal. Also in many cases
signals from the bottom of the water body are present. However, it is the
material in the volume of the water, such as algae, huriic material, silt, etc.
which causes the backscatter that relates to water quality.

Assuming that there are no bottom signals present, if a very deep clear
lake appears on a scene, the strength of the signal from this lake is caused by
the surface signals, a small amount of backscatter from the pure water particles
themselves and any atmospheric effects. Assume that another lake (Lake #2)
contains certain dissolved or suspended impurities that interact with the
incoming light. If the signal from the clear lake is subtracted from the signal
from Lake #2 the residual signal is onlv due to the impurities in Lake #2. If
this residual is determined at different wavelengths a "satellite residual
fingerprint" results for that impurity.

Impurities of a clear lake, of course, are insignificant and the residual
fingerprint for a clear lake is flat at about zero across the spectrum. Humic
water (sometimes called "brown water", etc.) which is common in northern lakes,
absorbs blue energy and has a residual curve which in the blue region dips
below that for clear water (a negative value). Algae or silt added to clear
water, however, causes increased reflectance and the shape and height of the
fingerprint curves can be obtained from both satellite and laboratory data.
For laboratory data the values are called "laboratory difference" curves and
are determined by manipulating the relative reflectance from a water sample
compared to the reflectance from a standard panel. Figures 1 and 2 show
"laboratory difference" and "satellite residual" curves for clear water, humic
water and heavy algal water.
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3. TIME OF YEAR

If one is interested in lake eutrophic classification, then such analysis
should be done in late summer when the maximum amount of lake nutrients is
converted into algae and lake weeds (biomass). Both algae and lake weeds can
be identified from the LANDSAT satellite data.

Figure 3 shows various curves which show that the maximum biomass is pro-
duced in the last two weeks of August to the first week in September.

4. LAKE CLASSIFICATION

Satellite residual fingerprints for silt, lake weeds and sand bottom, are
unique and can be identified by the computer and printed out in some appropriate
color on the lake classification map. In late summer during maximum algal
growth the remaining lakes (lakes without silt, weed or bottom signals) will
be some combination of clear water, hunic water, and algae. These waters can
be plotted on a curve such as shown in Figure 4, which is similar to a lake
classification scheme originally suggested by Wetzel.

Figure 4 shows four lake types chosen from the map classification scheme
used, but more categories are possible. Figures 5, 6 and 7 are profiles across
the curve on Figure -; showing satellite residual fingerprints of various lakes
recognized by the MDAS analysis equipment.

All the lakes in the areas mapped were put into one of the following
classes:

Class Color on the Map

deep clear water Blue
light to medium algae Blue-Green
medium to heavy algae Green
humic water or mud bottom with Brown
wild rice growing on it

sand bottom or silt in the water Yellow
lake weeds Red
unclassified Black

For navigation purposes, white and two tones of grey were used for cities,
open fields, and woods. Black was used for unclassified areas. More lake
categories and colors were initially printed out but it was found that the eye
can only reliably distinguish about 10 colors and that too many colors are
confusing. Most lakes had different colored pixels within the lake indicating
perhaps a sand bar on one end, a weed bed at the other and perhaps even a humic
water stream discharging into the lake somewhere else.

5. FIELD CHECKING

The MDAS color coded maps were field checked during the summer of 1975.
This was accomplished by aerial observations and ground sampling. Two botony
experts and one state DNR lake expert participated in the checking as well as
the author.

The two botony experts and the author, took the MDAS hard copy and analyzed
each lake as to the appropriate classification of all the pixels within the
lake. They concluded that the lake classification was either excellent, good,
satisfactory/ or unsatisfactory. If the lake was classified as excellent, good
or satisfactory, the classification was said to be correct. Each observer took
notes separate from the other two. The percent average correct classification
for the lakes mrnped on the three LANDSAT scenes was 96%, 93% and 92%.
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There was about 5% variation between observers doing the checking. It
was concluded that the color coded lake classification map was as accurate as
any present means of checking it.

6. COWS IN THE SPRINGS OF PRAIRIE LAKE

One will note that for the lakes containing algae (Figure 7) that Prairie
Lake had the highest algae fingerprints of all the lakes analyzed. Furthermore
the north end of Prairie Lake always indicated a higher algae concentration
than the south end.

Low level aerial photos and aerial observations showed that the highest
algae concentration was at the mouth of Rice Creek which empties into the north
end of Prairie Lake. Further lower level aerial investigations and ground
checking revealed about 100 cows in about 70 springs in a small unique wooded
area which is the primary headwaters of Rice Creek. Since each cow contributes
approximately as much pollution as 10 people, this cattle yard had the approx-
imate pollution equivalent of a community of 1000 people dumping their raw
sewage into Rice Creek (see Figures 8, 9, and 10). The citizens of Barron
County, Wisconsin, around the Prairie Lake, as a result of the LANDSAT data are
taking corrective action with regard to the cows in the springs of Prairie
Lake, and hopefully soon the quality of water in Prairie Lake might improve
because of the perspective view shown by LANDSAT.
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Figure 9. A cow in one of the approximately 70 springs which feed Rice Creek.

- " •

Figure 10. A view of Rice Creek from Sample Site «1 looking south toward Prairie
Lake. A dense mat of duckweed and filamentous algae makes Rice
Creek appear as a green field. Total phosphorus concentrations from
this water were several times higher than expected from other lakes
with serious algal problems. Water from beneath the duckweed had
total nitrogen concentrations between 50% and 75% as high as
expected from municipal sewers. '
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DISSEMINATING TECHNOLOGICAL INFORMATION

ON REMOTE SENSING TO POTENTIAL USERS*

James D. Russell & John C. Lindenlaub

Laboratory for Applications of Remote Sensing
Purdue University

West Lafayette, Indiana 47906

ABSTRACT

The Laboratory for Applications of Remote
Sensing has developed materials and programs which
range from short tutorial brochures to post-doctoral
research programs which may span several years. To
organize both the content and the instructional tech-
niques, a matrix of instructional materials has been
conceptualized. Each row in the matrix represents a
subject area in remote sensing and each column in the
matrix represents a different type media or instruction-
al strategy.

How can technological information be quickly disseminated to potential
users in a rapidly expanding field of research? Historically, there has been
a significant time lag between technological breakthroughs and the widespread
use of new technology. The Laboratory for Applications of Remote Sensing (LARS)
at Purdue University is faced with this problem.

LARS is a research facility within the structure of Purdue University.
The overall objective of the laboratory is to attack, in an interdisciplinary
environment, specific remote sensing problems of current national and world
interest in the area of earth resources. A multidisciplinary staff of over
100 professionals and graduate students from 22 departments within the university
conducts research, develops computer analysis techniques, explores applications
and trains people in the area of numerically oriented remote sensing systems.

Currently one of the major efforts at LARS is to share an understanding of
the technology with those addressing natural resources and environmental ques-
tions. To train users, a Technology Transfer program area has been establish-
ed. The staff who handle these educational functions includes experienced
educators, training specialists, and instructional developers. The team is
responsible for developing educational materials and conducting training pro-
grams to transfer remote sensing technology from the research arena to the ap-
plications arena.

Since remote sensing is a rapidly expanding field of research, there is a
growing need to provide training for graduate and undergraduate students as
well as the continuing education of scientists, engineers and users of the as-
sociated technology. The scientists and engineers range from those untrained
in remote sensing to those already in the field but needing to expand their
specialized knowledge and learn about new technological developments. The po-
tential users of the technology are associated with federal, state, city and
county agencies as well as business and industry.

Rapid technological developments in remote sensing and the broadening of
its use have created a need for educational materials that are relevant and

*Supported in part under NASA Contract NAS9-14970
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up-to-date. Since remote sensing is an interdisciplinary field, the scope of
the content to be disseminated is very broad. It ranges from information about
the electromagnetic spectrum (physics), numerical analysis techniques (mathemat-
ics) and spectral characteristics of vegetation (biology) to specific applica-
tions of the technology in fields such as geology, geography, urban planning
and agriculture. The types of instructional strategies developed must be di-
verse in both format and content to meet this need. LARS has developed materi-
als and programs which range from short tutorial brochures to post-doctoral
research programs which may span several years. To organize both the content
and the instructional techniques, a matrix of instructional materials has been
conceptualized (see Figure 1 and References 1 and 2). Each row in the matrix
represents a subject area in remote sensing and each column in the matrix re-
presents a different type media or instructional strategy.

The simplest material in the matrix is the FOCUS series which treats basic
ideas important in remote sensing. Each pamphlet in the series presents a sin-
gle concept through several paragraphs of concisely written text supported by
illustrations. Care is taken to minimize the use of technical terms in the
description and to include definitions where confusion might occur. The two-
page pamphlet format is useful because of its portability and flexibility. The
pamphlets format also makes them relatively inexpensive to produce and yet at-
tractive to the potential reader. A student typically spends 5 to 10 minutes
on these materials.

A very popular and widely used type of instructional materials is the
minicourse series. (3) The minicourse series is modularized so that after
completing two introductory units, the student may study any of seventeen others
presently in the series. Each minicourse includes a set of slides, an audio
tape and a printed study guide, and typically requires from 45 to 70 minutes to
complete. The student controls the rate and intensity of his study. The stu-
dent is actively involved in manipulating materials associated with remote sens-
ing, completing exercises and solving problems in the study guide.

A third format involves motion with sound in the form of videotapes. The
videotapes produced for LARS "capture" a subject matter specialist discussing
an area of remote sensing. Viewing notes have been developed for use with the
locally-produced videotapes. Each videotape runs about thirty minutes. For
an extended topic, such as pattern recognition, there is a series of videotapes.

Simulation exercises have been designed to lead the student through the
professional thought and decision-making processes typical of those required
by remote sensing analysts. These units, requiring 3 to 5 hours to complete,
illustrate and explain the rationale, decisions and procedures of the profes-
sional remote sensing analyst.

Case studies require the student to make his own decisions, specify analy-
sis techniques and interpret analysis results. The case studies usually involve
the student using hardware, such as stereoscopic viewers, computers, etc. Inter-
mediate results can be reviewed with a tutor or instructor. Case studies usual-
ly require on the order of 10-40 hours to complete.

Using these materials from the matrix, individual training programs can be
synthesized. Typically a larger number of units is selected from the left col-
umns with fewer units being selected as the student moves to the right on the
matrix. An instructional program can be designed to meet the needs and interests
of each individual. When possible, students with the same needs are brought to-
gether in small groups of six to eight so that a coordinator of training can
encourage group interaction and facilitate discussion of newly learned concepts,
principles and procedures. The length of these training programs may vary from
half-a-day to several months. Examples of the training programs at LARS include
an educational package to train people to use LARSYS (a computer software system),
a one-week monthly short course and a visiting scientist program;

An educational package was developed to train people to analyze remotely
sensed data using LARSYS, a computer software system. (4) LARSYS software is
available through COSMIC or an organization can access LARSYS through the LARS
Remote Terminal System. The word "system" is used instead of "network" since
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considerable support is provided beyond the basic hardware/software capability.
The additional support includes training materials, educational services, ex-
tensive software documentation and consultants. The training materials were
designed for independent study since organizations getting started in the anal-
ysis of remotely sensed data usually have only two or three people making ini-
tial use of LARSYS. As their experience and skills improve, other personnel
can be trained by them. The individuals usually start at different times and
progress at different rates depending upon their background and other duties.
Essential to the effective use of the educational package is a tutor with com-
puter analysis experience. Therefore, two people from an organization usually
come to LARS for training and they in turn train other people within their or-
ganization who train additional staff.

A variety of media and instructional strategies is used in the educational
package. The first unit is a programmed textbook. An audio tape, a display
book and student notes accompany the second unit. Unit III, a demonstration of
a remote terminal, requires an instructor who is familiar with the computer hard-
ware. An outline and suggestions to the instructor are provided along with a
set of student notes. During Unit IV, the student gets hands-on experience
with the terminal and then completes simple analysis problems in the following
unit. The initial training, which requires about 15 to 17 student hours, pre-
pares the student to tackle one of several case studies requiring 40 to 50 hours.
These case studies provide a detailed explanation of the philosophy of the anal-
ysis methods with an example that parallels the analysis he is to do.

A very effective instructional strategy for training individuals from busi-
ness, industry and government has proven to be a week-long short course. (5)
The short course which is limited to eight to fifteen participants, combines
many of the instructional materials already described. For example, the funda-
mentals of remote sensing are presented by the minicourse series with each parti-
cipant determining the units which he studies. Videotapes also allow content
to be presented by an expert in the field and at the same time free him from
having to repeat the same basic presentation each time the course is offered.
However, during the short course the expert is usually available for questions
and discussions following the videotape.

About one fourth of the short course is devoted to a simulation in which
the participants learn the basics of computer-oriented techniques used to ana-
lyze remotely sensed data. No prior computer experience is required to gain an
understanding of the processes involved. The simulation presents the process in
a step-wise sequence and allows the participants to actually make the same deci-
sions an analyst has to make when analyzing remotely sensed data. Computer out-
put is supplied and the results of the participant's decisions are discussed
with the teaching staff.

To enable scientists to study remote sensing in depth at the Laboratory
for Applications of Remote Sensing, a Visiting Scientist Program has been estab-
lished. This program provides an opportunity for personalized study at the
laboratory during a period of residence which may vary from several days to
many months. The instructional portion of the program incorporates media and
materials selected from the matrix. In addition, the participants can inter-
act on a one-to-one basis with remote sensing specialists at LARS. The experi-
ence is a "reverse consulting" arrangement. Rather than have one consultant
come to the person's home institution, the person goes to LARS and has a vari-
ety of "experts" available to him along with the supporting hardware (computer,
digital display, etc.). The cost of the program is comparable to a daily con-
sulting fee for the first few days of the visit with the daily cost decreasing
as the length of the visit increases.

Evaluation is continuous during the development and use of instructional
materials at LARS. The materials are used with individual students and their
reaction to the material is solicited. On the basis of this feedback, the
materials are revised and tested with additional individuals. The materials
are then ready for use "in the field" with large groups of students and away
from the direct control of the developers. Similar student reaction data is
gathered. Usually only minor modifications are necessary at this point in the
development sequence. Then the materials are ready for dissemination and use.
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When there are changes in either the hardware or software, the materials are
updated.

SUMMARY

By working with individuals or small groups, training coordinators at LARS
are able to establish objectives for each "student" and to structure the learn-
ing program to begin where he is and continue from that point to meet each in-
dividual's needs and interests. The Technology Transfer staff has found that
systematically designing instructional materials and activities using the matrix
as an organizer has proven to be very effective in meeting the needs of students,
scientists and users in this rapidly developing technology.
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Ann Arbor, Michigan 48107

J. S. Zelenka
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ABSTRACT

Langley Research Center, NASA, is developing a
concept for using a spaceborne synthetic aperture radar
with passive reflectors for search and resdue applica-
tions. The feasibility of a synthetic aperture radar
for search and rescue applications has been demonstrated
with aircraft experiments. One experiment was conducted
using the ERIM four-channel radar and several test sites
in the Michigan area. In this test simple corner-reflec-
tor targets were successfully imaged. Results from this
investigation were positive and indicate that the concept
can be used to investigate new approaches focused on the
development of a global search and rescue system. An
orbital experiment to demonstrate the application of syn-
thetic aperture radar to search and rescue is proposed
using the space shuttle.

1. INTRODUCTION/BACKGROUND

A significant search and rescue effort is maintained through the world.
U.S. Coast Guard statistics indicate, on the average for the 5 years (1970-1974)
72,000 sortie missions are conducted per year, resulting in saving 4,115 lives
per year, and preventing the loss of $235,570,000 in property per year. How-
ever, 1,496 lives are lost per year because timely rescue cannot be achieved [1]
These statistics expand when all search and rescue services are included.
Future needs for these services are likely to increase as travel, trade, trans-
portation, and recreation industries expand. Providing for this expanding
service will continue to require the expenditures of considerable man-made and
natural resources, and will necessitate risk-taking by rescue personnel. The
development of a low-cost, low-risk search and rescue system tailored to meet
this future growth and need must be a high priority endeavor.

Although current search and rescue efforts are extensive and are executed
with dedication and diligence, there is no single system (technology) focused
to meet the needs of a broad and expanding user community (aircraft, marine ves-
sels, surface vehicles, and individuals). Search and rescue capability is in-
adequate and improvements are needed in the areas of: (1) global, all-weather,
day or night operations, (2) timely detection of an emergency, (3) location of
distress site, (4) identification of shortest path to rescue, and (5) low-cost
user hardware.

Contents of paper given in presentation at WESCON/76.
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1.1 BASIC CONCEPT

A new search and rescue concept, originated at the Langley Research Center
(NASA), is being pursued to develop needed technology improvements in the pre-
viously listed areas [2,3]. The concept (Fig. 1) embodies the use of passive
RF reflectors in conjunction with an imaging or side-looking radar (synthetic
aperture radar) to detect, identify, and locate the position of users exposed
to emergency situations which may require search and rescue. Passive RF re-
flectors could be carried as stardard emergency equipment by aircraft, ships,
small boats, terrestrial vehicles, and individuals. The reflectors would be
deployed in emergency situations to mark a distress site and to provide a
radar target for subsequent detection and use in implementing search and rescue
operations. The deployed target is detected and identified and the position is
located by an Earth-pointing, Earth-orbiting, synthetic aperture radar main-
taining a global scan. The radar provides an image in which the distress tar-
get and distress site are visible. In this way, surrounding terrain is mapped
and can be analyzed to determine useful and practical ingress and egress routes
as an aide in implementing rescue. The radar is operated within the 1- to 10-
GHz frequency range. This frequency range is within a radio frequency window
and in a frequency region of low RF background noise (Fig. 2); it provides for
day or night and all-weather operational search capability.

In an operational system, a set of satellites would be maintained in a
polar or near polar Earth orbit. Each satellite would be equipped with synthe-
tic aperture radar and a communication system and would be operated in a search
mode throughout successive flight passes over the global surface. Upon the de-
tection of a user's distress target, image data would be generated and trans-
mitted to a rescue operations control center where it would be used to initiate
rescue operations. Distress targets would be carried by users and would be
deployed in emergencies either by automatic and/or manual means. Targets would
be designed to provide large radar backscatter cross sections (at) over a wide
range of aspect angles. See Eq. 1, where:

°t > °opapr (1)

n O

a = terrain or clutter background radar cross-section density, mz/m

p = minimum azimuth resolution, m
Si

p = minimum range resolution, m

The basic concept allows the use of a number of RF reflector types, but
the corner reflector is attractive for use as a search and rescue target. It
is simple, effective, convenient to store and deploy, and low in cost. One in-
teresting configuration can be fabricated from two basic components (Fig. 3) :
a Mylar-Saran (or similar nonconducting material) sphere and an internal array
of corner reflectors. The reflectors are aluminized Mylar disks arranged into
orthogonal planes and attached internally to the sphere. For deployment, the
sphere is inflated with helium or hydrogen gas and is tethered by a line
anchored at the distress site. This tethering places the target above local
obstructions and provides a clear RF field of view for radar detection. In
windy conditions, it may be beneficial to tether more than one target on a line
to compensate for target motion.

Target deployment can be achieved in a number of ways depending on user
needs. In general, these needs would translate into two basic deployment
packages: a manual launch canister and a rocket launcher. Each configuration
would include an RF reflector, an inflation device, a release mechanism, a
tether line, a propulsion unit, and a packing and storage container. Specific
targets would be selected and configured, packaged, and deployed as dictated
by predetermined user class and expected operational constraints. For example,
the target package for explorers and sportsmen would be simplified in compari-
son with the package designed for commercial airliners or large ships.
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The following discussion offers a few examples which explore the basic con-
cept and its practical applications. Once the system achieves target detection,
it must be capable of uniquely identifying the detected signal within a pro-
cessed image as a signal representing a search and rescue distress situation.
Three identification approaches appear to be appropriate; that is, can be
mechanized with an automaton and are thus suitable for an operational system.

One approach uses a single orbiting radar in conjunction with multiple
targets. In this case, multiple targets are arranged in a known geometric con-
figuration. An L-pattern or other configurations such as a linear, circular,
or square array could be used. Target spacing would be maintained at three to
five times the radar spatial resolution, and the pattern would appear in the
radar image for use in recognition and identification. This approach lends it-
self well to the use of dual polarization radar and the use of digital differ-
ence processing to enhance detection.

In a second technique, multiple radars (two or three) would be operated at
different transmission frequencies (X- and L- or L- and Ku-bands), would trans-
mit at a single polarization (horizontal), and would receive both vertical and
horizontal polarizations. A preselected set of frequencies (F^, F?, and F3)
and polarizations would be processed to generate three images. Different color
filters and intensity levels would be assigned to each image and a composite
(superimposed) image would be generated. In this way, false color enhancement
is used to aid in target discrimination.

A third technique would employ a matched spatial filter. By using this
technique, a single radar image is suitably recorded on film and is used as the
input object in an optical processor. Coherent plane wave illumination is then
used to transform the spatial variations of the radar image into its Fourier
spectrum through a transform lens. Autocorrelation of the object spectrum with
a stored matched filter of appropriate design may then be accomplished by per-
forming a second Fourier transform of the light transmitted by the matched
filter. At those points where correlation between the object spectrum and
matched filter exist, a bright image spot providing the desired target identi-
fication is formed.

Once a target has been detected and identified, its position (longitude
and latitude) can be determined from one of two basic measurements. One simple
method would measure target reflector image position, within the total radar
image, relative to any known ground reference point or points (deliberate man-
made grid network targets or natural landmark imaged features) appearing in the
total radar image. Then, when image scale factors and geographical position of
the reference features are known, target location can be calculated. A second
method would measure search and rescue target image coordinates within the total
radar image relative to a fixed image frame coordinate position. This image
coordinate can then be translated into Earth surface longitude and latitude as
a function of radar geometry and orbital position (ephemeris data) at the time
the radar image was recorded. The radar image is used to locate the position
of the target; in addition, the target is imaged together with the natural
localized terrain in which it is embedded.

2. SHUTTLE EXPERIMENT

The Space Transporation System (STS) development in progress will provide
an unprecedented, timely, and low-cost opportunity to evaluate and demonstrate
this search and rescue concept in the real space/Earth environment.

The long-range objective of this technology development experiment is to
define and specify an operational low-cost user global search and rescue system
structured to meet future demands.

Shorter-ranged objectives include: the development and testing of simple
RF reflector user targets including emphasis on configuration, type, size, de-
ployment, array configuration, long shelf life, and low-cost (a number of re-
search reflectors are under development at NASA's LaRC - examples are shown in
Figures 4 to 8); specification of radar relative to day-night all-weather
operation, frequency selection, polarization, swath width, resolution, antenna,
pulse repetition rate, pulse width, dhirp modulation, RF power requirements,
motion compensation, pointing, and onboard data recording requirements; analy-
sis of data processing to optimize system performance - analysis of detection,
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identification and location requirements and isolation of radar processing al-
gorithms; parametric analysis of communication requirements to determine RF
link characteristics needed for an operational system; specification of a
shuttle experiment using global ground targets representative i 'he major ter-
rain (background clutter) classes found on Earth; execution of - craft flight
testing leading ~-O an supporting a shuttle flight test of the ba _c concept;
and the step-by-^tep definition of an operational system in concert with on-
going development leading to a shuttle experiment. Data from the shuttle exper-
iment is required to support trade studies to augment radar and processing
technologies to minimize user hardware cost and complexity.

The technical objective of the shuttle test is to locate special target
reflectors and display them together with an imaged terrain map. The utility,
limitation, and accuracy of detecting, identifying, and positioning a variety
of Earth-located passive reflector targets is to be determined. Also the
utility of having surface-image data simultaneously provided with position data
is to be demonstrated and evaluated. A comparison of imaging performance among
multiple carrier frequencies will be made, and the utility of having wide and
narrow swaths with coarse and fine resolutions will be determined.

Primary specifications of the radar for search and rescue applications are:
(1) large area coverage mode with wide swath width and range resolution greater
than 25 meters, (2) real-time or near real-time alarm when distress reflectors
are detected, (3) direct link to rescue organization, (4) multi-wavelength,
multi-polarization, and (5) limited swath width mode with resolution approxi-
mately 3 meters. A conceptual block diagram for the shuttle experiment search
and rescue radar system is given in Figure 9.

Major design considerations for very wide swath capability in an imaging
radar include: (1) ambiguity constraints, (2) antenna requirements, (3) trans-
mitter power, (4) pulse synchronization, (5) data rate, and (6) recorder re-
quirements. The system must be designed for multichannel operation. Very wide
swath coverage can be realized with multichannel operation utilizing multi-
beam antennas as illustrated in Figure 10. Dual swath coverage with overlap
(if desired) as illustrated in Figure 11, provides very wi~e swath width and
requires parallel channels for receiving and recording. Isolation between
channels and use of a single transmitter can be realized by radiating different
frequencies on alternated pulses.

Narrow swath width, fine resolution mode of operation can be obtained by
combining the two feeds with signal phasing to illuminate the complete reflec-
tor structure. The fine elevation beamwidth will result in greater antenna
gain with illumination over a narrow swath.

In an orbiting imaging radar the pulse repetition rate will be constrained
by the range-azimuth ambiguity requirements, and transmit-receive isolation
requirements. The former can be overcome, within limits, by antenna pattern
design. Realizable isolation is independent of antenna pattern and will be
determined by propagation delays over the mapped swath. General constraints
on the pulse repetition rate dan be derived for a given set of radar parameters.
Use of dual (but closely spaced) frequency channels will give the capability to
operate such subswath somewhat independently.

One operating frequency should be in the 15-18 GHz region. This frequency
is a compromise between ambiguity response, atmospheric absorption, and maximum
cross section realizable from a given corner reflector. A second lower fre-
quency, 1-4 GHz region, and dual polarization should be included to provide
multispectral information. This provides maximum interpretability for deter-
mining the nature or conditions of the rescue site (soil moisture, ground cover,
etc. )

Problem areas requiring additional research and development include: (1)
antenna development to achieve the optimum configuration for both dual beam
(wide swath) and narrow beam (fine resolution narrow swath) in a single antenna
structure, (2) antenna pointing: use of clutter lock system in the space
shuttle radar, (3) basic navigation accuracy, (4) real-time signal and recog-
nition processing, and (5) synchronization and pulse repetition rate controls
to insure desired swath coverage.

The experiment is designed to operate with man in-the-loop while shuttle
is maintained in orbit as depicted in Figure 12 over a 7- to 14-day duration
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in a sortie mode of flight. At least 15 ground sites are selected on a global
scale to provide targets in the major classes of terrain in which targets would
be embedded. These terrains include oceans, seas, salt lakes, fresh water
lakes, ice regions, mountains, tropical forest, desert and semi-desert regions,
broad leaf and coniferous forests, grass lands, undifferentiated highlands, and
tundra and ice caps [4]. Targets will be deployed at these selected sites and
will be imaged on successive overpasses by the onboard shuttle radar. Primary
radar signal data will be optically recorded onboard and will be returned after
the mission for processing, analysis, and publication and dissemination of
results. In addition to onboard data recording, selected image data will be
transmitted over a shuttle-to-ground RF link to provide data needed to specify
communications requirements for a future operational system. This experiment is
being planned for a Shuttle/Spacelab [5] flight in early 1981. A full-scale
Spacelab mockup is shown in Figure 13.

RESULTS TO DATE

A number of analytical studies were made and two airborne radar tests were
completed - one in Florida in 1973 [31, and one in Michigan in 1975. These
tests were designed to evaluate detection and identification. Objectives of
the Michigan test were: (1) obtain multi-wavelength radar imagery of reflector
configurations situated in various terrain types and (2) obtain radar imagery
of different reflector types and configurations for use in recognition experi-
ments. The area imaged during the demonstration flight is shown in Figure 14.

Data obtained from the Michigan test are being analyzed at LaRC and ERIM.
For example, two images obtained at 3 cm wavelength, horizontal and vertical
polarization, are shown in Figures 15 and 16 for the Temple test site (Site III).
Ground site reflector layout is shown in Figure 17. The circular geometry array,
the "L" array and the balloon reflectors can be seen on the imagery.

The Michigan data are being analyzed to develop the optimum procedure
for the space shuttle test. Similar studies have been made using Florida test
data and results are shown in References 3 and 6.

Radar cross-section measurements have been made (in the Environmental
Research Institute of Michigan's anechoic chamber) using a number of different
types of reflectors. Results obtained are compared with ideal reflectors and
are summarized in Table 1. Measured radar cross-section values obtained for
both balloons and erectable corner reflectors are less than ideal reflectors of
identical dimensions due to construction tolerances.

The circular array used in the Michigan test is attractive for its
angularly symmetric geometry. If an array of point scatterers is arranged in
an angularly symmetric geometry of a known size, an automatic pattern recogni-
tion algorithm can be implemented which does not require an orientation or a
size search. One intuitively satisfying geometry consists of a reflective ring
with possibly a point reflector located at its center. This geometry is
illustrated in Figure 18. This reflective ring would be ideal from an auto-
matic pattern recognition viewpoint, but it would be very difficult to con-
struct with point reflectors. The arrangement shown in Figure 18 represents a
practical arrangement of point reflectors such as trihedral corner reflectors.

The signal-to-noise (actually signal-to-clutter) requirement is deter-
mined by the clutter characteristics, the desired detection statistics, and the
details associated with the reflector array. For the example considered above,
the greatest reduction in required signal-to-noise ratio was realized by going
from a single reflector element to an array containing only a few elements,
namely, seven. Going from 7 to 19 elements only reduced the radar cross-section
requirements by approximately a factor of 1/4 which corresponds to a reduction
in corner reflector height by 1//Z~.

The circular array of reflectors is planned for use in the shuttle
test; however, additional analysis will be conducted.

Results from aircraft tests and studies have demonstrated the feasi-
bility of the basic concept. A number of inflatable, erectable, and rigid RF
targets were developed and have been tested including simple corner reflectors,
and radar requirements have been defined and are within the capabilities of
today's technology. Both X-band (9.3 GHz) and L-band (1.165 GHz) radars
(developed by ERIM [7]) were simultaneously used in testing. Each channel used
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horizontal polarization for transmission and simultaneously received horizontal
and vertical polarization energy reflected to the transmitting antenna. This
provided simultaneous recording of four channels of radar imagery. Test images
and data have been analyzed and used for conducting both analog and digital
data processing studies. Processing results from this work demonstrate the
value of digital difference imagery and false color enhancement algorithms re-
lative to target identification.

Preliminary orbital requirements studies were completed and indicate a
circular near polar orbit (inclination of 85.3°) of 470.22 km altitude is most
suitable. This orbit is designed to provide total Earth surface coverage every
12.56 hours using three radar equipped satellites. Basic radar geometry to
achieve this desirable, approximately 12-hour, coverage includes a swath width
of 370 km and a maximum range depression angle of 45°.

Results to date indicate: (1) relatively small circular trihedral corner
reflector targets (0.3 m to 0.6 m on edge) positioned in natural terrain,
characteristic of many remote areas of the world, can be detected and identi-
fied using synthetic aperture radar; (2) radar returns are sensitive to trans-
mitted signal polarization and frequency and this phenomena can be used to
structure data processing (digital difference, false color enhancement, com-
posites, and spatial filtering) suited to the unique identification of search
and rescue targets; (3) the proper use of target arrays relative to geometry,
size, and target types can enhance the identification process; (4) target
spacing should be maintained within 1.5 to 2 times minimum radar resolution;
(5) reflector target radar cross section should be equal to or greater than the
product of minimum radar resolution and terrain background radar cross-section
density; (6) it is advantageous to use at least two radars simultaneously having
dual polarization receiving capability on each channel; (7) a near polar orbit
of approximately 470 km is desirable; (8) depression angle should be about 45°;
and (9) swath width should be at least 370 km to achieve an approximate 12-hour,
100-percent Earth surface coverage. This wide swath-width requirement may be
used for a coarse-look mode of operation and may be used in conjunction with a
59-km to 56-km fine-look mode of search.

Study of the basic concept and evaluation of results obtained from air-
craft flight tests indicate a multiple frequency, dual polarization, day-night,
all-weather, global search and rescue system is feasible. The next logical
step is to test and demonstrate the concept in low-Earth orbit using the space
shuttle, and work is in progress to carry what has ben learned toward a shuttle
technology demonstration test flight in early 1981.
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array) 45.4 cm edge.
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Fig. 5. Cylindrical balloon reflector (eight-
corner reflector array) 91.A cm diameter.

Fig. 7. Spherical balloon reflector (eight-
corner reflector array), 91.4 cm diameter.

STOWED

Fig. 8. Poly-fold reflector (four-corner
reflector array), 61 cm edge.

Fig. 6. Hemispherical balloon reflector,
63.5 cm diameter.
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Fig. 12. Search and rescue shuttle experiment
artist concept.

Fig. 13. Search and rescue full-scale mockup
of Shuttle/Spacelab experiment.
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Fig. 14. Michigan search and rescue test area.

Fig. 15. Enlargement of radar image of Michigan
Test Site III - horizontal polarization.

Fig. 16. Enlargement of radar image of Michigan
Test Site III - vertical polarization.
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Fig. 17. Michigan Test Site III - reflector
layout.
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Fig. 18. Circular reflector array geometry.

TABLE I. - SUMMARY OF BACKSCATTER MEASUREMENTS ON
REFLECTORS FOR SEARCH AND RESCUE

(9.45 GHz HORIZONTAL POLARIZATION)

REFLECTOR TYPE

4 Corner Pop-up
#108
#103
#102

8 Corner - Cylinder
Balloon #101

#100

AVERAGED MEASURED o
dB*

+11.5
+18.0
+20.4

+24.5
+24.0
+11.5

REMARKS

Figure 4
Max Value
Max Value
Max Value

Figure 5
Max Value
Max Value
Mean Value

Aluminized
Mylar Sheet
30.5 cm x 30.5 cm

Hemisphere
Balloons

8 Corner - Sphere
Balloon #107

#106

Luneberg Lens
30.5 cm
45.7 cm
61 cm

Corner Reflector
45.4 cm

+20.5
+18.4

+15.4

+21.4
+24.7
+11.0

+17.0
+22.0
+24.5

+21.3

Smooth Sheet
Rough Sheet

Figure 6
61 cm Dia.

Figure 7
Max Value
Max Value
Mean Value

Max Value
Max Value
Max Value

Al. Structure Rigid

Odb - 1 m2 Target
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PROTOTYPE ACTIVE SCANNER FOR NIGHTTIME

OIL SPILL MAPPING AND CLASSIFICATION

G. A. Sandness and S. B. Ailes

Battelle
Pacific Northwest Laboratories

Richland, Washington

ABSTRACT

A prototype, active, aerial scanner system has
been constructed for nighttime water pollution detec-
tion and nighttime multispectral imaging of the ground.

An arc lamp is used to produce the transmitted
light and four detector channels provide a multispectral
measurement capability. The feasibility of the design
concept has been demonstrated by laboratory and flight
tests of the prototype system.

1. BACKGROUND

Battelle-Northwest has constructed and operated aerial optical-mechanical
scanner systems since 1968. The principal applications of these systems have
been thermal infrared (IR) and tracer dye studies of power plant outfalls and multi-
spectral geological surveys. These applications all involved the use of passive scanner
systems which depend on sunlight for their operation. In recent years, it has
been evident that an active multispectral scanner (that is, one which contains
its own light source) would be useful in several remote sensing applications.
For example, by stimulating and detecting fluorescent emissions, a system with
an internal ultraviolet (UV) light source could potentially detect, map, and
classify spills of oils or other fluorescent chemicals at night. Further, pas-
sive multispectral measurements and classifications of vegetation and other ground
materials are often corrupted by shadows which are seen by the sensor. Because
only backscattered light is detected by an active system, active measurements
are free of shadow effects. Finally, effects due to variations in the direction
and intensity of the illumination tend to be reduced with an active system.

With this motivation we began the development of an active multispectral
scanner. The attractive possiblity of using lasers to illuminate the ground or
water and to stimulate fluorescence was examined, but was rejected because our
objective was to develop a small, relatively inexpensive system that could
be operated in a light twin-engine aircraft. This objective seemed to be
incompatible with the use of lasers at this time. Xenon and mercury-xenon
arc lamps were therefore adopted as alternative light sources.

The first flight tests of our prototype active scanner system were conducted
in November, 1974. Those tests involved the successful detection and mapping of
oil slicks and rhodamine dye in water. Since that time, several other flight
tests and related laboratory measurements have been made. Some of the results
of those tests are presented below.

2. SCANNER DESIGN

The basic design of the prototype active scanner is shown in Figure 1. As
shown in the diagram, the scanner utilizes two reflecting telescopes with a com-
mon field of view which is swept across the ground by means of rotating mirrors.
This field of view, which is a circular or eliptical spot, is illuminated for
nighttime operation by an arc lamp placed at the focal point of the telescope
shown on the left side of the scanner. Light reflected or emitted by materials
on the ground or on a water surface is focused on the tip of a fiber optics
bundle placed at the focal point of the second telescope. The received light
is then transmitted via the fiber optics into the detector assembly where it is
separated into four spectral bands and detected by photomultiplier tubes.
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The scanner can be operated in three modes: 1) An active mode for night-
time imaging of fluorescent materials. In this mode, the UV lines of a
mercury-xenon arc lamp are projected onto the ground. The output of the
lamp is filtered so that only the UV portion of its spectrum is transmitted.
The UV light is blocked in the detectors so that they respond only to the light
emitted by the fluorescent material. 2) An active mode for nighttime multi-
spectral imaging of the ground. A xenon arc lamp is used without a source
filter to illuminate the field of view. The xenon arc lamp emits a broad
continuum of light in the UV to near IR spectral range. 3) The passive
mode. With the arc lamp off, the scanner functions as a normal, passive,
multispectral scanner.

The outputs of the four channels and a sync signal are illustrated in
Figure 1. The sync signal is derived from an optical sensor which detects a
timing mark on the rim of the rotating mirror block. The video and sync signals,
together with a roll signal produced by a gyro in the nose of the aircraft, »re
amplified and recorded in analog form on a fourteen-track Sangamo Sabre III tape
recorder.

For flight operations, the scanner is mounted on the underside of a Cessna
320 aircraft. It scans in a plane normal to the aircraft flight path and extend-
ing 60° to either side of nadir. The relationship of the scanning system to the
ground is illustrated in the lower part of Figure 1.

The mercury-xenon and xenon arc lamps used in the active scanner operate at
powers of 600 and 700 watts, respectively. The operating voltages and currents
are directly compatible with 28-volt aircraft electrical systems. The output
spectra of the arc lamps are shown in Figure 2. The transmission curve of the
glass filter used in the fluorescence mode is also shown. The emission lines
within the UV pass band of the filter contain approximately 30% of the optical
energy emitted by the mercury-xenon lamp.

Four photomultiplier tubes with band-pass filters are used to obtain measure-
ments in four spectral bands. A four-branch light guide is a straightforward
means of splitting the light collected by the receiver telescope into four equal
parts and for transmitting the light to the detectors. However, at least 75%
of the light is lost in this method.

An alternative method which offers a potential for better efficiency has
been devised. A bifurcated light guide is used to transmit light from the receiver
telescope to the interior of a pentagonal cavity. The light enters through a
block on one side of the pentagon. An interference filter is mounted flush with
the interior wall of each of the other four blocks. The two middle filters in
the pentagon are directly illuminated by the two branches of the fiber optics
light guide. Wavelengths within the passbands of these two filters are trans-
mitted through the filters and are detected by the photomultiplier tubes mounted
directly behind the filters. Wavelengths outside the passbands of the middle
filters are reflected toward the other two filters where additional fractions
are transmitted and detected. The reflectivity of each of the filters is in the
range 80-90% at wavelengths outside its passband. Additional efficiency is
derived from reflections within the cavity. Small lenses at the entry ports
focus the light on the filters, and the inner surfaces of the top and bottom caps
are aluminized glass mirrors. The realized gain in efficiency of this system
in comparison with a simple four-branch light guide arrangement has been approxi-
mately 50%.

For fluorescence measurements, the optical bandpass characteristics of the
filters are selected to cover the range 400-600 nm in approximately four equal
parts. For multispectral reflectance imaging of the ground, the filters cover
the range 300-900 nm. Figure 2 shows the spectral bands of the detectors in
relationship to the output spectra.

The spectral resolution of the prototype scanner is determined primarily by
the angular divergence of the output light beam, approximately 10 milliradians.
If the aircraft is flying 300 m above the ground, the diameter of the illuminated
area at any instant is approximately 3 m.
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. . , - . , . . 3. RESULTS

In the first nighttime flight tests of the prototype active scanner system,
a two-gallon slick of motor oil was imaged from an altitude of 300 m. The esti-
mated average thickness of the slick was 40 pm. The left side of Figure 6 shows
three intensity-sliced active images of the oil slick. This sequence shows the
spreading of the slick over a period of approximately 20 minutes. In another
test, Rhodamine B, a fluorescent tracer dye, was imaged from an altitude of 300 m
at a concentration of less than 1 ppm.

In August, 1975, the scanner was used in a unique hydraulic model study con-
ducted jointly by the University of California at Berkeley and Battelle-Northwest
for the Pacific Gas and Electric Company. The purpose of this study was to examine
the behavior of a thermal plume produced by the discharge of cooling water from a
nuclear reactor. The active scanner was mounted on a large crane approximately
7 m above the water surface in the test basin. As the crane traversed the basin,
two-dimensional tracer dye imagery was acquired. This imagery graphically and
quantitatively displayed the dynamic behavior of the plume under the influence
of waves and currents in the model sea. Rhodamine B concentrations of less than
5 ppb were readily mapped at scan angles up to ±55° and slant ranges up to 12 m.
Figure 3 is a set of four images which shows an example of the movement of dye
in the plume.

Figure 5 illustrates the results of a flight over a test pond containing a
slick of Valvoline 85W140 gear oil. The photograph is an intensity-sliced image
of the test pond which was approximately 10 m wide and 20 m long. Oil that had
leaked out of the pond onto an underlying concrete slab is visible both above and
below the pond. Figure 5 shows a comparison between the fluorescence spectrum
of the oil as measured by the scanner in four spectral bands and the spectrum of
the oil as measured by a spectrophotometer in the laboratory.

Scanner images of the natural oil seeps in the Santa Barbara Channel were
obtained in the passive mode during daylight hours. Good high contrast images of
the oil slicks were obtained at altitudes up to 3000 m, the maximum altitude flown.

An example of active, nighttime, reflectance imagery is shown in the right
half of Figure 6. This image was produced from bands 1, 2, and 4 (see Figure 2).
It is, therefore, similar in spectral character to a normal infrared photograph
in which green vegetation is imaged in red. The specularly reflected transmitted
light beam is shown where the flight path crossed the Columbia River. In the
fluorescence mode, this component is filtered out in the detectors and is not seen.

4. DISCUSSION

A series of laboratory measurements of arc lamp-stimulated oil spectra was
conducted to help in assessing the sensitivity of the active scanner for oil
spill detection. Fluorescence spectra were measured for 14 crude and refined
oils and five other chemicals. These measurements together with flight test
results have shown that an operational oil spill mapping and classification
capability will be attainable with the construction of a second generation acan-
ner.

The design concept also appears to be practicable for multispectral imaging
of the ground and for spectral classification of vegetation and other ground
materials.

At this time we plan to construct a second generation, or operational,
version of this scanner and expect to achieve an improvement in sensitivity of
at least a factor of 100.
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FIGURE 2. ARC LAMP SPECTRA. The upper graph is the spectrum of the mercury-
xenon arc lamp. The dashed line is the transmission curve
for the UV bandpass filter. The lower graph is the xenon arc
lamp spectrum. The wavelengths of the detector bands are also
shown.
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FIGURE 3: HYRAULIC MODEL TEST SEQUENCE. The four
pictures show the movement of rhodamine tracer
dye in the 1:75 scale cooling water discharge
plume of the Diablo Canyon nuclear reactors.
Elapsed time is approximately 10 minutes.
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FIGURE 4. OIL IN TEST POND. Intensity sliced active
nighttime imagery collected over a test pond.

The oil is Valvoline 85wl40 gear oil.

400
WAVELENGTH, nm

FIGURE 5. OIL FLUORESCENCE SPECTRA. Dots are scanner data
measured at an altitude of 110 m. Open

circles are scanner data measured at 75 m.
Line is laboratory spectrophotometer measurement.
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Figure 6. ACTIVE AERIAL SCANNER IMAGERY. The photograph on the left
is a series of three nighttime fluorescence images showing
the spreading of a 2-gallon oil slick. The scale is
approximately 1 cm = 25 m. The picture on the right is a 3-
band active image collected at night from an altitude of 300 m.
The scale is approximately 1 cm = 200 m.
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Abstract

An aircraft program is being conducted by NASA's Ames Research Center and the USDA's
Agricultural Research Service to develop techniques for remotely measuring crop irrigation
needs and predicting crop yields. Airborne and ground measurements were made on April 1 and
29, 1976, over a USDA test site consisting mostly of wheat in various stages of water stress,
but also including alfalfa and bare soil. These measurements were made to evaluate the
feasibility of measuring crop temperatures from aircraft so that a parameter termed "stress
degree day", SDD, could be computed. Ground studies have shown that SDD is a valuable indi-
cator of a crop's water needs, and that it can be related to irrigation scheduling and yield.
The aircraft measurement program required predawn and afternoon flights coincident with minimum
and maximum crop temperatures. Airborne measurements were made with an infrared line scanner
and with color IR photography. The scanner data were registered, subtracted, and color-coded
to yield pseudo-colored temperature-difference images. Pseudo-colored images reading directly
in daily SDD increments were also produced. These maps enable a user to assess plant water
status and thus determine irrigation needs and crop yield potentials.

Introduction

Many regions worldwide depend on irrigation for producing crops. Growing populations with
expanding agricultural programs will further increase the demand for irrigation water. In
fact, the effects of these expanded programs are already being felt in the farm community. In
some Arizona agricultural areas, for instance, the water table is dropping nearly 8 feet per
year. The cost of pumping water increases as energy costs rise. When faced with drought,
such as California has had in the last two years, the problem of water supply becomes particu-
larly acute. Water must be proportioned fairly to all domestic, industrial, and farm users;
but, since agriculture is the prime user of water, strict allocation of irrigation water will
have a greater conservation impact on total usage than would similar control of either of the
other two user groups. Obviously, insufficient irrigation will decrease farm production.

A valuable aid to solving these problems would be a means of more rationally assessing
when crops need water, so that they need not be irrigated arbitrarily. Secondly, a means of
assessing the yield of crops before harvest would be valuable for planning purposes. If such
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technique: .ould be applied "0m airc aft or spacecraft, large areas could be assessed in a
timely manner.

We have two potential techniques for attaining these goals. They are based upon using the
crops' canopy temperature as a direct indication of water stress. The first technique uses
the difference between crop canopy and ambient air temperatures at the time of maximum solar
heating (1 to 1.5 hours after local solar noon). When a crop has sufficient moisture, it will
transpire freely and its temperature will be lower than that of the ambient air; when moisture
is insufficient its temperature will be higher than that of the ambient air, due to a reduced
transpiration rate. The daily sum of this temperature difference, termed "stress degree day",
is the tool used to determine crop irrigation needs and yield potentials.

The second and more purely remote technique does not rely on ambient air temperatures
being acquired at the exact crop locations. Indeed, it utilizes the difference between the
previously mentioned crop maximum temperature and minimum temperature (just before sunup),
which is then normalized by ambient air temperatures acquired from the nearest National
Weather Service location. The values are summed daily, thereby producing a value for the
stress degree day. Both forms of stress degree day were found to be equally valid in a recent
study in Arizona (1, 10). Other investigators have used canopy temperature as an indicator of
plant water stress (2, 3, 4, 5, 6, 7, 8, 9).

The maior results of Idso, et al (1) can be summarized with the aid of Fig. 1. The
cumulative values of stress degree day, SDD, are plotted versus days after planting. Data
are presented for four wheat fields irrigated differentially. The sloping line in this figure
corresponds to the end of wheat head growth. Actual yield for any field is found by projecting
the point of intersection of its SDD curve and the solid sloping line to the upper abscissa.
Thus, it is seen that the wheat having the lowest cumulative SDD value also produced the great-
est yield.

In view of these promising results, USDA and NASA are cooperating to determine the feasi-
bility of using remote sensing techniques to monitor crop stress. The crops, primarily wheat,
were grown by USDA in Phoenix, Arizona. Ground measurements were made by USDA and airborne
infrared imagery was acquired and processed by NASA; data were analyzed jointly. The major
objective of this study was to determine if temperature measurements made with ground-based
instrumentation could be accurately repeated from an aircraft, and to see if the SDD concept
was suited to airborne application. The several problems involved in such a program, along
with proposed solutions, are also described.

1976 Aircraft Program

Airborne and ground measurements were made at an agricultural test site in Phoenix,
Arizona on April 1 and 29, 1976.

OBJECTIVES:

The objective of the aircraft program was to ascertain if infrared techniques developec
on the ground for monitoring the water status of crops could be applied from aircraft. Since
the ground proaram had established, or was establishing, the relations between stress degree
day and crop irrigation scheduling and yield, the aircraft program was aimed at (1) the
airborne measurement of plant canopy temperatures, especially for wheat, (2) the correlation
of airborne with ground-based measements, (3) the detection of wheat under various degrees of
water stress by utilizing airborne measurements, and (4) the identification of problem areas
associated with airborne measurements of canopy temperature that do not exist for ground
measurements.

APPROACH:

The measurement program was conducted on fields of the U.S. Water Conservation Laboratory
and the University of Arizona's Cotton Research Center at Phoenix, Arizona. This area is of
a homogenous soil type, Avondale loam. The prime measurement area was a centrally located
72-x 90-m section planted in durum wheat. After planting, this section was subdivided into
six 72-x 15-m plots, which were irrigated with different amounts of water over the growing
season. The irrigation schedule is given in Table 1. Plot 1 was highly stressed, whereas
plot 6 was considerably over-watered. Plot 2 received what was considered an optimal amount
of water, while the remaining plots, 3, 4, and 5, respectively, received progressively more
irrigation. Plots 1 and 3 were subdivided late in the season after experiencing severe water
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stress, at which time their south portions received additional water. Surrounding areas were
planted with alfalfa and wheat; a portion of the site was bare soil.

AIRCRAFT AND GROUND MEASUREMENT:
2/Ground-based measurements of plant canopy temperatures were made using Barnes— PRT-5

Radiation Thermometers. Seven measurements were made at each of two locations in each of the
six small wheat fields using radiometers operating in the 8 to 14 micrometer bandpass region.
A 20° field-of-view (FOV) radiometer was used to make a straight-down measurement. Measure-
ments were then made with the radiometer aimed at a 45° angle and readings were taken in each
of the cardinal compass directions. Next, measurements were made to the north and to the
south, near grazing incidence, usinq a 2° FOV radiometer.

Measurements in the surrounding fields were made using a 20 FOV, 10.5 to 12.5 micron
bandpass radiometer. These were made only in the north and south directions with the exception
of the alfalfa field just west of the six small wheat plots, where a downward measurement was
included.

Airborne measurements were made with a Texas Instruments model RS-25 infrared line
scanner, operating in the 8 to 14 micrometer bandpass region. The RS-25 contains two black
body calibration sources with platinum-resistance temperature readout. These sources can be
heated so as to provide calibration temperatures both above and below those of the scene being
viewed. Owing to the predawn surface temperature at flight altitude, this span was not
achieved during the morning flights; therefore, all predawn airborne data were adjusted to
ground-measured temperatures of a 1.3-m-diameter tank of water and to the temperature of wheat
plot 2 south, the optimally irrigated wheat. For consistency, the afternoon aircraft data
were also adjusted to the ground-measured temperature of Plot 2 south. The black body tempera-
ture span was not altered, and this adjustment in temperature level was less than 2U C, thus
probably accounting for atmospheric effects and possible ground instrument drift. The scanner
data were recorded on a Sangamo Saber III 14-channel tape recorder. In addition to the scan-
ner, color infrared photography was acquired with a 70-mm Hasselblad camera.

DATA REDUCTION:

The airborne scanner data were recorded in analog form, converted to digital form, and
processed using digital image techniques. This processing yielded computer listings of temper-
ature and temperature differences between predawn and afternoon data, pseudo-colored maps of
these temperatures and temperature differences, and pseudo-colored maps of daily incremental
stress degree day.

The most difficult portion of the data reduction was the registration of the predawn and
afternoon data. To provide for registration of the data, twenty-eight 4-foot-square sections
of plywood, painted with low-emitting aluminum spray paint, were randomly placed about the
test site. These panels served as control points to which the scanner data were "rubber-
sheeted".

To computer process the RS-25 scanner data, it was necessary to convert the analog data
to a computer-compatible digital format. This was done by inputting the analog signal into an
A/D converter using "sample and hold" techniques, which integrate the analog signal for a
predetermined period of time. This integrated signal is then measured and a value assigned to
represent its relative amplitude. The "sampling" period represents one picture element (or
pixel), and the pixel amplitude is converted to a digital value ranging from 0 to 255 (8-bits).
The thermal infrared data was processed on an HP-3000 computer system configured with a COMTAL
video display, two 1600 BPI tape drives, and a pair of 50 megabyte disk memories. The soft-
ware program, called IDIMS, acted upon the digital image. Since the RS-25 scanner collects
data in a scan line to scan line sequence, each line represents a row in the digital image.
Similarly, the selected sample interval for digitizing determines the number of pixels in each
scan line. Since each scan line contains the same number of picture elements, the pixels make
up the columns in the image array. Eight separate processing steps were used to generate the
final output images reported here.

1. Scene Selection. All recorded digital image data were reviewed on the COMTOL display.
Thermal calibration, high-frequency image jitter, bad or missing scan lines, image noise and
general image appearance were used as selection factors.

2. Scene Reduction. The portion of the scene outside the area of interest was edited out.
This conserved processing time.

3. Sweep Distortion Correction. Geometrical distortions caused by the constant angular
velocity of the scanner mirror were corrected.
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4. Transfer of black body digital values to the reduced scene. This step was required
since the position of the calibration signals on the original total scene caused them to be
edited out in Step 2, above.

5. Geometric Registration (image to image). To process data between corresponding
points on the ground in two different scenes (morning and afternoon), a transformation had
to be developed to map pixels in one image to the corresponding pixel in the other image.
The aluminum-painted panels were used to do this.

6. Geometric Registration (photo to image). A transformation was next employed to map
a base (airborne) photograph to the registered pair of images. Thus, the pixels, approximating
the ground truth points on the photograph, were identified.

7. Thermal Calibration. The basic digitized image was created with 256 (8-bit) grey
levels. These levels were proportional to the energy received by the RS-25 scanner from each
point on the ground. The thermal black body references were also imaged within 256 grey
levels, but their temperatures were known. Thus, all image grey levels could be transformed
into apparent temperatures by using the black bodies as function generators. The output
image, then, has real-valued pixels which represent the apparent temperatures on the ground
as seen by the RS-25 scanner.

8. Presentation of Processed Image. Final results were presented in the following forms:
a. Pseudo-colored video display, where each color represents a discrete temperature
interval.
b. Total scene display or selected areas expanded to fill video screen size.
c. Line printer output of apparent temperature values or temperature differences.
d. Single pixel values selected by the operator.

RESULTS

April 1, 1976

On April 1, 1976 the wheat crop had been growing for 120 days and had first headed about
20 days earlier. Plot 1 was suffering from severe lack of water, and appeared very sparse.
Plot 3 also appeared sparse, but the remaining plots were of uniform full canopy. The large
wheat and alfalfa fields to the south were very healthy. The alfalfa adjoining the small wheat
plots, however, was very sparse and irregular because of significant water stress.

Aircraft measurements were made at 5:53 a.m. and 2:06 p.m., local time. Pseudo-colored
temperature images resulting from these data are shown in Figs. 2 through 5. Accompanying each
figure is a legend designating the temperature spread represented by each color in the figure.
Figure 2 shows results of the morning flight. At the time of the overflights, air temperature
150 cm above the ground was 7.2° C at plot 2. From this figure it can be observed that wheat
plots 1 and 3 were at ambient air temperature. Temperatures of the other small wheat fields
were about 3° to 4° C lower than ambient, which indicates a healthy water status.

The morning scanner measurements of the large wheat field to the south were about a degree
less than those of plots 2 and 4 through 6, in nearly exact agreement with ground measurements.
Temperature of the large alfalfa field adjacent to the small wheat plots was nearly the same as
that of the bare dry soil, but the lush alfalfa to the south of the bare soil had the lowest
temperature of all fields, about 7 C below the measured air temperature.

The afternoon-acquired scanner data are shown in Fig. 3. During the time of measurement,
air temperature 150 cm above plot 2 was 28.2° C. Figure 3 shows that: (1) the extremely
water-stressed plot 1 was as much as 8° C warmer than ambient, (2) the less water-stressed plot
3 was running as much as 6° C warmer than ambient, (3) the better irrigated plots 2 and 4
through 6 were below ambient by as much as 6° C, (4) the lush alfalfa field and the wheat field
to the south were identical in temperature, and (5) the bare soil was the hottest of all
fields, reaching 14° C above the measured air temperature.

The difference image, derived by subtracting the morning data from the afternoon data, is
shown in Fig. 4. The most noticeable features in this image are the very large diurnal temper-
ature variation of the bare soil, and the very small variations of the well-irrigated fields of
wheat and alfalfa. The severely water-stressed wheat showed diurnal temperature variations
about 10° C greater than the well-irrigated wheat. Table II lists values of daily incremental
stress degree days corresponding to the various colors of the plant canopies in Fig. 4. These
were computed by the methods of Idso et al (1, 11), where

SDD _ (p.m. - a.m.) crop temperature ,g _lg
(p.m. - a.m.)air temperature
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Based on these values, wheat plots 1 and 3 have positive values of SOD, and are therefore con-
sidered to be under water stress, as would be concluded from the irrigation schedule of Table I.

As stated in the introduction, an alternate technique for measuring ISDD,is to measure the
difference between canopy and air temperatures at the time of maximum solar heating. Pseudo-
colored imagery maps of these values were produced. A very practical form of presenting this
imagery is illustrated in Fig. 5. Here, only positive values indicative of water stress, are
displayed for the six small wheat plots. It is readily apparent that plots 1 and 3 are under
water stress.

For the correlation studies of airborne-acquired vs. ground-obtained canopy temperatures,
the airborne data utilized were computed as the average of the four pixels nearest the estimated
points of ground measurement. The results are shown in Table III. The first correlation run
was for the six central wheat fields. Since the airborne-acquired data had actually been cali-
brated" by equating airborne- and ground-acquired data over plot 2S and a small water tank, good
absolute value agreement in the mean was expected, and indeed, this is what we found, with a
correlation coefficient of 0.99. The unknown quantity to be investigated was the amount of
scatter in the data, due to unevenness of canopy fullness among the several plots. In this
instance, the standard deviation was only 0.7° C.

The next correlation included these same data in a larger group additionally containing
results for all of the other wheat, alfalfa, and bare soil fields. Again, a high correlation
coefficient of 0.98 was obtained, with a standard deviation of 1.3 C.

The final two correlations to be run dealt with the stress degree day concept as applied to
the six central wheat plots. The first utilized airborne-acquired data and compared the two
different formulations of the concept, i.e., afternoon canopy-air temperature difference vs.
normalized afternoon-early morninq canopy temperature difference. The 0.99 correlation coeffi-
cient and 0.6 C standard deviation indicated that for the small wheat plots, early morning
canopy temperature measurements were perhaps not necessary.

April 29, 1976

As of April 29, 1976, the wheat crop had been growing for 148 days. Figure 6, a color
infrared photograph of the fields, shows that the status of the crops varied widely. Plot 1
was under severe water stress. Table 1 shows that it was irrigated 5 days after planting in
December, and that the south portion was irrigated once more 125 days after planting. The bare
soil field of April 1 had been recently tilled and planted to cotton which had not yet emerged.

The thermal imagery acquired on the afternoon flight is shown in Fig. 7. Air temperature
150 cm above the ground was measured to be 30.4° C. From this figure it can be deduced that, as
compared with measured air temperature: (1) the bare soil temperature was about 20° C higher,
(2) temperatures of the lush wheat and alfalfa fields to the south were about 4 C lower, and
(3) temperatures of wheat plots 2 and 6 were lower, but those of all others were higher.
Another significant feature of these data is that they show a large difference in temperature
between the north and south segments of plot 1. This difference was a result of an irrigation
to the south segment of April 13. This feature is not detectable on the color IR photography
of Fig. 6.

A map of positive values of daily incremental stress degree days analogous to Fig. 5 is
presented in Fig. 8 for April 29, 1976. All plots except plots 2 and 6 were under water stress.
The magnitude of stress can be determined from the legend.

The same four correlation studies were performed for this day's data as for those of
April 1. Corresponding results, Table III, in terms of correlation coefficients and standard
deviations in the same order of presentation were 0.95, 1.6° C; 0.97, 2.0° C, 0.96, 1.3° C and
0.96, 1.3° C, respectively.

Conclusions

The results of this program demonstrate the potential for monitoring crop irrigation needs
and yield potential by airborne infrared techniques. Crop canopy temperature measurements
acquired by aircraft appear well adapted to use with the stress degree day concept developed by
Idso, Jackson and Reginato (1). For wheat, this technique can now be extended from the ground
to aircraft.

The major emphasis in this study was upon wheat. Because all measurements were made after
wheat heading, the canopies were full and no confusion existed between canopy and soil back-
ground temperatures. Further research is necessary to correlate percent plant cover with
airborne-acquired canopy temperatures in the early stages of growth.
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The superiority of thermal IR data over color IR photography was clearly established.
Water stress undetected in color IR photography was clearly detected in thermal imagery. A
value of color IR photography, however, is to establish those fields supporting vegetation.
Thus, both techniques used together enhance the strong points of each.

Finally, application of these techniques would be most practical if remote measurements
were required only once a day. The results indicate that both techniques could be used with a
single remote canopy temperature measurement if simple air temperature transmitters were located
in individual fields. It is believed that the afternoon crop minus air temperature technique
would provide the most accurate data. Future efforts will be directed toward determining the
time-frequency of coverage required to accurately monitor irrigation needs and potential yields.
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TABLE I. WHEAT IRRIGATION SCHEDULE

Wheat Plot Days After Planting

1 N
1 S
2
3 N
3 S
4
5
6

5
5
5
5
5
5
5
5

83
83
83
83
83
83 99

110

110
no
no

125
125

125

125
125 132

146

146

146
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TABLE II. STRESS DEGREE DAY VALUES FOR PSEUDO-COLORED IMAGE OF FIG. 4

Color
(P.M. - A.M.) Normalized

Stress Degree Day

Lt. Green
Dk. Green
Lt. Blue
Dk. Blue
Violet
Black

6.9 - 8.7
4.4 - 6.1
1.8 - 3.5

(-0.8) - 0.9
(-3.4) - (-1.7)
(-6.0) - (-4.2)

TABLE III. CORRELATION STUDY RESULTS

Factors Correlated

Airborne vs. Ground Canopy Temps
for 6 Wheat Fields

Airborne vs. Ground Canopy Temps
for All Fields

Two Airborne Techniques for
Determining SDD

Airborne p.m. - a.m. Canopy
Temp Difference vs. p.m. Canopy
Temp - a.m. Air Temp

Correlation Coef. Std. Deviation, °C

Apr 1, 1976 Apr 29, 1976 Apr 1, 1976 Apr 29, 1976

0.99

0.98

0.99

0.99

0.95

0.97

0.96

0.96

0.7

1.3

0.6

0.6

1.6

2.0

1.3

1.3
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Figure 1. Stress Degree Day
vs Days after wheat planting
and vs yield. Adapted from (1)
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Figure 3. Pseudo-colored
them .• imagery of the Phoe-
nix test site acquired at 2:06
P.M., April 1, 1976. 14-16
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Figure 4. Pseudo-colored im-
agery of the difference between
P.M. and A.M. surface temp-
erature measurements, April 1,
1976, Phoenix.
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Figure 5. Pseudo-colored im-
agery of positive values of
daily incremental stress degree
days (afternoon crop minus
air temperatures). April 1.
1976, Phoenix.

Red
Orange
Yellow
Lt. Green
Ok Green
Lt. Blue
Dk Blue
Violet
Black

Figure 6. Color IR photo-
graph of the Phoenix test
site. April 29. 1976.

Figure 7. Pseudo-colored
thermal imagery of the Phoe-
nix test site acquired at 1:54
P.M.. April 29, 1976.
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Yellow
Lt Green
Dk. Green
Lt. Blue
Dk Blue
Black

C
50-53
46-49
42-45
38-41
34-37
30-33
26-29

Figure 8. Pseudo-colored im-
agery of positive values of
daily incremental stress degree
days (afternoon crop minus
air temperatures). April 29,
1976. Phoenix.
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DIGITAL COLOR ANALYSIS OF COLOR-RATIO COMPOSITE LANDSAT SCENES

Gary L. Raines

U.S. Geological Survey
Denver, Colorado 80225

ABSTRACT

A method is presented that can be used to
calculate approximate Munsell coordinates of the
colors produced by making a color composite from
three registered images. Applied to the Landsat
MSS data of the Goldfield, Nevada, area, this
method permits precise and quantitative definition
of the limonitic areas originally observed in a
Landsat color ratio composite. In addition, areas
of transported limonite can be discriminated from
the limonite in the hydrothermally altered areas
of the Goldfield mining district. From the
analysis, the numerical distinction between
limonitic and non-limonitic ground is generally
less than 3/5 using the Landsat bands and as much
as 8% in ratios of Landsat MSS. bands.

1. INTRODUCTION

In the past, discrimination of altered ground in mineral areas has been
achieved using diazo color composites of Landsat ratio images (Rowan and others,
197*0 • Such discrimination relies on subjective recognition of particular
colors in the color ratio composites and is strongly affected by variability in
diazo film processing. A digital technique has been developed by which the
digital ratios values can be numerically transformed from the three axes of an
orthogonal coordinate system to a cylindrical coordinate system that approxi-
mates the Munsell color space (Strandberg, 1968). The colors that would result
in a color-compositing process, such as the diazo process or a color additive
process, thus can be precisely and quantitatively defined in terms of Munsell
color coordinates.

This technique is illustrated by use of the color-ratio composite of the
Goldfield, Nevada, area presented by Rowan and others (197*0 • The reader is
assumed to be familiar with that report, and details of the compositing and
geologic analysis are not repeated here. •

2. METHOD

The geometric relationships involved in the transformations from an or-
thogonal coordinate system to cylindrical coordinate system approximating the
Munsell coordinate system are shown*in Figure 1. The Munsell coordinate system
is a coordinate system that uses dimensions related to the psychological
aspects of color (Strandberg, 1968). The three Munsell coordinates are hue,
saturation, and value. Hue is basically the color such as red, green, brown,
yellow, etc. Saturation is a measure of the purity, the higher the saturation
the greater the purity for a given hue and value. The value is a measure of
the brightness of the color, the greater the value, the brighter the color.
With these three variables any color, as seen by a human observer, can be
uniquely defined.

The equations used for the transform from the additive primary colors to
Munsell coordinates are given in Table 1. The inverse equations, Munsell
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coordinates to additive primary colors, are given in Table 2. These transforms
assume a color-additive process with the additive primaries, blue, green, and
red. The diazo process uses a color subtractive process. The relationship be-
tween color subtractive and color additive processes is shown in Table 3- If
the relationships outlined in Table 3 are used, the same color composite will
be derived with ideal color subtractive or color additive techniques. With the
equations in Table 1, the colors that would be seen in the color-ratio composit-
ing process can now be calculated. Briefly, the color-ratio-composite process
as used by Rowan and others (197*0 is as follows. The ratios of Landsat bands
4 divided by 5 (designated 4/5), 5 divided by 6 (designated 5/6), and 6 divided
by 7 (designated 6/7) are formed. Then these ratios are linearly rescaled to
the integers 0 to 255 which is the full range of gray levels of the film.
Finally, positive black and white images on film (a high ratio has a low density
on these images) are formed and these images are copied onto the appropriate
color diazo film. The 4/5 image is cyan, the 5/6 image is yellow, and the 6/7
image is magenta. These color-coded ratios images are composited to form a
color-ratio composite in which all colors are possible. The numerical analog
using the equations in Table 1 and the relationships in Table 3 are as follows.
The 4/5 ratio value is the red value, the 5/6 ratio value is the blue value,
and the 6/7 ratio value is green. Then entering the calculated ratios into the
transforms in Table 1, hue, saturation, andQvalueoare calculated. The blue,
green, and red colors are centered at hue 0 , 120 , and 240 .respectively. The
intermediate colors blue-green and yellow are centered at hues of 60 and 180 ,
respectively.

Now the reason that this precise transform gives an approximation of the
Munsell coordinate system is apparent. The boundaries between these colors are
not precisely defined. Therefore, a subjective decision has to be made with
regard to what the individual interpreter considers the boundary. However, as
a guide line, the divisions between the colors are approximately half-way be-
tween the pure hues. Furthermore, if in the color-composite image an observer
recognizes the color as distinct, then the saturation must be high and the value
moderate. Value can also be estimated by inspections of color composite images.
Lack of definition of the colors in this numerical transform is not really a
limitation, since any decision that is made is well defined, repeatable, and
uniform for the whole data set. Thus, the decision can be exhaustively tested
to see if it is acceptable and can be modified until an acceptable decision is
derived.

As- the transforms can be used both ways, additive primaries to Munsell and
Munsell to additive primaries, a very powerful image enhancement technique is
also available. Individual colors of a color composite image can be isolated
or very subtle color variations can be enhanced for better visual interpreta-
tion of images. These operations can be performed by transforming from addi-
tive primaries to Munsell and then manipulating the desired color aspects. For
example, the saturation may be increased for one set of hues that are critical
to identify; thus making it easier to recognize those hues. Then the Munsell
coordinates may be transformed back to the additive primary values and a new
enhanced color composite image can be formed. A specific application of this
concept will be discussed in the next section.

3. APPLICATION

Once a color-ratio composite is made with the diazo process, two basic
problems are encountered. The first problem is that the recognition of colors
is a subjective process and is greatly affected by surrounding colors. Asso-
ciated with this problem is the fact that the diazo process is not exactly
repeatable. The second problem is that by using the diazo process, digital
ratios produced in a well controlled numerical process have been transformed
into a less-well controlled analog product. Thus, questions concerning the
numerical aspects such as what are the ratios that produce green on the color-
ratio composite are very difficult to answer. The advantage of the color-
ratio-composite process is that the human mind can be applied to interpret an
image so that image factors such as texture, shape, and association can be
taken advantage of. Therefore, more than just the spectral aspects of the prob-
lem can contribute to the analysis. Thus, the method presented in the previous
section is not really a substitute for the color-ratio-compositing process but
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is another tool to further the analysis of the color-ratio-composites. In the
rest of this paper I will present examples of the application of this method
to the two problems mentioned above.

The first problem is recognition of a specific color. For the color-ratio-
composite image of the Goldfield, Nevada area, Rowan and others (1974) state
that there is excellent coincidence between the limonitic areas such as the
Goldfield mining district and the green color seen in the image. However, upon
detailed inspection of these areas, I have found that it is not a straightfor-
ward matter to outline and map these green areas. Conversion to Munsell coor-
dinates is a method to do this mapping of green areas in a well defined and
repeatable fashion.

Figures 2 through 5 show images that were formed in producing the map in
Figure 6 of the green areas of the color-ratio-composite images, that is the
limonitic areas. These figures all cover the same area discussed by Rowan and
others (1974). Figure 2 shows in black those pixels with the hues 87 to 132,
the green hues. These exact numbers are image dependent. At first inspection
there appear to be too many, but detailed inspection of the color-ratio-composite
image shows there are indeed green pixels in all of these areas. However, there
are differences in distribution of the green pixels. In the Goldfield area, the
green pixels are concentrated whereas on the pediments the green pixels are
scattered. This distribution is consistent with differences expected in limo-
nite occurrence, comparing an area containing abundant iron sulfides and oxide
minerals due to intense hydrothermal alteration and an area of minor scattered
iron staining on a colluvium-covered pediment. The exact hue interval was
selected by inspection so as to include all areas selected by Rowan and others
(1974).

To further refine Figure 2, the saturation was considered next. On inspec-
tion of the Goldfield color-ratio-composite image, the greens are seen to be
very distinct, easily recognized greens. Therefore, the greens of interest
have a high saturation. Figure 3 shows in black those pixels with the green
hues selected in Figure 2 that have a high saturation. The number of pixels
selected has been greatly reduced and most of the areas of concentrated pixels
are the limonitic altered areas selected by Rowan and others (1974).

Now the problem of noise in the Landsat data and the problem of individual
isolated pixels is apparent in Figure 3- There is a conspicuous six-line strip-
ping in this figure that is related to the miscalibration of the six detectors
on the Landsat multispectral scanner. One solution is to filter every sixth
line to subdue this stripping. Figure 4 shows the result. The second problem—
isolated pixels—is only a problem in the sense that I am not interested in a
limonitic area of only one isolated pixel. Figure 5 is the result of removing
all selected pixels from Figure 4 that have no immediately adjacent neighbors.

Finally, color coding Figure 5 and registering this image onto an image of
Landsat band 5, a map (Figure 6) is produced showing in red those pixels that
were green and relatively concentrated In the color-ratio-composite image.
Specifically, this is a map of those pixels with high saturation and green hues
after corrected for a sixth-line stripping and removal of isolated pixels. The
limonitic areas selected by Rowan and others (1974, figure 18) are seen as con-
centrations of red.

Now that the green pixels have been located and defined numerically, the
question of what numbers in the three ratios combined to produce green in the
diazo composite, can be answered. Table 4 presents the statistics of the
Landsat bands and ratios of various colors or areas of interest that were
defined by the process discussed above. These precise numbers are of course
dependent upon the atmospheric conditions and the calibration of the satellite
at the time the data were acquired. However, from work in other areas it appears
that these numbers are approximately the same from area to area.

From inspection of Table 4 a further application of this methodology is
suggested. There is a very small numerical difference between the green areas
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of the Goldfield mining district and the green areas on the pediments. Can
this difference be seen in an image? Figure 7 shows an approach to this ques-
tion. Figure 7a is band 5 of the area around the Goldfield district and extends
south to the' Cuprite district. Figure 7b is an attempt to take advantage of
this very small difference between the greens at Goldfield and on the pediments.
It involves the following steps: (1) transform the ratios to Munsell coordi-
nates, (2) in the hue dimension, linearly translate the green, yellow, and
brown hues to occupy all possible hues and make all other hues zero, (3) in-
crease the contrast in the saturation and value dimensions, and (4) transform
these enhanced Munsell coordinates back to additive primary colors, ratios in
this case, and form an enhanced color-ratio composite. Figure 7b shows the
variation of the green, yellow, and browns of the original color-ratio-composite
image as variation of all hues except blue, a hue of ro. The limonitic areas
at Goldfield and Cuprite are both distinct. The non-*lmonitic area at Cuprite
is also anomalous. Furthermore, as hoped, the areas of transported limonite on
the fans are partially distinct from the limonitic areas at Goldfield and
Cuprite. A possible explanation of why these differences are seen does not re-
quire the transported limonite on the pediments to have different spectral pro-
perties than the limonite at Goldfield. This difference could be simply related
to the distribution or concentration of limonite within the 80 meter resolution
cell of Landsat, a mixture problem.

4. CONCLUSION

The application of the equations in Tables 1 and 2 has allowed a signifi-
cant improvement in the analysis and understanding of color-ratio-composite
images. This method provides a numerical method that is analogous to the color
compositing procedure and complements that procedure. The information derived
from this analysis is suggesting many further avenues of research. However,
the application of this technique is not limited to analysis of color-ratio
composites; it could be applied to the analysis of any color image.
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FIGURE 1: GEOMETRIC RELATIONSHIP BETWEEN THE ORTHOGONAL
COORDINATE SYSTEM OF THE ADDITIVE PRIMARY COLORS AND
THE CYLINDRICAL COORDINATE SYSTEM THAT APPROXIMATES THE
MUNSELL SYSTEM. The cylindrical system is oriented such
that the angle between the value axis and all additive-
primary-color axes is the same. The saturation axis is
normal to the value axis, and the hue is the azimuth of
the saturation axis measured in a plane normal to the
value axis. In the cylindrical coordinate system the
azimuth of the blue axis is arbitrarily taken as the
zero azimuth; thus, the green axis has a hue of 120 and
the red axis has a hue of 2^0.
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FIGURE 2: THIS IMAGE SHOWS IN BLACK THOSE PIXELS THAT HAVE GREEN HUES. This
image, and Figures 3 through 5, was formed so that adjacent pixels would
overlap on exposure; thus increasing the print density where there are
adjacent selected green pixels. This was done to emphasize areas of concen-
trations of pixels such as the Goldfield mining district.

FIGURE 3: THIS IMAGE SHOWS ONLY THOSE PIXELS IN FIGURE 2 THAT HAVE HIGH
SATURATION.

FIGURE 1: THIS IMAGE IS THE RESULT OF MAKING A CORRECTION FOR THE SIX-LINE
STRIPPING OF FIGURE 3.

FIGURE 5: THIS IMAGE IS THE RESULT OF REMOVING ISOLATED PIXELS FROM FIGURE 4.

FIGURE 6: THIS IMAGE IS FIGURE 5 CODED IN MAGENTA AND REGISTERED ON LANDSAT
BAND 5. The red areas are areas where there are concentrations of limonite
at the surface. This image numerically reproduces in red the green areas in
Rowan and others (197^, figure 18).

FIGURE 7a: LANDSAT BAND 5 OF THE GOLDFIELD MINING DISTRICT,
area as in Figure 7t>.

This is the same

FIGURE 7b: AN ENHANCED VERSION OF THE COLOR RATIO COMPOSITE SHOWING THE
VARIATIONS OF GREEN, YELLOW, AND BROWN OF THE ORIGINAL AS ALL COLORS EXCEPT
BLUE. Notice that the transported limonite southeast of Goldfield is dis-
tinct from Goldfield.
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Table I: Transformation of the Additive Primary Colors to Munsell Coordinates.
In the example being considered, the blue ratio value is from the
5/6 ratio (Landsat band 5 divided by 6), the green ratio value is
from the 6/7 ratio, and the red ratio value is from the V5 ratio.

B = blue ratio value
G = green ratio value
R = red ratio value

. VT
—K2 = -^ , K7 = -^

Bl = (K7 x B) - (K6 x R) - (K6 x G)
XI = (K2 x G) - (K2 x R)

if Bl = 0, Hue = neutral, I.e., B = G = R

XI
Bl

Saturation = (Bl2 + Xl2)*5

Value = K 3 x ( B + G + R )

Table II: Transformation of the Munsell Coordinates to Additive Primary Colors.
The constants are the same as Table I.

H = hue
S = saturation
V = value

Bl = S x cos (H)
XI = V x sin (H)

Blue = (K7 x Bl) + (K3 x V)
Green = (K2 x XI) + (K3 x V) - (K6 x Bl)
Red = (K3 x V) - (K2 x XI) - (K6 x Bl)

Table III. Relationship Between Images Used in Color-subractive and
Color-additive Processes.
In order to obtain the same color-composite image, the equivalent
images and primary colors are as listed below.

Color Subtractive

Image

Positive, large
value is bright

Primary Colors

Cyan
Yellow
Magenta

Color Additive

Primary Colors

Red
Blue
Green

Image

Negative, large
value is dark
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Table IV: Mean Values and Typical Standard Deviations for Selected Colors of
Interest.
The pixels in bands 4, 5, and 6 were multiplied by 2 to put the data
in the 0 to 255 range, and the pixels in band 7 were multipled by 4
to get them in the 0 to 255 range. The average ratios were calcu-
lated by recalculating the ratios from the bands, not by ratios of
the average values of the band. Only typical standard deviations
are given because there was very little variation between bands and
ratio.

Whole
Scene

Mud
Lake

Vegetation
(red)

Goldfield
(green)

Limonite
Pediment
(green)

Brown
Areas

Sample Size

Band 4

Band 5

Band 6

Band 7

Typical
standard
deviation
for bands

4/5 ratio

5/6 ratio

6/7 ratio

Typical
standard
deviation
for bands

236,334

83.2

90.1

83-0

70.7

33

0.981

5,000

183.3
202.4

175.9

139-8

091

178

10,000

47-3

42.4

51-9

53-1

1.00

15

0 .907
1.151
1.259

0.04

6,791

85.1
9 3 - 8
85 -7
7 0 . 4

12

1.163
0.813
0.985

0.13

0.914
1.098
1.218

0.06

3,010

89-2

98.8

90.4

76.0

10

0.906

1.093

1.191

0.05

1,748

87-7

99.1

94.9

83.2

17

0.891

1.047

1.143

0.06
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LANDSAT DATA FROM AGRICULTURAL SITES:
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ABSTRACT

The LANDSAT raultispectral scanner (MSS) data have been analyzed with a
view toward classification to identify wheat. The notion of spectral signature
of a crop, a commonly used basis for classification, has been found to be in-
adequate. Data analysis has revealed that the MSS data from agricultural sites
are essentially two dimensional, and that the data from different sites and
different acquisitions lie on parallel planes in the four-dimensional feature
space. These results have been exploited to gain new insight into the data and
to develop alternate models for classification. In particular, it has been
found that the temporal pattern of change in the spectral response of a crop
constitutes its signature and provides a basis for crop classification.

1. INTRODUCTION

The classification of multispectral observations from agricultural sites
is commonly based on the notion of spectral similarity of like ground covers
in a scene. With this model, the data are characterized on the basis of a
sample of training fields from each crop class of interest. The data from each
class are usually assumed to be Gaussian, and, then, the characterization con-
sists of computation of sample mean and dispersion matrix. These parameters
are said to constitute the 'spectral signature1 of the class and are used as a
basis for classification of the test data Cl-3] .

Experience with LANDSAT multispectral scanner (MSS) data, however, has
shown this model generally to be inadequate for crop classification. While the
within-field variability of data is small, the field-to-field variability is
usually so large as to make the notion of representative fields of a crop class
untenable. This difficulty is compounded by the lack of wide separability in
the data from different crop classes. Both these factors depend upon the rela-
tive biological phases of the different crops in the scene at the time of the
data acquisition. In wheat identification problem, for example, it has been
found that in most instances the data from any single acquisition at any time
during the wheat crop calendar cannot be classified satisfactorily on the basis
of the spectral similarity model. Actually, even with multitemporal data (i.e.
merged data from multiple acquisitions at different times in the crop calendar
of wheat), the different sets of training fields produce substantially differ-
end classification results C43.

The difficulty with basing classification on spectral signatures described
above is illustrated in Figures la and Ib. These figures provide typical plots
of the mean vectors for several randomly selected wheat and nonwheat fields in
a LANDSAT subframe covering a 5x6 nautical miles area in Kansas. The plots
correspond to four acquisitions over the site during different biological
phases (viz., crop establishment, green, heading, and mature) of the wheat
crop. The sizes of the fields range from 50-100 ground resolution elements
(pixels). The standard deviations in the four channels range from 0.9 to 3.5.
Figure la suggests that the data from the wheat fields cannot reasonably be
modeled as having been drawn from the same probability distribution. Actually,
hypothesis tests for equality of mean vectors across wheat fields invariably
fail at each stage of the crop. In a generalization of the model described

*This work wassupported by NASA/Johnson Space Center under Contract NAS9-14350
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above, the data from each crop class are regarded to constitute a Gaussian mix-
ture distribution C5Q This model, though more realistic, is still not entirely
adequate for a situation where training is based on data from sample of fields.
Quite often the mixture distribution is found to have as many constituents as
there are fields! The basic difficulty, of course, still is with the notion of
distinct spectral crop classes and their representation in a sample of training
fields.

With this background, an extensive analysis of the LANDSAT MSS data was
undertaken with the objective of discovering features of spectral response that
constitute a signature of wheat. The data available for this study consisted
of mean vectors and dispersion matrices for a number of known wheat and non-
wheat fields from each of several sites with multiple acquisitions. The results
of data analysis are given in the next section.

2. SIGNATURE ANALYSIS

The following findings on the LANDSAT MSS data from agricultural sites
were reported by the authors in an earlier paper C6D. (1) The data from any
acquisition are essentially two dimensional, and (2) the data from different
acquisitions/sites essentially lie on parallel two-dimensional planes in the
four-dimensional feature space. See also the related, independent work of
Kauth and ThomasC73, who give an interesting phenomenological identification to
the spectral measurements and report roughly similar conclusions on the dimen-
sionality of the data.

The above finding on dimensionality offers a significant benefit in terms
of graphical display of the four-dimensional data. This can be done by finding
representation of the data in a rotated coordinate frame with, say, the first
two axes on the plane of the data and the remaining two orthogonal to it. In
this representation, the first two (in-plane) components, giving the location
of the data on the plane, essentially distill the 'information' from the four-
channel MSS data; the last two (off-plane) components, measuring the deviation
of the data from the plane, have only a very small range of values and are re-
garded as noise. The relative positions of the data in the original four dim-
ensional feature space are very nearly preserved in a data display based only
on the first two components of the transformed data. Note that having iden-
tified the plane, for our purpose, the orientation of the two orthogonal axes
on it is entirely arbitrary C6l The coordinate frame, i.e., orthonormal trans-
formation (see Appendix), used in the graphical representation of data in this
paper was chosen solely for clean displays. In plots of in-plane (off-plane)
components, the first (third) component of the transformed data is plotted
along the abscissa.

Figures 2a and 2b give scatter plots of data from the Kansas site
(acquisition 2) mentioned earlier. These data correspond to 22,932 ground
resolution elements in the scene. The plots use characters •,1,2,..,9,A,B,...,
Z to represent 36 increasing levels of concentrations in a cell. The character
assignment is on a uniform scale in the range 1 through KMAX, specified on the
plots. The plot in Figure 2a is typical; the data are densely packed in a
roughly triangular region with no apparent cluster structure. The spectral
similarity model, however, is predicated on the existence of cluster structure
in the data. The scatter plot of the off-plane components is also typical; it
demonstrates the two-dimensionality of the data.

For each of the available acquisitions over several sites, the transformed
mean vectors of a set of wheat and nonwheat fields were plotted on the plane of
the data. Two such scatter plots are presented in Figures 3a and 4a. The
former corresponds to a site in Kansas with registered data available from six
acquisitions over the crop calendar of wheat. Figure 4a corresponds to a site
in Oklahoma with eight acquisitions. The acquisition dates are given below
each plot as five-digit numbers. The first two digits identify the year, and
the last three the day of that year. These two sites were chosen for avail-
ability of good-quality data from several acquisitions over each. In view of
the small within-field variability, the data from all pixels of a field can be
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thought of as densely scattered about the mean. The wheat grown at both sites
is of winter wheat variety. It is planted early in the fall, is dormant during
winter, greens and matures during spring, and is harvested in early summer.

Figures 3a and 4a illustrate the difficulty with the spectral signature
model for wheat identification. The large field-to-field variability, as noted
earlier, is generally compounded by the lack of strong separability in wheat-
nonwheat data. For example, in Figure 4a, in one-half of the acquisitions the
decision boundaries are not apparent to separate the wheat and nonwheat data
from the training fields. Even in cases where such decision boundaries can be
drawn, what can be said of classification of the test data?

Experience with maximum likelihood classification with Gaussian (-mixture)
model for data from the various crop classes has shown that the decision bound-
aries determined by the different sets of training fields are substantially
different. The more training fields there are of wheat, the greater is the
amount of wheat discovered in the scene by classification of data C4D• The
reason for this is apparent from Figures 3a and 4a. The difficulty is that the
data from a sample of fields of a crop class is not representative of the popu-
lation. A better characterization of the data would be obtained by taking a
pixel, rather than a field, as a unit for training. For example, a 5% sample
of pixels from the wheat fields in a scene would provide a better basis for
characterization of the distribution of the wheat data than a set of pixels of
the same size belonging to a sample of wheat fields. Such training process,
however, is not deemed cost effective in large-scale utilization of the LANDSAT
data.

This basic difficulty in characterization of the data from different crop
classes is resolved by examining the pattern of temporal changes in the spectral
response. Again, the results on the data dimensionality have been crucial to
this work: The temporal pattern can be plotted as a trajectory on the plane of
the data by joining together the points representing the locations of the field
means in successive acquisitions. Figures 3b, 3c, 4b, and 4c present these
temporal trajectories for some of the training fields from the Kansas and Okla-
homa sites. An asterisk marks the starting point of each trajectory. The
scale of each plot, unless otherwise specified, is the same as that of the plot
above it.

These trajectories constitute a complete graphical description of the
spectral-temporal response of the field. Note that for each of the two sites,
the trajectories associated with wheat fields are similar, and are sufficiently
distinct from the corresponding trajectories of nonwheat. Even for acquisitions
where the wheat and nonwheat data had appeared confused, the corresponding pat-
terns of spectral changes bear unique information for classification. Examin-
ation of multitemporal data from a number of sites has revealed that in each
case the pattern of temporal changes characterizes the crop and constitutes a
valid signature. Supervised classification of the data can be based on features
extracted from the temporal trajectories of the training fields C8D,

Simple interpretations based on crop phenology can be associated with this
pattern. It has been proposed,C7D, for example, that in our coordinate frame on
the plane of the data, the abscissa and ordinate give measures of brightness
and greenness, respectively, of the ground cover. Interpretation of the tem-
poral trajectories of winter wheat in terms of the anticipated phenomenological
changes generally supports this view, though this issue appears far from
resolved.

Note that the trajectories associated with wheat fields at the two sites
have certain qualitative similarity. Both sets are sampled versions of a con-
tinuous trajectory which appears to resemble an I (lower case script E). The
sampling times at the Oklahoma site (Figure 4b), however, are such as to miss
the distinguishing feature of the 'loop'. Distortion in trajectories can be
introduced by atmospheric conditions, such as haze. The nature of this distor-
tion, however, being common to data from all classes, would generally not mask
the class-specific features. Such identification of the features of the
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temporal trajectory with the crop phenology and the atmospheric conditions
would permit development of unsupervised crop-calendar tracking classification
schemes.

3. CONCLUSIONS

Graphical representation of the LANDSAT MSS data acquired during the dif-
ferent phases of the wheat crop has shown that wheat can be identified on the
basis of its characteristic pattern of temporal changes in the spectral re-
sponse. This pattern can be interpreted in terms of the crop calendar and the
crop vigor. Features of this temporal pattern provide a basis for both super-
vised and unsupervised classification of the data. These results, presented
here in the context of wheat identification, are applicable to the general crop
classification problem.
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APPENDIX

Orthonormal Transformation for the MSS Data

The following orthonormal transformation was used for the graphical representa-
tion of data in Figures 2-4.

T =

0.406 0.600 0.645 0 . 2 4 3
-0.386 -0.530 0.535 0.532

0.723 -0.597 0 .206 -0.278
0 .404 -0.039 -0.505 0.762

The rows of T define the bases vectors of the new coordinate frame. The first
two rows span a subspace parallel to the plane of the data.
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ABSTRACT

The methodology for m a p p i n g ricefields in Southern
France is developed, using 1975 LANDSAT 2 and aircraft
data and taking into account the features of the fields.

As part of the LANDSAT 2 programme on A g r i c u l t u r a l Resources Investigations
in Northern Italy and Southern France (the AGRESTE programme) (1), research has
been carried out in the Camargue French test-site on rice crop in order to make
an inventory of the total area of rice cultivation w i t h i n the test-site.

The study is performed at several levels : ground observations, aircraft
and s a t e l l i t e imagery, after consideration of the features of French ricefield;,

1. DESCRIPTION OF RICEFIELDS IN SOUTHERN FRANCE

The arrangement of ricefields in Southern France depends on the ecological
and a g r i c u l t u r a l conditions of the zone. Areas of rice c u l t i v a t i o n consist of
adjacent parcels, the size of which depends m a i n l y on the local topogrjphy. The
parcels are leveled so that water depth can be controlled to w i t h i n one centi-
meter. This imp l i e s that the parcels be narrow and that they follow contour li-
nes .

G i v e n this restriction, most of the ricefields are d i v i d e d into s m a l l par-
cels (40 m, 50 m wide and 100 to 400 m long). The parcels are separated by 4 to
10 m wide dirt roads which must permit transportation operations (sowing, chemi-
cal treatment, harvest..) which often take place after the fields have been
flooded. After flooding, the fields look like a mosaic of rectangular surfaces
with the water l e v e l at about 10 cm.

Furthermore, several varieties are cultivated : B a l i l l a , E uribe, D e l t a
Cristal, C i g a l o n , Arlesienne, RB... and this effects the irrigation conditions
which depend partly on the water requirements of the plants. The cover rate
during the vegetative stage can vary also from parcel to parcel depending on
the variety planted.

In addition ,identification of ricefields by their spectral properties may
be difficult : confusion with natural water bodies at the sowing stage and
with marshes at the vegetative stage is possible.

2. GROUND DATA DETERMINATION

Data were collected simultaneously with the passages of Landsat 2 for the
vegetation season of 1975.

The stages of development of rice are determined for the 3 most commonly
cultivated rice varieties in the Camargue region, i.e. the Delta, Euribe, and
B a l i l l a 28 varieties. Table 1 summarizes the soil conditions and the growth
stages observed during the passages of Landsat 2. The growth stages are defined
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according to international standard (2).

At the same time climatic measurements were recorded in an experimental
ricefield g i v i n g air temperature, wind (direction, speed) soil temperature,
sun, r e l a t i v e air moisture and rainfall recordings (3).

In conjunction with ground observations and measurements, Landsat 2 data
processing p l a n can be outlined (table 2).

3. STUDY OF THE AERIAL IMAGERY

During a B 17 f l i g h t over the test site at 7000 m and 1500 m, June 20, 197/,
IRC and IR black and white images, as well as Daedalus Scanner recordings were
obtained.

Photointerpretation of 7000 m IRC images provides the location of several
samples of ricefields and other field categories in the area : vineyards, wheat-
fields, marshes and urban areas. On June 20, the ricefields are under water and
different varieties e x h i b i t different growth stages : from emergence to begin-
ning of t i l l e r i n g . On IRC images ricefields appear as blocks of mixed blue and
pink tone.

Daedalus images, e s p e c i a l l y those from the 2 channels closest to the MSS 5
and MSS 7 bands of LANDSAI : channel 7 : 650 - 700 nm, channel 10 : 900
1100 nm are studied. On channel 7, the interpretation presents some ambiguity
between ricefields and wheatfields w h i l e in channel 10, ricefields are confused
with temporarily flooded plots (vineyards, market gardens).

In conjunction with photointerpretation and knowledge of the topography, the
pedological and hydorlogical considerations of the zone, the test site which
includes the totality of ricecultivation in France is devided into 4 rectangular
areas or strates, suitable for computer aided classification.

Figure 1 shows the test site (43° 24' to 43° 45' North, 4° 25' to 4° 50'
East) d i v i d e d into 4 subsets :

1. Aries Area : 20 km x 20 km
2. Aigues Mortes : 20 km x 11 km
3. Ste-Marie de la Mer:ll km x 11 km
4. Port St-Louis : 15 km x 20 km

4. METHODOLOGY FOR DATA PROCESSING

On the 8 LANDSAT images expected, 4 were a v a i l a b l e : July 6 (2165 - 09511),
July 23 (2182 - 09451), August 11 (2201 - 09502), October 3 (2254 - 09440).
Landsat and aircraft data are processed first for the study of ricefield res-
ponse. Then Landsat data are processed for ricefield classification.

4.1. STUDY OF RICEFIELD RESPONSES
Photo-interpretatoon of a e r i a l images serves as a guide to the study of the

homogeneity of ricefields responses.

An area is defined as homogeneous when the gradient at all points is zero
or less than a threshold determined by the measurement noise. In addition to
this concept of instrumental homogeneity, there is also the concept of the
homogeneity of the ground object. The latter is related to the resolution
problem. With Landsat resolution, such a g r i c u l t u r a l terrain as vineyards or
orchards with a structure of alternating vine and soil or trees and soil appear
as stable composites and the samples taken w i t h i n these types of terrain have
homogeneous responses.

4.1.1. FROM AERIAL IMAGES : to study the homogeneity of ricefields, 1500 m
IR black and white images are d i g i t i z e d by means of the Joyce-Loebl Scandig
microdensitometer, delivering an 8 bit coded optical density for every p i x e l
of about 2 m x 2 m.

1484



Figure 2 shows a part of an original image i n c l u d i n g ricefields, wheafields
and meadows. Several samples of each field category are located and studied by
means of their histogram. As expected, the histogram of ricefield samples
exhibits larger dispersion than other fields. Table 3 shows some statistics
computed on ricefield, wheatfield and meadow samples, each of which corresponds
to an area of 40 pixels x 30 pi x e l s (80 m x 60 m). The case of Landsat pixel can
be then simulated by taking the mean v a l u e of each sample. The non uniformity of
ricefield responses is then demonstrated by the wide range of mean values of
ricefield samples in table 3.

4.1.2. FROM LANDSAT IMAGES : Several samples are extracted from Landsat 2
images of J u l y 6, J u l y 23 and August 11 : cereals, vineyards, meadows, rice-
fields. Figure 3 shows the Landsat 2 image enlargement of the test site (on
July 23, 75) and table 4 compares statistics computed from 3 samples of rice-
fields and 3 samples of wheatfields of the same size (about 60 pixels) on J ly
23 and August 11. Figure 4 shows examples of ricefield and wheatfield histograms

The wide range of ricefield responses in June and July can be e x p l a i n e d by
the different growth stages of the riceplants in different parcels : b e g i n n i n g
of the t i l l e r i n g , b e g i n n i n g of the stem el o n g a t i o n , boots just v i s i b l e . The
water layer appears through the vegetation and the response of one parcel can
differ from that of its neighbour. In August, ricefields are at the b e g i n n i n g of
the h e a d i n g , the fields are then well covered by the vegetation and the respon-
ses are more uniform.

In figure 5, several field categories are studied by d i a g r a m m i n g MSS 5,
MSS 7 sample responses from the July 6, July 23 and August. 11 images. Responses
of ricefield appear in July images as a cluster w h i c h can be separated from the
others, meanwhile for August date, ricefields and vineyards are merged in one
cl us ter.

In the vegetative stage of the rice p l a n t , there is a correlation between
responses of vegetation and water, and the correlation coefficient

oxi yir = - is greater than that of other field categories, where o and o are
a x ' a y

s t a n d a r d d e v i a t i o n s of MSS 5, MSS 7 r e s p o n s e s . As an e x a m p l e , co r re la t i ons
c o e f f i c i e n t compu ted f rom July 6 are the f o l l o w i n g :

°MSS 5 °MSS 7

r ice 4 . 3 7 6 . 4 4 - 0. 117

v ine 4 . 4 8 3 . 5 7 - 0.012

wheat 7 . 5 7 5. 15 - 0 . 005

For the Ju l y i m a g e s , the f a s t e s t method for d i s t i n g u i s h i n g r i ce f i e lds can
c o n s i s t of c h o o s i n g a l inear c l a s s i f i e r in the MSS 5 - MSS 7 p lane .

4 .2 DATA REDUCTION
To reduce the d imens ion of mul t i temporal L a n d s a t d a t a , S e b a s t i e n d i sc r im ina -

t ion c r i t e r i um (4) is app l ied on s a m p l e s of the main f ie ld c a t e g o r i e s : r ice-
f ie ld, w h e a t f i e l d , v i n e y a r d e x t r a c t e d from July 6, July 2? and Augus t 11
L a n d s a t images .

The samples are d i v i d e d arbitrarily into 2 groups. The discriminant function

d2 (x, Yk) = SK ( (x - E(Yk) )* S'1 (x - E(Yk) ) + n )

with Yk : set of Kth samples (k = 1, 2, 3)
S k : covariance matrix of Y.

n : number of channels *
E : expectation function

computed on the first group, is then applied to the second for calculation of
the "we! 1 -cl assed" sample percentage. Combinations of 1, 2, 3, 4, 5... channels
among the 12 are computed in order to determine the best one for discriminating
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ricefield, wheatfield and vineyard.

Table 5 results c a l c u l a t i o n of "wel I-classed" percentage with data
from different date and band and shows in the 3 cases the best combinations
of 2, 4, 5 channels among the 12.

The August image appears the best for ricefield recongnition : the rice-
field response is then well separated from that of wheatfield (harvested) and
vineyard. 90 % of ricefield can be computed from only MSS 5, MSS 7 images.
Unfortunately, for inventory purpose, the August image cannot be used without
combination with an other date data, the test site being partly cloud covered.

4.3. CLASSIFICATION METHODS
Unsupervised and supervised methods have been applied to a limited test-

site for e v a l u a t i n g the efficiency of the methods compared with ground determin
nations.

4.3.1. U N S U P E R V I S E D METHOD : the unsupervised method evolved is a
center clustering technique c a l l e d "Nuees Dynamiques" by E. Diday (5)
p r i n c i p l e of the method consists of settling clusters around centers
randomly on the image. In the next step the process is iterated, i.e.
new centers G^, G-l ... 6°. must be b u i l t and stopped when the centers
fixed, i.e. when Gn = G1)*1 VC.

C C

THe method is j us t i f i ed by the fac t that the p a s s a g e from G to G
reduce the i n t r a - c l a s s v a r i a n c e of E r .

m o b i 1 e
. The
G* chosen

ramai n

r2Gc.

To reduce the
subareas, each of

number of iterations, the area under study
which is a square of 60-x 60 pixels.

is d i v i d e d into

zll
Z21

Z31

Z12

z22

Z32

Z13

Z23

Z33

The process is a p p l i e d first to Z
limited to 5. If after
process is not reached
the convergence on Z.,
the last set of centers of Z

1 1 • The iteration number is
5 iteration^, the convergence of the
an other random choise is made. When

is obtained, zone Z,2 is computed with

In the c a s e of L a n d s a t imagery , every s u b - a r e a c o r r e s p o n d s to a zone of
about 4.8 km x 3.6 km. G e o g r a p h i c a l l y , in such an ag r i cu l tu ra l zone, 2 conti-
gous s u b a r e a s are in most case inc luded in the same e c o l o g i c a l region. Th is
means that the same types of v e g e t a t i o n or land use w i l l very probably be
found in 2 con t iguous s u b a r e a s . So, in p rac t i ce ,
computing Z12 with the last centers of Z 11

one iteration is necessary for
If however the "landscape" changes

random i n i t i a l center
i .e.

suddenly, then other iterations are needed, or a choice of random i n i t
must be made. The contiguity concept can be a p p l i e d in both directions
lines and columns. Thus for Z-,, the i n i t i a l centers came from Z,,.

4.3.2. SUPERVISED METHODS : several methods are a p p l i e d , but parametric
method such the maximum l i k e l i h o o d ratio is not utilized by the fact that the
normal hypothesis for ricefield responses is not proved and the a priori occu-
rence probability of classes are unknown.

- Barycentric method : using weighed euclidean distance as discriminant
function :

<f ( x 1 § xz) = i_ K-i (xn - X2i)'

f t_. : w e i g h t i n g factor for channe l i . The p r i n c i p l e c o n s i s t s to chosseK , -

to get a max imum of wel l c l a s s e d p ro to types . The p rocess s tar ts w i th
11 2|\. = p" « where c^ is the total va r i ance of pro to type in channe l i.
°ii

- Quad ra t i c method : us ing S e b a s t i e n (4) d iscr iminant funct ion.
- F ix -Hodges method (6) : us ing Maha lanob i s d i s tance and gene ra l i z i ng the

K-Nea res t -Ne ighbou rg rule. 2
- Ch i -Square -method : us ing X, d i s tance as c l a s s i f i e r :
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4.3.3. COMPARATIVE STUDY : to i l l u s t r a t e the efficiency of the methods, dif-
ferent algorithms are performed on August 11 LANDSAT data, pointed out as the
best date for ricefield inventory, according to results of the data reduction
study.

Figure 6 shows a 6.7 x 9.5 km area of the test site
with the location of some field categories : ricefields
in medium grey and wheatfields in l i g h t grey. Different

(120 p i x e l s x 120 pixels)
in dark grey, vineyards
results are s tudied :

- Barycentric and quadratic methods : the reference ricefields are mapped
(figure 7)with 3 % of difference between computed surface and owner estimation.
Vineyards are s u b d i v i s e d into 2 classes, relating to their soil conditions.

- Fix-Hodges method : ricefields are mapped with 5 % of divergence. Vine-
yard is classified as one class, including meadows, market garden and bare soil
For ricefield, the method can fit to their non normal spectral responses.
However, it requires a very good sample selection which is difficult to per-
form on such parcelled agricultural site.

- Unsupervided methods : results are obtained with clustering techniques
using e u c l i d e a n , M a h a l a n o b i s and X? distance. The ricefields and vineyards
are partly merged as expected, according to diagram 5C, while wheatfields are
d i v i d e d into 2 classes which do not correspond to differences in cultural
condi tions.

Figure 8 shows an
M a h a l a n o b i s distance.

example of unsupervised method a p p l i e d on the site,using

Table 6 compares areas in hectares of some most important fields computed
by different techniques with owner estimations.

The computer CP time for supervised methods is 0.5
and 5 classes. However, for Fix-Hodges discrimination,
750 samples is about 5 sec. For clustering techniques,
function of the iteration number, each iteration

andtice, 3 iterations are required for the first subarea
the followings then for 120 x .120 pixels, about 10 sec are

sec for 60 x 60 p i x e l s
the training phase for
computer CP time is

taking about 1 sec. In prac-
one iteration
requi red.

for

4.4. TEXTURE ANALYSIS :
Texture analysis is attempted on 1500 m IR B&W imagery by edge detection and

study of the texture within detected fields.

4.4.1. EDGE DETECTION : the algorithm uses discrete operators to detect
edges of several fields and marshes in the image. The gradient of grey level
is replaced following Eberlein-Beszka's method by (7)

, where x

(b-x)2 )ll2 and d c

x = (a + b + c + d + x)/5

6x<1

DIF (i

DIF (i

( (a-x )
= x - x

J)

The edge detection is computed by an algorithm starting on the maximal
gradient point on the image and following the line of m i n i m a l slope. The chain
is stopped when either a low threshold, or a point belonging to a previous
computed chain is reached.

Figure 9
aerial image

shows result
(figure 2).

of edge detection technique computed on part of the

4.4.2. TEXTURE PROPERTY : by analyzing the frequency distribution of the
values of the field local porperty, one can obtain invariant properties of the
field. Statistics of local porperties - called textural properties - can be
served as a decision rule. In table 3 and 4, parcels of early growth stage
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riceplants (June, July) are characaterized by t
with regard to the other parcels. This property

wide range of their responses
is used to recognize ricefields.

4.5. EVALUATION OF UNPRODUCTIVE SURFACE :
With the resolution of Landsat, ricefields are mapped i n c l u d i n g re ; and

dikes (4 - 5 m width). For a statistical evaluation of the "unproductive"
surface, several ricefields are studied from 1500 m aircraft image (June 20) by
means of histograms. In most case, the road responses differ from that of
flooded rice - e l d s and a density s l i c i n g pr'.ides ratio of road area on the
total. The percentage averaged over 9 repre:entative ricefields is 17,2 %.

4.6. CONCLUSION
For the best use of Landsat and aerial data for ricefield mapping purpose,

the conclusion drawn from the 1975 data on the French test-site are as follows :
June 20 : - recongnition of ricefield by edge detection and texture

analysis (aerial image)
- evalua ion of unproductive surface within a block of ricefield

(aerial image)
classification by linear discrimination (LANDSAT)
(confusion with marshes is possible)
classification by barycentric or quadratic distance

July 6 :
July 23 :
August 11
Ju l .6 -Aug . l l :

J u l . 6 - J u l . 2 3 - .
Augus t 11

c l a s s i f i c a t i o n us i ng
bands of the 2 da tes

barycent r i c d i s tance on MSS 7 - MSS 5

c l a s s i f i c a t i o n us ing ba rycen t r i c d i s tance on MSS 7 - MSS 5
bands of A u g u s t 11, MSS 7 band of July 6, MSS 5 band of
the July 23 images .

The inventory method us ing barycent r i c d i s tance on the las t data combinat ion
g ives about 12 000 hec ta res w i th in the t e s t - s i t e , wh i l e the v a l u e g i ven by the
ag r i cu l t u ra l s t a t i s t i c s is 10 500 hec ta res . Figure 10 shows resul t ob ta ined on
the s u b - t e s t - s i t e N° 1 (A r ies a r e a ) , the da rkes t s ign co r respond ing to r icef ie ld
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date of
passage

A p r i l 7
Apri 1 25
May 13
May 31
June 18

July 6

July 24

Aug. 11

Aug. 29

Sept. 16

Oct. 4

Oct. 22

Nov. 9

Del ta

-

-
Emergence
Emergence
Beginning of
ti 1 leri ng

Beg. of stem
el ongati on

Boots just
v i s i b l e
Mid
f 1 ow e r i n g
Early mi 1 k
stage
Early dough
stage
Gary ops i s
loosening at

daytime

growth stage
E uri be

-

-
Emergence

Emergence

Emergence

Beg. of
t i l l e r i n g
Beg. of stem
el ongati on

Beg. of
headi ng
M i d
f 1 oweri ng
Early m i l k
stage
C a ry o p s i s
hard

C a ry o p s i s
loosening at

daytime
Harvested

B a l i l l a 28

.

-
Emergence

Emergence

Emergence

Beg. of
ti 1 leri ng
Beg. of stem
el ongati on
Boots just
v i s i b l e
Mid
f 1 oweri ng
Early m i l k
stage

Early dough
stage

Caryopsis hard

Harvested

soil condi ti on

wet
dry
under water

n n

n n

11

ii n

n n

n n

n n

Partly at zero
level

"

-

TABLE 1. GROWTH STAGES OF RICEPLANTS AND
SOIL CONDITIONS during the pas-
sages of LANDSAT 2, 1975.

dates Objective remarks

May 13
May 31
June 18

July 6
July 24

August 11

Sept. 16

October 4

Ricefield inventory

Ricefield inventory
and disease detec-
tion

Mapping of rice
varieties

Result includes natural water bodies
Perturbation : rain gauge reading = 11 mm
Several r.icefields were dried out for weed
ki1ler treatment

Result includes ricefields ans marshes
Result includes ricefields, marshes and
temporarily flooded plots (vineyards,
wheatfields after harvest...)

TABLE 2.
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SAMPLE

Ri cef i el ds

Wheatfields

Meadows

MEAN VALUE

19.32
39.98
18.83
32.51
15.95

20.07
17.89
20.48

28.48
25.52
23.4^

STANDARD DEVIATION

9.39
10. 2i!
5.57

11.45
5.29

2.64
3.87
4.60

3.29
4.41
4.06

T A B L E 3 . S T A T I S T I C S OF SOME FIELD R E S P O N S E S
June ZO. 1975.

D a t e

J u l y 2 3
1975

A u g . 08
1975

s a m p l e s

R i c e

w h e a t

R i c e

w h e a t

MSS
m e a n v a l u e

2 8 . 8 6
23.58
33.50

4 3 . 0 4
4 6 . 7 1
41. 71

2 2 . 3 1
19.95
18.29

38.92
40.50
31.21

5
s t a n d a r d
dev i a t ion

5 . 4 6
6.31
4 .68

2.10
2. 16
1.95

1 .27
1.30
1.73

4 .01
3. 13
2 . 9 2

MS
m e a n v a l u e

31 .79
29.08
31.08

2 3 . 0 3
2 7 . 7 5
2 4 . 2 0

36. 18
35.75
37.48

46.86
51.21
37.85

5 7
s ta n d a r d
d e v i a ti on

3.95
5 .09
4.12

1.16
1.03
1.38

3 . 2 6
2 .45
2 . 5 4

3 .92
3.43
5.80

T A B L E 4 . S T A T I S T I C S OF SOME FIELDS L A N D S A T
R E S P O N S E S
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^ c (imputed

ori g i r ta l

ri ce

w h e a t

vi neyard

MSS 7, MSS 5 Aug. 11

M ce

209

3

12

w h e a t

11

172

7.

vi neyard

12

33

79

well c lassed percentage :
85,50 %

well classed percentage
for rice : 90 %

MSS 7, MSS 5 Aug . 11
MSS 7 July 6
MSS 4 A u g u s t 11

ri ce

214

12

3

w h e a t

5

176

9

vi neyard

13

20

86

well classed percentage :
88.48 %

well classed percentage
for rice : 92 %

MSS 7, MSS 5 Aug . 11
MSS 7 July 6
MSS 4 A u g u s t 11
MSS 5 July 23

ri ce

214

7

3

w h e a t

5

183

96

v ineyard

13

18

89

well classed percentage :
90.33 %

well classed percentage
for rice : 92 %

TABLE 5

Owner estimation

Barycentric

Quadratic

Fix-Hodge

Clusteri ng-
euclidean d.

Clustering-
Mahalanobis

Clustering-
X2 d.

Clustering-
4 classes

Clustering-
6 classes

Les Pebrieres

Rice

43

45

47

46

46

42

45

44

40

Les Huits Clos

Rice

189

177

195

198

190

157

157

198

106 .
113

Mas du Tort

Rice

95

82

86

71

94

66

87

87

62+17+

Mas de Vert

Vineyard

84

82

73

72

73

77

63

58

Dom. de la Reine

wheat

111

113

115

117

52 + 67

88

53 + 67

102

41 + 62

TABLE 6. COMPARISON OF FIELD AREA COMPUTED FROM
LANDSAT DATA WITH OWNER ESTIMATION.
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ORIGINAL PAGE 1$
OF POOR QUALITY

FIGURE 1 . CAMARGUE FRENCH TEST SITE. (4 subareas)

FIGURE 3. LANDSAT IMAGE ENLARGEMENT
MSS 7 - July 23 -
Scale % 1/750 000 .

FIGURE 2. PART OF 1500 m AERIAL
IMAGE.

(1) : block of ricefield.
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population

2O 24 28 MSS7

MSS 7

-15

FIGURE 4. E X A M P L E S OF H I S T O G R A M - J u l y 6 image .
- ri ce wheat .

a : July 6

-50

b : July 23

1O

-20

-40

MSS5

c : August 11

FIGURE 5. MSS 5 - MSS 7 response d iagrams/
_ r ice , ... w h e a t , . _ ._vi neyard.

_ _ _ m a r s h e s
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ORIGINAL PAGE IS
J)F PQOB. QUAUXJ

FIGURE 6 . G E O G R A P H I C A L MAP.
Par t of the tes t -s i te .

FIGURE 7 . C L A S S I F I C A T I O N R E S U L T
supervised method,

barycentric distance, dark grey;rice.

FIGURE 8. C L A S S I F I C A T I O N R E S U L T
unsuperv i sed method.

FIGURE 9. RESULT OF EDGE D E T E C T I O N
TECHNIQUE app l i ed on
f igure 2.
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ORIGINAL PAGE IS
OF POOR QUALITY

FIGURE 10. CLASSIFICATION RESULT : barycentric distance.
July and August data. Dark gray: ricefield.
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FORESTLAND TYPE IDENTIFICATION AND ANALYSIS IN WESTERN MASSACHUSETTS:

A LINKAGE OF A LANDSAT FOREST INVENTORY TO AN OPTIMIZATION STUDY

Dr. Giles T. Rafsnider

NA-S&PF
USDA Forest Service

Upper Darby, Pennsylvania

Dr. Robert H. Rogers and Anthony Morse

Bendix Aerospace Systems Division
Ann Arbor, Michigan

ABSTRACT

Digital land cover files derived from computer
processing of LANDSAT and soil productivity data are
linked and used by linear programming model to deter-
mine production of forested areas under different
management strategies. Results of model include maps
and data graphics for four-county region in western
Massachusetts.

1. INTRODUCTION

A number of natural resource planning programs involving Federal, state, and local govern-
ments are in operation. One of these is the Cooperative River Basin Studies (CRBS) which is
responding to Section 6 of Public Law 83-566 established in 1954. This program is to identify
and delineate the severity and extent of natural resource problems in river basins, and to
identify those problems amenable to solution by government and private programs. The analysis
required by the CRBS program and similar studies in forested areas requires a detailed examina-
tion of alternative land use strategies and the impact of these strategies on environmental and
economic issues. A system which supports this analysis and its link to LANDSAT and other data
sources is demonstrated in the following pages. The system provides outputs responsive to the
needs of planners and decision makers in both the private and public sectors.

2. METHODOLOGY

2.1 ANALYTICAL SYSTEM

The Resource Analysis Procedure (RAP) (Ref 1) is a computer software package consisting of
three internally linked components: a data base, a computer composite mapping system, and two
mathematical programming algorithms. RAP was developed by the Bureau of Economic and Business
Research at the University of Utah for Northeastern Area - State and Private Forestry, USDA
Forest Service. The procedure is an outgrowth of various existing systems including the
Composite Mapping System (CMS) and the Functional Mathematical Programming System (FMPS) (Ref
2). The CMS was developed by Consolidated Analysis Centers Inc. (CACI) for the Economic
Development Administration (EDA) of the Department of Commerce. The CMS system grew out of a
basic technique used by Dr. George Nez.

RAP enables resource planners to perform optimization or simulation analyses and to pro-
duce maps and data graphics of the solutions in various alphanumeric formats. It also produces
histograms of distributions and maps of time-dependent and/or geographically dependent data.
Finally, maps are produced that express relationships among geographic areas based on single or
multiple topic characteristic terms aggregated to meet user specifications.

A mathematical programming model is used for spatial optimization analysis in which quan-
tities and locations (right hand side constraints) of usable resources are automatically gen-
erated using the data base and composite mapping routine. The model's final basis solution is
mapped to show the location of both limiting resources used and products produced.
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2.2 DATA GENERATION

Digitized maps and external files are used in developing spatially dimensioned data, which
are processed by the RAP system. Major land cover and land use files are produced by the Bendix
Aerospace Systems Division from LANDSAT CCTs, and by the US Geologic Survey from aerial photo-
graphy for its LUDA (Ref 3) program. The US Bureau of Census DIMECO and URBAN ATLAS files and
the USDA Forest Service COMLUP files are also potential inputs.

The major RAP inputs for this investigation were digital land cover and soil productivity
files for the counties of Berkshire, Franklin, Hampden, and Hampshire in western Massachusetts
(Figure 1), an area of about 2,500 square miles.

The digital land cover inventory was produced on the Bendix Multispectral Data Analysis
System (MDAS) (Ref 4) from LANDSAT computer compatible tapes (CCTs) collected over the test
site on 31 August 1976 (Scenes 5500-14151 and 5500-14153). These processing techniques (Ref 5,
6) have been under continuous development at Bendix for the past 9 to 11 years, primarily using
aircraft multispectral scanner (MSS) data and more recently using satellite MSS data.

For this inventory, the LANDSAT CCTs were transformed into interpreted land cover files
for the sixty-three (7.5-minute quad) maps covering the study area. A data sample within each
file had a north-south grid orientation covering an area of 31.6 by 57.9 meters and was coded
to identify land cover within that sample. Of interest to this study were codes identifying
the two forest types — hardwoods/mixedwood and softwood. The mixedwood could not be reliably
separated from the hardwoods due to the severe channel banding (noise) in the LANDSAT scenes
and the uneven solar illumination of the western Massachusetts hills at 9:30 a.m. Other scenes
should permit this separation. Supporting information used to process LANDSAT tapes included
detailed land cover maps produced by Massachusetts Map Down (Ref 7).

Maps provided by the Soil Conservation Services were interpreted and digitized into two
soil productivity groups representing medium (50-85 Cu Ft/Ac) and low (0-49 Cu Ft/Ac) forest
capabilities. The two forest types were aggregated into a forestland category and composited
on the two soil groups. This composite generates spatially dimensioned input data used to
constrain the optimization model.

3. MODEL STRUCTURE

The optimization model is a linear programming formulation representing production cap-
abilities of counties in the study area. The model performs three functions: (1) identifies
production levels possible under alternative management strategies, (2) allocates resources
available in each county among strategies, and (3) geographically locates and simulates the
impact of strategies on the resource base.

Three management strategies were used: (1) present condition, (2) maximum multiple use,
and (3) maximum fiber. The present condition strategy represents management as presently
practiced. This strategy is extensive, using no capital investment to increased production.
The maximum multiple use strategy uses all activities that economically maximize product out-
puts. The maximum fiber strategy emphasizes harvest and utilization of wood fiber by reducing
other product output as needed to meet a goal. These latter two strategies involve long-term
capital investment to improve production potential. All three strategies could be used in
Berkshire and Franklin Counties. Only the present condition and maximum fiber strategies
could apply in Hampden and Hampshire Counties.

All three management strategies generate multiple outputs, which include sawtimber, pulp-
wood, wildlife, general recreation, special recreation, sediment, and stream flow. Market
prices are attached to wood products, while prices for other outputs are based on previous
research.

The strategies were applied to the forest/soil composites using the optimization model.
It was reasoned that investment would occur on higher productivity sites that would yield the
most return per dollar invested. Consequently, the maximum multiple use and maximum fiber
strategies, which involve long-term investments, were applied only to forestland on medium
productivity soil. The present condition strategy applied only to forestland on low pro-
ductivity soil.
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4.,' ANALYTICAL RESULTS

4.1 RESOURCE AVAILABILITY

The 2,500 square mile, four-county study area and its relationship to the rest of
Massachusetts is shown in Figure 1. The study area represents approximately 30% of Massachu-
setts, with heavy forests, substantial agricultural, and recreational resources. The
Connecticut River Valley is within its boundaries.

Table 1 shows the medium and low soil productivity group acreages in each of the four
counties in the study area. Figure 2 shows the geographic distribution of these two produc-
tivity groups in each county.

Table 2 and Figure 3 show the acreage and spatial distribution, respectively, of hardwood/
mixed and softwood forest types in the study area. This information was derived directly from
the digital land cover files produced from the computer processing of LANDSAT CCTs. As can be
seen, there are very few stands of pure softwood in the area studied.

The synthesis of forest cover and soil productivity groups are shown as acreage in Table 3
and geographic distribution in Figure 4. Direct interpretation of the composited map data pro-
vided both the tabular output in Table 3 and the resource data that were read directly into the
right hand side constraint column of the linear programming model. Table 4 and Figure 5 repre-
sent refinements in the tabulation and geographic distributions of resource data input to the
linear programming model. The acreage amounts and geographic locations of hardwoods/mixed and
softwood types on medium and low soil productivity groups are determined.

4.2 OUTPUTS PRODUCED

Each management strategy produced seven products. As shown in Table 5, only the present
condition and maximum fiber strategies were used in this production process. The present con-
dition strategy applied only to the lower productivity group, while the maximum fiber strategy
applied to the medium quality productivity group. This situation held in each of the four
counties in the study area.

The objective function value for this model was $19,797,272, representing net value after
removal of operating and investment costs. The marginal value products shown in Table 6 repre-
sent the amounts by which the objective function would increase if one more unit of the resource
were available for use. Two additional facts regarding a maximum multiple use strategy emerged
in Berkshire and Franklin Counties. For every unit of limiting resource forced into use by
this strategy in Berkshire County, the objective function would be reduced by $0.86. A similar
action would cause a reduction of $0.14 per unit in Franklin County.

4.3 MANAGEMENT STRATEGIES EMPLOYED

These strategies reflect present management alternatives in Massachusetts. They are not
positions on the production surface representing maxima. The strategies are suboptima bio-
logically, but may represent constrained optima recognizing local cultural conditions and
general management objectives. They represent aggregates of all forest types in the individual
counties. The output levels per acre are weighted averages over the soil productivity group
and forest types.

Table 7 reflects the solution to the optimization model. It contains the acreage distri-
butions for management strategies on forestland by soil productivity group in each of the four
counties. Figure 6 shows the geographic distribution of these management strategies. This
map shows where productive activities occur but does not show the amount of production per acre
because the management strategies employed yield joint-products. If each strategy produced
only one product instead of the present seven, it would be possible to directly interpret
production levels from the maps. Figure 6 is the mapped linear programming solution which
adds the desired spatial dimension to the optimization analysis.

5. SUMMARY

This work demonstrated the use of LANDSAT digital land cover files as a directly readable RAP
data source for analysis involving linked use of mathematical programming and computer com-
posite mapping of a forested study area in western Massachusetts. Production constrained to
forested areas on two soil productivity groupings was determined through linear programming.
A spatial dimension was added using computer composite mapping. This spatial aspect is
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emphasized; without it, the results of planning efforts have limited impact on the public for
whom they are intended.

Two major caveats regarding interpretation of the results are warranted. First, the
management strategies are based on informed judgment of field personnel and probably do not
represent production frontiers. (Since this is a linear model, constant returns to size and
scale are assumed.) Second, the model used is a simple one that was derived from a larger
more complex model of the full state's forest economy. Due to time constraints and expositional
simplicity, this generality was necessary.
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TABLE 1. MEDIUM AND LOW SOIL PRODUCTIVITY GROUPS'
ACREAGES IN STUDY AREA COUNTIES

Counties

Berkshire
Franklin
Hampden

Hampshire

Soil Productivity Groups
Medium
(Acres)

473,615.77

169,095.17

307,749.67

218,647.99

Low
(Acres)

136,701.02
283,018.03

87.773.90
170,845.99

TABLE 2. FOREST TYPE ACREAGES IN STUDY AREA COUNTIES

Counties

Berkshire
Franklin
Hampden

Hampshire

Forest Types
Hardwoods/Mixed

(Acres)

448,552.46
371,973.47

250,605.66
274,647.61

Softwoods
(Acres)

944.09
468.78
471.99

941.64

TABLE 3. FORESTED ACREAGE ON SOIL PRODUCTIVITY
GROUPS IN STUDY AREA COUNTIES

Counties

Berkshire
Franklin
Hampden
Hampshire

Soil Productivity Groups
Medium
(Acres)

327,847.41
138,634.28

216,143.70
173,965.75

Low
(Acres)

116,471.48

233,341.05

28,315.80

101,623.60

TABLE 4. FOREST TYPE ACREAGES ON SOIL PRODUCTIVITY
GROUPS IN STUDY AREA COUNTIES

Counties and Soil
Productivity Groups

Berkshire
Medium
Low

Franklin
Medium
Low

Hampden
Medium
Low

Hampshire
Medium
Low

Forest Types

Hardwoods/Mixed
(Acres)

327,375.18
116,471.48

138,634.28
232,872.27

216,143.70
27,843.81

173,965.75
100,681.97

Softwoods
(Acres)

472.23
0

0
468.78

0
471.99

0
941.64
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TABLE 5. PRODUCT OUTPUTS FROM FORESTED LANDS IN STUDY AREA COUNTIES

Counties and
Management Strategies

Berkshire
Present Condition
Maximum Fiber

Franklin
Present Condition
Maximum Fiber

Hampden
Present Condition
Maximum Fiber

Hampshire
Present Condition
Maximum Fiber

Total

Products

Sawtimber
(MCF)

571
3,246

1,493
1,150

119
2j075

742
2,157

11.553

Pulpwood
(MCF)

12
1,508

70
180

6
2,161

41
887

4,865

Wildlife
(AUM)

338
951

583
347

71
778

701
1,200

4,969

General
Recreation
(VD)

243,424
698,314

256,675
156,656

37,376
285,309

238,814
450,569

2,358,137

Special
Recreation
(VD)

54,741
154,088

252,008
159,429

30,580
265,856

110,769
436,652

1,464,123

Sediment
(Tons)

3,844
11,475

51,335
33,272

623
4,842

2,236
4,175

111,802

Stream-flow
(Acre-Ft)

125,789
750,770

235,674
288,359

56,913
481,999

202,230
356,628

2,498,362

TABLE 6. MARGINAL VALUE PRODUCTS FOR SOIL RESOURCE
IN STUDY AREA COUNTIES

Counties and Soil
Productivity Groups

Berkshire
Medium
Low

FranklIn
Medium
Low

Hampden
Medium
Low

Hampshire
Medium
Low

Marginal Value Products
(Dollars)

14.24
12.51

12.32
12.74

16.48
14.83

19.75
15.48

TABLE 7. MANAGEMENT STRATEGY ACREAGES ON FORESTED SOIL
PRODUCTIVITY GROUPS IN STUDY AREA COUNTIES

Counties and Forested Soil
Productivity Groups

Berkshire
Medium
Low

Franklin
Medium
Low

Hampden
Medium
Low

Hampshire
Medium
Low

Management Strategies

Present Condition
(Acres)

116,471

233,341

28,315

101 ,623

Maximum Fiber
(Acres)

327,847

138,634

216.143

173,965
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FIGURE 1. FOUR-COUNTY STUDY AREA IN MASSACHUSETTS
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RANGE RESOURCES ANALYSIS IN THE WESTERN UNITED STATES

Paul T. Tueller
Professor of Range Ecology
University of Nevada Reno

ABSTRACT

Large scale 70mm aerial photography is a valuable supple-
mentary tool for rangeland studies. A wide assortment of
applications have been developed varying from vegetation map-
ping to assessing environmental impact on rangelands. Color
and color infrared stereo pairs are useful for effectively
sampling sites limited by ground accessibility. They allow
an increased sample size at similar or lower cost than
ground sampling techniques and provide a permanent record.

1. INTRODUCTION

Rangelands cover almost 40 percent of the globe. These are lands that are not forests,
agricultural, urban or industrial lands and are used for the purpose of providing forage for
both domestic and wild animals, wildlife cover, recreation opportunities and vegetation for
watershed protection. They are grasslands, shrublands, semi-arid deserts, marshlands and
grazed forest and open woodlands. The broad expanses of these landscapes often coupled with
relatively low productivity when compared with timberlands and intensive agricultural lands
has precluded intensive analysis and monitoring. Remote sensing techniques including color
and color infrared photography are rapidly being developed for rangeland applications and are
proving to be extremely useful.

For the past 9 years this author has been involved in the obtaining and applications of
large scale color and color infrared photography for evaluating range resources in the western
United States. Large, intermediate and medium scales (Heller 1970) are represented here as this
paper refers to representative fraction scales of approximately 1:15,000' up to as large as
1:600. At the largest scale this translates to 1 inch equals 50 feet. Emphasis of this paper
is on these largest scale photographs.

These photographs have been obtained and interpreted in numerous ways. Most often these
photographs have been used as an appropriate large scale subsample as part of a multistage
sample while in other cases the data stand alone as a means of studying a small specific
location with great detail. The various uses have included studies of the following: vegeta-
tion and species identification, plant species mapping, vegetation mapping, plant cover deter-
mination, plant density counts, biomass or range productivity determinations, vegetation util-
ization, plant vigor and phenology, range readiness, erosion determinations, rodent activity,
off-road vehicle use and/or damage, evaluating herbicide applications, range condition and
trend and evaluating and measuring environmental impact.

Numerous papers have described the applications and benefits of large scale color and
color infrared photography for range resources management (Driscoll and Reppert, 1969; Carneg-
gie, 1968; Lorain 1970; Carneggie, 1971; Carneggie et al., 1975; Tueller et al., 1972; Tuel-
ler and Swanson, 1973; Cosgriffe et al., 1973; Driscoll, 1969a and 1969b; Tueller and Booth,
1975; Tueller and Clark, 1976; Young et al., 1976; and Booth, 1974). Lorain (1970) and Fran-
cis (1970) have described techniques for marking transects for easy viewing from the air.
Booth (1974) and Tueller and Booth (1975) describe procedures for systematically sampling
range ecosystems.

2. METHODS

The equipment that we have used for the acquisition of these photographic data has con-
sisted of a light single engine fixed wing aircraft (usally a Cessna 206, 185 or 180) equipped
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with an 3" camera hatch, two Hulcher 103, 70mm rapid sequence cameras, two 12-volt batteries,
a dual camera mount (fabricated in our laboratory), a light meter and often an intervalometer.
Applications and technology for large scale 70mm photography has been developed and success-
fully applied in the study of vegetation on rangelands, forests, and production agriculture
(Aldrich et al. 1959; Heller 1959; Aldrich 1966; Heller 1970 and Reppert 1969).

The Hulcher— rapid sequence cameras are capable of being exposed singly, at five frames
per second, ten frames per second, or pulsed at a given frame rate with an external intervalo-
meter. Most photographs were taken with a 150mm Schneider-Xenotar F2-8 lens using one of
three films: Aerochrome infrared film type 2443 (Kodak), color negative film type 2445, and
Ektachrome MS aerogrpahic film type 2448. Normally, color and color infrared films are used
with simultaneous framing.

All photographs were obtained with stereo overlap for three-dimensional viewing. This
was accomplished with each single camera by coordinating aircraft ground speed, altitude and
frame rate. For example, to obtain between 60 and 80% stereo overlap and a 1:600 scale, it
was necessary to fly the aircraft at 100 mph ground speed at 300 feet above terrain exposing
each frame at l/1500th of a second (Aldrich et al. 1959). Stereo viewing was found to be
necessary for all our applications.

Our experience in the Great Basin suggests that the best results are obtained when the
photography can be obtained on a clear day with the sun near its zenith . The data are usually
studied directly in the roll as transparencies by stereoscopic Viewing. Only if the range
researcher or manager requires visual material for reports or public display is it necessary
to process to prints. This is an important advantage since color prints at sizes larger than
contact are relatively expensive. The 70mm or 2.25" format is more than adequate for evalua-
tion although in some cases it has been necessary to project the transparencies before certain
detailed measurements could be made.

Photographic costs are variable and generally the aircraft operation or rental is the
major cost. Suitable light aircraft presently rent without pilot for from $40-85/hour while
prices including a pilot are normally $10-20/hour higher. A 100-ft. roll of color or color
infrared film now costs approximately $160 to purchase and process to the transparency. A
100-ft. roll will cover approximately 72 acres at a scale of 1:800 although this kind of con-
tinuous coverage is rarely accomplished or required for most 70mm work. A single roll can
usually provide up to 450 single frame or over 150 stereo pairs. In other words, numerous
areas can be sampled for range resource analysis with a single roll of film.

The promoter of large scale color photography for rangeland uses should be the first to
strongly state that these photographic data, good as they are, do not constitute a panacea or
final solution to some of our range sampling problems. Rather, they, in my opinion, provide
an excellent cost-effective supplement for our range analysis and monitoring problems. They,
ideally, should be used by trained range resource managers and scientists to supplement their
field work. Those intimately familiar with the field problems will find 70mm color photo-
graphy a valuable supplementary tool for their work.

Of even greater importance is the fact that photographs provide a permanent record that
can be reevaluated and reinterpreted 5, 10, and 50 years from now if the need arises. Field
notes and measurements, while required, cannot be re-measured due to the dynamic nature of
our range resource. Also, acquisition of the data is not dependent on ground accessibility.

We have spent considerable time developing dichotomous keys for use in aerial photo inter-
pretation. The keys use most of the various photo interpretation factors such as texture,
shape, size, tone and pattern to distinguish range resource features. Color has been used as
a criterion but found wantina due to the extreme variation found from date to date in color
and especially in the color infrared film. These keys seldom work if used by untrained range
managers or scientists without field experience or someone outside the field. On the other

]_/ I do not wish to particularly endorse one camera over another. However, the Hulcher 103
camera was within our price range, accomplished our tasks and after gaining some experience
they have performed up to and often beyond our expectations.
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hand, they do strongly aid the knowledgeable range person as he tries to familiarize himself
with the aerial photography. Several of these keys are available for use and review (Tueller
et al. 1972)? Tueller et al. 1975; Seher and Tueller 1973; Lorain 1970; Tueller and Lorain
1971; Parkin 1977).

2. APPLICATIONS

Species Identification

The accurate identification of species is almost always a necessary first step before
other plant association or soil surface parameters can be assessed photographically. Most,
if not all, trees and shrubs on all range sites can be correctly identified (Tueller et al.
1972). Only certain species of forbs and grasses can be correctly identified and subsequently
measured (Driscoll and Reppert 1968; Carneggie et al. 1971; Poulton et al. 1975). Normally
these latter species must be either those that are abundant or large and showy or both. Dich-
otomous keys utilize several interpretation factors such as color, texture of individual
plants or plant clumps, pattern of the distribution of individuals and shape of certain species
are very valuable for photo interpreters involved in species identification (Lorain 1970;
Tueller et al. 1972). Color and color infrared are likewise important in the species identi-
fication process and in every case additional species are identified as the second film type
is interpreted. On some sites color alone is preferable to color infrared (e.g. Sonoran
Desert sites).

Plant Cover

In a range vegetation context the reference here is to foliar projection of shrub and
forb vegetation onto the ground and usually to the basal area of grasses. Several methods
have been used: planimeter, point method or dot grid, estimation, line intercept and direct
measurements involving the measurement of two radii and then computing cover with the ellipse
formula. The point method or dot grid has perhaps been the most useful and most accurate
(Tueller and Lorain 1973). For the future we can expect to use an electronic planimeter, an
area evaluator circuit with a color density slicing apparatus, or a scanning microdensitometer
(Driscoll et al. 1974) to rapidly obtain and record cover data.

Cover data by species can be as much as 30 times slower using routine field procedures
when compared with the same data from large scale aerial photographs by dot grid (Tueller et
al. 1972). Ground and photo data is often very comparable by species and for total plant
cover (Table 1 and Tueller and Lorain 1973).

Plant Density

Density (plants/unit area) is obtained with ease for some species, especially those that
are readily identified. However, the ground density data cannot be duplicated on the aerial
photographs as readily as can cover measurements (Table 2 and Lorain 1970). In some cases,
individual specimens cannot be distinguished, e.g., some shrubs occur as clumps averaging one
to several specimens. In this case it is often possible to enumerate clumps and then, using
supplemental ground data, arrive at density by knowing the average number of plants per clump.
The data is derived simply by counting an entire frame or, more commonly, a subsample of a
given area.

Condition and Trend

On any given range site the vegetation possesses a set of characteristics including a
given species composition. This is referred to as the range condition. These sets of charac-
teristics tend to change over time. These changes, their direction, magnitude and speed are
referred to as range trend. Species composition, either changes in the relative proportion of
species or changes in the occurrence of certain species, can be readily measured on large
scale 70mm photographs (Lorain 1970; Tueller et al. 1972; Carneggie et al. 1971; Drfscoll and
Reppert 1968). Both long and short term changes can be measured. The adequacy of the perma-
nent record becomes apparent in range condition and trend studies.

1509



ORIGINAL PAGE IS
OF POOR QUALITY

Large scale 70mm photography is useful for identifying and measuring litter, rocks, bare
ground, other soil surface features (Carneggie and Reppert 1969; Driscoll and Reppert 1969;
Carneggie et al^!971; Lorain 1970). These factors are also very useful for assessing range
condition and trend. In addition, accurate shrub measurements may be sufficient on many
ranges to evaluate trend since their increase or decrease in highly correlated with changes
in the herbaceous species. A reciprocal relationship has often been found. Fecal droppings
can be counted or used as an index to range utilization.

Table 1. Ground and photo cover in percent in the Sonoran Desert near Casa Grande,
Arizona and in the Mojave Desert near Mercury, Nevada.

Ground
Aerial Photography

I :BUU
Casa Grande

Palo Verde
Creosote Bush
Giant Saguaro
Ironwood
Bur Sage
Mesquite
Whitethorn

Mercury

Bur Sage
Joint fir
Range Ratany
Creosote Bush
Lycium

Cercidium sp.
Larrea tridentata
Carnegia gigantea
Olneya tesota
Ambrosia dumosa
Prosopis juliflora
Acacia constricta

Ambrosia dumosa
E^hedra nevadensis
Krameria parvifolia
Larrea tridentata
Lycium andersoni

Total

6.7
6.3
.01
.12

3.2
5.6
7.2

8.0
1.8
3.4
4.4
3.7

21.7

8.0
4.7
.05
.07

3.6
5.7
8.2 ,

2.5
1.5
4.8
4.4
6.1

19.3

.80

.81

.77

.74

.89

.94

8.7

trace
trace

Table 2. Ground and photo derived density (plants/hectare) data at Casa Grande,
Arizona and Mercury, Nevada.

Species

Rock Valley Scale:

Ambrosia dumosa
Ephedra nevadensis
Krameria parvi flora
Larrea tridentata
Lycium andersoni

Casa Grande Scale:

Cercidium sp.
Larrea tridentata
Carnegia gigantea
Olneya tesota
Ambrosia dumosa

1:600

1:800, 1

106
76
4.5
0.4

209

Photo Density

1403
496
1092
829
922

:2,000

102

4.1
0.4

Ground Density

2674
651
1496
891
1233

106
177
4
0

258

.5

.4

Plant Biomass

On many range sites plant biomass (above ground productivity) has been found to be highly
correlated to plant cover and other parameters measurable on the aerial photographs. Spectro-
photometric techniques (Tucker et al. 1975; Pearson et al. 1976) have application on short
grass prairie range sites and other relatively homogeneous types. However, this latter
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technique does not h.6l.d asimuch promise on heterogeneous shrub types where the correlation
method holds greater pr.Qiii*e. We approached this problem hopeful of finding easily measured
characteristics on 70mm large scale stereo pairs that are highly correlated with range pro-
ductivity. For example, we have recently found high correlations between shrub crown cover
and productivity of grasses. Unfortunately, the measurements we have made do not yet extend
to estimates of range utilization.

Plant Phenology

It has been widely stated that color infrared film has the capability of providing excel-
lent data on plant vigor. This is only true to a certain extent. Mostly, the expectations
are beyond the capability of the color infrared film. Vegetation maturation was followed
weekly through an entire growing season in Hot Creek Valley, Nevada for a shrub type (Tueller
and Swanson 1973). A color densitometric technique was unsuccessfully used to follow changes
in plant vigor. Tone differences from date to date did not follow a prescribed pattern of
changes even though many precautions were taken, mainly, all the film was purchased in a single
batch from Kodak in Rochester and frozen until use, all photographs were taken at or near high
noon and all processing was done in Kodak's Versamat processor under exacting conditions. The
changes are thought to be a result of date and exposure differences and were most apparent in
the tone recorded for the nonvegetation component.

However, relative vigor differences of a somewhat large magnitude can be easily assessed
on the large scale color infrared film. With proper sampling techniques certain management
problems related to plant vigor (e.g., range readiness, fire fuel estimates, and time for
recreational use) may be solved or partially solved.

Erosion and Surface Soil Features

We have completed detailed work and developed specific procedures for using large scale
70mm color or color infrared stereo pairs to evaluate erosion features on rangelands. We
have found it to be possible to duplicate Bureau of Land Management watershed evaluations
directly from .the stereo photography with greater ease and reliability than field efforts
(Tueller and Booth 1975). Costs involved in flight time over the watershed, film and process-
ing costs and labor for the evaluation were found to be less than $0.02/ha ($0.01/acre). Also,
many off-road sites can be easily studied providing a very efficient sampling procedure. The
criteria were changed somewhat to conform with information available from the stereo pairs,
bare ground, vesicular crusts, litter, wind erosion, flow patterns, rills and gullies.

Other soil surface features such as cattle droppings and rodent disturbance for some
species of small mammals can be easily evaluated and related to range utilization and condition
and trend.

Vegetation Mapping

Vegetation maps depicting exact locations of ecotones between important range habitat
types can be easily developed from large scale photographs. However, plant community or habitat
type mapping is normally accomplished on smaller scale photographs. We have^been working with
1:10,000 photography for this purpose and find it to be about optimum (Parkin 1977) although
4-inch to the mile (1:15,840) resource photography has great utility in this regard. The
1:10,000 scale frames were especially useful for differentiating shrub type from shrub type
and for successfully differentiating topographic detail necessary for delineating certain
habitat types.

Off-Road Vehicle Use

We have studied the effects of off-road vehicle use on several sites. At the Silver Bell
(Tucson) IBP site photographs were taken before and after treatment with 4-wheel drive vehicles
driving 40 km on approximately 51 hectares. Results showed only limited damage to vegetation
(Table 3). Heavy damage was recorded from Bay Area motorcycles in the Pinoche Hills of the
California Coast Range. The number, location, and relative depth of vehicle tracks can be
easily evaluated.
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Table 3. Density (plants/hectare) before and after off-road vehicle use in the Sonoran
Desert near Tucson, Arizona obtained from 1:1500 scale 70mm color photography.

Species

Palo Verde (Circidium sp.)
Bur-sage (Ambrosia dumosa)
Ironwood (Olneya tesota)
Creosote Bush (Larrea tridentata)

Before
Treatment

21
750
4

180

After
Treateent

15
625
4

130

Pinyon-juniper Chaining Evaluation

Age class distribution of the stand prior to treatment often determines the success of
pinyon-juniper chaining, a control measure. Color IR film allows detailed investigation of
this plus post-treatment evaluation of dead, damaged, and healthy trees of various sizes.

Environmental Impact

Numerous environmental impact applications are possible with the large scale 70mm format.
These include vegetation inventories, plant damage assessment and measurements of accelerated
erosion caused by various land use activities.

Vertical color aerial photographs were excellent for assessing damage to trees and shrubs
Mortality counts of single needle pinyon (Pinus monophylla) and Utah juniper (Juniperus osteo-
sperma) on the Nevada Test Site (ERDA facility) on sequential color infrared photographs
showed a sequential or residual increase in mortality (Tueller and Clark 1976). Total mortal-
ity could not be assessed until the growing season after detonation. This constitutes a
unique example of many uses for environmental impact purposes.

Evaluating Herbicide Applications

Color infrared reflectiveness of a green rabbitbrush community has been used to determine
optimum date for application of herbicides (Evans et al. 1973; Young et al. 1976). A single
frame of 70mm film at a scale of 1:600 captures more than 250 green rabbitbrush plants and
permits easy interpretation. When first a pink tinge is seen on rabbitbrush margins on CIR
then there are only 2 weeks to the start of the optimum period for herbicide application.

Aquatic Vegetation

This imagery is excellent for marsh vegetation analysis, primarily due to the difficulty
of ground access. The best time of year to photograph marsh vegetation was found to be late
summer (Aug.-Sept.) when the submerged and floating plants were at a stage of maximum vegeta-
tive development. Keys were found to be especially useful for this application (Seher and
Tueller 1973).

3. CONCLUSIONS

A large scale 70mm system is a simple, cost effective tool for obtaining range resources
data over vast acreages. Exclusive ground sampling techniques have been biased by being
restricted to sites along roads or navigable streams. Aerial sampling allows these biased
samples to be expanded to objectively located sites on recognizable ecological habitat types
far removed from roads. These techniques can now be used by range resource managers, although,
for reasons hard to understand, primary emphasis continues on small scale, low resolution sys-
tems (e.g., Landsat II). Systematic use of supplementary large scale procedures, however,
should be further tested and used in ongoing range management programs.
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ASSESSMENT OF FOREST PLANTATIONS
FROM LOW ALTITUDE AERIAL PHOTOGRAPHY

Harold A. Nelson
Weyerhaeuser Company

Plymouth, North Carolina, U.S.A.

SUMMARY

Vertical color, and color-infrared, aerial photography obtained from alti-
tudes between 183 m and 915 m provide a cost-effective method of determining
tree survival and height growth in pine plantations on the North Carolina
Coastal Plain. All interpretations were performed by professional forestry
personnel from the original 70 mm. color transparencies.

Prompt assessment of tree survival is necessary if failed spots are to be
successfully replanted. Counts of living trees made after the third growing
season, and sometimes only two growing seasons after planting, are accurate
enough to permit planning of replanting operations without extensive ground
surveys.

Using a Bausch and Lomb Zoom 70 Stereoscope and a narrow-span Parallax
Bar built by Charles A. Hulcher, Inc., tree heights were measured without
cutting individual frames from the roll. Errors in relative orientation that
resulted from this procedure were acceptable, and individual tree heights were
determined within plus-or-minus 0.30 m of the corresponding ground measurement,
approximately ninety percent of the time, when photographs were taken three or
more growing seasons after planting.

Cost of photographic assessment of plantation survival and height growth
is substantially lower than for traditional ground methods. The aerial vantage
point also permits more complete sampling and evaluation of each plantation,
with fewer omission errors, than when solely ground methods were used.

INTRODUCTION

Effective management of forest plantations requires substantial amounts
of timely information relative to tree survival, stocking levels and tree
heights. In the southeastern United states where forest plantations are grown
on relatively short rotations of 20-25 years time is a critical economic con-
sideration. Rapid changes resulting from forest management activities make
photo coverage of total ownerships at medium photo scales, and at periodic
intervals of four to five years, inadequate to meet the needs of intensive
plantation management. Replanting of failures, establishing priorities for
precommercial thinning, commercial thinning, fertilization, monitoring growth
and predicting yields at rotation age all require current information. Early
identification of site and stand problems is essential to their prompt
correction.

In 1976 Weyerhaeuser Company examined the potential use of large scale
vertical, color, aerial photography to obtain certain information needed for
its High Yield Forest Program. Work was conducted in the coastal plains of
eastern North Carolina where much of the forest land is characteristically
flat, with high water tables, and where artificial drainage is a major pre-
planting site treatment. Plantation failures are normally spotty segments
within a whole plantation and are frequently associated with wetter areas.
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STUDY OBJECTIVES

The primary objective of the study was to determine the capabilities of
making tree counts in plantations two and three years after establishment.
Priorities were placed on these ages because corrections, namely replanting,
within these ages offer the greatest opportunities to maintain even-aged
stands that can be managed and harvested as such; thus minimizing future man-
agement problems inherent with patchy age class distributions on the ground.

A second objective was to determine the capabilities of measuring tree
heights in three year age classes. Tree heights are an important variable
in growth and yield predictions.

METHODS

Vertical photography was obtained with a Hulcher Model 103 Sequence Camera
with a 70 mm film format and equipped with a 152 mm focal length lens. Target
photo scales for all studies was 1:1200. Variations in actual photo scales
range from 1:1068 to 1:1224. Normal color reversal film, Kodak Emulsion 2448,
was used in each study.

All interpretations were made from the originally exposed 70 mm film used
with a Bausch and Lomb Zoom 70 Stereoscope mounted on a specially made light
box and film transport system (Fig. 1.). Tree heights were determined from
parallax measurements made with a narrow span parallax bar designed for use
under the Zoom 70 Stereoscope without cutting film into separate frames
(Figs. 2. and 3.).

Tree Counts

Tests to determine tree count reliabilities were conducted in two and
three year old loblolly pine (Pinus taeda) plantations. A series of markers
placed on the ground prior to photography were clearly visible in the photo-
graphs and were used as centers of circular photo plots 5 mm in diameter.
These markers, 30.5 meters apart in the three year old plantation and 15.3
meters apart in the two year old plantation were also used to determine actual
photo scale. Living pine trees detected in the photography were tallied and
their locations indicated on a plot diagram. This was followed by an actual
ground count on identical plots whose diameters were calculated from actual
photo scale. Tree heights were also measured in the ground check. The photo
interpreter was not present during the ground count. This procedure permitted
comparisons of the photo counts with ground counts on an individual tree
basis and provided a means of determining the source of error.

Tree Height Measurements

Tree heights were determined from stereo-parallax measurements of 183
trees in one three year old loblolly pine plantation. Trees had been planted
1.8 m apart on beds, ridges about 0.20 m higher than the ground level in the
alleys between the beds. Beds, and hence tree rows, were 2.75 m apart and the
alleys had been moved. Ground markers were used for location references and
to calculate tree flying altitude. Again a diagram showing and numbering
each tree presented a tree-by-tree comparison of true ground heights with
photo measurements.

Four photo measurement trials were completed. Base readings were con-
sistently made midway in the alleys between beds (tree rows), but at different
frequencies from trial to trial.

Trial 1: One base reading was made for groups of four trees. About one half
of the top readings were taken on the sunlit sides of the tree and
about one-half on the partially shaded side. Measurements were made
at 7X magnification.

Trial 2: One base reading was made for each tree. Top readings were con-
sistently taken on the sunlit side of the tree top and magnification
was increased to 10X.
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Trial 3: Similar to trial two except that one base reading was made for
groups of seven to ten trees in a row.

Trial 4: Similar to trials two and three except that one ground reading was
made for groups of 35-50 trees in all directions around the point
of the ground reading.

RESULTS

Tree counts made from large scale, vertical, color aerial photography
identified 96 and 97 percent of the trees found in identical ground plots
in two and three year old loblolly pine plantations, respectively. Omissions
during photo counts were confined to the smaller trees under about one meter
in height at the third year and under about one-half meter at the second
year (Figs. 4. and 5.).

Tree height measurements from large scale color photography at three
years age was consistently within 0.36 m of the actual ground mean. The
largest errors were found in the first photo trial, and other trials gave
essentially the same results with mean photo measurements being consistently
within 0.16 m of actual mean height (Fig. 6.).

DISCUSSION AND CONCLUSIONS

The study results of both tree count and height measurement tests are
within the accuracies required for operational purposes.

Tree Counts

Tree counts are considered well within the accuracies required. From
a practical standpoint, trees missed in the photo count are considered insig-
nificant; they will either die before rotation age is attained or will be
suppressed trees contributing little volume to the mature stand.

Tree size per-se is not necessarily the only factor governing detection
in photography. Numerous trees were identified that were smaller than several
trees that were missed. A main factor is the relation of a tree to the sur-
rounding grasses and herbaceous growth.

Photography for these studies was done during the dormant season when
competing herbaceous growth was largely defoliated. The brush and dead grasses
were still there however. Experience in similar plantations with similar
photography during the summer growing season strongly suggests that this work
need not be confined to the dormant season. In fact, photographing during the
growing seasons could be advantageous in evaluating the competition and
prescribing early treatment needs for its reduction.

Tree Heights

Tree height measurements were within the lOt of mean height accuracy re-
quired. While measurements in this study covered a total height range from
0.80 m to 2.5 m, only heights of dominant trees would be measured for oper-
ational purposes.

The bias towards higher photo height measurements than actual ground
measurements was consistent and largely due to the fact that ground readings
were taken from the photos midway in the alleys between the tree rows. Actual
ground height measurements, however, were taken from the base of the trees at
the tops of the beds. The beds were uniformly about 0.20 m higher than ground
levels in the alleys. This difference in ground levels between alley bottoms
and bed tops is slightly more than the indicated measurement error. Correc-
tions for bed heights are easily made and when the correction is made, the
mean tree heights measured from the photos is found to be slightly lower than
the actual mean height (Table 1).
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There was some tendency toward larger errors with the very smallest
trees with photo measurements being less than actual tree heights. A likely
reason for this is that many smaller trees have a pronounced single growth
terminal which is not clearly resolved on film. Thus, top readings are likely
to be made in a lower portion of the tree. In larger trees of the same age
lateral branches grow upward forming some crown diameter nearer the tree top
which is more clearly resolved on film. This point is not considered parti-
cularly significant because only dominant tree heights are measured for
operational purposes.

Trials three and four were designed to more closely simulate actual
situations where tree crowns frequently obscure much ground vision and good
ground readings cannot be made for each tree measured. The results of these
trials demonstrates that a ground reading is not necessary for each tree in
relatively flat terrain when the photos are obtained with a 70 mm film format
and a 152 mm lens.
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Figure 1. Illustrates the light box and
film transport system used with the
Bausch and Lomb Zoom 70 Stereoscope.
The stereoscope is stationary, but the
box has x and y travel to maintain stereo
vision over the full stereo pair. The
system carries two strips of film to
accomodate films resulting from a dual
camera system not discussed here. Total
movement in the x direction is about
229 mm and spans both film strips in the
y direction. Light intensities are
variable for either film strip.

Figure 2. Illustrates the narrow span
parallax bar designed for use under the
Zoom 70 Stereoscope without cutting film
into individual frames. The plates with
dot marks protrude from both sides to
permit measurements on either side or in
the center of the film. The digital
micrometer is used to facilitate reading
and minimize reading 'errors. The error
associated with imperfect alignment of
the photos is accepted.

Figure 3. Shows the system in use.
small calculator is programmed to
calculate tree heights.

The
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Comparison of actual tree counts with
photo counts in two year old loblolly
pine plantation.

Comparison of actual tree counts
with photo counts in three year
old loblolly pine plantation.

Photography
Season
Film
Actual Scale

Ground cover
Number Plots
Plot size (Circular

After second
growing season

Dormant (March, 1976)
Kodak 2448

1:1224

Tall grasses and weeds
40

0.01 hectares

After third
growing season

Dormant (Jan. 1976)
Kodak 2448

1:1068

Tall grasses and brush
25

0.009 hectares
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PERFORMANCE TESTS OF SIGNATURE EXTENSION ALGORITHMS

R. Abotteen, S. Levy, M. Mendlowitz,
T. Moritz, J. Potter, S. Thadani, and 0. Wehmanen

Lockheed Electronics Company, Inc.*
Systems and Services Division

Houston, Texas

ABSTRACT

Comparative tests were performed on seven
signature extension algorithms to evaluate their
effectiveness in correcting for changes in atmos-
pheric haze and Sun angle in a Landsat scene. Four
of the algorithms were cluster matching, and two
were maximum likelihood algorithms. The seventh
algorithm determined the haze level in both training
and recognition segments and used a set of tables
calculated from an atmospheric model to determine
the affine transformation that corrects the training
signatures for changes in Sun angle and haze level.
Three of the algorithms were tested on a simulated
data set, and all of the algorithms were tested on
consecutive-day data. The classification performance
on the data sets using the algorithms is presented,
along with results of statistical tests on the accu-
racy and proportion estimates. The three algorithms
tested on the simulated data produced significant
improvements over the results obtained using untrans-
formed signatures. For the consecutive-day data,
the tested algorithms produced improvements in most
but not all cases. The tests indicated also that no
statistically significant differences were noted
among the algorithms.

1. INTRODUCTION

Signature extension is the process of using signatures from a given segment"'"
(the training segment, or T-SEG) to classify another segment (the recognition segment,
or R-SEG). If such a procedure gave classification accuracies and proportions that
were comparable to those obtained with local training, it would save much time and
effort in a project such as the Large Area Crop Inventory Experiment (LACIE), where
many segments must be classified. The simplest approach is to use the untransformed
(UT) signatures from the T-SEG. Generally, this does not work well because these
signatures are different from the signatures in the R-SEG as a result of differences
in haze level, Sun angle, and various factors which affect target reflectance, such
as soil color and growth stage.

In this study, comparative tests were performed on seven signature extension
algorithms to evaluate their effectiveness in correcting for changes in atmospheric
haze and Sun angle in a Landsat scene. The evaluation criteria were classification
accuracy and proportion estimation. The algorithms tested were the Maximum Likeli-
hood Estimation of Signature Transformation (MLEST), the University of Houston Maxi-
mum Likelihood Estimator (UHMLE), the Optimal Signature Correction Algorithmic
Routine (OSCAR), modified OSCAR (MOD OSCAR), the Rank Order Optimal Signature Trans-
formation Estimation Routine (ROOSTER), modified ROOSTER (MOD R), and the Atmospheric
Correction (ATCOR) program.

*Under National Aeronautics and Space Administration Contract NAS 9-15200 at the
Lyndon B. Johnson Space Center, Houston, Texas.

i"A segment in this paper is a 9-by-ll-kilometer ground area.

1523



2. THE DATA SETS

Two data sets were used - one consisting of simulated data (section 2.1) and
the other a set of acquisitions on consecutive days (section 2.2). The simulated
data provided for a controllec experiment in which the transformations were known
and in which the problems of nonnormal distributions and nonrepresentative statis-
tics were avoided. The consecutive-day data set provided for a test of the capa-
bility of the algorithms to correct for atmospheric effects when effects caused by
differences in the training and recognition targets are eliminated. The algorithms
ROOSTER, UHMLE, and MLEST were tested on the simulated data. All the algorithms
were tested on the consecutive-day data set.

2.1 SIMULATED DATA
The 1975 data base of the Earth Resources Interactive Processing System (ERIPS)

contains four passes of four-channel simulated data for each of segments 429 and 432.
Each segment has 117 lines and each line 196 pixels. The field coordinates reside in
the ERIPS field data base. Four classes exist within each segment: wheat (W),
barley (B), stubble (S) , and grass (G). Each class is divided into two subclasses.

The data were generated from means and covariance matrices determined from train-
ing fields in Hill County, Montana. An algorithm was used to generate multivariate
normal data with the same statistics. This was done separately for the four passes
of segment 429. Each pass of segment 432 was created from the distributions used
in the corresponding pass of segment 429 by transforming them with an affine trans-
formation so that the data corresponded to a different Sun angle. Segment 429 was
chosen to be the T-SEG and segment 432 the R-SEG. All classifications were made in
four channels. Four data sets correspond to the four passes: SIM1, SIM2, SIM3,
and SIM4.

2.2 CONSECUTIVE-DAY DATA
Seven sets of consecutive-day passes of Landsat-1 data from intensive test

sites in Ellis, Finney, and Saline Counties, Kansas, were tested. The first set is
denoted F1709-8. (The F indicates Finney County; 1709-8 indicates the dates of the
training and recognition passes, respectively; i.e., the training pass was made
1709 days and the recognition pass 1708 days after the launch of Landsat-1.) In
all, four sets from the Finney, two from the Saline, and one from the Ellis County
test sites were used.

Ground truth was available for all fields in all test sites. A subset was
selected for training fields, and fields were grouped into subclasses with the aid
of cluster maps. In general, the rectangular ground-truth areas were not oriented
so that their sides were parallel to the scan lines in the Landsat-1 data. To
facilitate the application of the various algorithms, a "signature extension area"
was defined (the smallest rectangular area with sides parallel to the Landsat scan
lines) that included the ground-truth area in each case. For Finney County, this
included the entire 9- by 11-kilometer segment (117 lines, 196 pixels) containing
the ground-truth area. For Saline County, it included lines 26 to 91 and pixels 27
to 146; for Ellis, it included lines 24 to 109 and pixels 49 to 144.

3. APPROACH

The overall approach was to make signature extension runs using these algorithms
and to compare the results with local classification results or ground truth. The
algorithms were to provide modified training statistics which then were used to clas-
sify the recognition area. The UHMLE computes these modified statistics directly;
all the other algorithms compute an affine transformation which is then used to
modify the training statistics.

3.1 THE ALGORITHMS
The descriptions given here provide only a very rough idea of how these algo-

rithms work. References are given to more detailed discussions. In the case of the
consecutive-day data, the algorithms were usually run using the data from the signa-
ture extension area defined above. Exceptions will be noted.

3.1.1 MLEST. The MLEST technique [1] uses an iterative gradient optimization
procedure (the Davidon-Fletcher-Powell algorithm) to obtain maximum likelihood esti-
mates for the affine transformation assumed to relate the training and recognition
statistics. The training subclass a. priori probabilities and statistics are input
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to the program, which outputs the maximum likelihood estimate of the affine
transformation.

3.1.2 UHMLE. The UHMLE [2] takes sublcass statistics from a T-SEG and image
data from an R-SEG and computes maximum likelihood estimates of subclass proportions
and statistics for the R-SEG. Two versions of UHMLE were used. The first, UH all,
uses the ground-truth area as input data; when this version is used to obtain maxi-
mum likelihood estimates of proportions generated internally by UHMLE, it is referred
to as UH all MLE. The second, UH fields, uses only the training fields within the
R-SEG; when this version is used to obtain maximum likelihood estimates of propor-
tions generated internally by UHMLE, it is referred to as UH fields MLE. The second
version was introduced to eliminate the effect of insufficient training. The
statistics generated by UHMLE are used to classify the ground-truth area in the
R-SEG.

3.1.3 OSCAR. The OSCAR [3] considers every possible transformation defined by
four cluster means: two in the T-SEG and two in the R-SEG. From these transforma-
tions, the algorithm selects those that are "best" able to match the training
clusters with the recognition clusters. The amount of computation is kept to a
manageable level (1) by rejecting pairings judged to be unreasonable on the basis
of rankings and (2) by testing the remaining transformations, using each to trans-
form all the training clusters, and calculating a measure based on the distance of
the transformed training clusters from the recognition clusters. The five transfor-
mations giving the "best" measure are then averaged.

3.1.4 MODIFIED OSCAR. The MOD OSCAR [4], in effect, defines a transformation
for each pair of clusters — one in the R-SEG and one in the T-SEG. Each cluster is
used with its projection onto the soil line! to define a transformation. The
transformations are evaluated as in OSCAR, and the best transformation is output.

3.1.5 ROOSTER. To perform signature extension with ROOSTER [5], one first
obtains a set of class means for the T- and R-SEG1s. These class means, called mean
vectors, are obtained by clustering or by deriving class statistics from training
fields.

The first step is to derive rank vectors corresponding to each of the mean vec-
tors. These rank vectors are obtained by computing for each channel the rank of each
mean relative to the others for that segment. The rank vectors are used to match
the classes (or clusters) in the training area with those in the recognition area.
Then, a regression analysis is used to determine the affine transformation which best
transforms the mean vectors from the training area into the corresponding mean vec-
tors from the recognition area.

In this study, the ROOSTER was used in three different ways: The first, R(C),
consisted of using clusters to define the class means for both segments; the second,
R(S), used subclass means derived from training fields for both segments (It is
expected to provide an estimate of how well ROOSTER would do if an ideal clustering
algorithm were available.); and the third, R(S/C), used subclass statistics for the
T-SEG and clusters for the R-SEG. This is an alternate way of using ROOSTER opera-
tionally, since subclass statistics are always available for the training area.

3.1.6 MODIFIED ROOSTER. The MOD R [4] is identical to ROOSTER except that
the regression line is computed with the cluster means and the projections of the
cluster means onto the soil line.

3.1.7 ATCOR. The ATCOR program [6] is designed to correct for differences in
haze level and Sun angle between the training and recognition data sets. The pro-
gram processes each of these data sets separately. In each case, the input is the
Landsat-1 data and the solar zenith angle. The ATCOR program determines the haze
level from the brightness of certain dark targets in the scene and uses an atmos-
pheric model to calculate a set of coefficients relating the Landsat data for that
scene to the reflectance of the targets on the ground. The coefficients obtained
from the training and recognition data sets are then used to compute the affine
transformation to be applied to the training data.

The soil line is the "bottom of the tasselled cap" or that part of channel
space containing bare soil.



3.1.8 REGRES. Rather than a signature extension algorithm, the REGRES program
is a method for finding the optimum affine transformation to be applied to the sta-
tistics of the consecutive-day data. In each channel, a scatter plot is made of the
second-day data versus the first-day data. A straight line is then fitted to the
data which minimizes, in the least squares sense, the perpendicular distance from
the points to the line. In principle, this line represents the best affine trans-
formation for the training statistics.

3.2 CLASSIFICATION AND EVALUATION
After obtaining the modified statistics, we used standard LACIE classification

procedures and the Laboratory for Applications of Remote Sensing System (LARSYS)
implemented on the Univac 1108 computer to classify the R-SEG's. A two-class clas-
sifier was used with equal a priori probabilities for wheat and nonwheat. Within
each class, the subclasses had equal a priori probabilities. A 1-percent chi-
squared threshold was used. For the simulated data, entire areas were classified;
for the consecutive-day data, the ground-truth areas were classified.

3.2.1 CLASSIFICATION ACCURACY. The classification accuracy was determined for
wheat and nonwheat by using the training fields defined in section 2 as test fields.
From these, the overall accuracy was computed. This is given by:

Overall accuracy = qwp(w/w) + q,p (<{>/<)>) (1)

where p(w/w) = wheat accuracy, p (<(>/<(>) = nonwheat accuracy, qw = wheat proportion in
ground-truth area, and q<j> = nonwheat proportion in ground-truth area. The propor-
tions qw and q^ were known from ground truth. The wheat, nonwheat, and overall
accuracies were compared with the results obtained from local classification
(section 4).

3.2.2 WHEAT PROPORTIONS. The classification results yielded wheat proportions
for the ground-truth areas defined in section 2. In addition, the UHMLE program
yielded a maximum likelihood estimate of the wheat proportions. These results were
compared with the ground-truth proportions and the results obtained from local
classification.

4. RESULTS

The results of this processing are given in tables 1 to 11. Table 1 gives the
A and B coefficients determined for the consecutive-day data by those algorithms
which produce an affine transformation. The algorithms are listed in the order in
which they performed in the accuracy test.

Based on numerical calculations using an atmospheric model [6], certain con-
straints are expected to apply to the A and B coefficients corresponding to a change
in the haze level. These should apply to the consecutive-day data if the haze
levels present are uniform. Among these constraints, which apply to all channels,
are the following:

1. If there is no difference in haze level between the T-SEG and the R-SEG, A = 1.0
and B = 0.0.

2. If the T-SEG has more haze than the R-SEG, A > 1.0 and B < 0.0.

3. If the T-SEG has less haze than the R-SEG, A < 1.0 and B > 0.0.

In many cases, the data in table 1 do not obey these rules. Examples can be
found in the following anomalies:

1. A > 1.0 for some channels and A < 1.0 for others; e.g., R(S) for F1655-4.

2. A > 1.0 and B > 0.0; e.g., MLEST for F1673-2.

3. A < 1.0 and B < 0.0; e.g., R(C) for F1726-7, channel 2.

These failures to obey the constraints probably are due in part to nonuniform haze
levels in the data and to changes in the look angle.
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Tables 2 , 3 , 4 , and 5 give the accuracy results for wheat and nonwheat using
both data sets. The accuracy obtained with signature extension is expressed as a
percentage difference from the local result; i.e.,

Percentage difference = signature ̂ ^ " s a c y - local accuracy x 100% (2)

Tables 6 and 7 give similar results for overall accuracy.

Tables 8 to 11 give the differences for both data sets (1) between results
obtained using signature extension and local classification and (2) between results
obtained using signature extension and ground truth. The means and standard devia-
tions were obtained using the absolute values of the numbers in the tables.

5 . ANALYSIS

In this section, a statistical analysis is performed on the data in tables 6
and 10. Data for the UHMLE algorithm were not included because of their large
variances.

First, an analysis of variance was performed on the data in table 6. The pur-
pose of an analysis of variance is to separate a response variable into component
parts. In this way, the test for a particular factor will become more sensitive
because variations due to other causes have been removed. In this experiment, two
factors were present: signature extension algorithms and the seven consecutive-day
acquisitions. The second factor could have been grouped several different ways, on
the bases of days, sites, and presence of haze.

The last alternative was chosen. Each pass was classified as either clear or
hazy by visually inspecting the images of the data produced by ERIPS. The results
are shown in table 12. Three T-SEG-R-SEG combinations occurred; namely, haze-clear,
clear-haze, and clear-clear. It was assumed that each combination would produce
different results (classifications) , thus the need for this factor in the analysis.

The interaction between the algorithms and haze combinations (A*H) was also
expected to be present; that is, one algorithm might have performed well for the
clear-haze consecutive-day acquisitions and poorly for the haze-clear days, whereas
the opposite results might have occurred for another algorithm.

The model for the experiment was

vijk = U + ai + hj + ahij + eijk »>

where y = overall mean, a^ = contribution of the ifh algorithm, hj = contribution
of the jth haze level, ahij = contribution of algorithm i and haze level j to the
interaction, eijfc = error term for the kth observation for the ith algorithm and
the jth haze level, and y^jfc = response variable. In the analysis of variance for
overall accuracy, yijfc = percentage accuracy difference; that is, the quantity
given in table 6.

The results of this analysis of variance are given in table 13, where signifi-
cant differences between the algorithms and between the haze conditions are apparent.

Table 14 gives the average accuracy difference over the algorithms for each haze
condition. Because the analysis of variance indicated significant differences
between haze conditions, we can infer from table 14 that the presence of haze over
the T-SEG is significantly different from the other two conditions.

The results for the different haze conditions were plotted as a function of the
algorithms (fig. 1) . The condition with haze over the T-SEG shows consistently
better results than the other two conditions. A similar analysis was performed for
the wheat proportions. In this case, yijk was the quantity given in table 10.
R(S/C) was not included because of its large variance. The results show a signifi-
cant difference between the haze conditions but not between the algorithms (table 15) .
Table 16 gives the average proportion difference over the algorithms for each haze
condition, and figure 2 shows the performance of each algorithm for each of the three
haze conditions. Here again, the haze-clear condition seems to give the best results.

1527



6. CONCLUSIONS

The results of these tests are summarized in table 17. The first two columns
list the algorithms in the order in which they performed on the accuracy test for
the simulated and consecutive-day data. The numbers given are the mean percentage
differences between the accuracy obtained using the algorithms and local accuracy
(see tables 6 and 7). The minus signs indicate that the algorithm was less accurate
than local classification. A statistical analysis was performed on the accuracy
results for the consecutive-day data with the exception of data for the three ver-
sions of UHMLE (which were omitted because of large variances). The analysis indi-
cated (1) no significant differences among the algorithms and (2) that the results
obtained when the T-SEG appeared hazier than the R-SEG were better than in the other
two conditions observed; i.e., when both were clear or the R-SEG was hazier.

The comparison of wheat proportion differences (between ground truth and local
results) in the last four columns of table 17 shows the performance order of the
algorithms to be the same for simulated data but quite different for consecutive-day
data. This was because local results were quite different from ground-truth results
for the consecutive-day data. These four columns of numbers are the means of the
absolute values of the differences as given in tables 8, 9, 10, and 11. A statisti-
cal analysis was performed on the consecutive-day data for wheat proportion differ-
ences from local results. Data from R(S/C) and the three versions of UHMLE were not
used because of large variances. The results given in table 15 indicate no signifi-
cant differences among the algorithms tested. Here again, the best results were
obtained when the T-SEG appeared hazier than the R-SEG.

Finally, it must be mentioned that, because of time limitations, this test was
performed using the currently available algorithms. Subsequently, it has been dis-
covered that some of the algorithms show better performance when later versions are
used. For example, the program UHMLE has a later version that begins with the trans-
formation (x + b) before estimating the R-SEG statistics. However, the results pre-
sented in this paper provide illustrative information which can be used in solving
the signature extension problem.
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TABLE 1. A AND B COEFFICIENTS FOR CONSECUTIVE-DAY DATA

ORIGINAL PAGE IS
OF POOR QUALfTV

F1709-8

F1655-4

F1726-7

S145S-4

S1725-4

E1726-5

mi]
A

1.20

1.18

0.99

0.99

1.15

1.16

1.06

1.01

0.92

0.95

0.91

0.93

0.91

0.95

1.22

1.11

1.06

1.14

0.95

0.98

0.97

1.02

1.06

1.03

1.08

B

-7.1

-5.4

2 . 2

1.3

-8 .6

-5.2

-0.1

-0.1

6.5

2.2

0.0

-0.6

0.6

- 0 . 6

-4 .9

-3.9

-1.9

-1.4

3.5

2 .9

3.4

-0.5

0.3

-0.7

MLEST

A

1.06

1.02

1.05

1.06

1.19

1.36
1.24

1.12
1.35

0 . 9 <

0.99

1.22

1.17

0.98

0.98

1.02

0.97

0.99

1.03

1.04

1.03

1.01

1.02

B

-2.32

-0.9

-1.4

-0.7

0.6

0.8

-8.9

-2.3

-0.8

-5.5

-1.6

-3.5

-14.8

-5.5

0.4

0.1

0 .0

0 .5

1.7

0.7

1.2

0.1

0.0

0.0

OSCAH

A

1.12

1.08

1.01

0.98

1.10

1.06

1.04

1.03

O.M
1.00

0.80

0.81

1.02

0.89

0.93

0.92

0.91

1.01

1.01

1.01

0.99

0.99

1.01

-4.4

-3.0

1.1

1.5

-8.8

-3.3

-0.1

0.5

3.1

0.9

0.3

0.5

-6.0

0.5

2.1

0.6

1.1

0.6

1.2

1.3

2 . 2

1.1

2.1

3.0

1.0

REG RES

1.24

1.14

1.15

1.12

1.3

1.5

1.05

1.04

0.93

1.05

0 .92

0.94

1.06

0.98

0.94

1.13

0.99

0.98

1.01

1.04

1.02

1.00

1.04

0.97

1.01

-5.1

-5.2

-6.6

-2.1

-17. €

-13.3

-0.2

1.0

5.5

0.2

-0.9

-1.2

-8.6

-1.6

1.0

-3.0

-0.2

-0.2

1.4

0.9

1.8

1.0

0.6

3.7

1.0

HOC R

1.03

1.04

1.03

1.03

0 98

1.00

1.05

1.06

1.02

1.03

0.88

0.89

0.90

0.91

0.91

0.92

0.97

0.96

1.05

1.06

1.04

1.05

0.96

0.98

1.01

-0.9

-1.7

0.1

0.3

-1 2

-0.8

-0.2

0.0

0.8

0.3

0.4

0.6

0.2

-0.3

1.3

0.6

-1.3

-0.8

-0.3

-1.0

-0.3

-0.6

3.5

3.1

1.2

mo

1.12

1.09

1.03

1.02

1.04

l.OC

1.00

1.00

0.81

0.89

0.89

0.91

1.03

0.80

0.88

0.90

1.00

0.98

0.80

0.81

0.98

0.96

0.95

0.99

1.01

-5.1
-4.5
0.5

0.9

-5.6

-3.3

1.6

1.7

12.1

3.9

0.1

-O.I

-6.4

3.8

2.2

1.2

-2.3

-1.3

8.5

B.I

2 .9

1.5

• 3 . 7

2.9

1.1

HOD OSCAR

A

1.06

1.05

1.05

1.05

0.89

0 95

0.94

1.07

1.03

1.04

1.04

0.86

0.88

0.87

0.87

0.91

0.92

0 . 9 2

0.92

1.00

1.06

1.04

1.03

0.96

1.03

1.02

B

-2.6

-2.6

-1.8

-0.8

3.4

1.6

-1.0

0.6

-0.8

-0.6

2.0

1.9

2.1

1.3

2.1

1.5

1.2

0.3

1.1

-0.7

0.1

0.2

2.6

-0.6

0.5

ATCOR

A

1.12

1.10

1.08

1.07

0 . 9 5

0.97

0 .92

0.94

0.94

0.95

0.94

0.95

0.96

0.97

0 .96

0.98

0.98

1.00

0.94

0.95

0.96

0.97

0.92

0.94

0.95

B

-6.6

-5.4

-5.8

-2.3

2.1

2 .4

1 .0

4.7

4 .3

3.8

1.4

3.3

2.8

2.5

0 .9

0.8

0 .6

0.5

0.2

3.3

2.8

2.5

0 .9

4.7

3.8

1.4

R(S/C)

A

1.05

0.99

1.23

1.23

0.99

1.13

1.16

1.30

1.26

1.22

1.16

1.00

1.07

1.33

1.17

2.12

1.58

1.33

1.32

1.19

1.22

1.31

1.32

1.20

1.13

1.15

B

-3.6

-3.2

-10.5

-4.2

0 .2

-4.0

-8.1

-5.9

-6.2

-1.7

-3.6

-6.1

-18.7

-3.9

-25.3

-11.7

-7.0

-3.5

-4 .9

-5.5

-4.4

-1.7

-6.4

-4.2

-2.0

TABLE 2. WHEAT ACCURACY FOR
SIMULATED DATA*

TABLE 3. NONWHEAT ACCURACY FOR
SIMULATED DATA*

Data

SIM;

SIM2

SIM 3

SIM4

Mean

Std. dev.

Local

84.4

97.1

94.8

87.9

91.1

5.9

Percentage difference between
local accuracy and that obtained

with various algorithms

R(S)

-2.0

0.0

0.2

-0.1

-0.5

1.0

MLEST

6.3

1.2

3.5

6.S

4.4

2.5

UH
fields

-100

-2.9

2.8

-13.5

-28.4

48.2

RIO

-28.4

0.0

-12.8

-1.7

-10.7

13.1

UT

-100

-26.3

-84.4

-28.0

-59.7

38.1

Data

smi

SIM2

SIM 3

SIM 4

Mean

Std. dev.

Local

96.4

99.1

97.7

94.3

96.9

2.0

Percentage difference between
local accuracy and that obtained

with various algorithms

R(S)

0.5

0.0

0.0

-0.1

0.1

0.3

MLEST

-6.3

-0.5

-1.1

-6.0

-3.5

3.1

UH
fields

-0.2

-0.1

-2.3

-2.4

-1.3

1.3

R(C)

-30.0

0.0

-2.9

-3.2

-9.0

14.1

UT

-99.1

-15.8

-39.5

-3.2

-39.4

42. 5

TABLE 4. WHEAT ACCURACY FOR CONSECUTIVE-DAY DATA*

Data

F1709-8

F1673-2

F1655-4
F1726-7

S14S5-4
S1725-4
E1726-5

Mean

Std. dev.

Local

96.7

97.3

93.5

82.6

92.0

79.7

92.6

90.6

6.8

Percentage difference between local accuracy and that obtained with various algorithms

IMS)

0.5

-0.8

-15.5

-3.3
1.0

7.3

-1.9

0.1

3.5

MLEST

1.1

0.9

2.7

-6.7

1.6

2.0

1.1

0.4

3.2

OSCAH

0.7

-3.9

-12.8

-2.3

-4.0

4.6

-0.3

-2.6

5.4

REG RES

1.2

-6.6

-11.1

-3.0

-2.7

7.0

-2.3

-2.5

5.7

MOD R

0.7

-2.6

-12.7

-5.9

-7.1

-0.9

-1.5

-4.3

4.6

IXC)

1.1

-3.8

-17. 1

-10.9

-11.7

8.8

0.4

-4.8

9.1

MOD
OSCAR

1.3

-2.9

-14. 5

-1.9

-6.1

1.8

-0.4

-3.2

5.6

ATCOR

1.2

-2.9

-19.3

-1.1

-0.7

-0.6

-6.2

-4.2

7.0

UH
fields

-15.6

-3.9

-9.6

-27.4

-16.1

1.8

-50.9

-17.5

17.5

UT

1.1

-0.6

-17.8

-2.4

0.0

-20.2

-1.0

-6.8

9.5

RIS/C)

2.0

0.2

-1.8

-8.4

-2.1

-13.6

3.6

-5.2

8.3

UH all

-21.9

-2.2

-49.4

-6.4

-42.6

21.3

-49.2

-21.5

27.2

*A minus sign means the algorithm was less accurate than local classification.
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TABLE 5. NONWHEAT ACCURACY FOR CONSECUTIVE-DAY DATA*

Data

F1709-8
F1673-2
F1655-4
F1726-7
S1455-4
S1725-4
E1726-5

Mean
Std. dev.

Local

73.9
95.7
95.4
79.1
71.9
93.5
45.2

80 2
17. »

Percentage difference between local accuracy and that obtained with various algorithms

• (SI

-8.5
-2.3
0.4

-6.5
-5.1

-2.9
4.2

HLEST

-6.8

-1.0

-3.4

-3.5
-17.3

-2.2

OSCAR

-10.3
-3.0
1.4

-7.7

-9.3

-3.7

REG RES

-10.6

-11.5

0.7

-8.4

-5.3

-4.0

MOD R

-11.2

1.6
0.4

-(.1
-2.2

-2.1

R(C)

-12.0

-0.9
-0.5

-14.7

-11.1

-4.2

HOD
OSCAR

-11.5

0.1

0.6

-5.7

-25.2

-5.0

ATCOR

-12.4
-5.7

1.4

-9.7

3.1

-4.2

UH
fields

10.7
-27.

-0.

-11.

B6.1

9.0

36.5

UT

-12.0

0.3
0.6

0.0

-7.0

-28.5

-9.5
10.7

R(S/C)

-18.7

-2.3

-4.4

-5.8
-8.1

-31.4

-11.0
10.4

UH all

19.9
-30.8

-4.0

-8.0
-23.5
61.3

1 .2
31.0

TABLE 6. OVERALL ACCURACY FOR CONSECUTIVE-DAY DATA*

Data

F1709-8
F1673-2
F1655-4
F1726-7
S1455-4
S1725-4
E1726-5

Mean
Std. dev.

Local

79.5
96.1
94.9
80.0
86.5
85.4
66.2

84.1
10.2

Percentage difference between local accuracy and that obtained
with various algorithms

R(S)

-5.8
-2.0
-3.3
1.9
-0.2
1.1
-3.2

-1.6

MLEST

-4.4
-0.5
-1.8
1.7
-0.9
-0.5
-6.0

-1.8

OSCAR

-7 0

-3.2
-2.1
3.8
-3.5
-0.9
-3.8

-2.4

REG RES

-7.1

-10.2
-2.1
4.9
-1.8
0.0
-3.5

-2.8

MOD R

-7.6

-2.7
-1.9
-3.2
-3.2
-1.8

-2 8

R(C)

-8.1

-4.7

-1.1

-4.4

-1.9

-4.1

-3.7

MOD
OSCAR

-7 8

-3.0
2.4
-2.5
-5.0
-9.8

-3 8

ATCOR

-8 5

-3.6
-5.9
0.1
-4.7
-2.7

-4 3

UH
fields

2 7

-3 .1
0.9

-12.1
-4.3
1.4

-5 1

DT

-8 2
0.1
-3.8
-8.5
0.0

-14.1
-11 .5

-6 6

RIS/C)

-12 5
-1.7
-3.8
-7.1
-3.5
-11.0
-9 .8

-7 1

UH all

7.3
-23.7
-15.0
-6.8
-29.5
0.9

-7 .3

-10 6
13.1

TABLE 7. OVERALL ACCURACY FOR
SIMULATED DATA*

Data

SIM1

SIM 2

SIM3

SIM 4

Mean

Std. dev.

Local

93.5

98.6

97.0

92.8

95.5

2.8

Percentage difference between
local accuracy and that obtained

with various algorithas

• If)

0.0

0.0

0.1

-0.1

0.0

0.1

MLEST

-3.5

0.0

0.0

-3.2

-1.7

1.9

UH
fields

-21.7

-0.7

-1.0

-5.0

-7.1

9.9

R(C)

-29.6

0.0

-5.2

-2.9

-9.4

13.6

UT

-99.3

-18.3

-50.0

-8.8

-44.1

40.8

TABLE 8. WHEAT PROPORTIONS FOR SIMULATED
DATA AS DETERMINED USING LOCAL RESULTS

Data

SIM1

S1M2

SIM3

SIM4

Mean absolute
values

Std. dev.

Local

24.3

24.7

24.9

24.2

Signature extension proportion minus
local proportion

HIS)

-0.5

0.0

0.1

0.0

0.2

0.2

R(C)

-1.9

0.0

-3.1

-0.2

1.3

l.S

MLEST

0.6

0.6

1.5

6.8

2.4

3.0

UH
fields
MLE

-16.8

-1.0

1.7

-0.3

5.0

7.9

UH
fields

-22.3

-1.1

1.6

-0.6

6.4

10.6

UT

-24.3

-3.2

-20.0

-6.3

13.5

10.3

TABLE 9. WHEAT PROPORTIONS FOR SIMULATED DATA AS DETERMINED USING GROUND TRUTH

Data

SIM1

SIM2

SIM3

SIM4

Mean absolute
values

Std. dev.

Ground
truth

23.9

23.9

23.9

23.9

Signature extension proportion minus
ground-truth proportion

R(E)

-0.1

0.8

1.1

0.3

0.1

0.4

R(C)

-1.5

0.8

-2.1

0.1

1.1

0.9

HLEST

1.0

1.4

2.5

7.1

3.0

2.8

DH
fields
MLE

-16.4

-0.2

2.7

-0.3

4.9

7.8

UH
fields

-21.9

-0.3

2.6

-0.3

6.3

10.5

UT

-23.9

-2.4

-19.0

-6.0

12.8

10.3

*A minus sign means the algorithm was less accurate than local classification.
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TABLE 10. WHEAT PROPORTIONS FOR CONSECUTIVE-DAY DATA
AS DETERMINED USING LOCAL RESULTS

Acquisition

F1709-8

F1673-2

F1655-4

F1726-7

S14S5-4

S1725-4

E1726-5

Mean absolute
values

Std. dev.

Local

28.9

27.7

28.8

53.7

35.3

(1.9

Signature extension proportion minus local proportion

R (S)

3.1

-2.2

0.5

i.e

1.9

REG RES

-2 0

-2.2

-3.3

2.2

OSCAR

-2.1

2.9

HOD R

-1.1

3.6

Or

-4.7

3.2

MLEST

3.9

2.3

ATCOR

-4.9

3.0

HOD
OSCAR

-1.9

-2.8

-7.6

3.3

RIS/C)

4 4

2.8

-0.3

5.2

5.9

R(C)

-1. 5

-3.8

-13.3

3.6

6.4

4.6

UU all

20. 7

1.6

-11.4

-25.1

12.8

9.2

UH
fields

13.3

4.6

-10.6

-36.1

13.2

10.7

UH all
MLE

-5.2

22.5

5.8

20.7

-29.7

13.6

10.6

TABLE 11. WHEAT PROPORTIONS FOR CONSECUTIVE-DAY DATA
AS DETERMINED USING GROUND TRUTH

Data

F1709-8

F1673-2

F1655-4

F1726-7

S1455-4

S1725-4

E1726-5

Mean absolute
values

Std. dev.

Ground
truth

24.6

24.6

24.6

58.3

58.3

44.2

Signature extension proportion minus ground-truth proportion

R(S)

16.7

0.9

-4.1

-18.4

19.5

10.0

REG RES

18.3

0.9

-7.9

-18.0

19.1

9.8

OSCAR

19.8

1.0

-8.1

-17.7

21.0

10.8

MOD R

20.2

1.5

-13.2

-20.1

11. <

11.2

OT

20.6

-1.6

-6.6

-23.8

24.3

12.9

MLEST

18.6

7.0

0.2

-20.4

22. t

11.7

ATCOR

21.5

-1.8

-7.6

-18.7

14.5

10.5

MOD
OSCAR

21.1

0.3

-12.2

-19.4

23.7

11.7

RIS/C)

27.3

5.9

-4.9

-23.9

27.5

14.9

R(C)

21.1

2.8

-0.7

-17.9

-13.4

21.3

11.3

UH all

1.9

25.0

4.7

-1C.O

-3.4

-7.4

8.6

UH
fields

2.3

17.6

7.7

-15.2

-17.5

-18.4

12.6

UH all
MLE

5.6

26.8

-12.9

-2.3

-12.0

10.0

'

TABLE 12. HAZE CONDITIONS
CONSECUTIVE-DAY DATA AS
DETERMINED BY INSPEC-

TION OF IMAGES

ON

Data

F1709-8
M673-2
F1655-4

M726-7

81455-4

81725-4

E1726-5

T-SEG

Clear

Haze

Clear
Base
Clear

Clear

Clear

R-SEG

Clear

Clear
Clear
Clear
Clear
Bate
Haze

TABLE 13. ANALYSIS OF VARIANCE FOR
OVERALL ACCURACY

Source

Algorithm (A)

Haze (H)

A«H

Error

Total

Degrees of
freedom

9

2

18

40

69

Sun of
squares

217.61

113.69

205.32

480.17

1 016.79

Mean
square

24.18

56.85

11.41

12.00

T-
f actor

2.02

4.74

.95

Significance

6% or 7%

5%

NS

TABLE 14. ACCURACY PERCENTAGE FOR
THE THREE DIFFERENT HAZE

CONDITIONS
TABLE 15. ANALYSIS OF VARIANCE

FOR WHEAT PROPORTIONS

Haze condition

T-SEG

Haze

Clear

Clear

R-SEG

Clear

Clear

Haze

Percent accuracy
difference

-1.71

-4.26

-4.82

Source

Algorithm (A)

Haie (H)

A»H

Error

Total

Degrees of
freedom

8

2

16

36

62

Sun of
squares

59.77

156.27

45.21

312.95

574.20

Mean
square

7.47

78.14

2.13

8.69

T-
factor

X

1.42

X

Significance

NS

1%

NS
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TABLE 16. AVERAGE PROPORTION DIFFERENCES
FOR THE THREE HAZE CONDITIONS

Haze condition

T-SEG

Haze

Clear

Clear

R-SEG

Clear

Clear

Haze

2.0

5.8

3.9

ORIGINAL PAGE IS
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TABLE 17. SUMMARY OF TEST RESULTS

Percentage difference between
local accuracy and that obtained

with various algorithms

Simulated
data

HIS)

MLEST

UH fields

R(C)

UT

0.0

-1.7

-7.1

-9.4

-44.1

Consecutive-
day data

R(S)

MLEST

OSCAR

REGRES

MOD R

B(C)

HOD OSCAR

ATCOR

UH fields

UT

B(S/C)

UH all

-1.6

-1.8

-2.4

-2.8

-2.8

-3.7

-3.8

-4.3

-5.1

-6.6

-7.1

-10.6

Wheat proportions difference
from local

Simulated
data

R(S)

«(C)

MLEST

OH fields MLE

UH fields

UT

0.2

1.3

2.4

5.0

6.4

13.5

Consecutive-
day data

R(S)

REGRES

OSCAR

MOD R

UT

MLEST

ATCOR

MOD OSCAR

RCS/C)

R(C)

UH all

UH fields

UH all RLE

2.7

3.3

3.6

3.8

4.1

4.2

4.3

4.8

5.2

6.4

12.8

13.2

13.6

Wheat proportion difference from
ground truth

Simulated
data

R(S)

R(C)

MLEST

UH fields MLE

UH fields

UT

0.8

1.1

3.0

4.9

6.3

12.8

Consecutive-
day data

UH all

REGRES

UH all RLE

R(S)

ATCOR

OSCAR

MOD R

IMC)

MLEST

MOD OSCAR

UH fields

UT

R(S/C)

1.6

9.8

10.0

10.0

10. 5

10.8

11.2

11.3

11.7

11.7

12.6

12.9

14.9

FIGURE 1. HAZE-BY-ALGORITHM INTERACTION. FIGURE 2. HAZE-BY-ALGORITHM INTERACTION.
Overall accuracy difference is shown for Proportion differences are shown for the
the three haze conditions. three haze conditions.
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INTERPRETATION OF MULTISPECTRAL AND

INFRARED THERMAL SURVEYS
OF THE SUEZ CANAL ZONE, E5YPT

E. M. EL SHAZLY, M. A. ABDEL HADY, M. A. ABDEL
HAFEZ, A. B. SALMAN, M. A. MORSY, M. M. EL RAKAIBY,

I. E. E. AL AASSY, § A. F. KAMEL

REMOTE SENSING CENTER AND ATOMIC ENERGY ESTABLISHMENT,
CAIRO, EGYPT

SUMMARY

Remote sensing airborne surveys have been conducted, as part of the plan of
rehabilitation, of the Suez Canal Zone using I^S multispectral camera and Bendix
LN-3 infrared passive scanner. The multispectral camera gives four separate
photographs for the same scene in the blue, green, red and near infrared bands.
The scanner has been operated in the microwave bands of 8 to 14 microns and the
thermal surveying has been carried out both at night and in the day time.

The surveys, coupled with intensive ground investigations, have been utili-
zed in the construction of new geological, structural lineation and drainage
maps for the Suez Canal Zone on a scale of approximately 1:20,000, which are
superior to the maps made by normal aerial photography. A considerable number
of anomalies belonging to various types have been revealed through the inter-
pretation of the executed multispectral and infrared thermal surveys. These
anomalous features are related to faults and fractures, salt crusts and salini-
zation, buried channels, surface and subsurface drainage lines, wetness, culti-
vated lands, sediments submerged under water, suspended sediments, and water
bodies. The defined features have been of particular importance in the design-
ing of engineering projects, and in studying the natural resources and envi-
ronment of the Suez Canal Zone.

A buried channel which is almost completely buried under accumulating wind
blown dune sands has been delineated by the multispectral photography and the
infrared thermal imagery. The dune sands are also covering the surrounding
terrain. The distinction between the dune sands filling the channel and those
covering its surroundings is mainly due to the wetness of the sands in the for-
mer case while they are dry in the latter.

The distinction of salt crust and other exhibitions of salinization are very
important criteria of land management in the Suez Canal Zone, as well as in arid
regions at large especially those endangered by saline water intrusion. The
Suez Canal Zone is subjected to the invasion of saline water from the Red Sea,
Mediterranean Sea and other saline lakes covering large surfaces in the Zone
and its environs. Infrared thermal imagery and multispectral photography have
proved to be excellent tools in studying the various manifestations of salini-
zation in comparison to normal aerial photography.

INFRARED THERMAL AND MULTISPECTRAL SURVEYS

The Suez Canal Zone in Egypt (Figure 1) has been surveyed in the night time
and day time by the Bendix thermal mapper LN-3 and in the day time by the I^S
multispectral aerial camera Mark-I. Both are mounted on a twin-engine aircraft
AN-2 operating at a speed of 180 km/h. LN-3 is an airborne infrared passive
scanner which has been operated during the survey in the microwave bands of 8
to 14 microns, and the thermal anomalies are recorded in a visual fashion on
photographic films. On the other hand, the multispectral camera gives for the
same scene four photographs simultaneously in four bands of the electromagnetic
spectrum, namely the blue (band 1), green (band 2), red (band 3) and near inf-
rared (band 4).
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The surveys of the Suez Canal Zone have been conducted in parallel flight
lines in an approximate NE-SW direction across the Suez Canal, and the result-
ing photographs and images are on a scale of about 1:20,000. New maps for the
geological and environmental units, structural and other lineaments, and drai-
nage on a scale of 1:25,000 have been prepared for the Suez Canal Zone based on
the previously mentioned surveys, as well as on the normal black and white
aerial photographs (El Shazly, et al., 1975). Mosaics have been prepared from
the photographs of band 4 of the muTtispectral camera and from the night time
infrared thermal images of the thermal mapper to help in the construction of the
maps in question, while other images and photographs have been utilized in the
mapping separately.

In the present work examples are given illustrating the advantages of using
the multispectral photography and infrared thermal imagery in an environment
such as that prevailing in the Suez Canal Zone, which is covered by an arid
desert with cultivated lands irrigated by fresh Nile water introduced into the
Zone through artificially dug canals. Notable features in the Zone are manifes-
ted by salinization and salt water intrusion from the Mediterranean Sea, Red Sea
and various saline water bodies including Lake Manzala, Lake Timsah and the Bit-
ter Lakes (Figure 1). The examples are classified into those illustrating li-
thology and environment, structural lineaments, and drainage (wetness) features.
The classification of the thermal anomalies is in agreement with that proposed
by El Shazly, Abdel Hady and Morsy (1974).

DRAINAGE FEATURES AND BURIED CHANNEL

The drainage systems are very important features in the Suez Canal Zone as
in most deserts of the world where they act as channels for rainfall and thus
they play a significant role in groundwater accumulation and distribution. The
multispectral and infrared thermal surveys have been found to be of particular
use in delineating the drainage systems of the Suez Canal Zone especially where
the land surface is dominated by featureless plains. The utilization of air-
borne infrared techniques in elucidating surface and subsurface drainage lines
have been demonstrated by Abdel Hady, Abdel Hafez and Karbas (1970); El Shazly,
Abdel Hady and Morsy (1974); etc. In multispectral photography not all the
bands are equally good for this purpose. It has been demonstrated in this
respect that the drainage lines are most clear in the photographs of band 1
(Figure 2), less clear in those of bands 2 and 4, and least defined in those
of band 3 (Figure 3).

In El Devreswar west locality, an artificial channel has been discovered by
the night time infrared thermal and multispectral aerial techniques. This
channel was almost completely buried under dune sands and the same materials
cover the surrounding terrain. The sands filling parts of the buried channel
are wet, while they are dry in the surrounding sand dunes. In the multispectral
aerial photograph of band 2, the wet parts in that buried channel show dark tone
in contrast to the lighter tone of the surrounding sand dunes, while the dry
parts show light grey tone with a notable trace following the trend of the bu-
ried channel (Figure 4). In the infrared thermal image the wet parts of the
buried channel show dissected patches in white tone arranged in a nearly
straight line, while the dry parts show dark tone indicating colder temperature
at about 2 a. m. which is the time of the night time thermal imagery. The di-
rection of the buried channel is shown by an arrow in the image (Figure 5).
The estimated width of the buried channel is about 10 to 12 m, its trend is NW-
SE and it is located 7 km to the north west of the Serabeum Station. The other
white patches appearing in the same figure are wet land sometimes covered by a
thin layer of water and vegetation^ a broad light tone patch appearing in the
image corresponds to cultivated land.

STRUCTURAL FEATURES

Although the night time is sometimes superior for conducting infrared ther-
mal imagery because it produces an end product free of extraneous solar inter-
ferences and has proved to be suitable for detecting anomalies related to geo-
logical structures, the day time, especially the late afternoon imagery, however,
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may display good enhancement of topography and linear elements such as faults
which often show in clear manner at that time. An example of day time imagery
of linear features is the delineation of two faults of NW-SE trend which attain
lengths of 2 and 2.5 km respectively on the infrared thermal image of a locality
lying on the eastern side of the Little Bitter Lake (Figure 7). On the other
hand, these faults are hardly recognizable on the normal aerial photograph of
the same locality (Figure 6). In the day time infrared thermal images, the
topographic features are notable and the land-water interface is also clearer
as the water appears black or with darker tone while the land shows lighter
tone.

LITHOLOGIC AND ENVIRONMENTAL FEATURES

There are many examples to illustrate such features in the Suez Canal Zone.
One of these is demonstrated by comparing a night time as well as a day time in-
frared thermal image with a normal aerial photograph at El Ballah Island where
a layer of rock salt and wet salty mud are present in association with other
sediments and water bodies to the west of El Ballah Island in the Suez Canal
Zone. In the normal aerial photograph (Figure 8), the rock salt layer which is
some 10 to 20 cm thick is hardly seen and it is also difficult to distinguish
between wet salty mud and the surrounding sediments and water bodies. In the
day time infrared thermal image of the same locality (Figure 9), the rock salt
layer and wet salty mud are clearly visible from the other surrounding sediments
or water bodies. The salty layer and wet salty mud show with lighter tone in
contrast to the darker tone of the water and other wet sediments because of
their thermal anomalies. On the other hand, the night time infrared thermal
image of the same locality (Figure 10) clearly shows the difference between the
rock salt layer and the wet salty mud. In the latter image, the rock salt layer
appears white due to its higher temperature, while the wet salty mud shows with
light grey tone in contrast to the bright white tone of the water bodies.

The applicability of day time and night time infrared thermal imagery in
studying the small water bodies in the Suez Canal Zone is demonstrated also by
examining the previously mentioned images of El Ballah Island. The configura-
tion of the boundary of the water body including its very shallow marginal
parts is well defined in the night time image (Figure 10), while only the rela-
tively deep part is shown in the day time image (Figure 9).

The multispectral photographs, especially of bands 2 and 1, proved to be of
particular use in revealing submerged sediments under the water surface to va-
rious depths and suspended sediments in the water, while certain depth of the
water bodies and shorelines are clearly recognized. These features are import-
ant for studying recent sedimentation in the lakes in the Suez Canal Zone, and
they are illustrated by comparing a multispectral aerial photograph of band 2 of
the western shore of the Little Bitter Lake (Figure 12) with a normal black and
white photograph of the same locality (Figure 11).

Another interesting example of the application of multispectral photography
in revealing lithologic and environmental units is the recognition of white li-
mestone outcrops in low relief hills belonging to the Middle Miocene El Shatt
Formation in the multispectral photograph of band 2 eastwards of Lake Timsah
(Figure 14), while they can be hardly recognized in the normal aerial photograph
(Figure 13). Further important uses of multispectral photography especially in
band 4 incorporate the distinction between already cultivated lands which appear
in white to light grey tones and those being prepared for cultivation which
appear divided in divisions of dark gray or grey tones depending on the availa-
bility of water in each division.
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FIGURE 1. LOCATION MAP OF THE SUEZ CANAL ZONE, EGYPT.
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FIGURE 2. MULTISPECTRAL AERIAL PHOTOGRAPH, BAND 3 (1974) WHERE THE DRAINAGE
LINES ARE NOT WELL DEFINED. WESTWARD OF SUEZ. APPROXIMATE SCALE
1:20,000.

FIGURE 3. MULTISPECTRAL AERIAL PHOTOGRAPH, BAND 1 (1974) OF THE SAME LOCALITY
SHOWN IN FIGURE 2 WITH THE DRAINAGE LINES SHARPLY DEFINED.
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FIGURE 4. MULTISPECTRAL AERIAL PHOTOGRAPH, BAND 2 (1974) WHERE THE BURIED
CHANNEL IS CLEARLY DEFINED. EL DEVRESWAR WEST LOCALITY. APPROXI-
MATE SCALE 1:20,000.

FIGURE 5. NIGHT TIME INFRARED THERMAL IMAGE (1974) FOR THE SAME LOCALITY
SHOWN IN FIGURE 4 WHERE THE BURIED CHANNEL POINTED TO BY AN ARROW
(1), WET LAND WITH VEGETATION (2), SAND DUNES (3), CULTIVATED LAND
(4), DIVIDED UNCULTIVATED LAND (5) AND MARSHES ARE EASY TO DIF-
FERENTIATE.
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FIGURE 6. NORMAL AERIAL PHOTOGRAPH (1956) WHERE FAULTS ARE NOT CLEARLY OBSER-
VED. EASTERN SIDE OF LITTLE BITTER LAKE. APPROXIMATE SCALE
1:20,000.

FIGURE 7. DAY TIME INFRARED THERMAL IMAGE (1974) OF THE SAME LOCALITY SHOWN
IN FIGURE 6 WHERE FAULTS POINTED TO BY ARROWS ARE EASY TO DISTIN-
GUISH.
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FIGURE 8. NORMAL AERIAL PHOTOGRAPH (1956) WHERE THE ROCK SALT LAYER IS NOT
CLEARLY DELINEATED. WEST EL BALLAH ISLAND. APPROXIMATE SCALE
1:20,000.

FIGURE 9. DAY TIME INFRARED THERMAL IMAGE (1974) WHERE THE ROCK SALT LAYER (S)
AND THE WET SALTY MUD (M) ARE NOTED BUT NOT POSSESSING SHARP CON-
TACTS. THE RELATIVELY DEEP PART OF THE WATER BODY (W) IS ONLY
SHOWING. WEST EL BALLAH ISLAND.

FIGURE 10. NIGHT TIME INFRARED THERMAL IMAGE (1974) WHERE THE ROCK SALT
LAYER (S), THE WET SALTY MUD (M) AND THE WATER BODY (W) ARE
IDENTIFIABLE WITH SHARP BOUNDARIES. SAND DUNES (D) AND WET
DRAINAGE LINES POINTED TO BY ARROWS ARE CLEARLY DIFFERENTIATED.
WEST EL BALLAH ISLAND.
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FIGURE 11. NORMAL AERIAL PHOTOGRAPH (1956) FOR THE WESTERN SHORE OF LITTLE
BITTER LAKE. APPROXIMATE SCALE 1:20,000.

FIGURE 12. MULTISPECTRAL AERIAL PHOTOGRAPH, BAND 2(1974) SHOWING NOTABLE
SUSPENDED SEDIMENTS NEAR THE WESTERN SHORE OF LITTLE BITTER LAKE.
THE CONFIGURATION OF THE ISLAND IN THE LAKE IS DIFFERENT IN 1974
AS COMPARED TO 1956 DUE TO THE EROSION AND SEDIMENTATION PHENOMENA.
APPROXIMATE SCALE 1:20,000.
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FIGURE 13. WHITE LIMESTONE OUTCROPS OF LOW RELIEF APPEARING HAZY IN NORMAL AE-
RIAL PHOTOGRAPH. EASTWARD OF LAKE TIMSAH. APPROXIMATE SCALE
1:20,000.

FIGURE 14. THE SAME WHITE LIMESTONE OUTCROPS IN FIGURE 13 ARE CLEARLY OBSERVED
IN MULTISPECTRAL AERIAL PHOTOGRAPH, BAND 2. APPROXIMATE SCALE
1:20,000.
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PRELIMINARY LINEAMENT HAP OF THE

CONTERMINOUS UNITED STATES

W. D. Carter1, B. K. Lucchitta2, and G. G. Schaber2

U. S. Geological Survey

SUMMARY

A Landsat-1 (formerly ERTS-1) nosaic of the conterninous United States,
compiled for NASA by the U. S. Department of Agriculture (Soil Conservation
Service), has provided an unequaled opportunity to study the two-dimensional,
surficial geometry of our land. The mosaic has been reproduced at two basic
scales: 1:5,000,000 and 1:1,000,000, and in two spectral bands: band
5=0.6-0.7um, and band 7=0.8-1.lym, respectively.

The smaller-scale mosaic (band 5) was analyzed for the presence of large-
scale, natural lineaments in order to rapidly outline possible surface
structures. The results of this initial analysis provided the justification
for a more detailed study of lineaments on the 16 individual sheets that
comprise the 1:1,000,000-scale (band 7) nosaic. The 16 sheets were studied
independently by each of the three authors, and the results of their work were
later combined onto a common base nap. Linear features marked by only one of
the authors were noted with dotted lines, by two of the authors with dashed
lines, arid by all three of the authors with solid lines.

As might be expected, the largest number of lines were dotted, from which
we inferred that each person interpreted differently the presence of linear
and curvilinear features. This, we believe, is due to differences in personal
background, scientific orientation, and perhaps even to interpretation
techniques and philosophy. While these subjective differences may affect the
relative weighting assigned to each line, the overall result provides a crude
yet automatic evaluation of the map as a whole.

Subsequent to compilation, the 16 sheets were reduced to a scale of
1:2,500,000 to conform to the scale of the Tectonic Map and Geologic Map of
the United States. Superposition of the lineament nap on the Tectonic tlap
showed where major fault zones were observed, and how they are expressed on
the Landsat mosaic. More importantly, however, the overlay indicates areas
where lineaments occur that are not expressed as faults or other structures
on existing small-scale maps. '.:hese areas are potential sites for more
detailed studies and field work.

A list of features is provided on the map to show that while most
lineaments recognized by all three compilers can be related to fault and
fracturs systems, not all of these lineaments are of structural or even
geologic origin. In addition, arcuate and circular features of both geologic
and non-geologic origin were mapped, and will be differentiated as to origin
as the evaluation of map features progresses.

1 Reston, Virginia
2 Flagstaff, Arizona
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The question arises: of what use are lineament maps? At this time, we
are not entirely sure. Lineament maps should be considered as intermediate
maps; that is, an interpretation of raw data, much like the conventional
interpretations of aeromagnetic naps, gravity maps, or other maps compiled
from geophysical data. In this sense, the main value of a lineament map
is to serve as a guide for more detailed work which uses published field
data, or in preparation for field work. When compared with existing maps
showing the distribution of ore deposits or oil fields, the lineament map may
aid in the selection of areas for future exploration. When used in
conjunction with seismic data describing the occurrence of earthquakes, the
lineament map may serve as a guide for locating potential geologic hazards at
sites selected for the construction of dams, bridges, or atomic-power plants.
The map may also be useful as a basis of comparison for other workers
compiling lineament maps. Thus, while the lineament map cannot be used
independently of other maps, we believe it has intrinsic value as a tool to
provide a better understanding of the geological structure of our planet and
the continent on which we live. The authors hope that the lineament map will
be used in the contexts cited above, and perhaps contribute to present and
future studies of plate tectonics and crustal evolution.

1544



N78-14600

THREE APPROACHES TO THE CLASSIFICATION AND MAPPING OF INLAND WETLANDS

Patricia T. Gammon 1
Donald Malone '
Paul D. Brooks 3

Virginia Carter 3

ABSTRACT

Three projects representing three approaches to the classification and mapping of inland wet-
lands are discussed. In the Dismal Swamp project, seasonal, color-infrared aerial photographs
and Landsat digital data were interpreted for a detailed analysis of the vegetative communities
in a large, highly altered wetland. In western Tennessee, seasonal high-altitude color-infrared
aerial photographs provided the hydrologic and vegetative information needed to map inland wet-
lands using a classification system developed for the Tennessee Valley Region. In Florida,
color-infrared aerial photographs were analyzed to produce wetland maps using three existing
classification systems to evaluate the information content and mappability of each system. The
methods used in each of the three projects can be extended or modified for use in the mapping
of inland wetlands in other parts of the United States.

INTRODUCTION

As awareness of the economic and environmental value of wetlands has increased, the classifica-
tion and mapping of inland wetlands has become a matter of great concern to local, State and
Federal agencies. Inland (nontidal) wetlands make up approximately 87 percent of the total
wetland acreage of the conterminous United States. Their size ranges from potholes less than
one-half hectare in the northern prairies to thousands of hectares in the Great Dismal Swamp,
the Okefenokee Swamp, and the Lake Agassiz Peatlands Natural Area. The three projects dis-
cussed in this report concern the development of remote sensing techniques to classify and map
inland wetlands in Virginia-North Carolina, Tennessee, and Florida, using three different
approaches.

Wetlands are dynamic ecosystems definable in terms of hydrology, vegetation, and soils, but
difficult to map because of water level (boundary) fluctuations. A photograph, or a field
visit, results in a record of the location of the water's edge at one isolated instant in time.
Vegetative composition, soils, or abrupt topographic changes may serve to indicate the boundary
of a wetland or wetland class. Often, however, the change in vegetation, soil, or topography
is gradual and it is difficult, therefore, to place a meaningful boundary within the continuum
from permanently wet to permanently dry.

Recent research and published scientific reports have shown that color-infrared (IR) aerial
photographs can be used for detailed mapping of inland wetland vegetation cover types (Seher
and Tueller, 1973; Neilsen and Wightman, 1971; DeSteiguer, 1975; Carter and Stewart, 1975;
Carter and others, 1976). The use of high-altitude color IR photographs to document surface-
water boundaries in wetlands has been discussed by Carter and Stewart, 1975, and by Moore and
North, 1974.

U.S. Geological Survey (USGS) topographic quadrangles are often used as a base map on which to
transfer information interpreted from aerial photographs. The most commonly used scale is
1:24,000, but maps of the 1:250,000-scale and the new 1:100,000-scale series are also used for
this purpose. Orthophotoquads, interim map products made by rectification of black-and-white
(B/W) aerial photographs, also provide an extremely useful and up-to-date base map. The
natural photographic detail is preserved and there is minimal cartographic treatment (place
names and a grid reference system) to obscure the mapped detail. In all the projects discussed
below, USGS base maps were used to present wetland information.

1 U.S. Geological Survey, Suffolk, Virginia
2 Tennessee Valley Authority, Chattanooga, Tennessee
3 U.S. Geological Survey, Reston, Virginia
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THE GREAT DISMAL SWAMP

Background and objectives

The USGS and the U.S. Fish and Wildlife Service (FWS) have a continuing cooperative project in
the Great Dismal Swamp, Virginia-North Carolina. The FWS has the responsibility for evaluating
and developing management priorities for the 56,630 ha primary area of the swamp. Management
decisions must be based in part upon an understanding of the vegetative communities and their
relationship to the hydrologic regime of the Great Dismal Swamp. The objectives of the project
include using remotely-sensed data to map the vegetative cover and to study the hydrology of
the swamp.

Test site

The Great Dismal Swamp is an 84,000 ha forested wetland located on the Virginia-North Carolina
border on the mid-Atlantic coastal plain. It is developed on organic soils ranging in depth
from 4 m in ancient drainage channels to less than 0.3 m along the outer edges and on poorly
drained mineral soils. Lake Drummond, approximately 4 km in diameter, is almost centrally
located within the gently sloping west-east gradient of water flow.

Man-induced alterations such as fire, timbering and ditching, as well as geographic location,
have created a remarkable diversity of vegetative communities in the Great Dismal Swamp. The
vegetative composition includes a variety of deciduous and evergreen, broad-leaved and needle-
leaved tree species, and deciduous and evergreen shrubs, vines and herbaceous plants. Because
of this diversity and the inaccessibility of interior parts of the swamp, the traditional
methods of ground sampling have proven to be too costly and time-consuming to successfully
identify and describe the present vegetation.

Materials and methods

National Aeronautics and Space Administration (NASA) seasonal high- and low-altitude color IR
photographs were used to identify and map specific swamp vegetative communities at scales of
1:100,000 and 1:24,000. On winter, leaves-off photographs, peripheral land-use or land cover
can be identified, dendritic drainage patterns can be seen extending from the upland into the
swamp, and evergreen species, both broad-leaved and needle-leaved can be identified. Using
these winter photographs supplemented with growing season photographs, evergreen and deciduous
canopy and understory can be separated and several deciduous classes identified.

Early black-and-white (B/W) aerial photographs, in combination with timber records and state
fire reports, were used to prepare maps showing approximate dates and extent of timbering and
fires. These historical maps for 1937-38, 1952 and 1971 were designed to overlay the vegeta-
tion maps.

USGS prepared a 1:100,000-scale mosaic of the 16 USGS 7.5-minute orthophotoquads containing the
Great Dismal Swamp. Classes were interpreted from the color IR photographs and historical B/W
photographs, and delineated on stable base mylar registered either to the mosaic or to the
individual orthophotoquads.

Geometrically corrected and temporally registered Landsat digital data from April and February
1974 have also been used to classify and map the vegetative cover in the Great Dismal Swamp.
Vegetative cover classes were grouped into dominance types and subclasses according to the new
FWS wetland classification system (Cowardin and others, 1976). Four Landsat data sets were
analyzed on the Interactive Digital Image Manipulation System (IDIMS) at the Earth Resources
Observation Systems (EROS) Data Center in Sioux Falls, S. D.: (1) April data all multispectral
scanner (MSS) bands (2) February data all MSS bands (3) MSS bands 5 and 7 from April and February
and (4) all 8 MSS bands from April and February. Classifications have also been made with
Landsat digital data from the same data sets and from different dates using the General
Electric _!/ Image-100 (Carter and others, 1977), and the Purdue University Laboratory for
Applications of Remote Sensing System (LARSYS). We are using sample plots and IDIMS algorithms
to measure the accuracy of these classes and previous classifications.

]_/ The use OT jrand names in this report is for identification purposes only and does not imply
endorsemenc by the U.S. Geological Survey.
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Winter Landsat images clearly show the extent of surface water in areas with deciduous cover.
This information helps to understand the damming and diversionary effects of roads and ditches.
It is also important as an aid in site selection for vegetation and hydrology studies.

Map products

The 1:100,000- and 1:24,000-scale vegetative cover maps show classes based on dominant canopy
species and type and extent of understory (Fig. 1). Ten canopy classes, the deciduous classes
ranked in order of water tolerance, and three associated understory classes were designated.
Due to the complex mixtures of species throughout the swamp, classes were frequently combined
in order of dominance. These class combinations have resulted in over 40 separate canopy
designations and 240 specific community delineations. The maps provide up-to-date information
which can be used directly in making management decisions and for selecting sites for intensive
study. The historical maps show patterns of regeneration following disruptive events. By
combining the information from the historical and present-day vegetative cover maps with
biological and climatic data, it is possible to interpret the responses of vegetation to various
environmental influences and to establish successional trends, thus providing additional data
on which to make management decisions.

For the Landsat classification with IDIMS, 18 dominance types were established for the swamp on
the basis of season, dominant canopy species and, in some deciduous classes, on type of under-
story. The subclasses and dominance types vary in number and composition according to season
of data acquisition. Percentage estimates for the swamp subclasses were as follows: shallow
water/benthos, 2.2 percent, broad-leaved evergreen forested wetland, 6.5 percent, needle-leaved
evergreen forested wetland, 16.0 percent, broad-leaved deciduous forested wetland, 67.7 percent,
narrow-leaved deciduous forested wetland, 1.0 percent, broad-leaved evergreen shrub wetland,
5.0 percent, and altered, 1.6 percent.

WESTERN TENNESSEE

Background and objectives

The USGS and the Tennessee Valley Authority (TVA) are presently conducting a cooperative wet-
land mapping project in western Tennessee. This experimental project was initiated in response
to local, State and Federal management needs and concern over the loss of wetland habitat in
the area. The wetland maps were designed to provide baseline information for resource manage-
ment, including the information needed for:

(1) legislative or regulatory requirements,
(2) location of seasonally inundated and permanently flooded areas,
(3) decisions on sites for agricultural, residential, or industrial development,
(4) wildlife management and habitat acquisition,
(5) development of recreational opportunities,
(6) monitoring change.

The three major objectives of the project were: one, to develop and test a wetland classifica-
tion system for the Tennessee Valley Region, two, to test the utility of seasonal high-altitude
color IR photography for mapping the proposed wetland classes and subclasses as well as
surrounding land-use, and three, to use seasonal data to study wetland boundary dynamics
(hydrologic fluctuations) and to relate boundaries to stage (water level). The primary
emphasis in this paper is to describe the preparation of wetland maps for four sites in
western Tennessee using the wetland classification system developed during the study.

Development of the classification system

The classification system developed is based primarily on vegetation and on the frequency and
duration of inundation (Virginia Carter and J. H. Burbank, unpub. data 1977). Several modifi-
cations were made in the initial system as the mappability of the classes was tested. The
final system is thus designed to derive the optimum blend of interpretable and mappable wetland
information from the data source, in this case high-altitude, color IR photography.

Test sites

Four test sites, Reelfoot Lake, Hatchie River Bottoms, White Oak Swamp, and Duck River
dewatering area, were selected for classification and mapping. These sites, all located in
western Tennessee, were considered to be representative of the diversity of wetlands encountered
in the Tennessee Valley Region. Reelfoot Lake is a tectonic feature created on the Mississippi
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River flood plain by the New Madrid Earthquakes of 1811 and 1812. This relatively shallow and
heavily vegetated lake, surrounded primarily by agriculture and upland forest, has the most
diversity in wetland types of any site mapped. Hatchie River Bottoms is an extensive and
classic example of Bottomland Hardwood extending along both sides of the Hatchie River. During
much of the year, including the growing season, the water is con: 'ined within the river channel,
but in the late winter and spring and for short periods following very heavy rain in the
drainage basin, a wide area of forested flood plain and some surrounding agricultural land is
flooded.

The two remaining sites are located in Tennessee River basin and are more or less affected by
controlled water levels in the Tennessee River. The Duck River dewatering area, located where
the Duck River enters the Tennessee River, is surrounded by a levee, and the water level is
controlled by TVA. The area contains many acres of agricultural land that are flooded annually
and, until recently, a program for control of vegetation was carried on by TVA. The White Oak
Swamp is located along White Oak Creek which has been channelized and the dredge spoil piled on
the channel banks. Very few connections were retained between the main channel and the low
areas behind the spoil banks and beavers have now dammed most of these. The impounded water
has created many acres of Dead Woody Swamp, partially regenerated to Shrub Swamp and surrounded
by Forested Swamp or Bottomland Hardwood.

Materials and general methods

The primary data source for mapping the land-use and wetland classes and subclasses was high-
altitude color IR photography obtained by NASA. The scale of the aerial photographs is
approximately 1:130,000. Natural water-level fluctuations, seasonal arowth of emergent aquatic
vegetation and continuous tree cover in many areas necessitated the -^e of seasonal photography.
Photographic coverage was therefore obtained in February (high water, leaves-off), October
(late growing season), and November (low water, leaves-off) of 1975.

A mapping scale of 1:24,000 was selected for several reasons. The small size of some wetland
classes necessitated a large mapping scale. The 1:24,000-sca1e USGS topographic map series
covers all of the sample test sites and provides additional data for evaluating wetlands; e.g.,
topography, cultural features, and surrounding drainage patterns. A published map, which meets
the National Map Accuracy Standard (NMAS), also provides reliable planimetric control for
locating wetland classes.

The delineation of the 6 wetland classes, 12 wetland subclasses and the surrounding land-use
was done manually by an experienced photointerpreter. The photointerpreter also took part in
the preliminary field checking and assisted in modifying the subclasses to. maximize the informa-
tion derived from the aerial photographs. Table 1 shows the classification system and the
photographic criteria for mapping the wetlands. The interpreted data were transferred to stable
base drafting film overlayed on the appropriate 1:24,000-scale map. The registration of wet-
land data was accomplished by the use of a Bausch and Lomb Zoom Transfer Scope. For less
detailed mapping of the surrounding land-use, a Kelsh stereoplotter was used.

Records from gages on Reelfoot Lake (USGS and FWS) and Hatchie River (USGS and U.S. Army Corps
of Engineers) were used to determine the water stage on the dates of the overflights. A stage-
duration curve was developed from five years of stage record on Reelfoot Lake.

In addition to the preliminary field checking, the final map products were extensively checked
in the field at the Reelfoot Lake site, with somewhat less intensive checking for the other
three sites. At Reelfoot Lake, the field checking included running transects to determine both
accuracy of wetland classification and boundary placement.

Map products

Wetlands and adjacent land-use were mapped in the four sites on a total of 15, USGS 7.5-minute
quadrangles: Reelfoot Lake (5), Hatchie River Bottoms (5), Duck River dewatering area (2), and
White Oak Swamp (3). The final map product is a clear positive overlay keyed to the appropriate
1:24,000 sheet. The overlay is on stable base material and can be reproduced in several forms,
including a clear positive, matte finish positive, or a blueline paper print. Wetlands for the
Tiptonville quadrangle (part of the Reelfoot Lake site) were color separated and printed using
the 7.5-minute topographic map for base information to produce a 5-color lithographic product.
The stage-duration curve for Reelfoot Lake was placed on the map collar. Copies of this map
are available through TVA Mapping Services Branch, Map Information Records Unit, 100 Haney
Building, Chattanooga, Tenn. 37401.
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AUBURNDALE, FLORIDA

Background and objectives

USGS 1:24,000-scale topographic maps have shown wetlands as a hydrologic feature for many years,
and are the primary cartographic base for the Nation's wetlands. They are produced according
to NMAS, and the relative internal accuracy of the map is likely to be better than NMAS. The
various wetlands are shown on USGS maps as follows:

1. Marsh — marsh or swamp symbol without a color overprint

2. Submerged marsh — marsh or swamp symbol overprinted with solid blue tint

3. Swamp — marsh or swamp symbol overprinted with green tint

4. Submerged swamp — marsh or swamp symbol overprinted with both solid blue and green
tint

5. Mangrove swamp — mangrove symbol overprinted with green tint

While reasonably accurate and acceptable in the main the marsh or swamp symbol bears little or
no relation to the vegetation species; the criteria are unreliable at the marsh or swamp
boundary; and at publication the definitive outline is lost by nature of the marsh or swamp
symbol. Since the maps do not show a well-defined wetland boundary (except where it coincides
with a shoreline), the map accuracy standards cannot be applied in the area between wetlands
and upland.

USGS has been experimenting with new compilation methods and map products using three different
wetland classification systems. The objectives of this research project were: (1) to test the
feasibility of mapping and classifying inland wetlands on USGS 7.5-minute quads in more detail
than is presently shown; (2) to develop or identify a standard definition and classification
system for use by USGS; and (3) to prepare sample products for user evaluation. The following
discussion focusses on the Auburndale, Fla., 7.5-minute quadrangle, for which sample map prod-
ucts have been prepared for evaluation by selected users.

Wetland classification systems

The three classification systems (Figure 2) tested on the Auburndale, Fla., quadrangle are the
Martin (Martin and others, 1953), Anderson (Anderson and others, 1976), and Cowardin (Cowardin
and others, 1976). Two of these classification systems were available at the beginning of this
project; the third, Cowardin, was obtained in draft form in March 1976. These three classifi-
cation systems were developed for nationwide usage. However, they differ in scope, terminology,
and criteria, and provide varied approaches to the mapping of wetlands on USGS 7.5-minute quads.
Many excellent classification systems have been written for local or regional conditions, but
they cannot usually be applied to different regions of the country. Thus, they are not applica-
ble to a national wetland mapping program nor to standard treatment on USGS topographic
quadrangles. These local classifications were not considered in this research.

The Martin system was developed for the first FWS Wetland Inventory in 1954 (Shaw and Fredine,
1956). Its single primary purpose was the assessment of the amount and types of valuable
waterfowl habitat. The wetland classes are based on vegetation and presence of water or wet
soil. Only the eight wetland types in the Inland Fresh Areas category were considered in the
current research project.

The Anderson system is a complete land-use and land cover classification system based almost
entirely on the use of remote sensor data. The system, hierarchical in nature, proceeds from
the very general at Level I to the more specific at the lower levels. Wetland, one of the nine
Level I categories, is divided into Forest and Non-Forested at Level II. For this project, the
Level II wetland classes were subdivided into Levels III and IV for mapping at 1:24,000 scale.

The Cowardin system, which will replace the earlier Martin system, by FWS for a new national
inventory of wetlands. It is a hierarchical, descriptive system based upon vegetation, soils,
and hydrology and is intended to facilitate inventory and comparison of wetland types on a
national basis. The system is intentionally left open-ended to allow wetland data to be added
which has been gathered through the acquisition of additional source material and (or) field
inventory. Ultimately, this would complete the definition of wetland parameters that could be
identified using remote sensing techniques.
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Test site

The Auburndale, Fla., 7.5-minute quadrangle, located approximately midway between Tampa and
Orlando, was selected as a test site for two reasons: one, geology within the area covered by
the map is complex; and two, a variety of wetland types are present. The eastern third of the
quadrangle is covered by the Central Florida Highlands which is underlain by limestone with
many sink-hole lakes interconnected by canals with control dams. The central and western
portions of the quadrangle are relatively flat lowland covered by marine shore deposits, and
extensive areas of strip mining located in the western edge. The higher, well-drained ground
of the limestone terrain is occupied by large citrus groves. The rest of the highland area is
urban, and urban development is spreading into the lower elevations west of the limestone ridge,
sparing the citrus plantations.

Materials and methods

Existing superwide B/W aerial photographs at 1:20,000 scale acquired on November 30, 1971, and
quad-centered 1:76,000-scale color IR aerial photographs taken on December 1, 1972, were used
to interpret and delineate the wetland boundaries and classes. The photo-image bases at
1:24,000-scale were made from the color IR photographs by overprinting on yellow scribecoat
from a rectified B/W film transparency. The three wetland classification systems were then
stereo-compiled from the aerial photographs on the photo-image bases.

Map products

Three inland wetland classification maps were prepared at 1:24,000 scale on an orthophoto base
of the Auburndale, Fla., 7.5-minute quadrangle using the Martin, Anderson and Cowardin wetland
classification systems respectively. Each map contains a geographic reference system, major
geographic names (cities and lakes), and appropriate standard map collar information. In addi-
tion, an explanation (legend) depicting the map symbols for the categories of the appropriate
wetland classification system is contained in the collar on each map.

Wetland classification and mapping proved very difficult using the Martin system definition.
The Martin system does not appear to be suited for large scale wetland mapping on an operational
basis. The Anderson system in the expanded form (Levels III and IV) is limited in its utility
by geographic considerations and by the difficulty of applying uniform map symbolization. The
Anderson system is designed as a complete land-use and land-cover system, so wetland can
potentially be classified as agricultural land, water or one of the other Level I categories.

The Cowardin definitions, of the three classification systems tested, were the easiest to apply
in the photointerpretation and delineation of the wetland categories. Using remote sensing
techniques and the Cowardin system, the USGS was able to compile a greater density of wetland
classes than could be compiled with either the Martin or Anderson systems. We concluded,
however, that neither a classification system nor a map need contain all of the information
gathered during a complete wetland inventory. With the modified Cowardin system, we have pro-
duced a generalized wetland map using remote sensing techniques, and of the three systems
tested, it is the preferred system.

SUMMARY AND CONCLUSIONS

The three studies presented in this paper differ significantly in their approach to a common
problem, the classification and mapping of inland wetlands. In the Great Dismal Swamp, 56,630
hectares of forested wetland have been subdivided on the basis of dominant canopy and under-
story species. Information from seasonal color IR aerial photographs was transferred to
orthophoto base maps at 1:100,000- and 1:24,000-scales. Geometrically-corrected and temporally-
registered Landsat digital data was also used to classify vegetative cover. It has been
concluded from the Great Dismal Swamp project that:

1) Color IR photography from both the winter (leaves-off) and growing season (leaves-on)
is essential for detailed vegetative cover (habitat) mapping.

2) Transfer of information to a planimetrically correct orthophotomap base results in a
product which may be reproduced at any convenient size, can aid in directing intensive
field studies, and can be used to illustrate vegetative relationships, succession, and
trends.
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3) The winter data give information on surface-water drainage patterns and concentration
within the swamp, thus giving some needed perspective on the damming effects of roads
and the diversionary effects of ditches. These data are particularly useful in
selecting sites for ground-water observations.

4) B/W historical aerial photographs can be interpreted to produce maps that illustrate
successional trends in altered areas.

5) Landsat temporal digital data can be used to classify vegetative cover and thus are a
strong potential tool for future monitoring of vegetative trends.

In Tennessee, seasonal high-altitude color infrared photographs were used to map wetland
classes using a classification system specifically designed for the Tennessee Valley Region as
part of the project. Fifteen maps were compiled on U.S. Geological Survey 7.5-minute quadrangle
base maps, and one map was made into a color lithograph product. Stage information was placed
on the map collars of 9 of the 15 maps. The conclusions reached from this project are the
following:

1) A new classification system was developed for inland wetlands in the Tennessee Valley
Region.

2) Seasonal color IR photographs provide sufficiently detailed information to map wetland
areas as small as 0.43 ha in area and 20 m in the smallest linear dimension. A minimum
of field observations is required, although field checking of final or interim products
is always advisable.

The critical periods for aerial photography were determined to be the leaves-off, high-
water season, the growing season, and the leaves-off, low-water season. This combination
provided a maximum of information for identification and delineation of wetland classes.

3) Dates of aerial photographs can be related to stage records to give an idea of range in
water-level fluctuation and placement of wetland boundaries within this range.

In Florida, wetlands on the Auburndale 7.5-minute quadrangle were mapped to test three different
wetland classification systems. It was concluded from this study that:

1) Inland wetland boundaries interpreted from quad-centered, color IR aerial photographs
supplemented with low-altitude B/W aerial photographs have positional accuracies of
about 40 feet (within NMAS).

2} Orthophotographic products provide an excellent base map for the mapping of inland
wetlands.

3) Of the three systems tested, Martin, Anderson, and Cowardin, respectively, the Cowardin
system best fitted the needs of USGS for a national system that uses remote sensing
data as a primary source of wetlands information. The definitions of the Cowardin
system are easier to apply in the photointerpretation and delineation of the wetland
categories, and a greater density of wetland classes can be compiled with this system.
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TABLE 1: Photographic criteria for mapping wetland classes and selected subclasses

Class

FW-1 Bottomland
Hardwood

Subclass

FW-2 Swamp

FW-la:

FW-lb:

FW-2a:

FW-2b:

FW-2c:

M-l Marsh

M-la:

M-lb:

M-lc:

M-2 Seasonally
Dewatered Flats

M-3 Agriculture
subject to
flooding

OW-1 Open Water

OW-la:

OW-lb:

Happing Criteria

> 30% tree cover; flooded on high-water, leaves-off
photographs (Feb.): not flooded on low-water leaves-
off photographs (Nov.). High-water leaves-off
photographs needed to separate subclasses.

Upper Bottomland Hardwood: not flooded on normal
high-water photographs (Feb.).

Lower Bottomland Hardwood: flooded on normal high-
water photographs (Feb.).

> 30% woody vegetation cover: flooded on high- and
low-water, leaves-off photographs (Feb., Nov.).

Forested Swamp: > 30% live trees.

Shrub Swamp: i 30% live shrubs - sometimes narrow
fringe bordering Open Water and Forested Wetland.

Dead Woody Swamp: 5 30% live trees, > 70% dead
trees (impounded water).

f 30% woody vegetation cover, J 70% herbaceous
vegetation cover: growing season and either Nov. or
Feb. photographs needed to separate subclasses.

Wet Meadow: flooded in high-water spring or winter
photographs (Feb.): not obviously flooded in grow-
ing season or fall photographs (Oct., Nov.).

Emergent Marsh: surface water present, but hidden
by persistent vegetation except on high-water
photographs (Feb.) when some water may be visible.

Seasonally Emergent Marsh: > 10% emergent cover:
flooded in high-water winter or spring photographs
(Feb.), mostly dead by fall low-water photographs
(Nov.), visible in growing season photographs
(Oct.).

Visible on late growing season photographs (Oct.)
or fall (Nov.) photographs at low-water, flooded
on high-water photographs (Feb.). Vegetated when
cover exceeds 10%.

Flooded on high-water photographs (Feb.), agricul-
ture in growing season (Oct.) or fall (Nov.)
photographs.

< 30% live tree cover: separable at low-water
(Nov.) if not vegetated or associated with Marsh.
Growing season photographs needed to delineate if
Marsh is present.

Open Water Vegetated: surface vegetation present
in growing season photographs (Oct.): < 10%
emergents; minimum size 0.4 ha.

Open Water Non-vegetated: no surface vegetation.
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ESTIMATION OF SOIL MOISTURE

WITH RADAR REMOTE SENSING

Percy P. Batlivala and Fawwaz T. Ulaby

University of Kansas Center for Research, Inc.
Remote Sensing Laboratory
Lawrence, Kansas 66045

ABSTRACT

The radar response to soil moisture content was investigated using a truck-
mounted 1-18 GHz (30-1.67 cm wavelength, respectively) Active Microwave Spectro-
meter (MAS) system. The sensitivity to soil moisture content and the accuracy
with which it could be estimated were evaluated for both bare and vegetation-
covered fields. Bare field experiments were conducted to determine the optimum
radar parameters (frequency, angle of incidence range and polarization configur-
ation) for minimizing the response to surface roughness while retaining strong
sensitivity to moisture content. In the vegetation-covered case, the effects
of crop type, crop height and row direction relative to the radar look direct
were evaluated.

1. INTRODUCTION

The ability to monitor soil moisture variations from a space platform can
be considerably useful in a variety of hydrological, agricultural and meteoro-
locigal applications including crop yield prediction, flood forecasting, runoff
prediction for assessing watershed yield and planning and reservoir management.
One of the key requirements of the majority of the above applications is time-
liness; the success of crop yield models depends on the availability of soil
moisture information during critical periods in the growth cycle, forecasting
floods requires knowledge of the spatial and depth distribution of soil moisture
content particularly before, during and after heavy rainfall activities or rapid
snow melt, and similar conditions are imposed by other water resources applications.
With regard to timeliness, radar has two major advantages over optical and thermal
infrared sensors: a) radar is nearly weather independent and b) radar is time-
of-day independent since it provides its own source of (known) transmitted
energy. Moreover, radar can provide spatial resolutions from spacecraft altitudes
compatible with the needs of water resources applications.

Due to the large difference between the magnitude of the dielectric constant
of dry soil and that of water in the microwave part of the spectrum, it has
long been postulated that radar should be very responsive to soil moisture
content. The first quantitative airborne confirmation of such a behavior was
made with a 13.3 GHz NASA/JSC scatterometer which was flown in June, 1970 over
an agricultural test site near Garden City, Kansas [1]. During the flight,
several of the fields observed by the scatterometer were undergoing irrigation.
In each case, the scatterometer output indicated a sharp change as the scatter-
ometer flew between the sections under irrigation and the sections not yet wetted.

In general, radar backscatter from terrain is a function of the terrain
geometrical and electrical (dielectric) properties. For a vegetation covered
surface, the backscatter includes contributions by the vegetation and the under-
lying soil. The relative effects of roughness and moisture content on the
return and the relative contribution by the vegetation compared to the contri-
bution by the soil and the effect of attenuation by the vegetation, all these
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factors are strongly influenced by the choice of the radar parameters:
a) frequency (or wavelength), b) angle of incidence (relative to nadir) and
c) polarization. An intensive program was initiated at the University of
Kansas in 1971 to determine the optimum radar parameters for sensing soil
moisture content of bare and vegetated terrain. This paper represents a
review of the present status of the program.

2. SCATTERING COEFFICIENT

The backscatter power received by a radar viewing a cell of area A in
the direction 9 (relative to nadir) is given by:

R̂̂

where,

Pt = transmitted power

Gt and G = transmit and receive antenna gain, respectively

A = signal wavelength

R = range to the cell A
2 2o° = scattering coefficient, m /m

P£ , Gt, G and \ are usually known, while A and R are calculated from the radar
signal waveform parameters (such as pulse width) and the processing algorithms
used by the system. Thus, o° is the only parameter relating the terrain back-
scatter characterisitcs to the observed received power. Because a° usually
exhibits a wide dynamic range as a function of angle of incidence, it is
usually expressed in decibel (dB) units.

3. SOIL MOISTURE RESPONSE

The Univeristy of Kansas Microwave Active Spectrometer (MAS) was used to
acquire radar backscatter data from several crop types over the growing seasons
of 1972-1976. In general, it was observed that the backscattering coefficient
expressed in dB, o°(dB), varies approximately linearly with soil moisture con-
tent m, expressed in g/cm^. As an initial evaluation of the masking effects
of the vegetation as a function of microwave frequency and angle of incidence,
the radar sensitivity to soil moisture content S = da°(dB)/dm (which is the
slope of the linear regression line between o°(dB) and m) was calculated using
data acquired from a variety of crop types including corn, milo, wheat, alfalfa,
and soybeans for a wide range of growth conditions. Figure 1 presents S as a
function of frequency between 4 and 18 GHz at several angles of incidence
(relative to nadir). The decrease in S with frequency is attributed to the
increase in attenuation by the vegetation. The decrease in S with angle of
incidence is attributed in part to the increase in vegetation biomass along
the path of the signal to the soil surface and back up to the radar receiver
and in part to the decrease in sensitivity to soil moisture of the soil back-
scattered component itself, as will be shown later for the bare soil case. The
behavior depicted in Figure 1 led us to investigate in more detail the radar
response to moisture at frequencies below 8 GHz and angles of incidence between
nadir and 30°.
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3.1 BARE SOIL

At a given angle of incidence, microwave frequency and polarization
configuration, a° of bare soil varies with surface roughness, moisture content,
and to a lesser extent, soil type. If surface roughness and soil type remain
unchanged, o° generally increases exponentially with soil moisture content.

os° = A e
u" (1)

where A and B are constants for a given \, 9 and polarization configuration
Expressed in dB, Equation (1) takes the form:

os° (dB) = Sm + A' (2)

where S = 4.34 B and A' = 10 log A. Thus, os°(dB) varies linearly with soil
moisture content (g/cm3); Figure 2 illustrates this type of dependence for a
relatively smooth field with a RMS height of 1.1 cm. Due to the spatial vari-
ability of the soil moisture content [2], associated with the soil moisture
values of the points shown in Figure 2 is a standard deviation approximately
0.06 g/cm3 [3]. A statistical.analysis performed to evaluate the effect of
this uncertainty in the value of the "ground-truth" parameter (m) on the
correlation coefficient between os°(dB) and m indicates that if the radar
response behaves exactly as given by Equation (1), the correlation coefficient
would be 0.92 [3]. Hence, the observed correlation coefficient of 0.9 is
considered very high when the optimum is 0.92.

In addition to its response to moisture content, a° can also exhibit
large variations due to surface roughness as illustrated in Figure 3 [3];
shown are os°(dB) angular responses of five fields with approximately the
same moisture content but considerably different surface roughness config-
urations, as measured at 1.1 GHz (L-band), 4.25 GHz (C-band) and 7.25 GHz
(X-band). The parameter used to describe surface roughness is RMS height.
The five fields covered a range of roughness from 1.1 cm RMS height (approxi-
mately 2.5 cm peak-to-peak variation) to 4.1 cm RMS height (12 cm peak-to-
peak variation). Figure 3 provides three important pieces of information:

a) The variation due to surface roughness decreases with frequency;
at 9 = 30°, for example, the spread in the value of os°(dB) between
the smoothest and roughest fields is about 22 dB at 1.1 GHz, 11 dB
at 4.25 GHz and 8 dB at 7.25 GHz.

b) At each frequency, a narrow range of 9 exists over which the vari-
ation due to surface roughness is small. This range is centered
around 7° at 1.1 GHz, 10° at 4.25 GHz and 15° at 7.25 GHz.

c) For a given surface roughness, os°(dB) exhibits a sharper decay
with angle of incidence as the frequency is lowered. Thus, an error
in surface slope would result in a larger error in the estimate of
moisture content at 1 GHz, for example, compared to 4 GHz [3].

The radar response to soil moisture and surface roughness of bare fields
was investigated in 1974 at a test site in Texas [4] and again in 1975 in
Kansas [3]. A major difference between the two experiments was soil texture;
the soil observed in 1974 contained 49 percent clay in contrast to 17 percent
clay in the 1975 soil. The objective of the experiments was to specify sensor
parameters at which 05°(dB) is both highly correlated to soil moisture content
and independent of surface roughness. Hence, the correlation coefficient
between os°(dB) and m and associated sensitivity were calculated (with all
fields included) at each angle/frequency/polarization configuration for the
1974, 1975 and combined 1974/1975 data sets. The results, a sample of which
is shown in Figure 4, indicate that:
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a) In each of the three cases, the same frequency/angle combination
provided the highest correlation, namely 4.25 GHz/100 (the actual
frequencies used in 1974 and 1975 were somewhat different; in each
case, however, one frequency was used in the 4-5 GHz band -- 4.75 GHz
in 1974 and 4.25 GHz in 1975 -- and that was the frequency chosen
as optimum over the 1-8 GHz band on the basis of correlation with
moisture content).

b) Among the three linear polarization combinations, HH was slightly
better than HV and VV in terms nf sensitivity to soil moisture.

c) The sensitivity S decreases wi. .1 9 which suggests that it would be
more desirable to operate at angles as close to nadir as possih'e,
while retaining independence of roughness.

d) The sensitivity S increases with frequency, particularly between
1 GHz and 5 GHz.

Figure 5 depicts the 1974 and 1975 os°(dB) response to soil moisture at
the optimum radar parameters with all surface roughness configurations
included in the analysis. The combined 1974 and 1975 data sets provide a
correlation coefficient of 0.83. Although the value of the correlation
coefficient is statistically very significant (especially when compared to
an optimum possible of 0.92), the slopes of the regression lines corresponding
to the 1974 and 1975 data sets are different. In a study of the microwave
emission from soils as a function of moisture content, Schmugge et al . [Sj
observed different sensitivities to soil moisture for different soil types.
By converting moisture content to percent of field capacity mpc, they were
able to incorporate the effect of soil type in the brightness temperature
response to moisture content. A similar approach was used herein as shown
in Figure 6. Conversion of moisture content to percent of field capacity
does not provide any substantial improvement in the magnitude of the correlation
coefficient, but does provide almost identical regression lines. This obser-
vation suggests that the radar dependence on soil texture can be removed by
expressing moisture content in units of percent of field capacity which
incorporates the textural constituency of the soil. From a user's point of
view, percent of field capacity is a better input to crop vield and hydrologic
models than volumetric moisture content since it eliminates the need to know
soil type.

The accuracy with which a radar system can estimate moisture content was
evaluated by conducting a classification test. The total moisture range was
divided into n intervals, with an approximately equal number of points per
interval, and then a linear Bayesian classifier was applied to the data. The
classification test was run for values of n between 2 and 7 at each of several
frequency/angle combinations. For each value of n, 4.25 GHz/100 provided the
highest probability of correct classification. Figure 7 shows the results of
the classification analysis at 4.25 GHz. The solid curve represents the
probability of correct classification using the mean value of • "ie in-situ
measured soil moisture content while the dashed curve represents the classi-
fication probability with the spar.al variability of soil moisture accounted
for. That is, the moisture content was allowed to take any value within + 1
standard deviation around the mean. The results are indeed very encouraging;
the n = y case provides a probability of correct classification of 83 percent
which is far superior to the current capabilities of any of the conventional
meteorological methods as well as to the capabilities of optical and thermal
infrared sensors, even when unhampered by cloud cover.

3.2 VEGETATION-COVERED SOIL

If the vegetation and soil backscatter components are assumed to add
incoherently, the backscattering coefficient of the canopy fvegetation +
soil combination) can be expressed as:
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o/ =

where oy° is the vegetation scattering coefficient and T is the two way
power transmission coefficient of the vegetation canopy. Unlike the bare
soil case, conversion of oc° to dB scale does not yield a linear response
with m. Comparison of bare soil and vegetation-covered o° responses to m
indicates that ov° becomes very small in comparison to the second term in
Equation (4) for m^0.20 g/cm^. Hence, as a first order evaluation of the
oc° response to m, linear regression analyses were conducted involving
oc°(dB) and m for several crops combined as well as for each crop on an indi-
vidual basis. The results of the linear regression analyses are summarized
in Table 1.

TABLE 1. LINEAR CORRELATION COEFFICIENT BETWEEN oc° AND MOISTURE
CONTENT IN THE TOP 1 cm OF THE SOIL, 9 = 10°, POLARIZATION = HH.

COVER 1.5 GHz 4.25 GHz 7.25 GHz

Bare Soil 0.69 0.86 0.77

Wheat 0.81 0.80 0.64

Corn 0.85 0.72 0.69

Soybeans 0.90 0.87 0.81

Milo 0.90 0.88 0.86
Co™' Soybeans 0_ 4 g Q_ 6 5 Q>51
and Milo

Corn, Soybeans „ . n „
Milo § Wheat °'5 °'5' °'41

Although it is noted that the 1.5 GHz data provide slightly better cor-
relations than the 4.25 GHz data for single-crop observations, the effects of
row orientation relative to the radar look direction can cause substantial
reduction in the accuracy of the soil moisture estimate at 1.5 GHz, whereas
the 4.25 GHz and 7.25 GHz responses are practically unaffected [3]. The data
used for generating the results given in Table 1 included only measurements
acquired with the radar look direction within + 45° of pointing parallel to the
rows. Figure 8a presents the correlation coefFicient between a<-° of soybeans
and m as a function of angle at three frequencies for data acquired with the
radar look direction approximately (within + 45°) parallel to the rows. For
comparison, Figure 8b presents the correlatTon coefficient based on all the
data acquired from soybeans (including some with the radar look direction
perpendicular to the row direction). Over the 0° to 20° angular range, the
correlation coefficients at 4.25 GHz and 7.25 GHz are approximately the same
in both cases (figure 8a and 8b) , but at 1.5 GHz, the correlation coefficient
shows a fast decrease with angle due to the row orientation effect. This effect
is not attributed to the vegetation cover, it is attributed to the row spacing
period used in planting row crops (typically 96 cm for corn, milo and soybeans)
relative to the radar wavelength. At 1.5 GHz the wavelength is 20 cm which is
much closer to the 96 cm spatial wavelength of the soil row pattern than the
7 cm wavelength corresponding to 4.25 GHz. Hence, the same conclusion arrived
at for the bare soil case applies also for the vegetation-covered case, namely
that the optimum radar parameters for soil moisture determination are:
frequency in the 4-5 GHz range, 7°-17° angle of incidence range and HH
polarization.
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4. CONCLUSIONS

In addition to its inherent cloud-independence and time-of-day independence
qualities, radar can provide soil moisture information for both bare and
vegetation-covered fields provided its system parameters are properly chosen.
Moreover, its performance as a soil moisture mapper can be significantly en-
hanced if auxiliary information on crop type is made available by an independent
sensor such as MSS scanners (under clear sky conditions) or an imaging radar
operating in the 8-18 GHz band at angles of incidence higher than 40° [6].

1.

2.

3.

4.

5.
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Figure 1. Radar sensitivity to soil
moisture content of vegetated
fields (corn, milo, soybeans and
alfalfa) as a function of
microwave frequency.

Figure 2. Scattering coefficient
of a smooth bare soil field as
a function of moisture content.
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ABSTRACT

Soil survey mapping units are designed such that the
dominant soil represents the major proportion of the unit.
At times, soil mapping delineations do not adequately
represent conditions as stated in the mapping unit descrip-
tions. Digital analysis of Landsat multispectral scanner
(MSS) data provides a means of accurately describing and
quantifying soil mapping unit composition.

Digital analysis of Landsat MSS data collected on
9 June 1973 was used to prepare a spectral soil map for
a 430-hectare area in Clinton County, Indiana. Fifteen
spectral classes were defined, representing 12 soil and
3 vegetation classes. The 12 soil classes were grouped
into 4 moisture regimes based upon their spectral responses;
the 3 vegetation classes were grouped into one all-inclusive
class.

Using these groupings, the spectral map was compared
to a conventionally prepared soil map. Three mapping units
were investigated in detail: a) Mahalasville silty clay
loam, b) Reesville silt loam, 0 to 2 percent slopes, and
c) Xenia silt loam, 2 to 6 percent slopes, eroded.

Results indicate that the percentage of soil mapping
unit, inclusions can be readily ascertained according to
their soil moisture regimes and that soil complexes can
be easily quantified. Thus, the composition of soil
mapping units can be accurately determined.

INTRODUCTION

Soil maps depict soil conditions in a particular landscape scene with
varying degrees of precision depending primarily upon the type of survey con-
ducted and the ability of the mapper to analyze the landscape and identify the

*This work was accomplished under the National Aeronautics and Space Adminis-
tration, Office of University Affairs, Grant No. NGL-15-005-186. Journal
Paper No. 6690 Purdue University, Agricultural Experiment Station.
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components of the mapping units delineated. Due to the subjective nature of
soil surveys and the vast areas of land involved, it is often difficult to
evaluate the accuracy of the soil surveys. Currently, field methods such as
spot checking and line and point intercept transects are used to evaluate the
composition of mapping units. (1) Various studies (2,3,4) to determine mapping
unit composition suggest that many delineations do not adequately represent
conditions as stated in the mapping unit descriptions. Also, many separations
on a soil map often represent soil complexes rather than taxonomic units with
minor inclusions as indicated. A study was undertaken to determine the feasi-
bility of using digital analysis of Landsat multispectral scanner (MSS) data
as a means of accurately describing and quantifying soil mapping unit composi-
tion. This paper examines three distinctly different soil mapping units, com-
paring their composition as described by conventional field mapping tech-
niques and digital analysis of Landsat MSS data.

A 430-hectare tract located in Clinton County, Indiana was selected as
the study area. Soils in this area developed from loess deposited over glacial
till derived from the late Wisconsin glaciation and localized lacustrine de-
posits. The surface topography ranges from 0 to 6 percent slope but the
slopes are commonly less than 2 percent.

Three soil mapping units were investigated in detail: a) Mahalasville
silty clay loam, b) Reesville silt loam, 0 to 2 percent slopes and c) Xenia
silt loam, 2 to 6 percent slopes, eroded. The Reesville and Xenia soils were
developed in the loess over glacial till and the Mahalasville soil in the
lacustrine deposits. The soils of this area had previously been mapped using
conventional techniques by USDA/Soil Conservation Service (SCS) personnel as
part of an on-going progressive survey.

DATA

Landsat-1 MSS data collected on 9 June 1973 were used as the main data
source for this study. This scene was selected because the data were: a) of
high quality, b) acquired when most cropland was in a bare soil state and c)
free of interfering atmospheric and surface conditions (i.e., clouds, haze and
standing water). However, Clinton County had received approximately 2.90 inches
of precipitation in the week prior to the Landsat overpass.

The Landsat MSS data were geometrically corrected (i.e., rotated, deskewed
and rescaled to a scale of 1:20,000) (5), and registered to ground control points
selected from U.S. Geological Survey 7% minute topographic quadrangle maps.
These procedures produced a data set of an exact scale of 1:20,000 with points
in the data registered to their exact ground position. The aerial photography
and field sheets used by the USDA/SCS personnel are also at a scale of 1:20,000.
These matching scales allowed for convenient comparisons between the conven-
tionally developed soil map and the spectral soil map derived from computer-
aided analysis of Landsat MSS data.

PROCEDURES

Landsat MSS data covering the study area was input into a clustering algo-
rithm program. This algorithm divided the MSS data into groups of sample
points of similar spectral characteristics. A statistics processor was uti-
lized to calculate the mean relative reflectance values and covariance matrices
for each of these individual cluster groupings. Cluster groupings were either
deleted retained or combined based upon their statistical separability char-
acteristics. This procedure indicated that there were 15 spectrally separable
classes within the study area. The statistics developed on each of these 15
classes were used by computer-implemented pattern recognition techniques as
implemented by LARSYS (6) and a maximum likelihood Gaussian classifier to
assign each of the data points to one of the 15 spectrally separable classes.
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A ratio (A = yR)* and the summed response (total magnitude of the relative in-
tensity values of all four Landsat bands) calculated for each spectral class
were used to identify 12 soil and 3 vegetation classes within the 15 spectral
classes.

After classification, these classes were grouped into four major soil
classes and one all-inclusive vegetation class. Each major soil class was
assigned to one of four soil moisture regimes based upon the magnitudes of
their respective summed responses (Table I). The class with the highest total
reflectance represented moderately well drained soils; the class with the
lowest reflectance represented poorly drained soils. These groupings were
verified by detailed field checking.

An alphanumeric spectral map delineating the 12 soil and 3 vegetation
classes was produced at a scale of 1:20,000. Field checks were conducted to
evaluate the agreement between the conventionally developed soil map and the
spectral soil map. Field observations included a) precise location of the
three mapping units on both types of soil maps, b) notation of the various soil
types and their respective moisture regimes included in the three mapping units
and c) notation of the boundaries (agreements and disagreements) of the three
mapping units and of their individual soil components.

RESULTS

The conventionally prepared soil map of the study area and the enhanced
boundaries of the 1) poorly drained Mahalasville, 2) moderately well drained
Xenia and 3) somewhat poorly drained Reesville mapping units are shown in
Figure 1. For comparitive purposes the three mapping units as delineated on
the conventional soil map were superimposed upon the spectral soil map (Fig-
ure 2). Distinct boundary differences existed between the two maps. Also,
significant inclusions not delineated on the conventionally prepared soil map
were noted on the spectral soil map. In all cases, the spectral map identified
inclusions within each mapping unit that had different drainage characteristics
than were identified by the named mapping unit. For example, significant por-
tions of the moderately well drained Xenia mapping unit were shown to be poorly
and somewhat poorly drained according to the computer classification. Field
checks of a major portion of the questionable areas revealed the spectral
classification to be correct.

Statistics derived from the spectral classification of the study site
(Table II) indicate that 51 percent of the Mahalasville mapping unit is appro-
priately classified as poorly drained. The majority of the other 49 percent
of the mapping unit was classified as very poorly and somewhat poorly drained.
Similarly, the spectral classification indicates that 46 percent of the Rees-
ville and 30 percent of the Xenia mapping units were appropriately classified
as the named mapping unit. Exclusive of vegetation the remainder of the Rees-
ville mapping unit was classified as poorly and moderately well drained. Sim-
ilarly, the remainder of the Xenia mapping unit was classified as poorly and
somewhat poorly drained. In both the Reesville and Xenia mapping units con-
trasting inclusions constituted a large enough percentage of the named unit
to justify additional separations or the mapping of a soil complex.

CONCLUSIONS

Digital analysis of Landsat multispectral scanner data can provide detail
and definition of soil features not readily discernible through visual inter-
pretation of Landsat imagery. It is apparent from this study that digital

*where V is the relative intensity of the mean spectral responses of the visi-
ble wavelengths {(0.5 to 0.6ym) + (0.6 to 0.7pm)} and IR is the relative inten-
sity of the mean spectral response of the reflective infrared wavelengths
{(0.7 to O.Sum) + (0.8 to l.lum)}
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analysis of Landsat MSS data can provide quantification of soil mapping. The
percentage of soil mapping unit inclusions can readily be ascertained according
to their soil moisture regimes, and soil complexes can be easily quantified.
Thus, the composition of mapping units can be accurately determined.

The use of digital analysis of Landsat data as a mapping tool to quantify
soil mapping unit compositions should greatly increase the accuracy of soil
surveys. By utilizing this quantification procedure, other aspects of the
soil survey, such as soil interpretations for urban uses, may be also greatly
enhanced.
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TABLE I. RELATIVE SPECTRAL RESPONSES OF GROUPED CLASSES.

Spectral
Map Symbol

/

+

X
M

Blank

Drainage
Class

Moderately
Well
Somewhat
Poorly
Poorly

Very Poorly
(Vegetation)

Range of
Summed Response

184.47-218.13

162.47-176.20

136.31-151.05
118.78

140.93-150.49

Range of
Ratio A

1.03-1.33

1.32-1.35

1.16-1.35
1.40

0.59-0.74

TABLE II. COMPOSITION OF SOIL MAPPING UNITS.

Characteristics of Named Mapping Unit

Mapping Unit

Mahalasville
Silty clay loam

Reesville silt loam,
0 to 2 percent slopes

Xenia silt loam,
2 to 6 percent
slopes, eroded

Spectral
Class

X

+

/

Internal Size of
Drainage Mapping Unit
Class (Hectares)

Poorly 47.65

Somewhat 51.21
Poorly

Moderately 13.36
Well

% and Area (Hectares)
of Unit Represented by

Named Series

51.40%
24.49

46.08%
23.60

30.00%
4.01

Percent and Area (Hectares) of Inclusions within the Above
_ Mapping Units Identified by Drainage Classes _

Spectral
Symbol

Very Poorly
Drained

21.49%
10.24

.88%
0.45

Poorly
Drained

20.00%
10.24

16.67%
2.23

Somewhat
Poorly Drained

17.75%
8.46

40.00%
5.34

Moderately
Well Drained

9.34%
4.45

18.26%
9.35

(Vegetation)

.02%

14.78%
7.57

13.33%
1.78

1571



ORIGINAL PAGE IS
OF POOR QUALITY

FIGURE 1. CONVENTIONAL SOIL MAP INDICATING THE
(1) MAHALASVILLE, (2) XENIA, AND
(3) REESVILLE MAPPING UNITS.
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FIGURE 2. CONVENTIONALLY DELINEATED MAPPING UNITS SUPERIMPOSED
UPON THE SPECTRAL SOIL MAP.
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ABSTRACT

This report documents the results of a U.S. Government interagency study designed to
determine the feasibility of using remote sensing technology to reduce the number of manhours
currently required for energy conservation and environmental surveys. The survey procedures,
developed during the winter and summer of 1976, employ color and color infrared aerial
photography, thermal infrared imagery, and a handheld infrared imaging device. The resultinn
imagery was used to detect building heat losses, deteriorated insulation in built-up type
building roofs, and defective underground steam lines. The handheld thermal infrared device,
used in conjunction with the aerial thermal infrared imagery, provided a method for detecting
and locating those roof areas that were underlain with wet insulation. In addition, the
handheld infrared device was employed to conduct a survey of a U.S. Army installation's
electrical distribution system under full operating loads. This survey proved to be a
cost-effective procedure for detecting faulty electrical insulators and connections that if
allowed to persist could have resulted in both safety hazards and loss in production.

The color and color infrared aerial photography aided in the interpretation of the thermal
infrared imagery, provided a baseline of environmental conditions for future comparison, and
provided a means to detect environmental problem areas.

The report also discusses the most efficient image scales and time of image acquisition,
and concludes that remote sensing technology can reduce the cost and time required to conduct
energy and environmental surveys.

INTRODUCTION

Our country's emphasis on energy conservation projects and environmental assessment
programs has not been accompanied by adopting improved technological advances. The U.S. Army
Intelligence and Security Command* (USAINSCOM) military installations as well as other Govern-
ment installations are currently facing this emphasis with less resources than in the past.
This paradox is the result of inflated labor and material costs, significant increases in
utilities cost, and a reduced in-house work force.

Based upon experience of personnel within USAINSCOM, a program was developed that would
use remote sensing aerial reconnaissance procedures coupled with ground surveillance for
energy losses and environmental monitoring of military installations. In this regard, USAINSCOM
contacted other Government research and development organizations for participation. As a
result, the participating agencies in this program included the Environmental Projection Agency,
Environmental Photographic Interpretation Center (EPIC), Warrenton, VA; U.S. Army Engineer
Topographic Laboratories, Fort Belvoir, VA; and U.S. Army Intelligence and Security Command,
Arlington, VA. Also, the Health Service Command's Health and Environmental Service (HSE),
Fort Myer, VA, and the Health and Environment Activity (HEV), Fort Belvoir, VA, contributed
in this joint pilot project.

*As of 1 January 1977, the U.S. Army Security Agency is now part of the U. S. Army Intelligence
and Security Command. 1575
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OBJECTIVES. The purpose of this interagency endeavor was to demonstrate the feasibility
and to determine the requirements for an environmental and operational assessment of U.S. Army
installations. The major areas of interest investigated included, but were not restricted to,
the following: grounds and vegetation including erosional features, utilities and structures,
and sanitary/health considerations. j--

INSTALLATIONS. Two installations were selected for the survey: Vint Hill Farms Station,
near Warrenton, VA, and Arlington Hall Station, Arlington, VA. Both of these stations are
under the command of USAINSCOM and are representative of a typical rural and urban environment,
respectively.

Vint Hill Farms Station. Vint Hill Farms Station is situated in the northeast corner
of Fauquier County, VA, along State Route 215, two miles from the junction of State Route 215
and U.S. Route 15. The installation contains 720 acres of land distributed among the following
general categories: improved grounds - 147 acres, semi-improved grounds - 362 acres, unimproved
grounds - 116 acres, and forest lands - 95 acres.

The major sources of air emission at Vint Hill Farms Station are a 15.5 Million
British Thermal Unit (MBTU) natural gas-fired heating plant, 472 small natural gas-fired
heating units, gasoline storage tanks totaling 42,000 gallons capacity, and two refuse
incinerators. Waste water from the installation is processed in two onsite sewage treatment
plants.

Arlington Hall Station. Arlington Hall Station is situated within a residential
area 5 miles from Washington, D. C., in the central part of Arlington County, VA, just south
of U.S. Route 50. The installation is north of State Route 244 (Columbia Pike) and west of
State Route 120 (Glebe Road). The installation contains 87 acres of land, of which approximately
35 acres are improved grounds; buildings occupy approximately 10 acres and parking, 25 acres.
There are no water bodies on the post; storm drainage flows through a system of drains into
Doctor's Branch Creek, but sewage wastes are disposed of through the Arlington County sanitary
sewer system.

SCHEDULE. To determine seasonal variabilities, the investigation was conducted during
both the winter (17 March to 6 April) and summer (28 July to 27 August) seasons of 1976.

TECHNICAL APPROACH

AERIAL IMAGERY. Three types of aerial imagery were acquired during the winter and summer
phases of the program. The imagery included two types of aerial photography (color* and color
infrared**) and thermal infrared scanner imagery.

The aerial photography was employed primarily to document environmental conditions as they
existed during the study, provide a baseline of physical features at the two installations, and
provide a means of updating the installation's basic engineering site maps.

Color infrared aerial photography is sensitive to reflected energy in both the visible and
near infrared regions of the electromagnetic spectrum. Under certain conditions, this film is
capable of detecting diseased and/or physiologically stressed vegetation, often before it can
be detected from ground observation. This capability relies on a difference in the reflectivity
that usually exists between healthy plants and those growing under some type of strees. The
changes in reflectivity are related to the sensitivity of chlorophyll and internal foliar
geometry to metabolic disturbances. As chlorophyll content decreases and internal foliar
geometry changes, reflectance of the stressed plant tends to increase in the visible portion of
the spectrum and decrease in the near infrared region.*** On a correctly exposed color infrared
aerial photograph, these opposing reflectance changes initially create a magenta pattern with the
color shifting to yellow and green as the stress increases. The healthy vegetation will image
as light red or pink. There are a number factors, however, that can affect the reflectance
characteristics of vegetation other than disease or physiological stress even between plants
of the same species. These factors include leaf thickness, orientation, and surface properties.
This film has been used successfully in the past to detect diseases, the effects of insect
attacks, nutrient deficiencies, drought, high soil salinity, and propane or natural gas leaks.

*Kodak Aerochrome MS, Type 2448.

**Kodak Aerochrome Infrared, Type 2443.

***E. B. Knipling, "Physical and Physiological Basis for the Reflectance of Visible and Near
Infrared Radiation from Vegetation," Remote Sensing of the Environment, Vol. 1, pp. 155-159.
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The two most important concepts to understand when interpreting thermal imagery are
"blackbody" and "emissivity." A blackbody is defined as a perfect absorber of all incident
energy with zero reflection. A theoretical blackbody, also, is a perfect radiator of energy
and emits the maximum amount of energy possible for its temperature. Emissivity is the ratio
of the energy radiated from a material to that of a perfect radiator or blackbody. The
highest value of emissivity is unity (1.0), which occurs from a theoretical blackbody. On the
other hand, a body that reflects all incident energy and absorbs or radiates none has an
emissivity of zero. Carbon black is an example of a material with high emissivity. Building
materials, vegetation, and terrain fall between these extremes and are termed gray bodies
(table 1). When a surface such as a parking lot or roof is composed of a number of materials
with each type of material having a different unknown emissivity, it is difficult to determine
the absolute temperature of that surface from thermal imagery. In addition to this problem,
the amount of moisture vapor in the atmosphere, wind direction, and velocity can attenuate the
amount of infrared energy radiated to the airborne scanner. Normally, thermal imagery is
presented to the interpreter such that light-toned patterns are represented as high temperatures,
and dark or dense areas are represented as low temperatures.

TABLE 1. THERMAL RADIATION CHARACTERISTICS OF MANMADE MATERIALS

RADIATION

SURFACE EMITTANCE % ABSORPTION %

Asphalt, Black Paint 90 to 98 85 to 98

Concrete, Red, Brown, 85 to 95 65 to 88
Green Paint

White Paint, Tile 85 to 95 30 to 60

Window Glass 90 4 to 40

Galvanized Steel 20 to 30 40 to 65

SOURCE: W. L. Wolfe, Handbook of Military Infrared Technology,
Office of Naval Research, Department of the Navy, Washington,
D. C., 1965.

BASELINE ENVIRONMENTAL SURVEY. The first requirement of an environmental survey or
inventory is to establish a baseline or point of reference to which continuing environmental
changes can be compared. The number and type of factors that the Facility Engineer has to
monitor are specified in AR 420-10.* However, some of these specifications have to be
varied according to the geographical setting of each installation. Obviously, such factors
as water and air quality require that specific measurements must be obtained on the ground,
but remote sensor imagery has the unique capability of documenting many of the factors that
would be difficult and expensive to obtain by ground surveys. The old saying that "a picture
is worth a thousand words" should be remembered here. Erosional features, vegetation mapping
and vigor classification, and wildlife habitat surveys are only examples of the many environ-
mental factors that can be monitored from aerial imagery. The ground data collection of this
survey is summarized below.

Winter Phase. A survey of the water quality at Vint Hill Farms Station was conducted
by the Fort Belvoir Health and Environment Activity on 18 March 1976 during the approximate
time of the overflights. Water quality at Arlington Hall Station was not surveyed due to the
absence of standing water and post sewage being piped to county treatment plants. Owing to
equipment and time limitations, water samples were limited to the edges of the streams and
lakes at Vint Hill Farms Station. The water samples were analyzed for biochemical oxygen
demand (BOD), turbidity, specific conductance, apparent color, arsenic, lead, cadmium, and
mercury. Temperature and pH were obtained at the time of acquisition. In addition,a survey
was made of field service health and environmental conditions per AR 40-5** at both installations.

Summer Phase. The summer water quality survey was conducted in a manner similar to
the one conducted during the winter phase by the Fort Belvoir Health and Environment Activity.
Since each survey was conducted to determine indications of water pollutants, a point sampling
method was used instead of a complete statistical sampling procedure. Care was taken, however,
to sample streams where they entered and exited Vint Hill Farms Station so that the effect of
the installation's runoff could be determined.

*U.S. Army, "Facilities Engineering - General Provisions, Organizations, Functions, and Personnel,'
Regulation 420-10, May 1975, Washington, D. C.

**U.S. Army, "Medical Services: Health and Environment," Regulation 40-5, September 1974,
Washington, D. C. 1577



In addition to the water quality parameters surveyed during the winter phase, the
summer phase also included total phosphates and a count of fecal coliform bacteria colonies.

ELECTRICAL SURVEY. Handheld thermal infrared imaging devices have been employed by
electrical power companies for many years to identify potential problem areas. These thermal
devices operate on the proven principle that there is a definite relationship between the
temperature of an object and the infrared radiation emitted by the object. This equipment
detects the infrared energy, converts it into video signals, and then projects the signals
onto a monitor picture with the various shades of gray representing different temperature
levels through a chosen temperature range. As with the aerial thermal infrared imagery, black
corresponds to a colder temperature and white corresponds to a warmer temperature.

Loose or corroded connections, poor contacts, unbalanced loads, and loose bus joints
introduce additional resistance into an electrical circuit causing these connections to have a
temperature that is higher than normal. These "hot" connections are imaged on the thermal
infrared equipment as white areas. The advantage of this survey method is that the electrical
power is not interrupted during the survey.

The electrical survey starts at the point of delivery from the power company and proceeds
along the main feeder lines to the final transformer, which serves a consuming facility. When
the operator identifies a hot spot, the installation representative marks the location and
probable cause on the installation's electrical distribution drawings.

ROOF SURVEY. The detection of moisture in flat built-up roofs with the use of handheld
thermal infrared imaging instruments has proven to be one of the highest payoff applications
of infrared technology. Previously, when a roof leaked and the leak could not be located
easily, the entire roof was replaced. In most cases, repairing portions of a roof will correct
the problem at a much lower cost than replacing the entire roof. To understand how infrared
devices can be used to find wet areas in the roof, it is helpful to understand the construction
of a built-up flat roof. Figure 1 is a cutaway drawing of a flat built-up roof showing the
method of construction. A leak results when the moisture barrier develops a hole or tear,
cracks occur due to age, or the flashings fail. When the moisture reaches the insulation through
a failure of the moisture barrier or flashing, it can travel through the insulation with little
interference. Interior leaks result when moisture passes through the insulation and the roof
decking.

In addition to interior leaking, the wet material loses most of its insulation properties.
This loss of insulation and the resulting increase in conductivity can be detected by the
infrared equipment. During the winter when the building interior is heated, the wet insulation
conducts heat at a faster rate than the dry insulation, thus increasing the surface temperature
of the roof over the wet insulation. The infrared equipment is used to detect those portions
of the roof that have a higher surface temperature.

The equipment can also be used when the building is not heated. Heat energy received
from the sun will be absorbed and contained by the wet areas of insulation longer than the dry
portions, thus creating a higher roof surface temperature. At night, when the heat loss by
radiation is highest, those roof areas underlain by wet insulation can be detected because of
their higher temperature.

After sundown, a ground infrared roof survey is more effectively accomplished in three
steps. The first step is a review of the building drawings and a day inspection of the roof.
The day inspection locates the obvious failures, provides general information on the condition
of the roof, and enables the survey team to become familiar with the roof. In addition,
safety hazards are noted since the team will have to walk the roof at night. The second step
is the night infrared survey. The roof is scanned with the infrared equipment and the areas
that appear to be warmer are outlined with white spray paint. Photographs are taken of the
infrared image for documentation. The third step includes the documenting of the survey.
Areas noted and marked with paint are sketched on the drawings.

DATA ACQUISITION

AERIAL IMAGERY.

Winter Phase. The acquisition of aerial imagery required two overflights for each
of the two installations, one during the day and the other during the early morning hours.
The first overflights were completed between the hours of 0430 and 0600 on 18 March 1976 at
an altitude of 1,000 feet (305 meters) above the ground. During the period, three flight
lines of thermal infrared imagery were acquired over Arlington Hall Station, and five flight
lines were acquired over Vint Hill Farms Station with an AAS-27 thermal infrared scanner.
The midday overflight was delayed because of poor weather conditions until the early afternoon
of 18 March. This overflight was employed to obtain color and color infrared of both
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installations at a scale of 1:2,000 simultaneously with two KC-1 cameras equipped with 6-inch
(15 cm) focal length lens. With the exception of the midday overflights, weather conditions
were exceptionally good for the acquisition of aerial imagery on 18 March. The air temperature
was approximately -9.0°C with very little air movement, and the sky was free of clouds during
the predawn flights.

Summer Phase. The imagery for this phase of the study was flown on 20 and 21 July
1976 with seven flight lines of photo and infrared imagery acquired at Vint Hill Farms Station
and three flight lines acquired at Arlington Hall Station. An additional flight line was
obtained at Vint Hill Farms Station at a scale of 1:4,000. As with the winter phase, weather
conditions prevailing during the predawn and midday flights were excellent. Althougn the
flight parameters and aerial cameras employed during the summer phase of the study were
identical to those used in the winter phase, an AAD-5 thermal infrared scanner was used on
20 July instead of the AAS-27. Both of these scanners were operated in the 8- to 14-micron
region of the electromagnetic spectrum, were uncalibrated, and were employed in the direct
film record mode.

GROUND TRUTH MEASUREMENTS. In order to document ground temperatures, to provide a
knowledge base for interpretation of the infrared imagery, and to provide a calibrated
temperature source, an intensive ground data collection procedure was conducted at each
installation during the period of aerial imagery acquisition. The procedure consisted of
the following functions:

FUNCTION EQUIPMENT

Surface Temperatures PRT-10 Radiometer

Humidity Psychrometer

Windspeed Thermo-anemometer

Calibrated Temperature Source* Thermometer

Internal Building Temperatures Thermometer

In addition, the installation's engineering drawings were available. These drawings were of
roof construction, utility distribution, and general site maps.

ELECTRICAL AND ROOF SURVEY. Two types of thermal infrared equipment were employed during
the roof survey. The first was a device developed by the U.S. Army Night Vision Laboratory
(NVL), Fort Belvoir, VA, as a tactical night vision aid. The second was developed by the AGA
Corporation of Sweden.

The NVL equipment, designated PAS-10 (figure 10), is a thermal infrared device that
operates in the 3- to 5-micron range of the electromagnetic spectrum. It weighs 9 pounds,
is self-contained, and is battery operated. Although developed for tactical use, it has
capabilities for the inspection of utility systems and roofs. This equipment has a real-time
display, but photographs of the output can be obtained by mounting a camera against the single
eyepiece and obtaining a time exposure. The cost of this equipment is approximately $30,000.

The commercial infrared AGA equipment costs in excess of $45,000 and weighs approximately
15 pounds. It also operates in the 3- to 5-micron portion of the spectrum and requires liquid
nitrogen to cool the detector. Power is provided by an external battery pack, and the detector
is held separately from the chest-mounted display portion of the equipment. A camera can be
mounted within the viewing shield to provide a photographic record.

WATER QUALITY. The method and equipment employed in the water quality analysis is
summarized as follows:

FUNCTION METHOD/EQUIPMENT

Temperature Thermometer

pH Phenol Red Indicator, Taylor Chemical Color Comparator

BOD Standard Method No. 219**

Oxygen Uptake Agide Modification (Winkler Method)

Cadmium, Lead Standard Method No. 129A, Perkin-Elmer Atomic
Absorption Unit/Graphic Furnace

*Three 5-foot-diameter wading pools were located at each installation and maintained at each of
three temperatures by continually adding warm water.
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FUNCTION METHOD/EQUIPMENT

Arsenic Standard Method No. 404A, B&L Spectronic 88

Apparent Color Water Analysis Handbook

Total Phosphates Spectrophotometer, Hack

Turbidity DR 2, Turbidimeter, Hatch, Model 2100A

Conductivity Standard Method No. 154 and 205, Beckman RC 16B2

Fecal Coliform Bacteria Standard Method No. 909C

Dissolved Oxygen Standard Method No. 422B. Fixed at site with
manganese sulfate solution, alkali-iodine solution,
and concentrated H2S04- Titrated within 6 hours
with sodium thiosulfate.

Mercury Cold Vapor Technique*

DATA ANALYSIS

AERIAL IMAGERY. In summary, three types of aerial imagery were employed in the winter
and summer phases of this study: Thermal infrared imagery, obtained before sunrise and again
during the early afternoon; color and color infrared aerial photography, acquired within 8
hours of the thermal imagery. The color and color infrared photography in addition to providing
information for the baseline environmental survey was also used to determine if temperature
variations indicated on the thermal imagery were caused by standing water and to identify physical
roof features such as heat vents, sky lights, and roof surface materials. The analysis of the
data collected during the summer and winter phases, presented in the following paragraphs,
includes three major steps: (1) Correlation of the three types of aerial image patterns;
(2) Correlation and analysis of aerial image derived data with ground base measurement data;
and (3) Confirmation of the results through onsite inspections by the facility engineers at
each installation.

In viewing the thermal infrared imagery presented in this analysis, one should remember
that the dark tonal areas represent cold surface temperatures and the light tonal areas
indicate warmer temperatures. Also, the noticeable lineations that make up the thermal imagery
are characteristic of optical electrical scanner imagery. All thermal imagery and photography
presented in this report are fourth generation reproductions; therefore, some of the points
discussed may not be evident in the illustrations.

Vint Hill Farms Station.

Figures 3 to 9. Figure 3 is a winter night infrared image of a portion of Vint
Hill Farms Station showing Buildings 160 (E, figure 3); 162 (D, figure 3); 163 (K, figure 3);
and 166 (A and B, figure 3). Figures 4 and 5, obtained during the summer phase, are day and
predawn infrared images, respectively, and are essentially of the same area as figure 3. In
general, the winter day thermal infrared imagery was of little value in this study. This was
due primarily to excessive amounts of solar radiation existing during daylight hours but also
to large amounts of standing water on the roofs during the time of image acquisition. Thus,
the sensitivity range of the scanner was exceeded. Although figures 6, 7, and 8 are of the
same area as figures 3 and 5, they are winter color** and color infrared photography and summer
color infrared photography, respectively.

The roof of Building 166 (A, figure 3) and the connected utility room roof (B,
figure 3), which contains a heating plant, are flat built-up roofs surfaced with similar roofing
materials, tar and gravel. The utility building, however, is vented to ambient air. Ground
measurements obtained at the time of image acquisition indicate that the external temperature
of the utility room roof was -5.00C, while the roof of the main portion of Building 166 was
-10°C. This 5.0° variance in temperature between these two roofs can be seen in figure 3, A and B.
The utility room roof (B, figure 3) is the warmer, indicated by its lighter tone. Ceiling
temperature measurements obtained within Building 166 and the utility room were +10°C and +14°C,
respectively. If the insulation value of these two roofs were the same, the utility room roof
would appear as having a higher temperature, but not to the extent indicated on the imagery.
Examination of the winter and color and color infrared photography did not reveal the existence
of standing water on either of these roofs that would have constributed to this difference.

*Environmental Protection Agency, Office of Technology Transfer, "Methods for Chemical Analysis
of Water and Wastes," Washington, D. C., 1974.

"Presented in these proceedings as black and white photographs to reduce the cost of publication.
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In viewing the summer day infrared imagery (figure 4), no significant difference
exists between the two roofs (A and B, figure 4). Ground temperature measurements, however,
indicate a 5.0°C difference between these two roofs and a 13° to 18°C difference between these
roofs and their background of grass-covered lawns. This 13° to 18°C temperature difference
between the building roofs and their immediate background can be seen in figure 4.

The measured summer day temperature difference between the two roof surfaces
(A and B) can be explained by the fact that the utility room roof was uninsulated, enabling
solar energy to be rapidly conducted to the interior of the building. Normally, a 5°C
difference in roof temperature would be within the sensitivity range of the scanner, but
excessive solar radiation that exists during the day precludes the detection of small temperature
differences.

The summer night thermal imagery also indicated the high thermal loss through the
roof of the utility room (B, figure 5). The image, in this instance, correlated quite well with
ground temperature measurements, which established the presence of a 3°C difference in
temperature between the roofs of the utility room and Building 166 (A and B, figure 5). The
detection of this small temperature difference demonstrates the effectiveness of night versus
day acquired infrared imagery. It also demonstrates that on a clear, cold, windless night the
roofs of insulated buildings can be colder than both the internal building temperature and
the external ambient air temperature (A, figure 5). The influence of air temperature, with
little or no wind, is not considered as important as an unobstructed sky in the energy emission
process of roofs. During the time of image acquisition, the temperatures of these two buildings
were as follows:

BUILDING A BUILDING B
(Temperature °C) (Temperature °C)

Roof 17 20

Internal 22 24

External Ambient 20

The roof of Building A has a colder surface temperature than B because the heat
flow from the building interior to the roof surface is retarded by insulation. In Building B,
the internal to external heat flow to the roof is largely unrestricted; therefore, its temperature
would be expected to be at or near that of the ambient air.

The large warm area (C, figure 3) is the discharge of a hot water hose that was
employed to maintain three temperature reference basins. These basins, used to provide a known
temperature reference, appear as three small white dots to the left of C in figure 3. It was
anticipated that these basins could be used with optical microdensitometry techniques to obtain
quantitative temperature data from the thermal imagery. Unfortunately, the image size of these
basins was too small for practical use.

During the predawn winter flight, ambient air and grass temperatures were
measured at -10°C and the asphalt roadway, -8°C. These temperature variations correspond to the
gray tone patterns on figure 4. The amount of grass cover and other features, such as pathways
and sidewalks that produce differenct tones of gray on the thermal imagery, can be better
visualized by viewing the color and color infrared photography obtained during the same day
(figures 6 and 7).

Using aerial infrared imagery for locating entrapped moisture within roof insulation
employs the same concepts as those used by the handheld infrared equipment, e.g., insulation
saturated with water will hold heat for a longer period of time than dry insulation. In figure 5,
the two light-toned areas marked D are areas of wet insulation previously located by the handheld
infrared equipment. Based on the results of this study and the realization that major thermal
energy source for this process is the sun and not internal heat loss, the time of image acquisition
becomes extremely important. In figure 3, for example, the wet areas are not images for two
reasons: (1) the solar radiation from the sun is less in the winter than in the summer; therefore,
the entrapped moisture is not heated to the same degree as in the summer season; and (2) most
important, the time of this flight was 0420 hours, which was too late for maximum temperature
contrast between the dry areas of insulation and the areas with entrapped moisture.

The relationship between the gray tones on the infrared imagery and the normal
variables encountered on a roof surface such as light- and dark-colored roof materials, vents,
surface water, and water within the insulation is evident on Building 160 (figures 6 and 7).
Roof surface water is marked as E in figures 3, 6, and 7. On the top of roofs, water or
moisture images as a dark color on the color photograph (figure 6) and as a black tone on the
color infrared photograph (figure 7). The temperature of most of the roof surface water has
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dropped to the same temperature as the roof by early morning (time of the winter night
imagery), and only the deep pools of water provide a temperature contrast (figure 3). Two
things become evident from a study of this image. First, to be most effective, the infrared
flights should be scheduled earlier, approximately 1900 to 2200 hours. Second, roof surfaces
should be free of standing water.

Steam line heat losses were also detected on the thermal imagery. An uninsulated
expansion joint in an aboveground steam line can be seen as H in figures 3, 5, and 8. Under-
ground steam line heat losses can be seen as I and Y in figures 3 and 5. The underground steam
line leading from the heating plant (J, figure 5) to Building 160 (Z, figure 6) lies under the
concrete sidewalk marked I in figure 5. The steam line marked Y in figure 5 is buried approxi-
mately 30 feet and then surfaces.

The relationship between emissivity, solar radiation, different roof surfacing
materials, and their resulting gray tone characteristics on thermal infrared imagery can be
seen in figures 3, 4, and 5. The corresponding winter color and summer color infrared
photography (figures 6, 7, and 8) presents these same characteristics in the visual and near
infrared portion of the electromagnetic spectrum.

The roof surface of Building 163 (K, figure 7) is a peaked asphalt, shingle roof
that is dark green in color. The tone of this roof surface and the roof of Building 162 (D,
figures 4 and 5) exhibit the same thermal image tonal characteristics. Roof D is a built-up
roof surfaced with gray gravel. Although there is a variance in both the reflectivity and
emissivity between these two roofs, roof construction differences have caused the roof surfaces
to have the same image tones.

The thermal effect of different types of roof surface materials on Building 160
is indicated by M, N, and L, figure 4. The summer color infrared photo (figure 8) depicts a
lack of surface water on this roof that would affect its thermal image.

In figure 8, roofs L and M are surfaced with a light brown gravel, and roof N is
surfaced with a dark gravel. The day thermal image tonal differences (L and N, figure 4) are
the result of varying amounts of thermal absorption based on light versus dark materials. The
tonal differences of roofs L and M, figure 4, are due to differences in roof construction (as
determined from the engineer drawings). Roof L has a dropped insulated ceiling that is
adequately ventilated, and roof M (adjacent to N) has a dropped insulated ceiling that is not
adequately ventilated. The second roof marked M is a normal built-up roof and does not have a
dropped ceiling.

By early morning, buildings that are constructed with dropped insulated ceilings
and are adequately ventilated will have roof surface temperatures near ambient air temperature
as indicated by roofs L and N in figure 5. Although roof M appeared warmer than roof L on the
summer day thermal imagery, it appears colder than L on the summer night infrared imagery
because of greater heat flow retardation from the interior of the roofs labeled M.

Most of the temperature variances shown in figure 9 were attributed to the
presence of standing water on the roofs. Color and color infrared photography also verified
these areas of standing water. However, the thermal image of Building 426 could not be
explained by a study of either the aerial imagery or the building's roof construction drawings.
The explanation came from the residents of Building 426. Each evening an attic fan was turned
on and left running all night, and the attic door was left open. Consequently, the total
effect of the warm air being drawn from the lower floors of this building into the attic,
even though the attic floor was adequately insulated, created a heat loss that was detectable
by thermal infrared imagery.

Figures 4 through 14. The second portion of this survey involved the acquisition
of baseline environmental data.Major subjects investigated using aerial imagery were forestry,
grounds, wildlife, and sanitary health problems. Data collected on the ground were utilized
with aerial photography during the analysis procedure. The advantages of using winter or
summer photography depends upon the type of environmental feature that is to be studied. Land
drainage patterns, coniferous trees and shrubs, erosion, landfills, and unimproved grounds can
be identified more readily on winter photography. Vegetation stress, recreation areas, sewage
treatment plants, and water points are better analyzed using summer photography. The inventory
of wildlife cover and deciduous vegetation is most easily accomplished by comparing these features
on both summer and winter photography. Selected environmental features were identified and
located on installation site marks as follows: sewage treatment plant; coniferous trees and
shrubs; deciduous trees; garden plots; land drainage; grasslands; wildlife cover; and tall
mowed grass.
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The forests surrounding Vint Hill Farms Station are primarily an oak/hickory/
Virginia pine association with an occasional stand of pure Virginia pine. These forests and
surrounding grass areas provide excellent habitat for a wide variety of wildlife. The list
of animals actually noted during the survey included, deer, rabbits, squirrels, racoon, opossum,
fox, hawks, turkey vultures, woodpeckers, and a variety of song birds. The large grass areas
provide ample habitat for rabbits, mice, and moles. Several varieties of fish can be found in
South Run, which flows along the northwestern edge of the post.

From the standpoint of actual problems, the post was very clean. The photographic
analysis located two dumping sites and a salvage area. These areas were noted for continuous
monitoring because of an unexplained high trace mineral content discovered in the water quality
survey.

Arlington Hall Station. The same type of analysis of the aerial imagery was also
conducted for Arlington Hall Station as has been previously discussed for Vint Hill Farms Station.

The most significant feature detected on the Arlington Hall Station imagery during the
survey was the apparent amount of thermal energy being lost from the station's underground steam
lines. These lines were installed approximately 20 years ago and are used to supply heat to
most of the buildings within the installation. The Facility Engineer was aware that the
conditions of those lines had deteriorated, but the scheduled repair was held in abeyance until
the results of this study were available. The winter night thermal infrared imagery indicated
a number of sections along this system where repairs or replacements were needed.

Entrapped moisture was detected on a number of roofs at Arlington Hall Station from
both the winter and summer night thermal infrared imagery. Due to large areas of standing
water on these roofs during the winter phase of the study, the summer thermal imagery proved
to be more useful. As with Vint Hill Farms Station, an initial report, an overlay of suspected
heat loss areas, and other problem areas were supplied to Arlington Hall Station Facility
Engineer within 1 week of the overflights.

ELECTRICAL SURVEY. The electrical distribution systems at Arlington Hall Station and Vint
Hill Farms Station were inspected on 12 to 15 and 17 to 18 March 1976, respectively. Although
Vint Hill Farms Station had no electrical problems, there were five faulty connections
discovered at Arlington Hall Station that requied maintenance. Also a number of connections
at Arlington Hall were found that appeared to be faulty, but upon detailed inspection proved
to be the result of circuit imbalance. Figures 10 and 11 are presented to illustrate the
ability of the infrared equipment to locate maintenance areas in a highly effective and safe
manner. Figure 10 shows an electrical distribution pole containing high-voltage circuits.
Figure 11 is a reproduction of the infrared display that indicates a faulty connection either
at the cable termination or at the lightning arrester on the same pole.

ROOF SURVEY. The aerial thermal infrared imagery and aerial photographs of the two
stations were analyzed in an attempt to identify those roofs that indicated a need for repair,
i.e., showed indications of deterioration. During this analysis and review of the installation's
engineer drawings, it was learned that only a few buildings at Vint Hill Farms Station had
flat, built-up, insulated roofs. Time limitation precluded a complete onsite roof survey at
either station; therefore, a building (No. 162) was selected at Vint Hill Farms Station for a
detailed ground visual and thermal infrared survey.

The roof of Building 162, a barracks, had two areas that were indicated by the handheld
infrared equipment to be underlain by wet insulations. The first area was associated with a
guyed television antenna that was installed improperly, enabling precipitation to penetrate
the moisture barrier (figures 12 and 13). The second area detected was near the roof parapet
and was probably caused by an open joint in the flashing.

WATER QUALITY.

Winter Phase. With the exception of cadmium and mercury, the survey indicated normal
concentrations of the other parameters. In view of the limited amount of sampling conducted
and the fact that the mercury and cadmium concentrations were higher than expected but not at
a dangerous level, these parameters were resampled during the summer phase.

Summer Phase. The analysis indicates that the total phosphate concentrations recorded
at the sample points were greatly above the standards set for streams and water bodies. Total
phosphate concentrations in a stream should not exceed 50 yg/1 (micrograms per liter) at the
point where it enters any body of water.* Although there are a number of mitigating factors
involved in the determinations of the exact effects of phosphates on lakes and streams, these
high values can cause an acceleration in eutrophication. All other parameters including cadmium
and mercury were found to be at normal levels.

*U.S. Environmental Protection Agency, Quality Criteria for Water. 1976, Pre-Publication Copy.
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DISCUSSION

At the installation level, the U.S. Army Facility Engineer is currently facing our
country's increased emphasl on energy conservation and environmental protection programs
with reduced resources and ..ithout the use of available technology. To develop an effective
solution to this problem, a Government interagency team was formed to demonstrate the
capabilities of remote sensing technology for detecting energy losses and controlling environ-
mental pollutants. Major areas of study included in this demonstation were electrical
distribution systems, structures, steam lines, grounds, forestry, fish, wildlife, and sanitary/
health.

The technical approach utilized three types of aerial photography, ground surveys, and
two USASA installations to examine the feasibility and to determine the requirements of an
environmental and energy assessment of Army installations.

AERIAL IMAGERY. Successfully using remote sensing technology for environmental and energy
loss surveys depends on the type, scale, and quality of imagery, weather conditions, type of
collateral material available, and the knowledge of the image interpreter of the subject under
analysis. Of these factors, the two considered most important are the availability of
collateral information (construction drawings, etc.) and the interpreter's knowledge of the
installation (which buildings are heated, locations and type of roof repair, etc.). As with
any new technology, formal training in image interpretation would be beneficial, but during
the course of this crogram, it was discovered that many of the patterns detected on the various
types of imagery cc^id readily be explained by the Facility Engineer staff of the two installations.
In most cases, these questions were answered by reference to as-built engineering drawings, but
many times the answer relied on the Facility Engineers' personal knowledge of their installations'
maintenance and repair work.

The thermal imagery for this study was acquired between the hours of 0200 to 0500 and again
at midday during the summer and winter seasons at scales of 1:2,000 and 1:4,000. Based on a
review of the literature and the results of this study, it is now believed that the period of
greatest thermal contrast between wet and dry areas of insulation occurs 2 to 3 hours after
sundown, rather than during the predawn period. The major source of thermal energy that creates
this thermal contrast is the sun and not internal heat from the buildings. In analyzing the
effectiveness of day/night, winter/summer flight times, and the scale of the thermal infrared
imagery, there are a number of factors to be considered. They include geographic location of
the installation, size or area, and the location of the buildings within the installation.
Obviously for locating thermal energy losses through the roofs of buildings, i.e., sky lights,
roof vents, lack of insulation, the most effective time of acquiring the imagery would be at
night and in the winter when the buildings are heated. As demonstrated in this study, thermal
imagery acquired during the daytime is not effective for detecting either heat losses or wet
insulation. Although the 1:2,000 scale imagery provided the interpreter with a more detailed
picture to analyze, a scale of 1:4,000 would be more advantageous for three reasons. First,
all heat loss areas detected on the 1:2,000 scale imagery could also be resolved on the 1:4,000
scale. Second, and most important, correlation between the three types of imagery is more
efficient and manageable with the 1:4,000 scale because of the increased ground area covered.
Third, the reduction in the amount of imagery obtained during succeeding years permits a more
efficient design of image use, storage, and retrieval.

Weather conditions and the amount of standing water on the roofs are also important
considerations when selecting the time of image acquisition. To obtain the maximum thermal
differences on the ground, the sky should have less than a 10 percent cloud cover with a
0 to 4 miles per hour (0 to 6.4 km per hour) wind speed. Standing water on the roofs of
buildings during the time of image acquisition can conceal areas of wet insulation and create
false indications of energy loss. When possible, image acquisition should be delayed until
all roofs are free of standing water.

The physical properties of roof surfaces, such as repaired or patched areas, variances
in gravel color and density, and surface moisture can produce different tonal patterns on
the thermal imagery, even though their surface temperature are uniform. If not properly
identified, these patterns could be misconstrued as either areas of heat loss or wet insulation.
Examination of the aerial photography and the as-built installation engineering drawings should
provide the Facility Engineer with the essential information for the correct identification
of each different tonal pattern on the thermal imagery.

The aerial photography, color and color infrared, was acquired simultaneously during the
winter and summer phases of this study at a scale of 1:2,000. Although one film type may have
been adequate, the additional information provided by the visible and near infrared regions of
the spectrum in comparison with the small additional cost of acquisition was believed to be
justified. Ideally, this photography should be obtained between the hours of 1000 and 1500
at a scale of 1:20,000 for environmental analysis and 1:10,000 for identification of the
physical features or building roofs The 1:2,000 scale photography proved to be almost
unmanageable because of the excessi i amount of photos acquired at this scale.
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ELECTRICAL SURVEY. Using handheld infrared imaging devices, such as the PAS-10, will
provide the Facility Engineer with an expedient, cost-effective means for determining the
condition of an installation's electrical distribution system without interruption of power
service. In many instances, an annual survey with this equipment could certainly reduce, if
not eliminate, the chances of both unscheduled power and equipment failure by locating potential
trouble areas in advance. In investigating the time involved in an infrared survey to that of
the existing methods, it was discovered that a scheduled preventative maintenance procedure
for electrical distribution systems did not exist for most installation. If such a procedure
did exist, however, it would require approximately 10 to 20 times the number of manhours
than a similar infrared inspection and, of course, would create numerous interruptions of
service.

ROOF SURVEY. In addition to the electrical power, the PAS-10 can also be employed by
the Facility Engineer to detect entrapped moisture within the insulation of flat, built-up
roofs. Using this ground survey method in conjunction with aerial imagery can provide the
Facility Engineer with a simple, efficient, cost-effective method of surveying the roof
maintenance requirements of an entire installation in a very short period of time. By using
aerial photography, the Facility Engineer can determine the physical appearance of any type
of roof and determine, for example, the need for replacement of missing shingles or for
replacement of a roof. Aerial thermal infrared imagery is employed to detect those areas
of flat, built-up roofs that are probably underlain with insulation. Once the approximate
location of a roof's moisture barrier defect has been determined from aerial imagery, an
onsite roof survey can be conducted with the handheld infrared equipment to determine the
exact location of the entrapped moisture.

A roof survey conducted by this method will not detect all the areas where maintenance
is required; however, it will locate those areas that are in need of major repair.

In summary, remote sensing technology is not a panacea that can be used to detect all of the
energy and environmental problems that can exist on an installation, nor can it presently provide
quantitative information; however, it does provide the Facility Engineer with a valuable tool
that can be used to detect problem areas that may have been overlooked during the ground
inspection.

CONCLUSIONS

1. Aerial infrared imagery taken at scales of 1:4,000 and used in conjunction with a
handheld infrared imaging device provides a cost-effective method for detecting and determining
the area entrapped with moisture in flat, built-up roofs.

2. Aerial photography at scales of 1:10,000 used in conjunction with thermal infrared
imagery and collateral information provide the Facility Engineer with an efficient, cost-
effective method for detecting and characterizing thermal losses through the roof of buildings
and associated utilities, such as steam lines.

3. Color and color infrared aerial photography obtained at scales of 1:20,000 can provide
the Facility Engineer with a capability for establishing a baseline of environmental conditions
and a method for monitoring potential environmental problem areas.

4. The handheld infrared imaging device provides an efficient, cost-effective method for
surveying the maintenance requirements of an installation's electrical distribution system
without disruption of service.
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FIGURE 1.
CONSTRUCTION OF A BUILT-UP FLAT ROOF

FIGURE 2.
PAS-10 THERMAL INFRARED DEVICE

FIGURE 3.
AERIAL THERMAL INFRARED IMAGERY TAKEN AT 0420 HOURS ON 18 MARCH 1976

FIGURE 4.
AERIAL THERMAL INFRARED IMAGERY TAKEN AT 1530 HOURS ON 20 JULY 1976
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FIGURE 5.
AERIAL THERMAL INFRARED IMAGERY TAKEN AT 0450 HOURS ON 21 JULY 1976

FIGURE 6. AERIAL COLOR PHOTOGRAPHY TAKEN
AT 1345 HOURS ON 18 MARCH 1976. SCALE -

1:2,000

FIGURE 7. AERIAL COLOR INFRARED TAKEN AT
1345 HOURS ON 18 MARCH 1976. SCALE -

1:2,000

FIGURE 8. AERIAL COLOR INFRARED PHOTOGRAPHY
TAKEN AT 1530 HOURS ON 20 JULY 1976. SCALE -

1:2,000

FIGURE 9. AERIAL THERMAL INFRARED IMAGERY
TAKEN AT 0430 HOURS ON 18 MARCH 1976
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FIGURE 10.
AERIAL THERMAL INFRARED IMAGERY TAKEN AT 0430 HOURS ON 18 MARCH 1976

FIGURE 11 AN ELECTRICAL DISTRIBUTION POLE FIGURE 12. A REPRODUCTION OF THE INFRARED
CONTAINING HIGH VOLTAGE CIRCUITS DISPLAY INDICATING A FAULTY CONNECTION

FIGURE 13. AN ANTENNA INSTALLATION OF
BUILDING 162, VINT HILL FARMS STATION.
AREA OUTLINED IS UNDERLAIN BY WET
INSULATION.

FIGURE 14. INFRARED DISPLAY OF WET INSULATION
AREA ON BUILDING 162 CAUSED BY FAULTY
INSTALLATION OF TELEVISION ANTENNA
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ESTIMATES FROM CLOUD MOTIONS:

PAST, PRESENT AND FUTURE
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U.S. Department of Commerce, NOAA
National Environmental Satellite Service

Suitland, Maryland 20233

ABSTRACT

The development of operational procedures for the
extraction of wind estimates from cloud motions observed
in geostationary satellite data has been an evolutionary
process. In 1969, the first operation was instituted at
NESS using visible pictures from the ATS-1 and ATS-3 sat-
ellites. Operational procedures consisted of the viewing
of an animated film loop by a meteorologist who determined
the beginning and end points of the cloud displacements.
The conversion of displacement end points to earth located
high and low level wind estimates was crude, cumbersome
and subjective. These procedures provided approximately
300 wind estimates per day to .a very small user community.

Current NESS Winds operations provide approximately
l800 high quality wind estimates per day to about twenty
domestic and foreign users. This marked improvement in
NESS Winds operations was the result of computer tech-
niques development which began in 1969 to streamline and
improve operational procedures. In addition, the launch
of the SMS-1 satellite in 1974, the first in the second
generation of geostationary spacecraft, provided an im-
proved source of visible and infrared scanner data for
the extraction of wind estimates. Currently, operational
Winds processing at NESS is accomplished by the automated
and manual analyses of infrared data from two geostationary
spacecraft. This system uses data from SMS-2 and GOES-1 to
produce wind estimates valid for OOZ, 123 and 18S synoptic
times.

As for the future, development of automated winds pro-
cessing techniques will focus on the extraction of high-
and low-level wind derivations with temperature/height esti-
mates and the use of objective procedures for the quality
control of the wind estimates. Development of manual tech-
niques will focus on the implementation of a Man/Machine
Interactive Processing System (MMIPS) approach to satellite '
wind extraction. The MMIPS will provide the use of digital
data for time-lapse animation and permit greater interaction
between the meteorologist and the main computer complex for
winds derivation and quality control. An outlook of the
processing capabilities for the First GARP Global Experiment
(FGGE) is provided.

1. INTRODUCTION

With the launch of the first geostationary satellite, ATS-1 in 1967, mete-
orologists began to analyze the first full disk images of the earth and its
cloud patterns. It occurred to some meteorologists that if time lapse film
loops could be made, the dynamic aspects of these cloud patterns could be
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studied and related to various weather phenomena. Pioneers in the field of
cloud motion analysis and its relationship to wind fields included Dr. Verner
Suomi of the University of Wisconsin and Dr. Tetsuya Fujita of the University of
Chicago. They concluded that two levels of cloud motion, cumulus level and cir-
rus level, could be easily analyzed and they began to develop techniques for re-
lating these motions to the low and high level wind fields. The results of
their experiments were evaluated by Hubert and Whitney (1971). They compared
the derived cloud motion vectors with co-located rawinsonde reports and deter-
mined that low level cumulus clouds best matched rawinsonde reports at 91^
meters and high level cirrus clouds fit best at 911*1 meters. Median vector de-
viations of cloud motions from rawinsonde reports at those levels were 5 mps and
9 mps respectively. These tests indicated a high correlation between cloud mo-
tion analysis and rawinsonde derived wind data.

2. YESTERDAY'S OPERATIONAL SYSTEM

In order to track cloud motion tracers, meteorologists prepared latitude-
longitude gridded, time lapse film loops of approximately 2^ hours duration and
projected the animated cloud motion sequence on a paper worksheet. Meterolo-
gists then selected those cloud tracers which seemed to be moving with the high
and low wind fields and marked their start and end points on the worksheet. In
order to measure the wind speed,the analyst placed a clear plastic template,
calibrated to the lat-lon grid, over the end points and determined a preliminary
speed value. In order to rectify the flat plane film projection to the earth's
spherical coordinate system the meteorologist had to add a speed correction as a
function of each vector's distance from the satellite subpoint. Similarly, the
meteorologist used a clear plastic compass and manual corrections to estimate
direction of motion.

Since the Applications Technology Satellites carried only visible sensors,
operations were limited to the daylight hours. The north and south Atlantic
Oceans were analyzed at 1800GMT and the Pacific areas at OOOOGMT. During the
period 1969 through most of 1971, the combination of cumbersome manual tech-
niques and daylight analysis limited the production of satellite derived winds
to approximately 300 per day.

These data were used in the tropical analysis model at the National Meteor-
ological Center. The model's developer, Dr. Harold Bedient, found that satel-
lite derived winds were useful for providing reliable and meteorologically sound
data over tropical oceans and other data void areas.

3. OPERATIONAL IMPROVEMENTS IN THE 1970'S

3.1 COMPUTER TECHNOLOGY

The implementation of computer techniques in the operation served to free
the meteorologist from the drudgery of routine analysis and hand calculation and
permitted him to concentrate on the analysis of complex meteorological phenomena.
In October 1971, computer techniques were implemented at NESS which provided for
the automation of the hand calculations necessary to transform vector end point
data to earth located wind estimates (Young et. al. 1972). Techniques develop-
ment conducted by Bristor et. al. (1967) and Leese et. al. (1970) demonstrated
the feasibility of measuring cloud motion displacements by computer methods.
This work layed the foundation for the development and operational implementa-
tion of an automated procedure providing for the derivation of low level wind
estimates (Bradford et. al. 1972).

3.2 ADVANCES IN SATELLITE TECHNOLOGY

The launch in August 197^ of the first in a series of Geostationary Opera-
tional Environmental Satellites (GOES) provided infrared data for the derivation
of wind estimates. This improved source of data permitted the analysis of night
time cloud motion displacements. In addition, the infrared data enabled the me-
teorologist to provide quantitative height assignments to the wind estimates
through the translation of cloud temperatures into pressure altitude values.
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I*. TODAY'S SYSTEM FOR WINDS' PROCESSING

Low level wind estimates are provided by automated procedures using the IBM
360/195 computer system. High level wind estimates are produced by manual pro-
cedures augmented by mini-computer capabilities and the IBM 360/195 computer.
In addition, manual procedures provide the final quality control of the high and
low level wind fields. Wind estimates are derived for 002, 123 and 183 synoptic
times using infrared data (4x8 km resolution) from the SMS-2 and GOES-1 satel-
lites with geographical coverage from 177-5°E to 25-0°W longitude and 45°N to
45°S latitude. A generalized flow diagram of the Winds' Processing System is
shown in figure 1.

4.1 AUTOMATED PROCEDURES

There are three basic components comprising the automated operation - Pre-
processing, Picture Pair Processing and Winds Editing.

4.1.1 PRE-PROCESSING. For each operation (003, 122 and 18Z), a sequence
of four pictures (30 minutes apart) are ingested from both GOES-1 and SMS-2 and
acquired on magnetic tape. Although only two pictures per spacecraft are used
for Winds' processing, four pictures are acquired to provide backup pictures in
the event one or both of the pictures normally used are of poor quality. Each
picture is pre-processed on the IBM 360/195 immediately after ingest. The pre-
processing function provides for the quality control of the data (detection of
format anomalies, scan line dropout, etc.), the transfer of data from magnetic
tape to disk, and the computation of earth centering coordinates required for
earth location.

4.1.2 PICTURE PAIR PROCESSING. This segment of the processing is com-
prised of three vital components - Data Evaluation, Landmark Registration and
Cloud Target Selection and Measurement.

4.1.1.1 DATA EVALUATION. With the completion of the pre-processing,
a four picture data base resides on disk for each satellite providing five pos-
sible picture pair candidates (having time intervals of 30 or 60 minutes) for
processing. Diagnostic information from the pre-processing segment is used to
evaluate the data quality of each picture. Consideration is given to the rapid
life cycle (growth and decay) of clouds with greater weight given to picture
pairs having 30 minute intervals. Also, greater weight is given to the pair
nearest the synoptic analysis time (003, 123 and 183). A merit score for each
pair is determined considering the above factors and the pair with the highest
merit score is selected for processing.

4.1.1.2 LANDMARK REGISTRATION. Precise registration of the two
picture images is required to measure cloud motions accurately. Investigation
has shown that the misregistration of earth located landmarks common to both
pictures is a result of a translation error and therefore constant. The Land-
mark Registration procedure applies cross correlation to landmarks common to
both pictures to determine the correction necessary to align the two pictures
(Green et. al. 1975). A 32xl6 array, centered on a predefined landmark latitude
longitude point, is extracted from picture "A"; and a companion 64x32 array,
centered on the same point, is extracted from picture "B". Cross correlations
are computed for all possible positions of the smaller array within the larger
array. These positions are identified by their vertical and horizontal lag val-
ues; which range from -8 to +8 in the vertical and -16 to +16 in the horizontal.
The displacement of the maximum correlation, relative to the center of the 33x17
array of correlations, is the displacement of the target. This procedure is ap-
plied to as many as eighty landmarks and the target displacements are stored in
the computer . Since cloud-free landmarks have the same displacement, the
stored values are examined for consistency and the registration correction is
determined. Cloud covered landmarks display spurious displacements resulting
from the motion of the clouds over the 30 or 60 minute time interval.

4.1.1.3 CLOUD TARGET SELECTION AND MEASUREMENT. Potential low
level targets are defined at pre-selected 2% latitude longitude locations. A
32xl6 array centered on a pre-selected latitude longitude location is extracted
from Picture "A" and examined with regards to being a potential low level cloud
target. The low level temperature range used in this examination is determined
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(for each latitude longitude location) from conventional 700 mb and 1000 mb tem-
perature analyses. If 30% or more of the array values fall within the low level
temperature range, the target is accepted as being valid for displacement meas-
urement. If the array examined does not meet this requirement, it is rejected
from consideration and the next potential target is extracted and examined.

Once the target has passed the selection criteria, a 64x32 array centered
on the same latitude longitude location is extracted from Picture "B" (the later
picture). The cloud motion displacement is determined using a refinement of the
basic cross correlation algorithm, called temperature slicing, which is applied
to the 32x16 target array and companion 64x32 search area array. In this ap-
proach, the temperatures contributing to the coefficients obtained from the cor-
relation of the target area and companion search area are only those which fall
within the low level temperature range. This is accomplished by nullifying the
contribution made by the temperatures which exceed the range.

In the normal situation, the determination of the cloud motion displace-
ment would require the computation of 33 x 17 = 561 correlation coefficients.
To minimize the number of computations required, the First Guess/Fast Displace-
ment Algorithm was developed. This technique uses a first guess (850 mb wind
from the latest analysis) and pre-defined allowable deviation from the first
guess to define an optimal search A in the cross correlation matrix. Coeffi-
cients are computed for area A' which is slightly larger than the optimal search
area A. The areas A' and A may be thought of as two concentric rectangles. If
the maximum coefficient is found in area A, it is assumed to be the maximum co-
efficient of the entire cross correlation matrix. However, if the maximum (val-
ue) is not found in A, coefficients are computed for all of the 561 lag value
positions which are then scanned for the maximum (value). At the completion of
this process, the cloud motion displacement obtained from the correlation matrix
is translated into an earth located wind estimate (expressed in meteorological
notation).

The computation of image coordinates (scan line and sample), given a lati-
tude longitude, is accomplished by a variation of the approach used in the image
mapping and gridding of GOES data (Ellickson, 1975 and Shellman and Dolittle,
1975).

4.1.3 WINDS EDITING. At this stage, the computation of the low level wind
field has been completed and the automated editing procedures are applied.
First, obvious erroneous wind estimates are removed when the absolute speed dif-
ference between the wind estimate in question and the 850 mb wind exceeds 15 nips.
Second, the remaining wind estimates undergo three independent quality tests
based upon the analysis of cross correlation parameters and the deviation of the
wind estimates in question with the 850 mb analysis and adjacent neighbor wind
estimates. Depending upon the results of the tests, each wind estimate is as-
signed a Quality Index (QI) or rejected. The QI is defined as the percent prob-
ability that a meteorologist would accept the given wind estimate as being me-
teorologically sound. At the end of this process, the quality controlled wind
estimates are stored in the IBM 360/195 computer and a facsimile mercator map
containing the wind field is prepared and presented to the meteorologist for his
evaluation.

4.2 MANUAL PROCEDURES

The components of the winds system providing for the manual procedures are -
Loop Movie Generation, Target Selection and Measurement, Target Temperature De-
termination and Wind Computation (Young, 1975)-

4.2.1 LOOP MOVIE GENERATION. Infrared picture data of 8 km resolution are
acquired on film recorder. After photographic processing, the pictures are man-
ually registered and a loop movie is made consisting of five picture images
taken over a 2 hour time span.

4.2.2 TARGET SELECTION AND MEASUREMENT. An overhead movie projector is
used to display the film loop on a paper worksheet placed on a plotting board.
The meteorologist studies the projected animation and selects the appropriate
high level targets. The analyst measures cloud displacement by pencil marking
the initial and final position of the cloud target with the direction of flow
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indicated by an arrow. After the target displacement measurements have been
obtained, the analyst derives the temperature for each target.

4.2.3 TARGET TEMPERATURE DETERMINATION. The analyst is assisted in his
determination of cloud target temperature through the use of the Man-Machine
Interactive Processing System (MMIPS) (Bradford et. al. 1975). The MMIPS en-
ables the analyst to display the satellite observed cloud target temperature in
gray scale and numerical format. In addition, the MMIPS computes and displays
a standard frequency distribution for a 17x17 array of cloud target temperatures
and provides corrected cloud target temperatures based upon different emissivity
values. The corrected cloud target temperature is determined using the digital
infrared data corresponding to the middle picture of the film loop. Once the
data have been loaded into the MMIPS, the analyst can display the target used
for the displacement measurement. From the frequency distribution, the analyst
determines the temperature of the coldest cluster of satellite observed tar-
get values (Bip). From the loop movies, the analyst estimates the emissivity
(E), defined as the radiating efficiency of a blackbody. For E=l, BT is ac-
cepted as the target temperature. For E=0.75, 0.85 and 0.95, a corrected tar-
get temperature (Be) is computed using the following equation: BC = (BT - BS
(1-E))/E where Bs is the satellite observed background temperature. For E<0.75,
the meteorologist will omit the cloud target from consideration or assign the
cloud motion vector to a pressure level he determines as appropriate based upon
his knowledge of the synoptic situation. Target temperatures are recorded on
the worksheet with their corresponding vector end points.

4.2.4 WIND COMPUTATION. The translation of the vector end points into
wind estimates and the translation of the MMIPS derived temperatures into spec-
ific pressure altitudes are accomplished by computer procedures. The vector end
point information and the corresponding temperatures on the worksheet are re-
corded on punch cards through the use of a "Datagrid Digitizer" which is con-
nected to a card punch. The vector end point information on punch cards is then
submitted to the IBM 360/195 for processing.

The computer processing involves the translation of the vector end point
information in digitized x,y coordinate format to earth located cloud motion
vectors. Once the vector has been earth located, the MMIPS derived temperature
is referenced to the latest analyzed vertical temperature profile (provided by
the National Meteorological Center) at that location to determine the pressure
altitude.

4.3 FINAL QUALITY CONTROL/MANUAL EDITING

Manual analysis techniques provide the final quality control of the wind
estimates produced by the automated and manual procedures. The facsimile dis-
play containing the low level wind estimates is carefully inspected by the me.-
teorologist. He transcribes the latest surface pressure field, frontal systems
and high level cloud pattern to the facsimile display. In complex situations,he
may refer to the loop movie. To be acceptable, each low level vector must be in
approximate agreement with the geostrophic flow derived from the previous six
hourly surface chart and the two hour loop movie. Since each low level estimate
has a unique identifier, the rejected estimates are readily purged from the com-
puter disk file. The high level wind estimates are quality controlled in a sim-
ilar manner using the latest 500 mb and 300 mb analysis. The edited wind esti-
mates are then moved to the disk product file where they can be accessed by the
National Meteorological Center for use as input to all Analysis and Production
Models. The product vectors are also reformatted by computer into an observa-
tion code form for teletype transmission to world-wide users. High and low wind
estimates from a typical operation are shown in figure 2.

4.4 SUMMARY - TODAY'S SYSTEM

Currently, NESS provides approximately 600 Wind estimates per analysis
cycle or 1800 per day compared to approximately 300 per day for the yesterday's
winds' processing system. The user community receiving these data has expanded
from a very limited number of domestic users in the late 1960's and early 1970's
to well over twenty domestic as well as foreign users at the present time.
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Prior to August 1974, when winds analysts used only visible imagery for
cirrus level cloud motion analysis, all tracers were arbitrarily assigned to
the 300 mb level in the extratropics and the 200 mb level in the tropics. Vec-
tor deviations of these high level wind estimates from co-located rawinsonde
winds are depicted by the solid line on figure 3- Since the advent of IR SMS/
GOES imagery and the subsequent use of the MMIPS derived temperature and pres-
sure altitude values, these deviations from rawinsonde reports (at the assigned
level) have been reduced significantly. The position of the dashed line in
figure 3, indicates approximately 10/6 reduction in the magnitude of these devi-
ations.

5. TOMORROW'S (1978-1980) PROCESSING SYSTEM

Figure U portrays the evolution of the processing system for winds that is
planned for operation in 1978.

5.1 DIRECT INGEST SYSTEM AND GOES DATA BASE: (1) IN FIGURE 4

A hardware/software system that will acquire data from the satellites and
then transmit data directly to the IBM 3330 disk drives for direct access via
the IBM 360/195 system is currently under development. This "Direct INGEST SYS-
TEM" will eliminate today's manual tape handling system. Once the raw VISSR
data are available to the IBM 360/195, a. software system will extract "sectors"
of the data, which represent about 100-degrees longitude by 100-degrees lati-
tude centered at the subpoint of each satellite. These sectors will be prepro-
cessed into a "GOES Data Base" that is time oriented, earth located, calibrated
and formatted for multiple applications. This step replaces the preprocessing
now done for the P/P software and further replaces the photographic process
needed to prepare the movie loop for projection onto the digital data grid. It
Is anticipated that a full 24 hours of 8-km resolution, infrared sectors from
each satellite can be stored in the data base.

5.2 WINDS' INTERACTIVE PROCESSING SYSTEM (WIP): (2) in FIGURE 4

This hardware and software system uses the analysis functions of the MMIPS
to replace the photograhic movie loops, the digitizer board (data grid), and
the card-punch system of entering vector-end point and temperature data into
the IBM 360/195 system. An analyst at the MMIPS console can call for a se-
quence of images from the GOES data base, display those images in the cine-
motion on a high-resolution TV screen, and designate the beginning and ending
points of cloud tracers, and calculate temperature-height relationships (DOSS).
This interactive system automatically supplies cloud-tracer-end-point data to
the vector calculation program (LUPWND II) ("4" in figure 4) in the IBM 360/195.
A paging and recording system on a cathode ray tube (CRT) display allows the
analyst to review his work prior to submitting the data to the large computer.
This CRT system with its keyboard provides the interactive functions for the
analyst.

5.3 VECTOR EDITING (VET): (3) IN FIGURE 4

The manual procedures of plotting cloud motion vectors on conventional
weather maps, punching deletions on cards, comparing different images to vari-
ous map projections by eye, etc., are to be replaced by the interactive system
called VET. Data and analysis fields from the NMC's data sets that are resi-
dent on the IBM 360/195 computer are accessed and presented to the analyst on
the TV screen of the MMIPS station. The outputs of both LUPWND II (the manu-
ally derived vectors from WIP) and P/P (the automated low-level vector system)
can be superimposed and mixed with image data and analysis fields under analyst
control. Various graphical and color-display modes are possible along with a
variety of map scales, sector enlargements, and map projections that are select-
able by the analyst. Vector values can be corrected and keyed directly Into
the IBM 360/195 system without going through the punched card system currently
in use. It has been estimated that this interactive editing system, compared
to the current processing system, will save approximately one hour of pro-
cessing time.
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6. A SCENARIO OF OPERATIONS IN 1978

6.1 TODAY'S OPERATIONAL SCHEDULE

ORIGINAL PAGE IS
OF POOR QUALITY

Figure 5a (Today's System) depicts today's processing system as a function
of time for the 12002 synoptic analysis cycle. This procedure is duplicated for
the 00003 and 1800S analysis cycles. The left column depicts the sequence of
automated events. The center column shows the only current operational applica-
tion of the MMIPS for winds' processing. The right column presents the manual
movie-loop system. "LFM model" refers to the limited fine mesh model of the
NMC, which provides basic forecast guidance for the continental United States.
"PE model" refers to the analysis cycle of the NMC global primitive equation
prediction model.

6.2 TOMORROW'S OPERATIONAL SCHEDULE

Figure 5b (Tomorrow's System) is a possible schedule for the implementation
of the processing capabilities described in this paper. Note that much of the
manual portions of the processing are to be done via the MMIPS. There are no
film movie loops, and there is to be a close interaction between the analyst and
the large computer system. Being relieved from many tedious, manual chores the
meteorologist/analyst will be able to devote more attention to the careful se-
lection of cloud-motion targets, the careful tracking of the targets, and the
quality control of his work. The automation of process and calculations leads
to increased efficiency, faster delivery of data, and greater reliability of
production. This system will provide the capabilities to produce a large quan-
tity of high-quality wind data for the FGGE data sets.
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MANUAL PROCEDURES AUTOMATED PROCEDURES MANUAL EDITING

VIC: VISSR Incest Computer
DMD: Photographic Device

P/P: Picture-Pair Softfc-arc
DOSS: Temperature He igh t Estimating Systea

FIGURE 1. TODAY'S PROCESSING SYSTEM

HIGH LEVEL LOW LEVEL

FIGURE 2. HIGH AND LOW LEVEL WIND ESTIMATES, 1000S, APRIL 13, 1976
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DATA PROCESSING FOR THE

DMSP MICROWAVE RADIOMETER SYSTEM

J. L. Rigone and A. P. Stogryn

Aerojet ElectroSystems Company
Azusa, California

ABSTRACT

A software program has been developed and tested to process
microwave radiometry data to be acquired by the microwave sen-
sor (SSM/T) on the Defense Meteorological Satellite Program
(DMSP) spacecraft. The SSM/T 7-channel microwave radiom-
eter and systems data will be data-linked to Air Force Global
Weather Central (AFGWC) where they will be merged with ephem-
eris data prior to product processing for use in the AFGWC
Upper Air Data Base (UADB). The overall system utilizes an
integrated design to provide atmospheric temperature soundings
for global applications. The fully automated process ing at AFGWC
is accomplished by four related computer processor programs
to produce compatible UADB soundings, evaluate system per-
formance, and update the a priori developed inversion matrices.
Tests with simulated data produced results significantly better
than climatology.

1. INTRODUCTION

With the SSM/T temperature sounder, the United States Air Force Space and Missile
Systems Organization (SAMSO) and AFGWC are continuing efforts to improve the accuracy of
global atmospheric temperature soundings. The objective is to overcome the limitations of
infrared radiometers by providing a better capability to recover such soundings under cloudy
conditions. This is expected to contribute significantly to AFGWC weather forecasting
capability.

The SSM/T software is designed to satisfy the specific requirements of AFGWC. They
include requirements for the operating environment, inputs, data location, operator interac-
tion, calibration data correction, inversion algorithm, and output products. In the opera-
tional software, the brightness temperatures are processed to yield atmospheric tempera-
tures for mandatory pressure levels of 1000, 850, 700, 500, 400, 300, 250, 200, 150, 100,
70, 50, 30, 20 and 10 mb; 14 thicknesses between the mandatory levels; and the temperature
and pressure of the tropopause. These comprise the parameter vector defined in Section 3.
The heights of the mandatory levels are computed by stacking the thicknesses on to the fore-
cast 1000-mb height which is retrieved from the AFGWC system. These parameter data are
stored in catalogued disk files prior to data transfer and archiving for diagnostic analysis
and updating purposes.

To obtain these parameters, the SSM/T sounder system, developed at Aerojet Electro-
Systems Company, operates in the oxygen absorption band at frequencies of 50. 5, 53. 2,
54. 35, 54.9, 58.4, 58. 825 and 59.4 GHz. The sensor is a crosstrack scanning radiometer
which acquires data at 32-second intervals at 7 angular positions separated by 12 degrees. A
multiple regression technique, applied after the radiation temperatures are adjusted for
antenna pattern and terrain height effects, is used to invert the microwave data. The inver-
sion matrices (one for each season, geographic zone and scan position) have been calculated
from carefully selected a priori ensembles of atmospheric soundings and preflight-calibrated
radiometer characteristics. Provisions are made to update and correct the inversion matrices
after launch using coincident microwave and composite radiosonde/rocketsonde observations.

The SSM/T sensor system is expected to be operational in 1978. In the meantime, the
software system has been developed, tested and implemented into the AFGWC system at
Offutt Air Force Base, Nebraska. The tests, involving the use of simulated data, ind ica ted
that soundings will be obtained with an accuracy considerably better than estimates based on
climatology.
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2. SYSTEM DESCRIPTION

The SSM/T sensor system is designed to acquire microwave data simultaneously in the
seven channels shown in Table I. Design specifications for these channels are also given in
this table. Channel 1 is a window channel responding strongly to the earth's surface charac-
teristics, dense clouds, and rain. It is centered at a frequency of 50. 5 GHz and is used to
correct the other channels for these background effects. Since the polarization dependent sur-
face effects are removed from the brightness temperature measurements, only the atmos-
pheric effects, which are the same for all polarizations, remain. Thus, a priori polarization
corrections are avoided. To achieve this result, Channels 1-4 are required to receive the
same, but arbitrary, polarization. Since Channels 5-7 are not affected by the surface, their
polarization may be arbitrary. The choice of an orthogonal mode was made solely for the
sensor frequency separation design requirements. Frequency stabilization, stepped auto-
matic gain control (SAGC), and ins t rumenta t ion to provide critical component temperature
data are further refinements of the sensor design that have a bearing on the software.

Microwave data are acquired by means of a mechanically scanning, shrouded-reflector
antenna system. The calibration and data acquisition scanning geometry are illustrated in
Figure 1 and the scan parameters in Table II. A planar scan is generated by mechanically
rotating the shrouded reflector perpendicular to the flight path. As shown in Figure 1, micro-
wave data are acquired for all frequencies at seven scan positions at 12-degree angular inter-
vals. On each scan the radiometer is calibrated; first by a 300 K warm reference load and
then by sensing the cold space cosmic background (2. 7 K). The scan period is 32 seconds
when synchronized and 29. 4 seconds when in automatic mode. Synchronization, control,
clock reference, system time and source power are furnished by the DMSP spacecraft.

For each frequency, the antenna temperature, T. , is determined in the software by the
fundamental relationship

T - T
TA = TH + V° - VH (V * VH} (1)

C H

where TH = warm calibration reference load input temperature

T_ = cold space calibration input temperature
\*t

V,. = output voltage during warm load calibration

V_. = output voltage during cold space calibration

V = output voltage corresponding to TAJn

3. RETRIEVAL TECHNIQUE

The SSM/T retrieval method is based on a linear multiple regression technique. This
method, developed specifically for the DMSP SSM/T application, is described briefly below.
It is assumed that the deviation of the parameter vector from the climatological mean may be
expressed as a linear combination of the deviations of the measured data from its mean. Thus,

= D(d-<d>) (2)

where p = atmospheric parameter vector, d = data vector

p = predicted value of p , ^p^ = expected value of p

= expected value of the data vector, and D is a matrix.

Equation (2) requires the matrix D to have as many rows as p has components and as many
columns as d has components. The matrix D is determined by the condition that the ex-
pected value of the square of the difference between the true value of the parameter vector p
and p be a minimum. This leads to the equation

D = c p - < > , d - ( d C ' - < d , d - < > ( 3 )

where C(. , . ) denotes the covariance matrix of its two arguments.
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By collecting terms, Equation (2) may be rewritten in the form

p = Dd + A (4)

where A = <V> - D < d > (5)

so that the predicted parameter vector is expressed as a constant A and a linear combination
of the data.

To determine the covariance matrices required in Equation (3), either real time data
gathered during sensor operation or a priori data may be used. Since a large number of upper
air soundings, representing a wide range of meteorological conditions, have been archived
over the years and the microwave response to a given atmosphere may be calculated, the
latter method was considered to be more practical for implementation.

Since microwave radiometers possess inherent instrumental noise characteristics, the
noise must be accounted for in the computations. This is accomplished by writing the data
vector d as

d = dQ + 8 (6)

where do is the exact value and 8 a random error representing system noise with an
expected value of zero. By replacing d on the right side of Equation (3) by Equation (6) , the
covariance matrices are found to be

c P - p . d-d = c (P -

C(d-<d>,d-<d>) = C(d o -<d o >, d o - < d o > ) + C < 8 , 8 ) (8)

Equation (8) incorporates the expected instrumental noise characteristics in the computations
through the noise covariance matrix C(8, 8) .

As indicated above, the data vector d required for use in the multiple regression method
is constructed from brightness temperatures. Frequencies at which the brightness tempera-
tures are measured are chosen to respond to different atmospheric layers ranging from sea
level to the 10 mb level. The resulting vertical coverage is determined by weighting functions
which indicate the amount of microwave radiation arising from specific altitude regimes.

The weighting functions are defined by the following procedure. The radiative transfer
equation shows that the brightness temperature may be expressed as

T = L «T + (1 - e) T . + T (9)-i", I atm, «T + (1 - e) T ,
L g skyj

> -sec0 I « dZ

where

L = exp I -secfl I « dZ I (10)

.sky

atm

o
00

secfl f « T .
M alr

00

secfl 1 « T ."J air
o

P z
exp -sec0 I

*- o

exp -sec 6 \
L Z

« dZ | dZ (11)

dZ (12)

0 = angle with respect to earth's surface

T . = air temperature at height Z

« = absorption per unit length in the atmosphere

€ = emissivity of the ground

T = ground thermal temperature
K

Equations (10)-(12) are the transmission factor, the downward flowing component of the bright-
ness temperature at the surface, and the upwelling component emitted between the earth and
the microwave sensor. The contribution of the radiation emitted by the atmosphere to the
temperature T is isolated from the ground component term by writing Equation (9) as
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T = L eT + f W(Z) T . dZ (13)
g Jo

Z

u
where W(Z) is the weighting function given by

W(Z) = L s e c 0 « j ( l - e) exp -secfl f «dZ + exp secfl f »dZ (14)
L o J L o J )

The function W specifies the contribution of the atmosphere in a thickness dZ at an
altitude Z to the total signal energy received. Weighting functions corresponding to the 7
SSM/T frequencies are shown in Figure 2. These are computed for an ARDC model atmos-
phere and a calm sea background corresponding to an incident angle of 0° using a nominal
spacecraft orbit altitude of 450 nmi.

For the DMSP application a data vector was chosen to depend only on the atmospheric
state. This data vector is derived from a rearrangement of Equation (9) as

and

LT , + T ( = T - «T L 1 - -f^-\ (15)
sky atm g

d. = (L T . + T ) (16)
i sky atm 'v^

where i/. = radiometer frequencies.

Since the right-hand side of Eouation (16) is not directly measurable, it must be com-
puted from the measurements. This is made possible by the proper employment of the 50. 5
GHz channel to determine eTg and the lower troposphere contributions from dense clouds
and rain. Thus the data vector defined in Equation (16) is a 6-component vector where i>-.
are the 6 highest frequencies previously specified.

To fully understand the ramifications of the SSM/T data vector concept, Equation (9) is
rewritten as

o s

specialized to 50. 5 GHz. Since the same portion of the earth is viewed by all radiometer
channels and with the same polarization, Equation (17) is substituted in Equation (15) to pro-
vide a measured data vector defined as

di = T". - ( T 50 5 - 8 5 0 5 ) a , ( i = 1 ' 2 ..... 6)

S50. 5 :: \L Tsky + Tatm/50.

where

and

,„ . /(,.»> //L(,.Z^)) „.,., ..... „
1 \ \ g I'v I \ \ g //50-5

i
These expected values are computed from the same a priori data used to determine the
covariance matrices.

When these equations are applied to the form of the multiple regression method described
by Equations (4) and (5), the estimate of the parameter vector p is given by

p = S TB + A' (19)

where S = (-DalD) is a matrix whose first column is -Da and whose remaining columns are
the columns of D ,

TB

1602



and

A' = <p>-D<d> + s 5 0 5Da

In summary this retrieval technique contains elements which depend mainly on the atmos-
phere not on the background. It is equally valid over land, water or mixed surface conditions.
In contrast to the ground, the atmosphere emits unpolarized radiation so that the received
polarization is no longer a factor in the data processing. The data processing does provide,
however, corrections for antenna pattern and terrain height effects . These are described below.

Antenna pattern corrections are applied to the antenna temperatures directly after cali-
bration to yield brightness temperatures. The method consists of scaling theantenna tempera-
ture TA^I* 0j) by a factor ge which is the fraction of the total gain of the antenna intercept-
ing the earth, to produce the brightness temperature.

Tr , (v . ,0 . ) = T A ( v . , 6 . ) / g ( f . , 0 . ) (20)

A total of 49 factors are used, one for each frequency and scan angle.

Since the inversion matrices are computed only for sea level surface conditions, adjust-
ments to the brightness temperatures determined above must be made for measurements
taken over elevated terrain. This adjustment is necessary because the brightness tempera-
tures measured by the lower microwave frequency channels may differ significantly from
temperatures which would arise were the same surface at sea level. The effect caused by the
missing portion of the atmosphere requires an adjustment to the brightness temperatures
prior to inverting. The adjustment is derived from Equations (9) and (17) as

rr* I ( \ T1 / u\ -I. A * T* A / P l \

where
= /T . + L T , \ - /T + L T , \ , (22)

\ atm sky/o \ atm sky/ 1

(23)

Aa<

and

< 2 4 >

In these equations, the subscript 1 represents the true atmosphere and surface at height
h while o represents the true atmosphere above h and an intervening atmosphere which is
determined statistically between sea level and h . The quantities sgg 5 and the first term
in the denominator of Equation (24) have been defined in Equations (18) 'and (17) respectively.
The factors Aa(i/) and A D ( i / ) are computed only for Channel 1 to 4 frequencies since the
three highest frequency channels are unaffected by the terrain. These factors are determined
by the characteristics of the atmosphere comprising the statistical data ensembles. Quad-
ratic functions were found to fit the data satisfactorily. Specifically, for each of the low
channels

& = A h + A h2 (25)
a 3L D

and -
A, = B h + B, h

b a b

where h is the terrain height and the constants Aa , Aj> , Ba , BD are regression values
determined from the data base ensembles.

The SSM/T software contains provisions to correct the a priori D-matrices during the
operational phase to optimize the retrieved data when necessary. The procedure consists of
comparing SSM/T derived soundings with coincident radiosonde soundings. The implemented
update procedure corrects for sensor and atmospheric modeling bias errors. A linear
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regression is performed between the measured data vector and a data vector calculated from
coincident composite radiosonde and rocketsonde observations. Regression coefficients «j
and /3j are computed for the ith frequency by

d = ad + ft (27)m c

where dm is the measured data vector and dc the calculated data vector. These coeffi-
cients are used to update the a priori correlation matrices (indicated by the subscript a) and
the expected data vector (d^ to yield updated quantities (indicated by the subscript u) as
shown in Equations (28)-(31)

1 a. 0

(28)

C(P-<P>. V<du>) = C (p ' <p> ' da * <da>) a (29)

C/d -Sd\ d -<d \\ = oC/d -<d \ d -/d \\a (30)\ u \ u/ u \ u// \ a. \ a/ a \ a//

\ u/ a\ a/

These updated matrices are combined with an operationally determined error covariance
matrix, C(6,8) , to yield new matrices defined by

D = C ( p - < p > , du-
(32)

4. DATA PROCESSING

4. 1 GENERAL DESCRIPTION
Ephemeris data are merged with the raw microwave sensor data and DMSP system data

at AFGWC to form the required input files for processing. The SSM/T data processing con-
sists of four main computer program components labeled PROCESSOR-A, PROCESSOR-B,
MICRO-CHECK, and D-UPDATE. Only PROCESSOR-A and PROCESSOR-B are designed to
operate in real time. PROCESSOR-A is fundamentally a. preprocessor for PROCESSOR-B,
the inversion processor. MICRO-CHECK is an on-line program, operating once each day as
a preprocessor for the update program, D-UPDATE. Both MICRO-CHECK and D-UPDATE
are designed to evaluate and correct the a priori D-matrices. Each of these processing pro-
grams consists of a driver routine and numerous subroutines. They are described in the
following section in reference to the top level flow diagram shown in Figure 3.

4. 2 PROCESSOR-A

PROCESSOR-A is designed to process data contained in the input file PROD*AEROJET-
MDATA while retrieving required information from various AFGWC data base components.
The processing is initiated at the UNIVAC 1110 system console by operator keyboard input.
Data are read in convenient groups from the input file to minimize input/output operations.
Raw data, in digital counts, are processed to produce the SSMT*BRTEMP file, SSMT*-
CALGAIN file, and various page print diagnostics. SSMT*BRTEMP file serves as the main
input to PROCESSOR-B whereas SSMT*CALGAIN is generated for off-line operational analy-
sis and system evaluation. The diagnostics are produced for error analysis purposes to aid
in the recovery of possible program failures. As depicted in Figure 3, valid sensor data are
stripped from the input file and identified for each spacecraft. These data are calibrated,
corrected for antenna patterns, timed, and earth-located. Gross error checks are made to
the corrected brightness temperatures against fixed upper and lower limits. Corresponding
terrain heights and 1000-mb heights are retrieved from appropriate elements in the AFGWC
data base. The corrected brightness temperatures and associated view data are stored in
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the SSMT*BRTEMP file while validated raw data are stored in the SSMT*CALGAIN file.
Page-print diagnostics may be generated for this processor by the operator. PROCESSOR-A
executes automatically processing one or more orbits of data from the input file which may
contain a maximum of 24 hours of data. After PROCESSOR-A executes, further real-time
processing is continued in PROCESSOR-B

4. 3 PROCESSOR-B
PROCESSOR-B runs sequentially to PROCESSOR-A in an automatic mode with the proc-

essing mode and area limits keyed in by the operator. Processing involves reading data from
the SSMT*BRTEMP file, selecting data for appropriate views (scan position), testing for the
likelihood of dense clouds or rain (over oceans only), adjusting for terrain height and invert-
ing to obtain atmospheric temperature soundings. The inversion process is described in
Section 3. All a priori D-matrices are stored in the SSMT*D-MATRICES file. There are 48
D-matrices in all, including one each for three geographic zones (tropics, mid-latitudes and
arctic/antarctic), four seasons, and four scan positions. The recovered soundings are stored
in the SSMT*SOUNDINGS file and SSMT*VERIFICATION file. The corresponding brightness
temperatures are also stored in the SSMT*VERIFICATION file. In addition PROCESSOR-B
produces page-print diagnostics of files as well as the location of views having dense clouds
or rain. After processing the last view of the SSMT*BRTEMP file, PROCESSOR-B provides
a listing of the number of soundings processed prior to termination.

4. 4 MICRO-CHECK

The MICRO-CHECK program is designed to run once each day. Inputs to MICRO-CHECK
are derived from the SSMT*VERIFICATION and AFGWC UADB. MICRO-CHECK searches
the UADB for radiosonde observations coincident with the inverted SSM/T soundings. It com-
putes the residual errors between the SSM/T soundings and the coincident radiosonde obser-
vation. The residual error data are used to evaluate the overall performance of the retrieved
profiles. Coincident rocketsonde soundings are also found. When rocketsonde and radiosonde
observations are found to be coincident with an SSM/T sounding, they are quality tested and
combined to produce a single sounding extending from sea level to the 0. 5-mb level. This
composite sounding is then used to calculate the data vector. The measured data vector is
also determined. These data vectors are finally stored in the SSMT#SSMTSTATFILE file with
the residual error data and the number of coincident data vector pairs. The SSMT#SSMT-
STATFILE file is used also as an input to MICRO-CHECK and successively updated each day
with new data. MICRO-CHECK also contains provisions for print-plotting coincident SSM/T
and radiosonde soundings and listing the statistical data. MICRO-CHECK runs to completion
when all soundings in the UADB are processed.

4. 5 D-UPDATE

Periodically, depending on the number of coincident measurements found in MICRO-
CHECK, the D-UPDATE program is executed. It runs automatically with input data from
SSMT*SSMTSTATFILE. Using the data input from this file, D-UPDATE tests the data for
sample-size representativeness and distribution in temperature. If these tests are satisfac-
torily passed, an OPTION 1 update may be executed. New D-matrices are generated, tested
in PROCESSOR-B and used operationally if warranted. After five successive OPTION 1
updates, tests of OPTION 2 may be performed to determine if the sensor bias and random
errors exceed the threshold values. When they exceed threshold values, an OPTION 2 update
is executed by modifying the correlation matrices, testing them in PROCESSOR-B, and
replacing operational D-matrices with the newly developed ones.

5. RESULTS

The SSM/T software has been implemented, tested and verified in the AFGWC UNIVAC
1110 system using simulated data in the input file PROD*AEROJETMDATA. These data were
computed from an independent set of soundings selected from the World Data Center A and
Eastern Meridional high-altitude meteorological soundings. Data were selected for all sta-
tions in these networks and stratified by latitude and season to complete a nominal DMSP orbit.
A total of 192 soundings were used in the simulation with 1344 views. Each view was assigned
latitude and longitude coordinates, surface height, surface temperature and emissivity value
(over land) or salinity value (in parts per thousand) for views located over the ocean. Antenna
temperatures were computed for each channel frequency and input to a simulator program
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with sensor and system data to generate the input file for test and verification purposes.
Several versions of this file were generated by the simulation program to test and verify
various system mode characteristics. The inverted soundings produced in the normal proc-
essing mode were compared to original source reference data by a separate subroutine for 2
seasons and 6 geographic zones. These included the arctic, mid-latitude, and tropic spring
in the Northern Hemisphere, and the antarctic, mid-latitude, and tropic fall in the Southern
Hemisphere.

The results, obtained from comparing 224 inverted soundings with the source reference
soundings in each geographic zone, are shown in Figure 4. The standard deviation of the 224
soundings in each zone-season are also shown in this figure. As shown in Table I, the SSM/T
sensor can measure brightness temperatures averaged over the weighting functions shown in
Figure 2 with an rms accuracy of 0. 4 to 0. 6 K for integration time of 2. 7 seconds. The
results shown in Figure 4 indicate the SSM/T rms uncertainty averaged over the 15 mandatory
levels is of the order of 2 K. Larger uncertainties occur at the 1000-mb heights since the
inferred soundings are biased to the 1000-mb forecast height. A qualitative comparison of
the rms uncertainty in the inferred soundings with the standard deviation of the source sound-
ings reveals that soundings will be obtained from the SSM/T measurements with an accuracy
considerably better than estimates based on climatology.

TABLE I. CHANNEL PARAMETER DESIGN SPECIFICATIONS

Channel

1

2

3

4

5

6

7

Polarization

)
( Principally
/ Horizontal

)

)
/ Orthogonal
/ to Channels

) ^

Frequency
(GHz)

50. 5

53.2

54. 35

54.9

58.4

58. 825

59.4

Bandwidth
(MHz)

400

400

400

400

115

400

250

NETD
(OK)

0.6

0.4

0.4

0.4

0. 5

0. 4

0. 4

TABLE II. SCAN PARAMETERS

Scan Type

Cross-Track Positions

Calibration Positions

Instantaneous Field of View

Total Cross-Track Scan

Total Scan Period

Integration Time (Cross-Track and Calibration Positions)

Sync Mode

Cross-Track Nadir

7

2-Cold Space and 300°K

14°

36°

32 Seconds

2.7 Seconds

Auto Mode or On-Sync
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SURFACE TEMPERATURES AND TEMPERATURE GRADIENT FEATURES

OF THE U.S. GULF COAST WATERS

Oscar K. Huh, Lawrence J. Rouse, Jr., and Glenn W. Smith

Coastal Studies Institute, Louisiana State University
Baton Rouge, Louisiana

ABSTRACT

Satellite thermal infrared data on the Gulf of Mexico
show that a seasonal cycle exists in the horizontal surface
temperature structure. In the fall, the surface tempera-
tures of both coastal and deep waters are nearly uniform.
With the onset of winter, atmospheric cold fronts, which are
accompanied by dry, low-temperature air and strong winds,
draw heat from the sea. Penetrative convection and wind-
driven mixing lower temperatures, first in the shallowest
waters and then, as the winter season progresses, in deeper
and deeper portions of the Gulf. A band of cooler water
forming on the inner shelf expands, until a thermal front
develops seaward along the shelf break between the cold
shelf waters and the warmer deep waters of the Gulf.

Digital analysis of the satellite data has been carried
out in an interactive mode using a minicomputer and software
developed at the Coastal Studies Institute. A time series
of temperature profiles illustrates the temporal and spatial
changes in the sea-surface temperature field.

1. INTRODUCTION

The most fundamental property of coastal and shelf waters routinely avail-
able from remote-sensing systems is temperature. The data are limited to sur-
face temperatures only, but the prominent surface expression of important
processes (coastal oceanic fronts, river and estuarine discharge plumes, and
conditions of strong vertical mixing) make these data fields particularly useful.

A series of images acquired by the NOAA satellites has been obtained (in
image and tape format). The images span the time from early fall to mid-spring.
These data are products of the thermal sensors in the Very High Resolution
Radiometers (VHRR). The spatial resolution of these scanners is 0.9 km at the
satellite subpoint and degrades to 1.5 km at the image margin. Maximum thermal
resolution is 0.5K. Thermal infrared images of any particular area are acquired
every 12 hours, and a visual image is acquired once every 24 hours. In all the
images the warmer-scene temperatures are represented by the darker gray shades.
The data reveal the response of the coastal waters to the passage of winter-
season atmospheric cold fronts.

The satellite data show highly organized patterns of surface temperatures,
strong thermal fronts, and many complex gradient features. River and estuarine
discharges, coastal and shelf waters, offshore gulf water, and the Loop Current
show up as thermally differentiated water masses. The Loop Current is the
stream of warm equatorial water that enters the Gulf of Mexico through the
Yucatan Channel. After entering the Gulf it makes a broad curved 180° turn,
exits through the Straits of Florida, and becomes a source of the Gulf Stream.
With the exception of the thermally conservative Loop Current and the already
chilled riverine discharges, the coastal and continental shelf waters undergo
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important changes. These are primarily alterations in horizontal and vertical
temperature structure initiated by the cold, dry continental air behind the
atmospheric polar fronts. The coldest waters occur in the estuaries and along
the inner shelf; the waters become progressively warmer offshore in the deeper
portions of the Gulf. The shallow waters of the shelf are generally well mixed
and the sea surface temperature is the same as that of the vertically uniform
water column (Etter and Cochrane, 1975). The fall and spring months are times
of transition between these two extremes of heat content and surface temperature
gradients.

Figure 1 is an outline map of the Gulf of Mexico. The location of the
continental shelf break is indicated along the northern coast of the Gulf by the
100-meter depth contour.

2. DISCUSSION

The NOAA-5 image for 1 October 1976 (Fig. 2) shows the conditions that are
typical of the summer season. The surface temperatures of the coastal bays and
shelf waters are the same as the temperature of the deep water of the Gulf of
Mexico. Historical oceanographic data show that subsurface temperatures during
the warm summer months are also uniform horizontally (Etter and Cochrane, 1975).
By 11 October 1976 (Fig. 3) the first major cold front of the season had moved
across the Gulf Coast. The air behind this front was much colder, and nighttime
temperatures up to 7.5°C lower than those prevailing earlier in the season were
measured at several coastal weather stations. The result of this initial out-
break of cold air was the lowering of the surface temperature of the coastal
lakes and bays. The cool estuarine discharge of plumes overrunning the still-
warm inner shelf waters shows up on the imagery; the maximum thermal contrast
occurs at this point in the winter season. Offshore, horizontal temperature
gradients still remained very weak. Along the shelf east of the Mississippi
River the warm offshore water extended to the coast. West of the Mississippi
River, cooler water was present tens of kilometers offshore. This difference
between the regions east and west of the river is a consequence of the much
shallower water on the shelf along the Louisiana coast. As a cold, dry air mass
passes over the Gulf waters, energy is transferred from the ocean. Long-wave
radiation is readily transmitted through the clear skies into space. Sensible
and latent heat transferred to the atmosphere by conduction and evaporation at
the water surface are carried upward by turbulent air motions. Persistent
offshore winds sweep this heat and water vapor seaward, and dry air is replen-
ished from the land. Aided by the wind stress, the increase in density of
surface waters resulting from heat loss and evaporative salinity increase ini-
tiates penetrative convective mixing, which dissipates stratification, and the
surface temperatures become more representative of the resulting isothermal
water column. Because the amount of temperature decrease depends upon depth,
the shallowest regions experience the largest temperature drop. Surface tem-
perature profiles extracted from the digital tapes for the NOAA-5 image of 11
October 1976 are shown in Figure 4. Figure 4a is the profile of line A-A' in
Figure 3. Three temperature regions are. evident: the cold bay waters, the
slightly warmer nearshore waters, and the as yet uncooled offshore waters. The
profile (B-B1) from the Florida coast (Fig. 4b) shows the relatively uniform
surface temperatures. Note that no attempt has been made to correct the satel-
lite-observed temperatures for atmospheric attenuation.

The next phase, the winter cycle, is represented by an image taken on 18
January 1977 (Fig. 5). At the time this image was acquired the coastal waters
of the Florida shelf had cooled and a temperature front was situated approxi-
mately 30 km offshore. The cooling of the water column that had occurred much
earlier west of the Mississippi was beginning along the Florida coast. Figure
6 contains the surface temperature profiles extracted from the NOAA-5 image of
18 January 1977. Two temperature regions are evident in this image along the
Florida coast (profile B-B'): cooled nearshore waters and the still-warm off-
shore waters.

With the passage of a succession of cold fronts, the band of cooler inner
shelf waters forming along the coast expands until an oceanic thermal front
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develops between the cold shelf waters and the warmer deep Gulf waters approxi-
mately along the 100-meter isobath (Fig. 1}. This condition is illustrated by
the NOAA-3 image of 13 February 1976 (Fig. 7). The synoptic sea surface tem-
perature pattern at this time was divided into three distinct zones: the cold
shelf waters, the warmer open Gulf waters, and, warmest of all, the Loop Cur-
rent. Mesoscale irregularities had developed along the thermal front between
the shelf waters and those of the open Gulf. The origin of these features is as
yet unclear. Possible mechanisms include horizontal eddy motion, intrusions of
surface water driven by strong winds, and overrunning by strong offshore cur-
rents. Another possible cause of excursions of the warmer water toward the
coast could have been internal density cascading. This process involves down-
slope flow of the colder and hence denser water that had formed on the shelf and
a compensating landward flow of warmer offshore surface water. The shallow
water of the Bahama Banks had also been cooled and was distinctly outlined in
this image. The profiles in Figure 8 are taken from the NOAA-3 image of 13
February 1976. Profile A-A', from off the Louisiana coast, shows evidence of
three temperature regions. The profile from off the Florida coast (B-B1) is
more complex owing to the presence of the mesoscale irregularities, as seen in
Figure 7.

The continued outbreaks of polar continental air masses over the Gulf
during the winter of 1976-77 caused the temperature patterns of the Gulf waters
to evolve an additional step. By 1 March 1977 (Fig. 9) the gradient between the
shelf and the deep Gulf waters had broken down. Strong cold fronts had sig-
nificantly chilled the entire northern part of the Gulf, and only the equatorial
waters of the Loop Current remained warm.

As the strength of the polar air masses decreases, with the advent of
spring, the Gulf water begins to warm. The first waters that respond
to the warming trend are the shallow waters in the coastal lakes and bays and
along the shoreline. The NOAA-3 image of 24 April 1976 (Fig. 11) shows this
warming along the Florida coast. The surface temperature of the bays along the
northwest coast was warmer than that of the nearby Gulf water. The shallow
banks in the Bahamas also had higher sea-surface temperatures than the adjacent
Atlantic Ocean water. As the length of the days increases and the air tempera-
tures rise, the waters of the Gulf will return to the warm-season conditions of
Figure 1.

3. CONCLUSIONS

1. Surface temperature patterns of the Gulf of Mexico display a highly
organized character. During the winter months three distinct regions are
present: the cold shelf waters, the warmer deep Gulf waters, and the equatorial
waters of the Loop Current.

2. A seasonal cycle of progressive cooling changes the uniform surface
temperature distribution of the summer months into the thermally structured
surface of the winter season.

3. The locations of the thermal oceanic fronts are controlled by the
bathymetry; the shallowest areas cool quickest.

4. The shallow coastal lakes and bays are the first areas to show a
response to both heating and cooling and therefore serve as indicators of the
direction of the heat fluxes between ocean and atmosphere.

5. Poorly understood mesoscale irregularities occur along the oceanic
thermal fronts. Sources of these features are uncertain because of the coarse
spatial and temporal resolution of previous oceanographic measurements.

6. Surface measurement programs, guided by real-time satellite infrared
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observations, are suggested to aid in resolving the sources of frontal irregu-
larities.

7. During the winter season the Loop Current is readily discernible
because of the maximum thermal contrast that exists between it and the adjacent
Gulf water.
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FIGURE 1. THE GULF OF MEXICO. The location of the continental shelf break is
indicated by the 100-meter depth contour.
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FIGURE 2. NOAA-5 INFRARED IMAGE, ORBIT 785, 1 OCTOBER 1976, 0225Z. Acquired
shortly after the passage of an early-season cool front. Surface temperatures
of coastal and deep waters are uniform; no strong thermal gradients exist. This
image is representative of summer conditions.

FIGURE 3. NOAA-5 INFRARED IMAGE, ORBIT 915, 11 OCTOBER 1976, 1500Z. Acquired
after the first strong cold front of the season. Coastal lakes and bays chilled.
Estuarine discharge plumes thermally distinct. Offshore cooling along Louisiana
coast and weak horizontal temperature gradients.
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FIGURE 4. TEMPERATURE PROFILES. Extracted from the digital
data for the NOAA-5 image of 11 October 1976 (lines A-A1 and
B-B' in Fig. 3). The arrows indicate the approximate
location of the coastline. No attempt has been made to
correct the observed temperatures for atmospheric attenuation.
Each dot represents the temperature from one picture element
along the lines.

FIGURE 5. NOAA-5 INFRARED IMAGE, ORBIT 2134, 18 JANUARY 1977, 0204Z. Sharp
thermal gradien formed off Florida coast as a result of heat loss by the shallow
water column. Continuation of offshore cooling.
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FIGURE 6. TEMPERATURE PROFILES. Lines A-A' and B-B' in Figure 5. Extracted
from the digital data for the NOAA-5 image of 18 January 1977. The temperatures
off the Florida coast (Fig. 6b) show the effect of the negative heat fluxes.
Waters near the coast are cooler than those offshore, where depth is greater.
Temperatures off the Louisiana coast are also cooler nearshore, but there is no
sharp gradient offshore. Location of the coastline is indicated by the arrows.
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FIGURE 7. NOAA-3 INFRARED IMAGE, ORBIT 10267, 13 FEBRUARY 1976, 0157Z. Strong
negative heat fluxes affect the entire Gulf region, including the Bahamian and
Cuban banks. Water in all shallow regions becomes cold. Three water types
defined: cold shelf and coastal waters, cool Gulf waters, and warm equatorial
waters in the Loop Current and Gulf Stream.
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FIGURE 8. TEMPERATURE PROFILES, Lines A-A' and B-B1 in Figure 7. Extracted
from the digital data for the NOAA-3 image of 13 February 1976. The two ver-
tical lines in profile A-A1 approximate the locations of the gradients between
the three temperature regions that are evident off the Louisiana coast (Fig. 7)
Off the Florida coast (profile B-B1) there does not seem to be such a sepa-
ration. Location of the coastline is indicated by the arrows.
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FIGURE 9. NOAA-5 INFRARED IMAGE, ORBIT 2654, 1 MARCH 1977, 0218Z. Strong cold
fronts of the severe winter continue to cool shelf and Gulf waters, and thermal
contrast at the shelf decreases. Eddies from the Loop Current extend far to the
north.

FIGURE 10. NOAA-3 INFRARED IMAGE, ORBIT 11085, 19 APRIL 1976, 0158Z. Warming
of shallow regions along the Florida coast; evidence of positive heat flux along
the inner shelf.
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MULTISPECTRAL ANALYSIS OF OCEAN DUMPED MATERIALS

Dr. Robert W. Johnson

Langley Research Center
Hampton, Virginia

ABSTRACT

Experiments conducted in the Atlantic coastal
zone indicate that plumes resulting from ocean dump-
ing of acid wastes and sewage sludge have unique
spectral characteristics. Remotely sensed wide
area synoptic coverage provides information on these
pollution features that is not readily available
from other sources. Aircraft remotely sensed
photographic and multispectral scanner data were
interpreted by two methods. First, qualitative
analyses in which pollution features are located,
mapped, and identified without concurrent sea truth
and, second, quantitative analyses in which con-
currently collected sea truth is used to calibrate
the remotely sensed data and to determine quanti-
tative distributions of one or more parameters in
a plume.

Location and mapping of pollution features in
the coastal zone previously have been based on
radiance differences between the plumes and receiving
waters, using sea truth or other data for identifi-
cation. As a result of the data analyses in these
experiments, an in-scene calibration technique was
developed that "normalizes" atmospheric effects,
thereby potentially providing a means of plume
identification that is independent of the specific
scene and the multispectral scanner used. The In-
scene calibration technique is based on ratio
values in each band of a multispectral scanner where
the ratios are radiance values in the pollutant
plume divided by radiance values of ocean water in
the same scene. Application of this technique to
data from several experiments indicates that plumes
resulting from acid wastes and sewage sludge have
distinctive spectral characteristics over a range
of environmental conditions and for two multi-
spectral scanners flown at altitudes of 3-0 and
19-7 kilometers.

In addition to qualitative analyses that used
the in-scene calibration, quantitative analysis
techniques were applied to sewage sludge dump
plumes. Results indicated that quantitative rela-
tionships exist between suspended solids in the
plumes and remotely sensed radiance values. The
calibrated regression equation that used Modular
Multispectral Scanner bands 4 (540-580 nanometers
(nm)) and 9 (760-860 nm) had a correlation coef-
ficient of 0.961 and a standard error of estimate
of 4.11 mg/i. for a measured range from 1.11 to
32.20 mg/1. The calibrated regression equation
was applied to map quantitative distributions of
suspended solids in two plumes in the remotely
sensed scene.
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Additional experiments will be required to
more fully define the role of remote sensing for
monitoring ocean dumping and for determining
plume chara.^eristics, such as dispersion
coefficients.

1. INTRODUCTION

Pollution features in coastal zones include plumes from ocean dumping of
waste materials, such as sewage sludge and acid wastes. It is of interest to
environmental managers to locate these plumes and determine the pollutant
dispersion characteristics. Remotely sensed wide area synoptic coverage pro-
vides information on features in the coastal zone that is not readily available
by other means. Remotely sensed data may be interpreted by two approaches.
The first approach is qualitative in nature and has been used to map features,
such as river plumes, without concurrent sea-truth measurements. Photographic
and multispectral scanner imagery or digital data have been used in conjunction
with other available data, following photoanalysis techniques. The second
approach is quantitative analyses in which sea truth collected at a limited
number of locations is used to calibrate remotely sensed digital data and to
extend the results to the remotely sensed scene. Results of the quantitative
analyses, calibrated regression equations, have been used to develop maps show-
ing quantitative distributions of one or more water quality parameters, such as
suspended solids or chlorophyll a_.

Aerial photographs have been analyzed by Scherz (ref. 1) to locate and
trace pollutant plumes and their dispersion characteristics. Klemas, et al.
(ref. 2) have analyzed Landsat and Skylab multispectral scanner imagery and/or
photographs to study sediment distributions, acid waste plume persistance, and
other characteristics of coastal zone pollution features. Yarger, et al.
(ref. 3), Williamson and Grabau (ref. 4), Klemas, et al. (ref. 5), Rogers,
et al. (ref'. 6), and Johnson (refs. 7, 8, and 9) have applied classification or
regression techniques to calibrate Landsat and aircraft multispectral scanner
data and to map distributions of water quality parameters in inland and
estuarine systems.

More recently, experiments were conducted in the Atlantic coastal areas to
determine the applicability of aircraft remote sensing systems to (1) locate,
identify, and map plumes resulting from ocean dumping of acid waste and sewage
sludge, and (2) evaluate previously developed quantitative analysis techniques
for determining quantitative distributions of materials in sewage sludge dumps.
These investigations include development of multispectral analysis techniques
that may be used to identify ocean dumped materials over a range of environ-
mental conditions.

It is the purpose of this paper to present results from these experiments
and the associated data analysis investigations. Results of the qualitative
analyses are applicable to the technology base that is required before a
remotely sensed monitoring system can be developed, for areas such as the New
York Bight. Results of the quantitative analyses may be used to evaluate plumes,
their dispersion characteristics, and environmental effects.

2. EXPERIMENTS

Remotely sensed data were collected in conjunction with sea-truth measure-
ments in three experiments in the New York Bight apex of the Atlantic coastal
zone, figure 1. Sea truth measurements were made by the National Oceanic and
Atmospheric Administration (NOAA) in these joint experiments. Pollution fea-
tures of primary interest in these experiments were ocean dumped materials, such
as sewage sludge and acid waste. In the first experiment in April, 1975, acid
waste and sewage sludge plumes were evaluated. In the second experiment on
September 22, 1975, plumes resulting from dumping of sewage sludge by two
methods were analyzed. The first dumping method is a "line" dump in which the
sewage sludge is dispersed over a 3 to 4 kilometer (km) track from a moving
barge in a 30 to ^5 minute period. The second dumping method is a "spot" dump
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in which the sewage sludge is discharged in one location in about 5 minutes.
In the third experiment on July 15, 1976, remotely sensed data were collected
during multiple passes over a sewage sludge spot dump to study temporal disper-
sion characteristics. In addition, in this third experiment, spectral data were
collected over an "unknown" sewage sludge dump and an in-progress acid waste
dump.

Two National Aeronautics and Space Administration (NASA) multispectral
scanners were used in the experiments reported here. The first scanner, which
was flown in April, 1975, is the Ocean Color Scanner (OCS) onboard a NASA Ames
Research Center (ARC) U-2 aircraft from an altitude of 19-7 kilometers (km)
(65,000 ft). Spectral and spatial characteristics of the OCS are listed in
table I. Experiment operations are described in reference 10. The second
scanner, a Modular Multispectral Scanner (M2S), was flown on the September 22,
1975, and July 15, 1976, experiments onboard a NASA Johnson Space Center (JSC)
P-3A aircraft. Spectral and spatial characteristics of the M2S and the mapping
camera for the 3-0 km (10,000 ft) flight altitude are shown in table II.
Operations for the September 22, 1975, experiment are described in reference 11.

3. DATA ANALYSIS

Qualitative Analysis

Qualitative analysis of pollution features includes location, identifica-
tion, and mapping their extent. In general, pollution features have radiance
levels different from those of the background water in one or more spectral
regions. In almost all cases, plumes in the coastal zone have higher radiances
(than the background water) that are due to suspended materials in the plumes
(e.g., refs. 3, 4). These differences have been observed in photographic and
digital remotely sensed data. Identification of pollution features without
concurrent sea-truth measurements requires consideration of atmospheric as well
as pollutant spectral responses. One method of "normalizing" environmental
effects (e.g., atmospheric and Sun angle) between scenes is to use an in-scene
calibration. The approach used in the results reported here was to determine
ratios of plume radiances to background (ocean) water for the same remotely
sensed scene in each of the multispectral scanner bands. These ratio values as
a function of wavelength indicate unique characteristics that may be used for
identification of plumes resulting from ocean dumping of acid waste and sewage
sludge. After the plumes have been located and identified, they may be mapped
using radiance differences in one (density slicing techniques) or more (classi-
fication techniques) spectral bands.

Quantitative Analysis

The quantitative analysis used is based on previously developed multiple
regression techniques (refs. 7, 8, and 9). Specifically, a stepwise regression
analysis is applied in which only statistically significant spectral bands are
included in regression equations that relate remotely sensed data to parameters
in the water column. These calibrated regression equations have been used to
map distributions of water quality parameters, such as suspended sediment and
chlorophyll a (refs. 8, 9).

4. RESULTS

Qualitative Analysis

Qualitative analysis of remotely sensed data includes location, mapping,
and identification of features without the requirement for concurrent sea-truth
measurements. Photographic and scanner radiance measurements from the
September 22, 1975, experiment will be used to demonstrate how remotely sensed
data have been analyzed. Spectral data will then be compared from the April
1975 and July 1976 experiments to demonstrate that the in-scene calibration
technique provides a means for Identification of acid waste and sewage sludge
plumes over a range of experimental conditions.
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Photographic results showing plumes from two sewage sludge dumps are shown
in figure 2 (taken from ref. 11). The photograph was taken by a Zeiss mapping
camera from 3.0 km (10,000 ft) at 11:59 a.m. eastern daylight time (e.d.t.),
about 1 hour after the dumps. As noted in figure 2 the line dump took place
from 10:46 a.m. to 11:16 a.m. and the spot dump from 11 a.m. to 11:05 a.m. The
spectral image of the plumes, shown in figure 3, was obtained by mapping
contours at different radiance levels in M2S Band 9 (760-860 nanometers (nm)).
The essential outline of the plume is adequately represented by either figure.
Spectral responses using the in-scene calibration technique over the visible
and near IR spectral ranges for the two plumes are shown in figure 4. Also
shown are spectral responses for the two plumes about 5 hours after dumping,
indicating lower radiance values with dispersion of the plume over time, as
expected. Also note that these are no large spectral shifts with time.

Location of pollution features and their mapping by density slicing and/or
classification techniques is well developed (e.g., refs. 2, 3, 4, and 6). Thus,
only results related to identification of pollution features will be presented
for the April 1975 and July 1976 experiments. Spectral responses for acid
waste and sewage sludge plumes obtained on April 9 and 13, 1975» are shown in
figure 5. Recall these data were obtained by the OCS at a flight altitude of
19.7 km.

Spectral responses from sewage sludge and acid waste dump plumes on
July 15, 1976, are shown in figure 6. In this figure, three curves are shown
for sewage sludge plumes, the fourth curve is for an acid waste dump. The
multispectral scanner was the M2S flown at an altitude of 3-0 km (see table II).

Note the general similarity of sewage sludge response curves (figs. 5 and
6) with peak ratio values occurring at wavelengths of about 700 to 800 nm. On
the other hand, the peaks for the acid waste plumes (figs. 5 and 6) occur at
about 600 nm. Thus, the curves of figure 6 appear qualitatively typical of
spectral responses for sewage sludge and acid waste plumes over a range of
experimental conditions.

Quantitative Analysis

Quantitative distributions of suspended solids in sewage sludge dumps were
determined in an experiment in the New York Bight on September 22, 1975, involv-
ing two methods of dumping sewage sludge. The multiple regression (e.g., step-
wise regression) analysis techniques were used to analyze M2S data that had
been collected concurrenlty with sea-truth measurements by NOAA and the State
University of New York (SONY). In this particular experiment, only five of the
ten possible M2S bands provided useable data; however, the bands available (2,
3, 4, 7, and 9) appear to give adequate spectral coverage.

Ten surface water samples were taken within 20 minutes of the aircraft
over-pass. Five of the samples were taken in the line dump plume and five taken
in water adjacent to the plume. Measured values of suspended solids and
chlorophyll a along with radiance values at the corresponding locations are
listed in table III.

Suspended solids and chlorophyll a concentrations were analyzed quanti-
tatively with remotely sensed data (see ref. 9 for a detailed description of the
procedure used). The calibrated regression equation used radiance changes in
M2S bands 4 and 9 for determining suspended solids concentration changes; how-
ever, there were no significant radiance changes with chlorophyll a concentra-
tion changes. The linear regression equation for suspended solids had a corre-
lation coefficient of 0.961 and a standard error of estimate of 4.11 mg/Jt. over
the measured range from 1.11 to 32.2 mg/i. Comparison of the estimated
suspended solids, calculated from the linear regression equation, and measured
values are shown in figure 7- Prior investigations (refs. 7 and 8) have
indicated linear responses for suspended solids in this range of measurements.

Applying the suspended solids regression equation to radiance data in the
remotely sensed scene, quantitative distributions of suspended solids were
determined and a map developed using a computerized contour routine.
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Quantitative distributions of suspended solids in the sewage sludge dumps are
shown in figure 8. The sea-truth measurements in the spot dump were not
included in the regression equation; however, estimated values of 14-18 mg/Ji,,
from the linear multiple regression equation, compare favorably with the inter-
polated measured value of 12 mg/J. obtained in the spot dump.

5. CONCLUDING REMARKS

Results of field experiments conducted in the Atlantic Coastal Zone
indicated that pollution features such as plumes resulting from ocean dumping
of sewage sludge and acid waste, have unique spectral characteristics. These
spectral characteristics indicate significant differences over a range of
experimental conditions when an in-scene calibration technique is used. In this
technique the radiance ratio of the pollution feature (i.e., sewage sludge or
acid waste plume) to ocean water is determined. The resulting uniquely shaped
curve as a function of wavelength may be used to identify the pollution feature.
After identification, the extent of the pollution feature is mapped based on
radiance differences between the plume and the background water. This approach
may be used to locate, identify, and map their distributions, without concurrent
sea truth. This technology base may be used for the development of a remote
sensing monitoring system; for example, to monitor ocean dumping in the New
York Bight.

Quantitative analysis approaches may be used when concurrent sea-truth
measurements are made. Results of these analyses, calibrated regression equa-
tions, have been used to determine quantitative distributions of water quality
parameters, such as suspended solids in plumes resulting from sewage sludge
dumps. These numerical results provide information for determining dispersion
coefficients and environmental effects. Sea truth measurements in the
September 22, 1975, sewage sludge monitoring experiment included chlorophyll a;
however, there was no statistically significant correlation between changes in
chlorophyll a concentrations and radiance values.

Results of experiments to date indicate that primary features such as acid
waste and sewage sludge plumes may be distinguished by multispectral analysis
techniques. In addition, changes in suspended solids concentrations in sewage
sludge plumes produce spectral variations that may be used to develop cali-
brated regression equations. This procedure may then be applied to extend sea-
truth measurements at a limited number of stations to map distributions of
suspended solids in the remotely sensed scene. Additional factors to be eval-
uated in future tests, include dumping and mixing rates, type of sewage sludge
treatment, and composition of the material (e.g., acid wastes) being dumped.
In addition, further studies and measurements of receiving waters will aid in
interpretation of factors such as the application of in-scene calibration
techniques.
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TABLE III. SEA TRUTH MEASUREMENTS AND
REMOTELY SENSED DATA IN SEWAGE SLUDGE

PLUME ON SEPTEMBER 22, 1975.

TABLE I. OCEAN COLOR SCANNER SPECTRAL
AND SPATIAL CHARACTERISTICS AT 19.7
KILOMETERS (65,000 FT) ALTITUDE.
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FIGURE 1. OCEAN DUMPSITES FOR SEWAGE
SLUDGE AND ACID WASTES IN THE

NEW YORK APEX.

TABLE II. SPECTRAL AND SPATIAL CHARAC-
TERISTICS OF REMOTE SENSORS (AT
3.0 KILOMETER ALTITUDE)
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FIGURE 4. RADIANCE RATIOS OF PLUMES FROM
LINE AND SPOT DUMPS OF SEWAGE SLUDGE

ON SEPTEMBER 22, 1975.
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FIGURE 2. AERIAL PHOTOGRAPH AT 1159 EDT
SHOWING LINE AND SPOT SEWAGE SLUDGE
DUMP PLUMES ON SEPTEMBER 22, 1975.

Acid waste
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FIGURE 5. RADIANCE RATIOS OF ACID WASTE
AND SEWAGE SLUDGE PLUMES ON APRIL 9

AND 13, 1975-
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FIGURE 3. QUALITATIVE MAPPING OF SEWAGE
SLUDGE PLUMES OBTAINED BY "DENSITY FIGURE 6. RADIANCE RATIOS OF ACID WASTE
SLICING" M2S BAND 9, SEPTEMBER 22, AND SEWAGE SLUDGE PLUMES ON
1975. JULY 15, 1976.
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Measured suspended solids, mg/1

FIGURE 7. REMOTELY SENSED AND MEASURED
VALUES OF SUSPENDED SOLIDS IN THE
LINE DUMP PLUME ON SEPTEMBER 22, 1975-

FIGURE 8. QUANTITATIVE DISTRIBUTIONS OF
SUSPENDED SOLIDS IN THE LINE AND SPOT
DUMP PLUMES ON SEPTEMBER 22, 1975
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TECHNIQUES FOR SPILLS OF HAZARDOUS CHEMICALS
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Battelle
Pacific Northwest Laboratories

Richland, Washington

ABSTRACT

In this study, we have evaluated the first 400 chemicals
listed in the Coast Guard's Chemical Hazards Response Information
System (CHRIS) handbook with respect to their detectability,
identifiability, and quantifiability by 12 generalized remote
and in situ sensing techniques and some of the pollution sens-
ing instruments that are currently available or which could
reasonably be expected to be available within the next few years.
We have also attempted to identify some of the key areas in the
technology of water pollution sensing in which additional
research and development efforts are needed.

1. INTRODUCTION

The ARGO MERCHANT oil spill and the contamination of the James River by
kepone are recent examples of spills of hazardous chemicals into the waterways
of the United States. The possibility of water pollution by chemical spills
is a continuing problem in our industrial society, and it is likely, with con-
tinued growth in petroleum, chemical, and related industries, that the problem
will escalate. The Coast Guard and the Environmental Protection Agency (EPA)
have been charged by Congress with responsiblities for monitoring pollution in
U. S. waterways. Therefore, they require technological capabilities for quickly
detecting, identifying and quantifying spills of hazardous chemicals to mini-
mize the impact upon the environment. This study, supported jointly by the
Coast Guard and the EPA, was intended to provide some of the initial technical
data that is required by those agencies in meeting their responsibilities for
pollution monitoring and control.

The problem of detecting, identifying, and quantifying spilled chemicals
in large bodies of water such as rivers, lakes, and the oceans is enormously
complex. This is due in part to the large number of chemicals that can poten-
tially be spilled, and to the large diversity of the properties exhibited by
those chemicals in water. It is also due to environmental factors such as the
turbidity, turbulence, and roughness of the water, background pollutant concen-
tration, and atmospheric conditions.

In recent years, rapid and signficant advances have been made in the tech-
nology of remote sensing. Little more than a decade ago, the state-of-the-art
in remote sensing was largely represented by the techniques of aerial photography.
Although photographic techniques can be highly effective in certain applications,
their range of effectiveness is limited by the relatively narrow spectral range
of available films and by the difficulty of quantitatively analyzing photographic
imagery. The development of the optical-mechanical scanner was an important
step in remote sensing because it provided a means for quantitative data record-
ing via magnetic tape as well as providing a wide-band multispectral capability.
More recently, the availability of lasers, photon counters, optical multichannel
analyzers and other advanced electro-optical devices have made possible further
signficant advances in remote sensing capabilities.

Nevertheless, no remote sensing technique or instrumentation system for
unattended in situ pollution monitoring is yet available that can adequately
detect, identify, or quantify a broad range of chemicals under normal environ-
mental conditions. It is generally recognized that a multisensor approach is
required to achieve a reasonably effective operational pollution monitoring
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capability. The Coast Guard's AOSS (Airborne Oil Spill Surveillance)'system,
utilizing radar, passive microwave, thermal infrared, and video (TV) .-sensors,
is an example of a system of this type.

Numerous factors will affect the detectability, identiflability, and
quantifiability of a given spilled chemical. The nature and degree of influ-
ence of these factors will depend on the type of instrumentation system used.
A list of important factors would include:

• type of sensing system - remote or in situ;

• distance from the sensor to the water;

• zenith angle of the observation;

• system sensitivity;

• distance from the source of the spill;

• time since the spill;

• concentration of the chemical;

• turbidity of the water;

• turbulence and surface roughness of the water;

• salinity of the water;

• water depth;

• density of biological organisms;

• background pollutant concentration;

• weather conditions; and

• ambient lighting.

It was not the intent of this study, nor is it feasible, to perform an
analysis which takes into account all of these factors. The ways that they
individually and in combinations affect remote and in situ sensing measure-
ments could constitute numerous profitable research topics.

In this study, we have evaluated the first 400 chemicals listed in the
Coast Guard's Chemical Hazards Response Information System (CHRIS) handbook with
respect to their detectability, identifiability, and quantifiability by some
of the pollution sensing instruments that are currently available or which could
reasonably be expected to be available within the next few years. We have also
attempted to identify some of the key areas in the technology of water pollution
sensing in which additional research and development efforts are needed.

2. METHOD

Our analysis approach utilized generalized sensing system characteristics
and the gross physical, chemical, and optical properties of the CHRIS chemicals
to sort out the chemicals that are likely to be detectable, identifiable, and
quantifiable by each of the twelve sensing methods. This approach yields an
estimate of the relative potential detectability, identifiability, and quanti-
fiability of each of the CHRIS chemicals for the twelve sensing techniques.
It also yields an estimated, relative, broad-spectrum effectiveness ranking
for each of the sensing techniques. Without precisely defining acceptable
ranges for environmental conditions, we assumed that a favorable set of environ-
mental conditions exists for each sensing system.
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To conduct this study, it was necessary to identify, from a long list of
analytical and remote sensing techniques, those techniques which could be both
practical and effective in field applications to detect, identify, and quantify
chemical spills in water bodies. Appropriate techniques should have several
attributes, including the capability of detecting a broad range of chemicals,
reliability, stability, capability for unattended or automatic operation, and low
power requirements. For in situ sensing systems, an important consideration is
that no sample preparation should be required. The following techniques were
selected:

1. Optical reflectance;

2. Thermal infrared (passive sensors);

3. Passive microwave;

4. Radar;

5. Fluorescence;

6. Raman scattering;

7. Ion-selective electrodes;

8. Electroconductivity;

9. Reduction-oxidation potential;

10. Optical absorptimetry;

11. Dissolved oxygen;

12. Total oxygen demand.

These systems can be categorized as either "in situ" or "remote" sensing
systems. In this study, in situ systems are those which operate in direct contact
with the water, and remote systems are those which operate at some distance from
the water. Using these definitions, the first six techniques in the above list
are primarily applicable to remote sensing. Fluorescence and Raman scattering
techniques can also be implemented effectively for in situ applications. The
last six techniques are limited to in situ applications.

The ability of a sensor to detect, identify, or quantify a chemical depends
largely on the accessibility of the chemical to the sensor. For example, a
floating chemical is accessible to a thermal infrared detection system, but a
sinking chemical is not. The chemical properties which primarily determine
accessibility are:

• Solubility in water;

• Density;

• Vapor pressure;

• Reactivity;

Recognizing that highly volatile or reactive substances constitute a special
problem, it was sufficient in this study to focus primarily on the properties of
solubility and density. On this basis, each chemical can be assigned to one of
four accessibility groups:

Accessibility
Group Floats Soluble

1 - yes yes
2 yes no
3 no yes
4 no no
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Numerical accessibility values were assigned to each accessibility group/sensing
system combination. The lower limit on solubility was assumed to be one part per
hundred.

The second basic consideration in this analysis is that in order to be
detected, identified, or quantified by a given sensing system, a spilled chemical
must possess specific optical or electrochemical characteristics. Each chemical
was evaluated with respect to those characteristics, and numerical system applicabil-
ity values were assigned to each chemical/sensing system combination. In many
cases, the available data were insufficient. This problem was handled by con-
sidering molecular structures, possible ionic strengths, ion mobility, stability
under environmental conditions, viscosity, etc. For example, chemical structure
is of prime importance in determining the strength of fluorescence.

3. RESULTS

The numerical accessibility factors and system applicability factors were
combined by digital computer for the 14,400 possible chemical/sensing system/
sensing function combinations. The results were displayed in the form of charts
or numerical matrices. The numerical analysis yielded:

1) The estimated relative, potential effectiveness of each of the 12
generalized sensing techniques for detecting, identifying, and quanti-
fying each of the 400 CHRIS chemicals.

2) A numerical estimate of the overall relative, potential detectability,
identiflability, and quantifiability of each of the 400 CHRIS chemicals.

3) A ranking of the relative effectiveness of each of the 12 generalized
sensing techniques for detecting, identifying, and quantifying all 400
CHRIS chemicals.

Because of space limitations these results can only be summarized in a general
way here. Figure 1 is a chart which lists the numbers of chemicals from the
CHRIS list that are estimated to be potentially detectable, identifiable, and
quantifiable by the 12 generalized sensing systems. Also shown in Figure 1 are
the corresponding numbers for currently available water pollution sensing instrumen-
tation. These results were derived by using available product information which
was not necessarily complete. Nevertheless, these results probably do provide a
reasonable estimate of current capabilities. It is vital to realize, however,
that in many cases a sensor can only detect, identify, or quantify a given chemi-
cal under special circumstances. For example, most of the chemicals listed as
detectable by optical reflectance methods are detectable by a specific instrument
which is useful but whicr., nevertheless, has a small field of view and operates
at relatively short range.

The analysis indicates that 253 of the 400 CHRIS substances can be detected
by at least one available pollution sensor under certain operational and environ-
mental conditions. The identification and quantification capabilities of existing
remote and in situ sensing systems appear to be minimal.

4. CONCLUSIONS AND RECOMMENDATIONS

It should be stressed that broad-spectrum pollution monitoring is a com-
plicated matter, involving many environmental factors as well as the characteris-
tics and limitations of available instrumentation. It is clear that it is
impractical if not impossible to cope with every environmental variation, to put
a sensor at every location where pollution is possible, to survey every square
mile of water surface or to detect every chemical that is spilled. Studies
should, therefore, be made to determine and evaluate the relative probabilities
for spillage of each of the CHRIS chemicals, probable spill mechanisms and loca-
tions, and areas of probable greatest hazard to the environment and to human
health. Theoretical and experimental programs should be initiated and supported
to study pollution transport and dispersal mechanisms in crucial areas such as
rivers, harbors, and coastal zones. Both generalized and site-specific transport
models should be developed for the purpose of predicting the spatial and temporal dis-
tributions of chemicals having a wide range of chemical characteristics in water
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The optimum design and deployment of pollution sensors as well as effective
planning for the control and cleanup of possible chemical spills will require the
completion of research programs of this kind.

This study supports the generalization that identification and quanti^ica-
tion of chemical spills will be more difficult and costly than the already dif-
ficult task of detection alone. Therefore, assuming that funding for the develop-
ment, deployment, and maintenance of pollution sensing equipment will not be
unlimited, it would be useful to consider how much effort should be expended, in
the short term, on the development of each of these desired capabilities.

Under certain circumstances, mainly where fixed sensors can be employed, it
will not be too difficult to achieve a limited spill identification capability.
Several methods are possible. Some, such as Raman scattering and IR reflectance
measurements have been included in this study. Others, such as measurements of
optical scattering and absorption spectra in the vapor emitted by the chemical,
gas chromatography, and multisensor approaches, can be developed. But to develop
and implement a comprehensive capability, geared to a wide range of chemicals and
operable under a wide range of environmental conditions and spill locations,
would require a massive, costly effort. Specific and reasonable needs for identi-
fication capabilities should be defined in order to maximize the cost effective-
ness of hardware development programs. For the same reasons, the need for quanti-
fication capabilities should be similarly considered.

The task of water pollution monitoring requires the surveillance of large
areas of oceanic, coastal, and inland waters. For this reason, aerial sensing
systems, particularly real-time imaging systems, should receive careful attention
and be utilized to the maximum possible extent. Data formats and on-board image
display systems should be designed to derive the maximum practicable benefit from
the processing power of state-of-the-art digital electronics as well as tha
pattern recognition sensitivity of the human eye and mind when viewing two-
dimensional imagery. The design of data processing, display, and recordina
instrumentation will be a major factor in determining the effectiveness of aerial
remote sensing systems and should not be underemphasized in development programs.

The following items briefly outline several additional suggestions for
developing and implementing pollution sensing techniques.

• Raman measurements promise to provide a chemical identification and quanti-
fication capability in many in situ and non-aerial remote sensing applica-
tions. Efforts should be directed to finding and implementing methods for
increasing the signal levels and signal-to-noise ratios of Raman (and fluo-
rescence) measurements. This would include the development of advanced
Raman techniques which will allow the separation of a Raman scattering
spectrum from a fluorescence spectrum.

• Instrumentation systems which incorporate several kinds of pollution sensors
will have much greater capabilities for chemical detection, identification,
and quantification than can be obtained from any single sensor. The effective-
ness of combining sensors in this way was not explicity evaluated in this
study but it should be evaluated in future work.

• Digital signal processing capabilities are vital for deriving the maximum
possible information from remote and in situ sensors. Useful functions
include signal averaging, signature recognition, background subtraction,
data display, and control of operational modes.

• Several techniques for detecting and identifying molecules of a pollutant in
the air have been described in the literature. These techniques have not
been included in this study, but should be evaluated in future work.

• A significant group of chemicals are insoluble and heavier than water
(Accessibility Group 4). Detection of these chemicals is difficult and
unlikely except by placing sensors on the bottom of the water body at the
proper locations. The importance of making the effort to detect
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these substances, the kinds of sensors to employ, and the definition and
location of key monitoring sites should be determined by further studies.

• Interference effects are a problem for in situ sensing methods, particularly
in inland and coastal waters. These effects can be caused by ambient
chemical or ion concentrations, suspended solids, and natural organic
matter. Filtering can reduce the problem somewhat for some in situ sensors.
Built-in microprocessors may provide an additional means for reducing the
problem in addition to enhancing real-time, automatic, analytical capabili-
ties.

• Optical absorption spectra in the UV-visible spectral region are not available
for most of the CHRIS chemicals. These spectra should be measured.

• Thermal IR and microwave emissivity values are not available for most of the
CHRIS chemicals. These quantities should be measured in order to implement
IR and passive microwave sensing methods effectively.

The potential applicability and effectiveness of twelve generalized remote
and in situ sensing techniques have been estimated in this study. But those
estimates are only an initial step in what should be a sustained program to
evaluate and develop pollution sensing techniques and instrumentation. Field
experiments and measurements involving a broad spectrum of chemicals and a wide
range of environmental factors are needed together with laboratory measurements
that are directly relatable to field measurements. Numerous field and labora-
tory experiments have been conducted to study the detectability of oil spills,
yet the body of knowledge gained from those studies is by no means complete or
definitive. The scope of the research needed to deal with a broad range of
chemicals will be appreciated if it is realized that oils are among the easiest
chemicals to detect.
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ABSTRACT

The Information Transfer Laboratory (Intralab) at NASA/Goddard Space
Flight Center is designed to promote the operational use of satellite remote
sensing systems. Intralab, in partnership with key potential users (both
public agencies and private industry), undertakes projects to help these users
discover how to apply remotely sensed data to meet their operational infor-
mation needs. Intralab's approach to these projects requires intimate user
participation, from project definition through final documentation, and
emphasizes the processes that the user should adopt to successfully integrate
remote sensing into his routine operations. Intralab's earth resources
specialists (geographers, foresters, etc.) have access to a full complement
of contemporary processing and analysis equipment, ranging from simple
photointerpretation instruments to high performance digital processing systems.
Thus our goal is to provide the environment for a thorough testing and
evaluation of satellite technology, in order that participating users can be-
come sustaining and independent users of that technology.

The poster presentation summarizes the components of Intralab's
technology transfer program with specific reference to past and current
projects. Landsat applications are examined in various operational settings:
private industry (Weyerhaeuser Company and Rochester and Pittsburgh Coal
Company), local government (San Jose City Planning Department and the Baltimore
Regional Planning Council), and federal agencies (U.S. Bureau of the Census and
the Appalachian Regional Commission). Technical applications include forest
inventory, lineament analysis, and regional land cover mapping for a variety
of specific objectives. Approaches tested for these applications range from frp,
photointerpretation of standard Landsat photographs through interpretation of
computer enhanced imagery to digital processing of CCT data via remote job
entry or video interactive image analysis computer systems. The emphasis in
these projects is not merely on technical success, but on the processes by
which success is achieved as well. While institutional arrangements differ,
these users nevertheless share common concerns and goals. What operational
information does Landsat provide, at what cost, and can the user realize
benefits that outweigh the costs?

To address these issues properly, we must remember that "technology
transfer" embodies two concepts. Technology can be demonstrated in the
laboratory, e.g., in a pilot project. But transfer doesn't occur in the
laboratory - it occurs in the user's place of business. And it occurs not
merely because the technology exists, but especially when the potential user
is able to discover for himself the opportunities to apply that technology to
meet his information needs. Technology transfer is not simply a demonstra-
tion or pilot project after which one (often vaguely) expects the user to
"buy" the technology. It is, rather, a complex mixture of need and
opportunity.

The need is partially a desire by the user for more and better infor-
mation; the Landsat system can often satisfy this aspect. But the need
cannot be fulfilled until the Landsat information can be integrated with other
information already available to the user. This means the potential user
must, if he is to decide to adopt a new informatian source, have the
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opportunity to examine the institutional constraints and advantages. He must
appreciate the reliability of the data, and the dependability of its source.
He must also know that he has the resources - facilities, manpower, dollars -
with which to extract and utilize the information. He must understand how
such information contributes to his decision processes. Given the almost
infinite variety of institutional situations, it is fatally presumptuous
of a technology transfer agent to believe he knows the answers to these
questions. It is enough that he knows such questions exist, and is willing
to create or contribute to an environment in which these questions can be
answered.
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SUMMARY

The U.S. Coast Guard, through the provisions of legislation such as the Federal Water
Pollution Control Act and the Marine Sanctuaries Act, is assigned the responsibility of en-
forcing anti-pollution discharge laws and regulations in the navigable waters of the United
States. To meet this responsibility, the Coast Guard has embarked on a program to equip
a number of new Medium Range Surveillance (MRS) aircraft with operational sensor systems
designed to detect, quantify, identify, map and document oil spills on the open ocean. A
major step in that program was the development of the Airborne Oil Surveillance System (AOSS).

The prototype AOSS was developed by Aerojet ElectroSystems Company for the Coast
Guard through a program initiated in 1972. The AOSS was designed to be a real-time all
weather, day-night sensor system with the capability to (1) detect oil slicks, (2) indicate the
magnitude of spills - areal extent and approximate thickness, (3) identify and document the
source(s) of discharge, (4) assess cleanup operations, and (5) gather data regarding the fre-
quency and magnitude of significant spills.

The prototype system was installed aboard a Coast Guard HU-16E Albatross and flight-
tested off the California coast. Controlled testing of the system was completed in October
1974. During 1975 the prototype AOSS aircraft was used operationally by the Coast Guard to
evaluate the system effectiveness in detection; monitoring and assessment of offshore oil dis-
charges; search and rescue operations; ice reconnaissance missions; and monitoring of for-
eign fishing activities in coastal waters. Approximately 350 hours of operational experience
were realized.

The results of both the controlled testing and operational evaluation prompted a decision
by the Coast Guard to incorporate several improvements to the system and transfer the im-
proved version to an operational C-130 as a permanent installation.

The operational version of the AOSS is an integrated multisensor system configured to
provide effective airborne oil surveillance over a wide range of operating conditions. The
system uses a sidelooking radar system and a passive microwave imager for long range ship-
spill surveillance up to 25 miles from each side of the aircraft. This combination permits
effective detection and oil slick mapping day or night and under all but extreme weather con-
ditions. The system also includes an aerial reconnaissance camera and multichannel line
scanner for high resolution documentation of oily discharges and suspected violators. This
total sensor combination permits multispectral false target discrimination and an approxi-
mation of the magnitude (area and thickness) of slicks.

The sidelooking radar system is a modified APS-94D system which uses a unique 8-foot,
vertically polarized antenna for oil detection and mapping. A standard 16-foot horizontally
polarized antenna complements the 8-foot antenna to provide a 50 nautical mile swath width.
This system produces a near real-time radar map on film. The 37 GHz passive microwave
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imager is horizontally polarized and scans in a conic arc with a constant incidence angle of
45°. The dual-beam imager has internal calibration sources and is Dicke-switched. The
RS-18MS multispectral line scanner operates in three bands: 8 to 14 micrometers, 8.0 to
9. 5 micrometers and 0. 32 to 0. 38 micrometers. The camera is a standard KS-72 aerial
reconnaissance camera.

The four sensors and a position reference system are integrated by means of a software-
controlled operator console with real-time video displays. This arrangement permits the
operator to select the best sensor(s) for the prevailing conditions so that the unique advan-
tages of each sensor can be used and their individual limitations avoided. All imagery is
automatically annotated using an airborne data annotation system interfaced with the computer
console. Sensor data from any of the sensors can be converted to a common display format
by the processing display subsystem to facilitate operator interpretation of the data. Data
displayed can also be recorded on a video tape recorder.

The AOSS/C-130 system is undergoing flight testing at the present time and will be opera-
tional during April 1977.
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Abstract

The paper summarizes the work accomplished
in the Voyeykov Main Geophysical Observatory on
passive microwave remote sensing of soil moisture.
The theory and calculations of microwave emission
from the medium with the depth-dependent physical
properties are discussed; the possibility of
determining the vertical profiles of temperature
and humidity is considered; laboratory and air-
craft measurements of the soil moisture are des-
cribed; the technique for determining the produc-
tive-moisture content in soil, and the results of
aircraft measurements are given.

1. Introduction

The determination of the state of the soil and especially of the soil
moisture is one of the important applications of passive microwave remote
sensing. The solution of such a problem is possible because of the strong
dependence of soil microwave properties on moisture caused in its turn by
humidity-dependent dielectric constants of soil.

Beginning from 1969, such studies are being performed in the Main Geo-
physical Observatory. Laboratory, field and aircraft measurements of micro-
wave emission were made along with theoretical studies and model calcula-
tions. These studies were originally associated with remote sensing of soil
temperature and moisture, the determination of their vertical profiles in-
cluded. Then the main efforts were made in assessment of soil moisture and
the productive-moisture content in soil, which was most important from the
practical point of view.

2. The Theory of Microwave Emission from the Vertically-Inhomogeneous Medium

Actual objects emitting in microwave wavelength region are the solid
non-magnetic media with continuously varying properties. The emission from
such media is calculated with the phenomenological radiation-transfer equa-
tion, which is the equation of the energy balance for a medium [1]. The
applicability of such a technique to calculations of microwave emission from
an actual underlying surface (soil, in particular), the electrical character-
istics of which can be heavily depth-dependent, is not properly grounded.

The thermal emission is a kind of fluctuations and can be described by
the correlation theory for electrodynamical fluctuations of arbitrary quasi-
equilibrium microscopic systems. The thermal emission theory is well-
founded by A. Stogryn [2].
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Calculations of the thermal emission by the numerical method of A. Stogryn
are rather complicated, but in the case of the media with slowly varying pro-
perties they can be significantly simplified and reduced to the form comparable
with the transfer equation (3). For the media with a large scale micro-
inhomogeneities, for which the condition of

c/6
dZ

is always met, the expression for radiobrightness temperature which corresponds
to the thermal emission from an inhomogeneous medium (soil) into vacuum is as
follows

(2)

where RrT is Presnel coefficients;

£ f 0 > ae. a*"
6 **« dielectrical penetrability, and the indices

of refraction and absorption of the medium, respectiv

ely;

o((Zj -3. £-£(2) is tne absorption coefficient;

O is the cyclic frequency of emission in vacuum;

C is the light velocity

0 is the angle of sighting.

The expression obtained can be written as the product of the integral
(which determines the emission intensity in the medium near the boundary) and
the emissivity of the medium.

Expanding the S(z) and n(z) functions in the integrand of Equation (2) to

the accuracy of the first order £{Z)~$(0)+S'(Q)2 ; H(Z) ̂H(O) *n'(Q)Z
and using the averaging we obtain

where

(5)

0

1642



is the effective temperature of emission from the medium; £•-»
emissivity of the medium r

The result of averaging Z with the function K(z)

o

having the meaning of probability and meeting the condition of

can be used as Z.

The specific form of Equation (6) is determined by the approximate solu-
tion of the wave equation. For the higher accuracy, in Equations (4), (5)
should be calculated following the current methods for determination of the
inhomogeneous media emissivities. The values of the inhomogeneous media
emissivities obtained by solving Rikkati equations will be presented below.

Consider the S(0,Zy function. Transform Equations (2), (3) for the

case of the relatively weak absorption ( 3£ « H ).

Then '

where 0' determines the direction of propagation of the emission in the medium
and

Z

* (8)

Exp. (8) coincides with solution of the radiation transfer equation.
From the point of view of the general theory of electro-dynamical fluctuations
of the thermal emission, one can set the limits to the phenomenological theory
applicability. The phenomenological theory is totally applicable only for the

negligibly absorbing Cjg.<<. (]) weakly inhomogeneous media (see [1]).

Formulae (4)-(6) can be considered as general solution of the transfer
equation (8) for the case of arbitrary absorption.

Now, determine the difference between Equation (7) and (8) in the
presence of absorption. Figure 1 shows the angular dependences of the

and sec 0'functions for different values of P and 36. These values of di-

electric constants are taken from Reference [4] for the soil with 11%
humidity at the wavelength of 0.81 cm. It should be noted that for all the
other values of dielectric characteristics of real soil, the difference
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between the functions of S(0) and sec 0' is less than that shown in Figure 1.
The difference between the greatest values of S(0) and sec o' for = 90°
does not exceed 2 percent of the sec 6' value.

There is one more fact which reduces the effect of the difference be-
tween the S(0) and sec e' functions in calculations of radiobrightness temp-
eratures with formulae (4) and (8). For the great values of the absorption

index "X , with the greatest possible difference between S(0) and sec 0', the
absorption coefficient a(Z) is sufficiently great for the effective emitting
layer to be negligibly thin. In this case the radiobrightness temperature
is independent of the specific form of the integrand functions. Actually,
the calculations of radiobrigh.tne.ss temperatures for the wide range of real
temperature profiles and dielectric properties of the medium have shown that
the differences in radiobrightness temperatures evaluated with the S(0) and
sec 0" functions do not exceed a few hundredths of a degree.

Thus, the analysis given above shows that in the case of actual emitting
media with slowly varying physical characteristics the expression for radio-
brightness temperatures obtained on the basis of the theory of electrodynamic
fluctuations, coincides practically with a simpler expression used in the
phenomenological theory.

Then, one can evaluate the effect of depth-dependent inhomogeneity of the
soil on its emissivity. In the microwave region, the dielectrical penetra-
bility of the soil increases with the increase of humidity, and, in some
authors' opinion, this dependence is almost linear [5,6]. The humidity, in
its turn, varies with depth, this variation being sufficiently diverse. But
in a number of cases, humidity can be considered linearly varying with depth
throughout the effective emitting layer.

In this case the variation of the dielectric constant coincide with the
dependence of humidity on depth. In Ref. [7] we considered the emissivity
of the vertically inhomogeneous soil. The reflection coefficient, R, for such
a model of soil, closely related to emissivity, was evaluated by solving the

Rikkati integral equation with boundary condition of ""* ̂ given in Ref. [8].
Z-~oo

This equation was solved by successive approximation technique, and the
result was obtained as a sum of the Fresnel reflection coefficients and the
correction which depended on the wavelength, the absolute value and gradient
of the soil dielectric penetrability, and the sighting angle. The absolute
value of corrections to Fresnel coefficient determined by the vertical in-
homogeneity of the soil, increases with the increase of the wavelength, A ,
dielectric penetrability gradient,Q, and with the decrease of the boundary

value, £,0 . The angular dependences of corrections calculated for £0 =1.7 ;

_A = 60 cm ; Q. a 10 m are shown in Figure 2. The corrections for

both polarizations are negative and equal for 0 = 0 . When the sighting angle
increases, the absolute value of correction increases for horizontal polariza-
tion being the monotonous function of the angle, and decreases for the
vertical polarization, reaching the minimum at the angle close to that of
Brewster. The analysis of the calculation results has shown that in micro-
wave sensing of the humid soil, the Fresnel formulae can be used to calculate
the soil emissivity.

Thus, the theoretical analysis of the electromagnetic waves' propagation
through the vertically inhomogeneous soil has shown that in most cases the
approximation of the phenomenological theory of radiation transfer is precise
enough to evaluate the microwave emission.

3. Remote Sensing of the Physical Parameters of Soil, and its Possibilities

Microwa' :- emission from natural surfaces contains significant information
about the ph .ical state of the surface and subsurface layers and can be
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applied to remote sensing of natural formations, and a strong dependence of
microwave emission on the state of soil contribute to the solution of such a
problem. Besides, the absorption coefficients are much smaller throughout
the soil thickness in the microwave region as compared to the IR region.

This makes it possible to obtain the information not only about the state
of the surface but also about the physical parameters of the soil. In the
microwave region, the dielectric constant, E, and the absorption coefficient
of the soil, a, increase with the increase of humidity, o>. Humidity and
temperature of the soil vary with depth, T(Z) and u(Z). Thus, the radio-
brightness temperature of the soil, being the functional of T(Z) and u(Z),
depends on the type of soil and the parameters of the surface state (roughness,
the presence and type of vegetation, etc.).

Naturally, a great number of parameters affecting the microwave emission,
hampers significantly the indirect sounding of the soil. To determine the
radiobrightness temperature sensitivity to variations of different parameters
of the soil physical state, a numerical experiment was accomplished [9].

Radiobrightness temperatures were evaluated for sand and clay (which are
the extreme types of soil as to their dielectric characteristics) in the wave-
length region of 0.8-60 cm, under various physical conditions of their state.

Figure 3 shows the curves of radiobrightness temperatures of the soil
with positive and negative temperature lapse rate vs. soil moisture for three
wavelengths. At all the wavelengths, the decrease of radiobrightness tempera-
tures is seen to be due to the increase of dielectric penetrability of medium
taking place when soil moisture increases and emissivity decreases.

Radiobrightness temperature of the microwave emission from soil varies
from 60 up to 90K due to emissivity variations when soil moisture increases
from 2 up to 15% depending on the type of soil, wavelength and surface
temperature.

The temperature lapse rate affects the radiobrightness temperature for
all the humidity values only at the wavelengths greater than 1§ cm due to a
sufficiently thick emitting layer at these wavelengths. At X - 3 cm, the
effect of the temperature profile shows only for the absolutely dry soil
(u = 2%).

For low soil moisture and longer wavelengths (A - 20 cm) , the radio-
brightness temperature contrasts can reach 10-20K due to the soil temperature
profile variations, i.e., the sign and value of the lapse rate. Radiobright-
ness temperature dependence on humidity gradient is determined by the value
of temperature gradient. However, these variations do not exceed 3K even
for great temperature gradients. Such a weak dependence of radiobrightness
temperature on humidity gradient testifies the difficulty in indirect evalua-
tion of soil moisture vertical profile from radiobrightness temperature
measurements.

In order to increase the humidity gradient contribution to the received
signal, we suggest a differential technique for radiobrightness temperature
measurements [12]. This technique enables one to eliminate the soil tempera-
ture component from the observed data. The calculations made with this
technique have shown, however, that the first harmonic of the signal not con-
taining the soil temperature is equal to several degrees, though humidity
gradient contribution can reach 50 percent of this value.

Taking account of the fact that the total error due to the uncertainties
in radiobrightness temperature measurements and soil characteristics exceeds
the first harmonic in Fourier-expansion of the signal, we can say that it is
practically impossible to determine the humidity vertical gradient from micro-
wave measurements.

1645



To study the possibilities of temperature and humidity profiles remote
sensing, the thickness of the emitting soil layer was evaluated for different
wavelengths. For very humid soil (u ̂  20%) the emitting layer does not
exceed 5 cm even for A = 18 cm. The emission from only 10-cm layer reaches
the surface at = 18 cm when the soil moisture is 10 percent. And only for
the overdry soil (2%) the emitting layer thickness increases up to 20 cm. At
the shorter wavelengths, the emitting layer is 2-5 cm.

When analyzing the microwave emission from soil, we have emphasized that
the emission from soil is a complex functional of both humidity and tempera-
ture, the total effect of temperature and humidity profiles on the emission
being observed at all the wavelengths and at all the sighting angles. The
impossibility of separating the combined effects of humidity and temperature
on the soil emission forces one to confine oneself to indirect evaluation of
the temperature profile for a case of soil moisture, which is assumed to be
independent on depth [10]. With this assumption made, the inverse problem
can be reduced to solution of Fredholm integral equation of the first kind:

<9>

where 3( (}\ Z) ~ <)(• &~ ^s tne kernel of the integral equation (weighting

function).

At present, the technique for solving such incorrect (in mathematical
sense) problem has been thoroughly developed. In Ref. [10] we used the
technique suggested by 0. M. Pokrovsky which made it possible to analyze the
information content of measurements [11].

Let us consider the characteristic features of the soil microwave emission.
Figure 4 shows the kernels of Equation (9) for different soil moistures and
two wavelengths. The comparison of these kernels with the similar ones, e.g.,
in reconstruction of vertical temperature profile of the atmosphere from the
outgoing IR emission measurements (Figure 4b) shows that remote sensing of
the soil temperature profile is limited. This is due to the following char-
acteristic features of the kernels:

1. At all the wavelengths, the main portion of emission comes from the
same surface layers. Thus, the vertical profile reconstruction becomes
difficult even at the depth of 10-40 cm depending on soil moisture.

2. The kernels depend heavily on humidity, which verifies the necessity
of its independent determination.

3. Due to the strong correlation between the kernels, the solution of the
corresponding mathematical problem becomes significantly complicated, and the
amount of information about temperature decreases.

The analysis of information content of radiobrightness temperature
measurements performed for the kernels calculated for two soil moistures (3
and 12%) and 25 wavelengths over the range of 3-60 cm, has shown that for the
measurement errors of 0.5-1K, only one or two independent parameters can be
evaluated indirectly. Thus, one cannot expect a detailed information about
temperature profile, even in the case of such an idealized inverse problem.

The possibility of solving the inverse problem was evaluated for sand.
The program of numerical experiments included the solution of direct problem
with Equation (9) as the basis, and of the inverse problem with different
errors introduced.

If the measurement errors of radiobrightness temperature measurements is
0.5K, the temperature profile is reconstructed with a good accuracy (1-3K)
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under condition of exactly preset humidity and absorption characteristics of
the soil. In real conditions, the remote sensing of the soil temperature be-
comes complicated due to the necessity of highly accurate simultaneous
determination of the soil moisture.

Therefore, the conclusion is drawn that only the approximate evaluation
of temperature profile is possible on the basis of microwave measurements. It
should be pointed out that for complete evaluation of the usefulness of remote
sensing technique, a detailed laboratory and field study is necessary to obtain
reliable data on physical properties of the soil and to gain the experience in
remote sensing of the soil in real conditions.

4. Laboratory Measurements

The Main Geophysical Observatory has developed the technique for experi-
mental determination of emissivities of different underlying surfaces [13] in
order to obtain the data on humidity dependence of the soil emissivity. In
laboratory conditions , the radiobrightness temperature of the closed cavity
with a sample of the soil investigated was measured twice.

First, the emission was measured from the sample illuminated by a heated
blackbody mounted above this sample. The second measurement was taken with
the absolute reflector placed above. The emissivity of the sampled surface
is evaluated from these two independent measurements of the cavity's radio-
brightness temperature:

where I b{ , I 63 are the radiobrightness temperatures of the cavity measured

in the presence of the blackbody or the absolute reflector as the upper

surfaces;' Zc ^s tne emissivity of the upper cover; 'J* is its thermodynamical

temperature .

For several years, microwave emission from different underlying surfaces
was being measured using the above method. Some results were published in
Ref. [14]. This paper incorporates the results of laboratory multichannel
measurements taken recently in different seasons. Table 1 lists the observed
emissivities of different natural surfaces at wavelengths A = 3 . 2 cm and 1.6 cm.

Measurements were made using the improved measuring arrangement with
high- temperature blackbody, the emissivity of which was substantially increased,
especially at the wavelengths shorter than 3.0 cm.

The emission coefficients were studied for sand and soil with different
humidities, frost and thaw soil, the soil covered with snow and without it,
the dry and moist grass, peat, clay, hard-surface road, and concrete, dry,
moist and covered with snow. Humidity dependence of the soil microwave emission
has evoked great interest in connection with the aircraft passive microwave
remote sensing of humidity and moisture-content in the soil.

Some aspects of this problem were discussed in Ref. [15]. We measured
the dependences of sand and sandy loam emissivities on humidity. Samples
25-30 cm thick were studied. To vary the soil moisture, the surface of the
soil was moistened. The soil was sampled by a cutting cylinder both on the
surface and at the depth. The soil moisture was determined by weighing, in
percentage of moisture weight to that of the dry soil sample. When the soil
is moistened, the 25 cm layer acquires a certain humidity profile. But when
the soil is heavily moistened, the lower layer can be water-saturated. Figure
5 shows the emissivity of sand and soil vs. humidity at A = 3.2 cm. These
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data verify the significant decrease of emission from river sand and sandy
loam with the increase of surface humidity, which indicates, in its turn, the
possibility of remote sensing of the soil moisture. At the same time the
measurements have shown that the dependences of sand and soil on humidity are
different. For sandy loam sample (the dots in Figure 5), the strongest de-
pendence of emission on humidity shows for humidities greater than 207». Such
a variation of soil emissivity is similar to that of microwave emission from
sand and clay at X = 1.55 cm, reported in Ref. [16].

Figure 5 shows also the emissivity of sand and clay vs. humidity (curve 1)
calculated from dielectric constants taken from Ref. [17]. The theoretical
dependence agrees with the observed one (curve 2). However, the observational
data show that the dependence of microwave emission from sand on humidity is
more prominent and differs significantly from the similar dependence of sandy
loam, when it is moistened. Apparently, these differences are associated with
the fact that the surface humidity of the soil characterizes inadequately its
agrohydrological properties, and the processes of moistening the river sand
and sandy loam are different.

Much attention was paid to microwave emission from snow cover, frost soil
and unfrozen soil. The sample of soil, the emissivity of which was measured
vs. humidity, was preserved in a special bath, and in spring it was frozen.
During measurement, the air temperature was +1.2°C, the temperature of the
sampled surface was -0.4°C, and its emissivity was 0.923 at X = 3.2 cm.

After unfreezing, the emissivity of the sample dropped to 0.892. These
data correspond to theoretical evidence and show the variation of dielectric
constants of water when it freezes.

The data obtained show that the snow cover raises the emissivity of the
soil up to 0.956 at A = 3.2 cm. Thus, these data testify the possibility of
microwave remote sensing of the soil when the snow melts and the soil grad-
ually thaws.

Along with laboratory measurements of the soil samples, the field measure-
ments of microwave emission from soil were taken using the 18-m hinge tower
with radio equipment. The results of the field measurements are consistent
with the laboratory data. We succeeded in reproducing and studying the daily
variations of natural surfaces' emissivities in conditions of sharp tempera-
ture contrasts in spring and in the fall, as well as microwave emission
variation during freezing and thawing of the soil. The above-mentioned theo-
retical and experimental studies have made it possible to move on to evaluation
of soil moisture from aircraft.

5. Moisture and Water-Content in Soil as Inferred From Aircraft Passive
Microwave Remote Sensing

The productive-water content in soil, i.e., the amount of water in the
1-m layer which can be used by plants, has the main influence on crop forma-
tion in the regions with insufficient or unstable moisture. The information
about water content in soil accumulated in spring by the beginning of field
work is of great practical importance. In some regions this is a main factor
governing the growth and development of agricultural crops. However, the
direct evaluation of water content in soil from microwave emission measure-
ments is impossible, since, as has been stated above, it is impossible to re-
produce the moisture profile in the 1-m layer of the soil. Preliminary cal-
culations have lead us to a conclusion that for all real moistures of the
soil, the upper layer contributes mostly to radiobrightness temperature.

The problem considered can be solved by obtaining correlations between
the moistures of surface layers of different thicknesses evaluated from micro-
wave emission at several wavelengths, and the humidity profile in the layer
of interest.
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In this connection, we consider the main agrohydrological characteristics
of the soil. The main parameter determining the water content in soil is
the soil moisture, i.e., the percentage of the water content to the weight of
the dry soil (weight moisture) or to the volume of the dry soil (volume
moisture). These two parameters are related as follows:

% = up -D (11)

where u is the volume moisture in percent; u is the weight moisture in

percent; D is the volume weight of the soil in g/cm3.

The volume weight of the soil is the weight of the unit volume of the
absolutely dry soil of natural structure, in the undisturbed state. If the
subsoil waters' level is at a sufficient depth, then, as the soil moistens,
all the pores become filled with water. The amount of water in the saturated
soil is called "total water-capacity". It is expressed in percentage of the
dry-soil weight or in millimeters of precipitated water. The portion of the
water filling all the pores of the soil, will seep deep into it, because its
weight exceeds the force of the water-soil cohesion.

The remaining water, the weight of which is balanced by the force of
cohesion with soil, is called "suspended, water". The amount of suspended
water is called the minimum field water-content. This is expressed in per-
centage of the dry-soil weight or in millimeters of precipitated water. The
absolute amount of water in soil, or the total water content, is expressed in
millimeters and determined from the following relationship:

Qt = 0,1-u -D-Z (12)

However, not all the water in soil can be used by growing plants. At
some values of the soil moisture, other than zero, the plants fade. This re-
maining humidity is called fade coefficient and expressed in volume or weight
percentage. According to this, the portion of the total water amount which
can be absorbed by plants is called the productive-water content in soil and
determined from the formula:

Qp = 0,1 (up-q)D-Z (13)

The values of the volume weight of soil (D) and of the fade coefficient (q)
for each type of the soil are measured periodically and reported in the guides
on agrohydrological properties of soil. The amount of productive-water content
in the 1-m layer is usually of interest for agrometeorology.

It was said above, however, that in microwave measurements, only the
moisture of the surface layer can be determined, which forms the main portion
of emission. Thus, to solve this problem, it is necessary to determine
correlation between the humidity of the surface layer and humidity profile
in the 1-m layer. When the level of the subsoil waters is deep enough
(deeper than 1-m), correlation should exist between the profile of the minimum
field water-content and that of humidity.

The analysis of real humidity profiles obtained in spring from the agro-
meteorological stations of the Northern Kazakhstan, confirmed the assumption
that the depth-dependence of humidity corresponds to a mean profile of the
minimum field water-content for a given type of the soil. This is true only
for equilibrium conditions, when the surface layer of the soil is not
moistened by irrigation or precipitation. In any case, however, the humidity
lapse rate corresponds at a sufficient depth to the profile of the minimum
field water-content. Only the surface layer lapse rate is subjected to sub-
stantial variations.
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Figure 6 shows humidity profiles obtained at one of the meteorological
stations of Kazahkstan in April, 1975 to illustrate the agreement between
the lapse rate of the real humidity profile and that of the minimum field
water-content profile. The straight line corresponds to the mean profile of
the minimum field water-content for black soil, and the dotted line is the
supplementary profiles of the minimum field water-content reproduced from
humidity at a depth of 5 cm.

To determine the water content in the 1-m layer, we use a two-parameter
model of humidity profile based on correlation between humidity profile and
that of the minimum field water-content. One parameter is the humidity of the
5-10 m layer determined from radiometric measurements at X = 18 cm, IR measure-
ments and the plot of emissivity vs. humidity. This made it possible to
eliminate the effect of the highly variable undersurface layer. The other
parameter is the lapse rate of the minimum field water-content profile.

The water content in the 1-m layer was calculated from real soil-
humidity profiles obtained during the aircraft experiment. Calculations were
made using our two-parameter model. The results have shown that the mean
relative error is 13 percent, and the maximum error does not exceed 35 percent.
Such an accuracy is quite satisfactory to obtain the operational data on water-
content in soil.

Thus, the information about the surface layer moisture and type of the
soil is needed for remote sensing of water content over large area.

The above-stated theoretical hypotheses were experimentally checked up
during the complex expedition carried out to develop technique and measure
the productive water-content in soil. The expedition was carried out in the
Northern Kazakhstan before a seed-time, in the spring of 1975. Measurements
of microwave emission from the underlying surface were taken from board the
MGO IL-18 flying laboratory. The radiometric data (X = 1.6 cm and 18 cm) and
those of the IR radiometer (8-12ym) were then processed.

The results of microwave emission measurements were used to evaluate
the surface humidity (X = 1.6 cm) and the humidity in the 5+10 cm layer.
Ground measurements of the soil moisture, water content and temperature pro-
files were taken at a network of the Hydrometeorological Service. Besides,
the scientists of the Department of Soil Science of the Leningrad State
University measured temperature, moisture and volume weight in the 1-m layers
of different types of the soil in this region. Aircraft measurements were
made during three days of each ten days of April, which enabled one to cover
the whole investigated area of 150000 km2.

During each survey, the aircraft measurements were made in such a way
that the uniform covering of the whole area could be obtained.

During the expedition, the aircraft microwave data were processed by
express-technique, and the operational information about water content in
soil was obtained for practical application of the data on productive water
content in soil. After the expedition, the data on radiobrightness tempera-
ture obtained at A = 18 cm were processed and the productive water content in
soil was evaluated using the two-parameter model.

Having compared the observed data with calculated ones, we found out a
systematic discrepancy between the data of remote sensing and those of
measurement. The analysis of all the possible sources of discrepancy showed
that the values of soil emissivities used to interprete the results were much
lower than the experimental values. This testifies the fact that the di-
electrical constants for sand and clay reported in Ref. [17] and used in cal-
culations of emissivity are somewhat higher as compared to real ones.

The comparison between the emission coefficients obtained from aircraft
measurements and the real soil moisture in the 5-10 cm layer obtained from
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ground observations, has made it possible to specify the dependence of
emissivity on soil moisture at A = 18 cm. To illustrate the above-said
Figure 7 gives emissivity vs. moisture calculated from the data of Ref. [17]
(curve 1), and obtained aircraft measurements (curve 2). Note, that some
authors [16,18] also report higher values of emissivity of real soil. Figure 7
shows experimental results cited from Ref. [16] (curve 3).

Figure 8 shows the productive water content in the 1-m layer in milli-
meters of precipitated water for the second ten days of April calculated from
specified dielectrical constants. Examining the scheme, we can see a good
agreement of the water-content values obtained by remote sensing, with the
ground-truth measurements (the ground-truth data are given in Figure 8 in frame),
especially if we take into account the difficulties arising in comparison of
local ground-truth measurements with those averaged over large areas.

When analyzing the results of interpreting the aircraft microwave data,
we should point out that such a parameter of the soil as the productive water
content, varies significantly even at one geographical point. This is
associated with wide variations of the fade coefficients in Equation (13).
The difference between relative soil moisture and fade coefficient put in
brackets is the difference between close values. The fade coefficient's
variations lead, therefore, to considerable variations in the productive
water content. Apparently, it is expedient to use not the productive water
content but the total water content in the 1-m layer to characterize the
spatial distribution of soil moisture, taking into account the resolution of
the technique.

To calculate the productive water content, we use the averaged values
of agrohydrological parameters of the soil obtained for the prevailing type
of the soil on each site of the area under investigation.

Naturally, this may lead to appreciable discrepancy between the results
of aircraft remote sensing and ground observations due to considerable varia-
bility of agrohydrological characteristics which depend heavily both on the
type of soil and on the agro-background. Therefore, for practical use of
remote sensing in determination of the water content in soil, special inves-
tigations should be undertaken to develop technique for obtaining the agro-
hydrological constants of the soil averaged over large territories.

To spatially averaged results of measurements also affect the accuracy
of water-content remote sensing. The inhomogeneity of the underlying surface,
and, in the first place, the presence of water reservoirs and the sites
covered with forest and bushes, may lead to overestimation of water content
in the first case and to underestimation in the second.

The analysis of the experimental data has shown that the technique
suggested can be successfully applied to determination of soil water-content
over large areas before a seed-time for spring crops or for fallow ground
without vegetation. It is necessary also to further develop measuring and
processing techniques, taking account of spatial inhomogeneities of agro-
meteorological constants and applicable in the case where the ground is
covered with vegetation.

Apparently, it is expedient to increase a maximum wavelength which will
make it possible to obtain more reliable data on the surface layer moisture,
for high humidities of the soil, in particular.
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REPORT ON COMMERCIAL EXHIBITS

Twelve companies participated in the commercial exhibits section of this
year's symposium. The following is a report on their activities:

THE HUGHES AIRCRAFT COMPANY. Space and Communications Group, El Segundo, CA

The Hughes Aircraft Company displayed the Hughes-built Multispectral
Scanner (MSS) and a new remote sensor to be built by Hughes called Thematic
Mapper was featured with graphics and scale models.

Although MSS has achieved spectacular success in carrying out the Earth
Resources Survey mission, NASA and the user community together have set new,
even more far-reaching goals for the future, requiring increased instrumental
capability. To satisfy these requirements, a new remote sensor called Thematic
Mapper has been designed.

Thematic Mapper will become the third generation in a family of precision
multispectral instruments for earth resources studies from low-altitude
satellites. The first generation - MSS-1 and MSS-2 now in orbit - has four
spectral bands covering the visible and near-infrared regions. The second
generation five-band MSS soon to be launched onboard LANDSAT C is adding
thermal imaging to this capability. The new Thematic Mapper will be carried
on LANDSAT D, scheduled for service during the 1980's.

Major performance improvements over the MSS were shown using photographs
of the Washington, D.C. area simulated to compare MSS and Thematic Mapper re-
solution. The photos showed geometric resolution of Thematic Mapper to 30
meters - 2.5 times better than the 80 meters currently obtainable from MSS.

SOCIETE EUROPEENE DE PROPULSION. Tour Nobel, Cedex No. 3, 92080 Paris La
Defense, France

Societe Europeene de Propulsion showed a model of their VIZIR image
display unit. The VIZIR unit was devised under contract to the French National
Meteorological Organization and managed by the Lannion Space Meteorological
Research Centre (Lannion-C.E.M.S.).

The VIZIR display unit, associated with a receiving station of the data
issued from a satellite, allows supplying very accurate images of the obser-
vations on orbit. These images feature, in particular, high reproduction and
resolution quality.

S.E.P. also distributed literature pertaining to their many other remote
sensing activities.

THE EASTMAN KODAK COMPANY, Aerial Products, 343 State Street, Rochester, NY

The Eastman Kodak Company display featured four examples of remotely
sensed imagery. The first print was made from a low-altitude (5,000 ft)
aerial photograph of Letchworth State Park, New York, on KODAK AEROCHROME
Infrared Film 2443 (ESTAR Base). The second example was made from a high-
altitude (70,000 ft) photograph of Washington, D.C., also on 2443. The third
print was made from a SKYLAB 4 photograph of Yuma, Arizona, taken with KODAK
High Definition AEROCHROME Infrared Film SO-127 (ESTAR Base). The fourth
image was a LANDSAT composite of the Finger Lakes region of New York State
which had been reproduced in false color format by EROS Data Center using
Bands 4, 5 and 7. These four types of imagery exemplify the results that can
be obtained using different remote sensing techniques and regimens. The re-
mainder of the booth was devoted to new and/or current Kodak Publications con-
cerning aerial photography and remote sensing. Attendees were encouraged to
complete information/request forms in order to receive a complimentary copy of
any Kodak Publication(s) of interest.
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DAMES & MOORE, 6 Commerce Drive, Cranford, NJ

Dames & Moore displayed their capabilities in computer analysis of
digital multispectral data. The equipment used consisted of a portable com-
puter terminal that accessed a remotely-located computer and printed out
examples of land use maps and exploration geological maps, all of which were
from actual Dames & Moore projects. A series of products were generated to
show the general methodology used in determining spectral signatures. Both
supervised and unsupervised methods were demonstrated. Examples of other
remote sensing applications by Dames & Moore were also shown.

GEOSPECTRA CORPORATION, 320 N. Main, Suite 301, Ann Arbor, MI

GeoSpectra Corporation offered examples of their complete services in
satellite geological remote sensing, ranging from the processing of Landsat
computer tapes with their unique software system to the interpretation and
field application of the resulting image products. The company has served
both large and small mineral and petroleum companies and has participated in
wide-area exploration projects (as large as 600,000 square kilometers) which
have yielded new mineral deposits. Although the company's principal interest
has been in mineral and hydrocarbon exploration, it has successfully tackled
other remote sensing problems as well, such as rangeland management and coastal
zone mapping.

AMERICAN GEOGRAPHIC, INC., 3109 Thompson Road, Fenton, MI

American Geographic, Inc. exhibited a display of lithographed reproduc-
tions of maps derived from remotely sensed data and reproductions of land-use
maps in the four color processes.

OPTRONICS INTERNATIONAL. INC., 7 Stuart Road, Chelmsford, MA

Optronics International, Inc., a manufacturer of scanning micro-densito-
meters and film writers, exhibited their latest product which writes directly
on color film. Digital imagery such as that from Landsat or Viking Mars has
historically been plotted using their Photowrite as three black and white film
transparencies, each corresponding to one primary color and later superimposed
onto color film. This process requires time and care. However, Optronics' new
Colorwrite simplifies color image production because it can selectively expose
each of the emulsion layers of color film with little or no operator inter-
action. Also shown were larger format graphics where 17" x 22" black and
white transparencies can be scanned or plotted in less than seven minutes.

INSTRUMENTATION MARKETING CORPORATION, 820 S. Mariposa Street, Burbank, CA

Instrumentation Marketing Corporation displayed a new low-cost, easy to
use combination for multispectral image acquisition and interpretation. This
included: the hand-held MB-470 Camera which provides 4 separate images in the
R, G, B and IR band on a single 70mm frame format. The composite image can be
created on the AC-70 Additive Color Viewer. Also the new AC-90 Additive Color
Viewer for 9.5 inch Multi-band imagery on Landsat scenes offers the capability
to produce composite imagery using a high resolution optical system with
extreme brightness. A unique motorized registration of X-Y axis was provided.
The 4200-E. Multicolor Data System is an analog system capable of video pro-
cessing and classification of both multi-band and Landsat scenes.

PROSPACE. 129 Rue de 1'Universite, 75007 Paris, France

PROSPACE, an organization grouping 42 French firms and CNES (French Space
Agency) presented the products and activities of its 10 members active in
Earth Observation. Visitors had the opportunity of seeing what is being done
in France in the fields of image taking, data processing and display technology.
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PROSPACE also presented the Argos Franco-American operational system for
collection of environmental data and location of drifting platform. The French
firm E.M.D., selected by CNES (French Space Agency) to develop multipurpose
platforms (buoys, ships, ground stations, etc.) compatible with the Argos
system, displayed a prototype beacon.

SPATIAL DATA SYSTEMS, INC.. Box 249, Goleta, CA

Spatial Data Systems, Inc. displayed its Model 830 Image Processing System
for the analysis and enhancement of remote sensing film. The Model 830 is cap-
able of digitizing Landsat multi-spectral film, IR scanner film, or false color
infrared film using selected filters to separate the color layers. The heart
of the Model 830 is their EyeCom Picture Digitizer and Display Terminal which
uses the EyeCom Scanner to scan any film from 16mm up to 9 1/2" x 9 1/2", and to
register the multispectral films under the camera so that any portion of the
Landsat imagery may be scanned at any magnification and remain in precise regis-
tration from band to band. The software available with the Model 830 includes
filtering techniques, contrast expansions, ratios between bands, various edge
enhancement routines, and a feature classification routine. Information as to
density or brightness of areas or points, as well as area measurement of various
features, can be obtained and displayed. In addition to handling the films, the
Landsat tapes may be read into the computer and the files for each of the bands
handled in the same manner as the film separations. The Model 830 Image Pro-
cessing System also includes a color output display so that up to 32 color may
be displayed of the features selected from the multispectral images.

GENERAL ELECTRIC COMPANY, 5031 Herzel Place, Beltsville, MD

General Electric Company displayed some of their Image 100 Products which
show color coded thematic data overlay and register to a base map at a scale
of 1:250,000. It also contained quantitative information regarding each color
coded theme in table format.

HUNTING SURVEYS AND CONSULTANTS. INC., 790 Madison Avenue, New York, NY

Hunting Surveys and Consultants, Inc. displayed the world wide remote
sensing experience of the parent company in the United Kingdom. Hunting, with
a graduate staff of over 100, provides a wide range of consultancy services in
oil and mineral exploration, land and water resource studies and topographic,
hydrographic and airborne surveys.

The Company makes extensive use of remote sensing imagery projects in over
30 countries and has used LANDSAT, SKYLAB, SLAR, THERMAL IR and a variety of
photography.

The Company displayed an example of LANDSAT interpretation from Afghanistan.
In 1976 Hunting assisted regional planning in N.E. Afghanistan, furnishing a
rapid appraisal of the entire Konar River and mapping of land resources at
1/250,000. Complete coverage was afforded by two enlarged False Color Com-
posites of LANDSAT imagery. These images provided a mapping base of high inter-
pretive quality and enabled land resource mapping of inaccessible mountainous
terrain at a fraction of the cost of more conventional aerial photographic
methods. The exhibit presented an account of the Afghanistan survey (False
Color Composite, frames in Bands 4, 5 and 7, and overlay exemplifying land re-
source mapping).

Hunting is currently engaged upon mapping the vegetation of the whole of
Nigeria from radar imagery and training Nigerians in remote sensing technology.
Activities in digital remote sensing analysis are supported by the specialized
services of the Image Analysis Group, UKAEA, Harwell, United Kingdom.
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REPORT ON PARTICIPANT QUESTIONNAIRE RESPONSE

Organization of this series of symposia regularly in-
volves an attempt to accommodate the broadest possible range
of participant interest, background, and expertise; to in-
clude material of importance to the remote sensing tech-
nologist, as well as the user of this technology; and to
provide a useful forum for the scientific, commercial,
governmental, and academic communities.

To assist in ensuring that, to the extent possible,
these goals are met; and that future meetings are res-
ponsive to the changing needs of this maturing technology,
as well as those of the participating remote sensing com-
munity, a questionnaire was distributed to the attendees
of the Eleventh International Symposium on Remote Sensing
of Environment (see next page for a copy of the question-
naire) .

One hundred ninety questionnaires were returned, 95
of which were from poster session authors.

82.1% of the sampling felt the Industrial Exhibit
Section added substantially to the overall program and
should be continued; 12.6% felt it was relatively un-
important to their interests or to the meeting's success;
and 5.3% made no comment on the exhibits.

Of the symposium participants who answered the ques-
tionnaire, 85.8% felt the poster session provided greater
freedom and in-depth discussion than traditional modes of
presentation; 8.4% felt it (poster session) less desirable
than traditional presentations, while 5.8% were undecided
or had no comment. 84.2% of the respondees felt the
poster sessions should be continued at future symposia;
4.7% felt they should not; and 11.1% had no comment. As
for the length of time of each poster session, 8.4% felt
they were too short; 3.3% too long; 77.9% of the respondees
felt the time period was of satisfactory duration and 10.4%
had no comment.

Of the poster session authors, 86.3% of those answer-
ing questionnaires responded favorably, to the poster
session format; 8.4% negatively; while 5.3% were either
undecided or gave no comment. 85.3% felt the poster
session format should be continued; while 5.3% felt they
should not; 9.4% had no comment. 6.3% of the authors
felt the poster sessions were too short; 1.1% too long;
75.8% satisfactory; and 16.8% had no comment.

Preceding page blank
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Questionnaire distributed to llth symposium attendees:

I. ALL PARTICIPANTS

(1) Exhibits. Recent symposia have included a limited commercial/industrial
exhibit section, aimed at evaluating the relative importance of this
element of information exchange. This aspect of the symposia:

adds substantially to the overall program and should be— ctuua DUUO
continued

n is relatively unimportant to meeting success and to my interests
or needs

Comments - Please feel free to write comments on back

(2) Poster Sessions. The poster-session format inherently trades quantity
of presentations to which the participant is exposed for quality of in-
depth discussion and individual selection. In terms of effective com-
munication and information exchange the poster-session format:

n provided greater freedom of selection and in-depth discussion
than traditional modes of presentation

I | is less desirable than traditional presentation

| | should; | | should not be continued at future symposia

Individual poster sessions in the current symposium were:

I | too short; | | too long; I I satisfactory

Comments - Please feel free to write comments on back

II. PARTICIPANTS MAKING POSTER PRESENTATIONS

The poster session format utilized at the current meeting:

allowed for more effective communication and presentation of
ideas, results, than traditional modes of presentation

resulted in a more (or less | | ) rewarding presentation and
discussion with interested participants

is less desirable than traditional presentation
comment: ;

1 | should; | | should not be continued at future symposia

Individual poster sessions in the current symposium were:

| ] too short; | | too long; I I satisfactory

Comments - please feel free to write comments on back

NAME (Optional) AFFILIATION

ADDRESS
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