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FCREWORD

The State Criminal Justice Telecommunications, (STACOM),
Project consists of two major study tasks. The first entails a study of
criminal justice telecommunication system user requirements and system
traffic requirements through the year 1985. The second investigates least
cost network alternatives to meet these specified traffic requirements.

Majer dncumentation of the STACOM Project is organized in four
voluimes as follows:

Title Document No.

State Criminal Justice Telecommunications {STACOM) TT-53

Final Report - Volume I: Executive Summary Vol. I
State Criminal Justice Telecommunications (STACOM) . T7-53
Final Report - Volume II: Requirements Analysis and Vol., IT

Design of Ohio Criminal Justice Telecommunications Network

State Criminal Justice_Telecommunications {STACOM) T7~-53
Final Report - Volume III: Requirements Analysis aad Vol. IIT
Design of Texas Criminal Justice Telecommunications
Network

Title ' Document N,
State Criminal Justice Telecommunications (STACOM) 7753
Final Report - Volume IV: ©HNetwork Desien Software Vol., IV

Users Guide

The above material is alsc organized in an additional four
volumes which provide a slightly different reader orientation as follows:

Title Document No.
State Criminal Justice Telecommunications (STACOM) . 5030-43%

Functional Requirements - State of Ohio -

State Criminal Justice Telecommunlcatlons (STACOM) 5030~-A1%
Eunctlonal Requirements - State of Texas

State Criminal Justice Telecommunications (STACOM) 5030-80%
User Requlrements Analy81s

State Crlmlnal Justlce Telecommunlcatlons (STﬁCOM) 5030-99
Network Design and Performance Analysis Techniques

- #Jet Propulsion Laboratory internal document

iv
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This document, No. 77~53, Vol. IITI, entitled "State Criminal
Justice Telecommunications (STACOM) Final Report —- Vol ITI: Requirements
Analysis and Design of Texds Criminal Justice Telecommunications Network,"
describes methodologies developed for user requirements studies and for
the analysis and design of communication network configurations. It then
illustrates the applications of these methodologies in the State of Texas.

This decument presents the resulits of one phase of research
carried out jointly by the Jet Propulsion. Laboratory, California Institute
of Technology, and the States of Texas and Ohio. The work at the Jet
Propulsion Laboratory was performed by the Systems Division, Telecommuni-
cations Seience and Engineering Division, and Information Systems Division
under the cognizance of the STACOM Project. The project is sponsored
by the Law Enforcement Assistance Administration, Department of dJustice;
through the National Aeronauties and Space Administration (Contract
NAST-100).
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ABSTRACT

Requirements analysis and design for the Texas Criminal Justice
Telecommunications Network is provided in Volume III of the Final Report
of & State Crlmlnal Justice Telecommunications (STACOM) project sponsored
by the Law Enforcement Assistance Administration (LEAA),

The project has developed techniques for 1dent1fy1ng user

~requirements analysis and network designs for criminal justice networks

on a state wide basis. Techniques developed for user requirements analysis.
involve methods for determining data required, data colleection, (surveys),
and data organization priocedures, and methods for forecasting network
traffic volumes. Developed network design techniques center around a
computerized topology program which enables the user to generate least

cost network topologies that satisfy network traffic requirements,

response ‘time requirements and other specified functional requirements.

The developed techniques were applied.in the state of Texas,.
and results of these studles are presented.
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SECTION 1

| SUMMARY

1.1~ OBJECTIVES OF STACOM STUDY

" The State Criminal Justice Communications (STACOM) user
requirements study was performed to support the primary STACOM project
‘objective of providing states with the tools needed for designing and

- evaluating 1ntrastate communications networks. The STACOM' projeot goals =

are.;

(1) - . Develop and document ‘techniques for: intrastate traffic
‘measurement, analysis of measured data, and prediction
of traffic growth

{2) “DQVeloo”and_dooument;techniquos‘for‘intrastate_network
design, performance analysis, modeling and simulation

(3) Illustrate applicatiuns of notwork design and analysis
. tEGhniques'on“tvpioal existing network configurations -
and new or 1mproved oonflguratlons

. (4) Develop and illustrate a methodology for establishing
.7 ‘priorities for cost effective . axpend;tures_to 1mprove-
capabilities in deficient aﬁeas.

: To support these overa_l project goals and specifically the
flrst, a user requlrements task was undertaken to develop and use {ools
for predicting future eriminal justice communications traffic. These
tools inelude techniques of statistical analysis for extrapolating
past trends into future traffic predictions, and survey and 1nLerv1ew1ng
technigues for estimating traffic in data types that do not yet exist,
The user requirements study was therefore divided into two phases:

a study of past btrends in existing data types to project future trends
-in communications traffic for these. data types; and a study of new

data Lynes that do not yet exist, but which are’ ant1c1pated ‘to estimate

their future traffic volume.

- Network designers then use these estimates of existing. and new

: data types to suggest future intrastate network designs that minimize cost

"and still satisfy performance regquirements. Knowing estimated traffic

volumnes over a decade, network designers can suggest the best times to-

' upgrade computers. or communications lines: to -keep the performanoe w1th1n
the required limits and assure minimum costs.” : :

TR T AL T g T o e g vt o - et < o e e e
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1.2 TRAFFIC PROJECTION METHODOLOGY AND RESULTS
1.2.1 Existing Data Typ=es

Existing data types contaln information primarily ﬁsed’by law
enforcement agencies. which have been in use typically for several years.

These data bases contain files on:

(1) Stolen articles including automobiles, license plates,
and other property .

{2) ‘Wwanted persons

(3) Drivers license information, including driving record
and description cf driver '

(u) Vehicle registration information.
Law enforcement agencies in most states have had access to centralized
state data bases conbaining these file types since the early*1970s. This
allows the establishment of hisbtorical communication traffic erowth
patterns and the use of these patterns to project future‘growth. in the
past users have accessed these data files over low-speed communication
lines which are defined as 300 bps lines or slowsr. Many states are now
upgrading to high-speed lines which are defined as 1200 bps or faster.

Two causes of past growbth of communication traffic into
existing data bases have been identified: growth due to communication
system improvements, and baseline growth. Communication system improve-
ments that occurred in the two model states were: :

(1) Addition of new data bases

(2) Conversion of low-speed communication lines to high-speed
lines and new terminal equipment

(3) Addition of new usar agencies
{4) Establishment of regional information systems

{5) The use of mobile digital terminals by large municipal
police departments.

Baseline growth is the increase in communications traffiec that would occur
even if there were no commun;cation system improvements and is generally
related to: : - - :

(1) Increased utilization of existing services

(2) Population and personnel increasés

(3) Training.

1-2
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The first step in our traffic projection methodology was to
#stablish the historical total system traffic growth pattern and to record
all past communication system improvements. The second involved the
determination of the component of traffic growth caused by past system
improvements. This was done by measuring traffic from impacted user
agencies or data bases immediately before and immediately after system
improvements were made. These increases were short term in nature and
were not projected into the future. Baseline growth was caleculated in the
third step by using the equation:

Baselines Traffic Total Traffic Communication System
Growth = Growth - Improvement Growth

A key assumption of the forecasting technique was that baseline growth in
the future will continue as it has in the past. Thus, the fourth step
involved using the baseline growth curve established in step thres to
project future baseline growth. Finglly, it is recognized that over the
next decade there will be further communication system improvements. The
fifth step, therefore, was to identify future expected communication
system improvements, their implementation schedule, and their impact on
future traffie. The sixth and final step was to combine fubure baseline
growth and growth due to system improvements to obtain future traffie
levels into existing data files.

" In Texas, system traffic in 1973 averaged 20,000 mes-
sages per day and increased to 100,000 messages per day by 1976. Of
this inerease 45,000 messages per day was baseline growbh and 34, 900
messages per day was growth due to communication system improvements.
Figure 1-~1 shows the Texas existing data type traffic projections.

It is projected that by 1985 traffic into existing data files will
be approximately 310,000 messages per day.

1.2.2 New Data Types

New data types consist of those information files which are
not now in common use but which are being seriously considered for future
implementation. They include:

(1) Law enforcement agency use of a computerized criminal
history (CCH) and offender based transaction statistics
(OBTS) file, where "law enforcement agency" includes
police, sheriff, state police, federal agencies, pro-
secutors, county jails, and local probatlon offices

(2) Court use of the CCH/0BTS file for both felony and misz-~
' © demearnor court processing in the large metropolitan
areas of each state

(3) Corrections use of the CCH/OBTS file from the correc-
' tions department headquarters and from the penal in-
stitutions throughout each state
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Figure 1-1. Texas Projected Existing Data Type Traffic Growth
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(4) Use of the CCH/0BTS files by the agencies in each state
that administer parole from state institutions, if it is
reasonable for that parole agency to participate in the
communications network

(5) A state judicial information system (SJIS) for re-

: porting court statistics from the civil and eriminal
cases of the courts that handle felonies and miszdemeanors
in the large metropolitan areas

(6) An offender based state corrections information system
(OBSCIS) which is a system of files at the headquarters
of each state's correctional agency containing informa-
tion on all inmates in all the state's penal institu-
tions. Portions of these files might bhe accessible
fo terminals in the institutions and in the parole
agency.

(?) Juvenlle agency records, 1f i1t is reasonable for the
: juvenile detention agency to participate in the com-
munications network

(8) An automated fingerprint encoding, classification, and
transmission system for the large metropolitan areas

(9) Traffic from the states' identification and investiga-
tion bureaus for converting manual files on offenders
into computerized files, and for entering new offender
records that are received manually at the state center.

This traffic in new data types is added to projections of
traffic from existing data types to obtain total criminal justice system
traffic for the next decade., Network design techniques are then applied
to this total traffic volume to design a minimum cost criminal Justice
information system that meets the performance requirements.

New data type traffic forecasts were made using a combina-
tion of estimates from operators and users of the present criminal
Jjustice communications systems in each of the states, and using extrapo-
lations based on recent history. The new data types were divided into
three basic types for purposes of projecting future traffic: (1) Arrest-
dependent traffic such as transzctions with the CCH/0BTS files which
originate at law enforcement agencies, courts, correctional institutions,
probation and parole agencies, prosecutors, and federal offices, and
including automated Fingerprint traffic; (2) Offender-related traffic
' such as that associated with an OBSCIS system in adult correctional
institutions or with juvenile agency traffic; (3) Traffic whose volume
is determined by other factors, suech as that in an SJIS system which
would be determined by court activity, or traffic from a state data
center devoted to converting manual records to autemated files.

Arrest dependent traffic was estimated by determining the

number of offeaders through each step of the states' criminal procedures
" and then projecting the number and types of messages that would be

1-5
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generated at each step of the procedure. Summing these information needs
over the procedural steps carried out by a particular agency then yielded
the total message volume generabed by that agency as a function of the
number of arrestees through the process, The approach of assigning
information needs to the several steps of a state criminal procedure was
first suggested for this project by Bill Griffith of the Ohio Department
of Computer Services. This technique was applied o both CCH/0BTS traffic
from all criminal justice agencies and to automated fingerprint traffic
from law enforcement agencies. CCH/OBTS traffic was allocated to user
terminals according te the total FBI index crime in each law enforcement
jurisdiction. Court usage was prorated according to the population or
court activity in the largest metropolitan areas. Correction usage was
distributed according to the number of inmates in the several
institutions, ard only the heddquarters of the parocle agency was allocated
traffic if that office was a user of the CCH/O0BTS files. Automated
fingerprint traffic was distributed to the large metropolitan areas
according to the population of each city or according to the total FBI
index c¢rime in each metropolitan area. : .

Offender-dependent traffic includes an OBSCIS system for each
state's correctional institutions and, if anticipated by the states, a
youth agency data system. Traffic was computed by dssuming that an
inquiry and a file update were generated for every inmate or student in
the state institutions every few weeks, and that,; if the parole agency had
access bto an appropriate part of the system, it would also generate
inquiries on a regular basis. The estimate of transaction frequency was
derived from conversations with correctional institution information
system officials who described past experience and provided future
estimates of traffic volumes. Traffic was distributed between the in-
stitutions according to the number of inmates or students in each
facility.

Other types of traffic include an SJIS system, which would
produce traffic dependent upon the level of court activity, and data
conversion traffic. from the state data center, which would depend on the
number of employees in such a center and on the volume of records requir-
ing conversion and updating. SJIS traffic was estimated by assuming that
only statistical information would be transmitted on state networks and
that one message would be generated for gach criminal or civil disposition
in the courts of the largest metropolitan areas. SJIS traffic was
distributed according %o the population of metropolitan areas, or
according to the volume of dispositions, whichever provided the best
statisties. Although an assumptlon was made throughout the study that
ecriminal activity and communication traffic will increase each year, data
conversion traffic was kept constant because it was also assumed that
inquiries and file updates will gradually come from remote user terminals
rather than from a centrw) state investigative agency. '

In Texas, the increase in new data type traffic will be
from a 1977 level of abouf 9,000 messages per day to 90,000 in 1685.
The growth in Texas is somewhat low because law enforcement use of
the state CCH/OBTS system was reduced to account for the use, by local
law enforcement personnel in the major cities, of local or regional
data bases instead of the state files. This is already a fact in areas

1-6




77-53, Veol. III

" like Dalias, Fort Worth, Houston, and San Antonic, and the tendency
will be to continue this practice. Officers in these areas will likely
use both state and local files, but state files will not be as heavily
used as they would be if they were the only data bases available.

New data traffic growth for Texas is shown in Figure 1-2.

1:2.3 Existing and New Data Type Traffic Projections

The existing data type traffic volume of Section 1.2.1 and
the new data type traffic velume of Section 1.2.2 were added to obtain
the total estimated traffic volume for the study period as shown in

. Table 1-1 and in Figures 1-3. The derivation of these total traffic
volumeés is described in Seection 5. For the purposes of this summary,

it is sufficient to note that, in addition to merely adding the traffic

_ volumes. of new and ex1st1ng data types, the total system. traffic was
modified to account for a slowing of traffic growth whenever the volume
reached a level close toc the system's computer capacity, and for a
similar brief period of slow growth followed by an accelerated growth
period immediately after a computer upgrade. Note that, although existing
data type traffic exceeds new data traffic volume throughout the period
of this study when measured in units of average messages per day, new
data volume far exceeds existing data traffic toward the end of the

study period if volume is converted to peak characters per minute.

This dominance is caused by the longer message lengths of the expected
new data types. Note alsco that between 1977 and 1985 this study projects
about a threefold increase in Texas' traffic measured in average messages
per day, and a fivefold increase in demand in terms of peak characters
per minute. If existing data traffic continues to increase as it has

in the past, and if new data types are implemented at the rate state
planners hope they will be, state communication system operators and
data system planners should prepare for a continuing program of upgrades
to terminals, lines, switchers, and central processors. The necessity

of such a program is apparent in Texas, and it is likely that many other
states are in a similar growth situation.

1.3 'SUMMARY. OF NETWORK DESIGN GENERAL METHODOLOGY

8ix major activities were carried out in the network design
‘phase of the study. These activities are summarized in the following
paragraphs:

1.3.1 Definition of Analysis and Modeling Techniques

A task was undertaken to define and develop specific analysis
and modeling tools for general use in intrastate systems. The principal
‘tool developed is the STACOM Network Topology Program. This program,
written in FORTRAN V and implemented on a UNIVAC 1108 computer under the
EXEC-8 operating system, enables a user to find least cost multidropped
stabewide networks as a function of traffic level demands and other
functional performance requirements.

-7
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Figure 1-2. Texas New Data Traffic Growth

The major inputs to the program are:

(1)
(2)
(3)
(4)

(5)

Traffic levels at each system termination on the network
Desired response time at network system terminations

Line tariff structures

Locations of system terminations using Bell System
Vertical-Horizontal (V-H), coordinates

The number of desired regional switching center, (RSC),
facilities. RSCs serve system terminations in their

defined regions and are interconnected to form total
networks.

1-8
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Table 1-1. Total Statewide Criminal Justice Information System

Iraffic in Chio

Traffic Summary:

Average Messages per Day.

Existing Law

New Data Typé

Total Statewide

Enforcement
Year Traffic Traffic Traffic
1977 138,490 8,400 146,900
1979 214,190 10, 600 224,800
1981 246,600 24,200 270,800
1983 280,200 58,500 338,700
1985 311,000 86, 140 397,100
Traffic Summary: Peak Characteré Per Minute.
Existing Law
Enforcement New Data Type Total Statewide
Year Traffic Traffic Traffic
1977 21,160 3,700 24,860
1979 32,720 4,670 37.390
1981 37,670 15,960 53,630
1983 42,810 ho, 220 83,030
1985 47,510 61,010 108,520
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Figure 1-3. Texas Statewide Criminal Justice Information System
' Traffic Projection in Average Messages per Day
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Principal outputs of the topology program are:

(1) Line eapacities and layouts servicing system
terminations

. (2) Fixed and annual recurring costs for lines, modems,
service terminals, ete. RSCs are priced separately.

(3) Line performance characteristics such as line
utilizations and mean response times

A second major analysis technique enables network designers. to
determine the reliability and availability of network configurations
produced by the topology program.

Finally, a network response time model used in the topology
program, is also useful in understanding present and fubture performance
requirements for switching and/or data base computers in the network.
This is true because the response time model involves a queueing analysis
which ineludes queueing times encountered at computer Facilities.

Descriptions of theze design and analysis tools are presented
in more detail in Section 7 of this report.

1.3.2 Network Functional Design Requirements

At the completion of state system surveys, and after
suffiecient interaction with state plamning personnel, and prior to any
specific network design aectivity, a document was produced specifying
Network Functional Design Requirements. This document provides network
performance criteria which are to be met in subsequent designs. The
Functional Requirements specify what the network must do, and do not
address at this level the specifics of how requirements are to be met.

The network Functional Requirements for Texas are presented
in Section 10.

1.3.3 Analysis of Existing Networks

‘This task employed developed design and analysis tools to
determine the extent to which existing statewide networks conform to State
Network Functional Requirements. Areas of discrepancy are noted and
discussed. Results for Texas are summarized later in this Section. A
detailed discussion is presented in Section 11. :

1.3,4 . Generation of New or Improved Networks

After specific studies of interest were identified with
state personnel, STACOM design and analysis techniques were employed
to study statewide network configuration alternatlves, (optlons), and
additional cost impact studies of interest.

1=11
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In the State of Texas, thveé basic network options were
con51dered for the TLETS Network. These involved the satudy of cost and
performance measures for one, two and three region networks as follows:

Option 1 - a single switcher located in Austin (one region).

Option 2 -~ a switcher located in Austin and second RSC
located either in Dallas, or Midland or Lubbock,
or Amarillo (two reglons)

Option 3 ~ a switcher located in Austin, and a second RSC
located in Dallas with a third RSC located either
in Houston, or San Antonio, or Midland, or Lubbock,.
or Amarillo,

Two additional options were studied involving the possible
integration of New Pata types in Texas with the TLETS system as follows:

Option 4 -~ costs for maintaining separate TLETS and New
Data nebworks.

Option 5 - costs for integrating the TLEIS and New Data
networks into a single network.

' Three addibional nefwork studies in Texas considered, (1)
network cost increases as termingl mean response time requirements
were reduced, (2) the impact of network cost and performance due to
adding digitized classified fingerprints as a data type to the TLETS
system, and (3) the relative difference in network costs between main-
taining and abandoning TLETS Network line service oriented ‘toward the
existing regional Councils of Govermment (COGs).

1.3f5 o Software Documentation

A final task carried out was the documentation of the STACOM
letwork Topology Program in the form of a users guide. This document,
No. 7T-53; Vol. IV, is entitled, "State COriminal Justice TeleeommunlcabLOns
(STACOM) Final Report - Volume IV: WNetwork Design Software Users' Guide.®

1.8 .'SUMMARY;DF'NETNORK.DESIGN-STUDI'RESULTS_"

The study results itemized below are -discussed in more detail
in Section 13 in this report. The following summary lists the prlnclpal
* findings ‘of interest for each of the studies carried ocut,

Texas Study Oubcome

s The existing TLETS network does not meet STACOM/TEXAS
- response time Functional Requirements on low speed
lines, and on high speed lines at times of nebwork peak
traffic loading,
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The existing TLETS network does not meet STACOM/TEXAS

system availability Functional Requirements. The

. STACOM/TEXAS networks recommended in this study assume
- the Austin TCIC/LIDR Data Base computer is upgraded

to exhibit an availability of 0.9814 and in multiple
region cases, switchers are upgraded to provide an
avallablllty of 0.997.

The least cost STACOM/TEXAS TLETS Network is a sing 1le
region configuration with regional switcher and data
base computers located in Austin. Savings for this
configuration over continuation of a three region
configuration for a period of eight years is estimated
“at $2,700,000. The line savings realized through the
employment of regional switchers (including regional
switchers in Dallas and 8an Antonio, (as in the. present
system) do not offset the increased costs of regional
switcher facilities. .

An eight-year cost savings of approximately $850,000 can
be realized through the integration of New Data Type
traffic into the TLETS System.

TLETS network response time requirements for ‘the
STACOM/TEXAS single region case can be reduced from ¢ to
7 seconds before additional costs are incurred.
Reduction to 6 seconds increases amnual line costs
approximately 3%. Reduection to 5 seconds increases
annual line costs approximately 10%.

Digitized classified Tingerprint data can be added
to the TLETS network as specified in this report
without compromising performance of the STACOM/TEXAS
'TLETS System.

There are no meaningful cost savings to be realized by
abandoning C.0.G. oriented line service in Texas. Cost.
is not a factor in a management decision regavdlng the
continuation of this service.

Existing lines to the TCIC/LIDR Data Base from the
Austin switcher should immediately be upgraded to 4800
Baud.

- Existing lines to the MVD Data Base from the Austin
switcher should immediately be upgraded to 4800 Baud.

The mean service time per transaction in the Austin
switcher should be immediately reduced to 130 ms. In
1981, the mean service time per transaction should be
100 -ms. This will be sufficient through 1985.
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The mean serviece time per transaction in the Austin

TCIC/LIDR Data Base computer should be immediabtely
reduced to 250 ms. . From 1981 to 1985 the mean service

. time: per. transaction reguired is 200 ms.
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' SECTION 2

SYSTEM DESCRIPTION

2.1 GENERAL

Many states already have sophisticated criminal justice com-
munications systems and are continually working to .upgrade them. This -
upgrade process includes modifications to anticipate Increased traffiec and
the addition of new files to make the systems more useful to criminal
justice agencies. Texas, one of the two states chosen as an example for
‘this study, is doing exactly this; it already has several data systems
_ for law enforcement and criminal justice agencies with steadily inecreasing
traffic, and it is considering system improvements to user termingls, line
speed, and central computers. State planners keep informed and look
forward to the day when some of the new data types suggested in- this
report may be 1neluded in the files of the Texas system.

In this report the central state flles of exlstlng data prES -

were assumed - to -include such items as:

. Wanted persons

® : Outstendihg warrants

. Stolen vehicles

e Stolen lieense'piatee'”
s . Drivers licenses

® Vehlele reglstratlons

"~ New data types that might be added durlng the perlod of the study 1neluded
(1) LaW'enforeement use of state CCH/OBTS flles
(2) Court use of CCH/OBTS files |
(3) Corrections use of CCH/OBTS files
fﬂj't Paroie.egeﬁey.eee ef.CCHbeTS fiies:”..
(5) A state_judieial_infe:mation_eystem
(Gj An offeneer;besed“stete'corfeetiens.ieferﬁatieﬁ syeteﬁ
(1) A Juvenlle ageney reeords system |

.(8)” An automated 1“1.ng;er'pt=1nt eneodlng, cla551flcat10n and
transmission system

" (y) - State investigation bureasu data coﬁVEPsionttreffie..




77-53, Vol. IIX

Most of these files were assumed to be located at a central
state data center, although it is up to each state to organize the
sontrol of its files. In some states, for instance, it might be desirable
to keep control of juvenile or corrections agency flles within those
organizations rather than maintaining them with other state data bases.
States will also vary in the distribution of terminals, lines, com-
puters, and switchers. A schematic representation of a state communication
system is shown in Figure 2-1, and a diagram of the facilities making
up such a system is shown in Figure 2-2, These figures will assist
in clarifying the descriptions of the Texas data bases, facilities,
users, and functions in the remaining portions of this section.

2.2 SYSTEM DESCRIPTION

For the purposes of this study, the Texas criminal justice
telecommunications system includes the present Texas Law Enforcement
Telecommunications System (TLETS) with all its data bases and existing
terminals and any new terminals that might be added to the TLETS systenm.
In the future it also includes terminals in courts to support the CCH/OBTS
and SJIS functions, terminals in the Texas Department of Corrections (TDC)
and Texas Youth Council (TYC) institutions and in the Boards of Pardons
and Parole (BPP) headquarters for the OBSCIS system, and Texas Department
of Public Safety (DPS) Identification and Criminal Records Division (IRC)
terminals in Austin for converting manual records to computer input. The
system does not include terminals connected to local computers which
contain strictly local data bases. For instance, San Antonio and Bexar
County have some 200 terminals connected to many data bases that are
contained in a computer operated by the San Antonio Police Department.

The state telecommunication system terminal in this case is the joint city
and county computer, not the individual terminsls connected to the
computer. These local terminals have access to state files through the
San Antonio computer, but, to the state system, it appears that these
messages come from a single large terminal in San Antonio.:

2.2.1 Data Bases

Most of the data bases in the state criminal justice telecom-
munication system are located in Austin. The present Texas Crime Infor-
mation Center (TCIC) contains records on wanted persons, stolen vehicles,
stolen guns, stolen boats, stolen articles, and stolen license plates. It
also contains a large CCH file, whiech is treated as a new data type
because its usage is low compared to its potential usage, and because in
the future it might become the nucleus of an expanded CCH/OBTS system with
many more data elements.

Also located in Austin are the files of the Motor Vehicle
Division (MVD) which contain reeords on all licensed drivers and motor
vehicles in the state. These files are also accessible to present TLETS
users,
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Figure 2-1. State Communication System Schematic
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New data types ineclude, in addition to the CCH/0BTS files,
data bases required for the systems summarized in Section 2.1. These are: -

(1)

(2)

(3}

)

2.2.2 " Users

Statistical data kept by the Texas Judiecial Council
(TJC) for the SJIIS system. This data base would
likely be in Austin when and if the system is ever funded.

A1l of the data bases kept in the TDC computer in
Huntuville, some of uwhich - those relabting to the

inmates' pensl records, and not those related to

such categories as TDC vehicle maintenance, TDC personnel,
or inmate financial records - make up the OBSCIS system.

A1l of the records on students kept by the TYC. These
would probably be kept at TYC headquarters in Austin.

Mew automated fingerprint files kept by the DPS

ICR Division in Austin. These automatic files would
be kept in a file separate from, but similar to,

the manual fingerprint file presently maintained

by the ICR Division.

The users proposed for the Texas criminal juspice information
system include all of the present users of the TLETS system, any expansion
of that system to counties or agencies which would like to participate,
and several other criminal justice institutions which have, up to now, not
had computerized information systems available to them, or which leased
time for batch operation on machines of other state agencies, or which had
their own dedicated machines, but were not tied into a statewide system.
These additional users are listed in Section 2.1, but are summarized below

for completeness:

(1)

(2)

The lawy enforcement users of the TLETS system are pri-
marily the local police departments and shepriff offices
throughout the state. In addition, DPS offices are tied
in, as are several federal law enforcement, military,
and investigatory agencies. In the larger cities such
as Fort Worth, Dallas, Houston, and San Antonio, the
user is a large computer installation provided by the
city or county, with individual terminals in the loecal
offices connected to the central lLocal computer. %o the
statewide networks, the terminal appears as a2 very large
single us.r, when it is really up %o several hundred
users on the other side of a single computer.

The proposed statewide system would include the courts
in the metropolitan areas surrounding the five largest
urban areas in Texas: Dallas~Fort Worth, Houston, San
Antonio, ElL Paso, and Austin. These users would include
both ‘District and County Courts, and both criminal and
civil court activity. The statewide networks would

2-5
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allow the courts to inquire into or update the CCH/0BTS
files, and it would allow the courts in these areas to

automatically send their statistics to the TJC for in-

clusion in the SJIS system.

(3) The TDC would be connected to the statewide eriminal
justice information system under this proposal, to allow
the 16 TDC institutions to obtain information and update
state records in the CCH/OBTS files. In addition, the
institutions would be able to communicate with the TDC
Files in Huntsville to obtain information on inmates.

(4) The Texas BPP headquarters would be able to inguire into
state CCH/OBTS files to obtain information on an inmate
or parolee, and BFP would also be able to have on-line
inquiry capability into the inmate records at the
Huntsville TDC headquarters to obtain the latest parole
status.

(5) The TYC homes, schools, and headguarters would also be
users of a Texas eriminal justice information system for
purposes of this study. Although there would likely be
little traffic between TYC and other agencies, and
although TIC would keep its own files at its head-
guarters in Austin, it is reasonable to include this
agency so that any cost savings From economies of
scale in the communications network can be passed
on to the TYC as well.

(6) Law enforcement agencies in the four largest metropoli-
tan areas would already be users of the statewide
system, but new aitomated Fingerprint data would be
added to their traffic in future years. This use would
consist of both fingerprint cards that had beén
aubomatically encoded and classified, and latent prlnts
for search and matching during an investigation.

2.2.3 Facilities

The facilities of a statewide Texas eriminal justice infor-
mation system which would inelude both existing and new data types would
be an expanded version of the present TLETS system. The TLETS system
includes MVD and TCIC data bases in Austin, message swibchers in Austin,
San Antonio, and Garland, lines and modems to communicate with the users,
and terminals in the user agencies. Computer installations are located at

the MVD and TCIC data bases, at each of the switcher locations, and in the

large cities and counties where they serve ag the termination of the
statewide system and as a central switcher and data base for hundreds of
local terminals, which can access the state system through this local
computer. : :

U —
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An expanded statewlde system including new data types would
have more individual terminals as local agencies came to depend on the
speed and utility of the state system. In addition, the SJIS systems run
by the courts in the five largest metropolitan areas would each likely
require a computer with terminals in the individual courts, since it is
anticipdated that the SJIS systems would be local record keeping instal-
lations, with only statistics sent on to the TJC in Austin. Additional
lines and modems would be required for connecting these local SJIS

1nsballat10ns into the statewide system.

Slmllarly, the TDC would require a eomputev in Huntsville with
Lermlnals in the remote institubions to operate an OBSCIS system. This
TDC computer has been operating for several years with many data files,
and the state system would nheed to bs made compatible if an in- : :
terconnection were desired. Lines and terminals in the TDC system are
slow, and it is likely that they would need to be upgraded to high-speed

lines and terminals if the systems were merged.

The TIC presently satisfies its data proéeséing needs by batch
runs abt night on the Texas Water Development Board computer. If the TYC

~were to become part of the statewide network, it could either use a

central facility in Austin for its files, or, if security and the data
volume jusbified it, the TYC could obtain its own machine and the state
network would include both this TYC computer and the terminals in tThe
several homes and schools,

The Texas BPP also runs its present software bateh at night on
the Water Development Board machine. Because of its unique needs, a
similar arrangement would probably be continued even after a statewide
criminal justice information system were implemented. However, to obtain
more rapid updates on offender status, the BPP would have an on-line
terminal able to access both the CCH/OBTS files inm Austin and the
appropriate TDC files in Huntsv1lle that. would be a2 termination of the
state system.

The present switcher loecations in Austin, Garland and San
Antonio are not necessarily the best to minimize total nstwork cost in the
future. It is possible that the network design software which operates on
these traffic forecasts will suggest fewer, more, or different switcher
locations such as Dallas, Housbon, and a city in the West such as Midland,
Odessa, or Lubbock. This is even more likely if traffic densities shift
to require more terminals in a certain region.

‘2.2.4 . . Functions-:

The statewide Texas criminal justice information system as

- projected by this report serves a multitude of functions by prov1d1ng all

criminal justice agencies with easily and rapidly accessible data in a
wide variety of categories. The present TCIC, License Identification and
Driver Registration (LIDR), and MVD files, which are azceessible to all
TLETS users, contain data on:
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s Wanted persons e Stolen boabts

® Supplemental persons (1] Stolen articles

e Stolen vehicles e CCH file

. License plates . Drivers licenses

&  Stored vehicles : e Vehicle registration

. Stolen guns

- Texas users can access the natbional NCIC data base and
can communicate with other states over NLETS via the TLETS system.
This report suggests that in the coming decade the existing CCH files
in TCIC will be expanded to include a complete CCH/OBTS system so that
of fenders are ftracked throughout their criminal career by all crimi-
nal justice agencies. For purposes of estimating traffie over such
a system, it is assumed that this expanded CCH/QBTS file will be made
available to a larger group of users, including more local city and
county police agencies, the courts in the five largest cities, the
TDC and its institutions throughout the state, and the BPP headquarters
in Austin. The functions to be performed by this system are really
limited only by the imagination of the individual user agency and the
local terminal operators. Data on a wide variety of topics are made
available to users in a matter of seconds, and user rescurcefulness
18 the limiting factor in determlnlng the functlons to be performed.

Bes1des Lhe existing MVD and TCIC f1les and an expanded
CCH/OETS data base with more users, this repovt estlmates future traffic
on the assumption that several more new data types will be added to the
-system in the next decade, along with the appropriate users. These new
data types and users are described in the sections above, and the
futictions performed by the system are again limited primarily by the
imagination of the user and the ofc-ating agency.

For instance, it is assumed that the SJIS system, which is not
ineluded until well into the 1980s, will be used on a local level for .
court management, case bracking, and calendar scheduling in beoth eriminal
and oivil cases. None of this traffic would appear on state lines,
however, since state reporting would be confined largely to statistical
record keeping. : .

The existing TDC data system in Huntsville is a very versatile
and useful system, functioning far beyond the capabilities of any proposed
‘OBSCIS system; which basically serves an an inmate tracking and record
keeping system. In addition to this important offender records function,
the present TDC compubter contains records on:

TDC budget Prison store accounts

-Personnel records _ Industrial goods production

. 2-8
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Equipment accounting Inmate commitment status
Vehicle expense Inmate mailing list
Local fund accounting Inmate skills

Food service Medical inventory
Inmate banking Research project data
Building construction Inmate test records
Aircraft utilization TDC school records

TDC legal defense records

This study assumes that the TDC would continue to carry out these
functions, but that the individual prisons would have faster direct access
to state files and to the required TDC files in Huntsville through faster
communication lines znd terminals. In addition, BPP would have on-line
access to the appropriate TDC inmate commitment status files so that it
could better plan parole hearings and activities. This would be an
improvement over the present BPP batch update from a weekly TDC tape.

The TYC data processing functions are likewise broader than
merely keeping track of students at the homes and schools. It is en-
visioned that, just as in the case of the TDC, the TYC data system will
maintain its present functions, and keep its own files, but that the re-
mote homes and schools will have faster on-line access to state files as
well as to the appropriate TIC files.

Gradually, as automated fingerprint systems become standard-
ized, less experimental, and less costly, it is expected that Texas
will begin to implement such systems, at least in the large metropolitan
areas where fingerprint volumes justify the expense of the equipment.
The statewide telecommunications system would function to transmit
both encoded and classified 10-print cards and encoded latent prints
found in an investigation. Fingerprint card information would then
be filed, and files could be searched automatically for prints to match
latents.

In addition to data base queries, TLETS supports adminis-
trative user-to-user messages and "all points bulletin" traffic.

2-9
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SECTION 3

TRAFFIC GROWTH MODELING - EXISTING DATA TYPES

3.1 APPROACH

: Determining future communication traffic lévels is of primary
importance in assessing the users! needs of a state criminal justice
telecommunication system. Future communication traffic levels into ex-
isting data files were estimated by examining available past growth
trends, and projecting these trends forward. There were two components to.
past traffic growth: growth due to communicabion system improvements, and
growth due to increased user demand. It was assumed that growth due to
increased user demand would continue into the future as it has in the

past. Growth due to communication system improvements can be charadcter-
ized as short term rapid increases and thus it would be inappropriate to
project these increases forward. We have instead predicted implementations
of future communication system improvements and their impact on traffic
levels. Our estimates of these two components of traffic growth are
combined to form the prediction of total future communication traffic
levels into existing data types.

Once total communication traffic levels are known we must
determine the distribution of traffic across all locations in the state.
This involves the identification of the paths of general traffic flow as
well as a quantification of the number of messages to and from each system
user. Models were developed that correlated current traffic levels with

user characteristies. These models were then used to determine future

traffic distributions.

3.2 DATA GATHERING TECHNIQUES AND RESULTS

In order to perform this analysis, information is needed from
Texas concerning current and past network configurations, record types,
traffic volumes, message lengths, traffic distributions, operating
procedures, user agency characteristics, and planned upgrades. Five years
of past data were collected.

Two survey forms were developed to obtain this information. A
state level questionnaire was written and given to the communication
system planner in the state planning agency. This survey form is shown in
Appendix A. In Texas the survey was directed to fhe proper persons in the

‘state govermment. We obtained answers to our questiomnaire from the

Department of Public Safety in Texas.

As seen in Appendix A we began by asking state planners to
provide one diagram showing principal components used in information
interchange between all criminal justice user agencies. Principal com-
ponents were defined as: ‘ o




77-53, Vol. III

Data bases
Switchers/concentrators
Terminals

Communication lines

Data bases only included those computers containing records that could be
accessed by communication lines considered part of the state information
system. We alse asked for communication line sizes in bauds which
measures the rate that information can be loaded on and taken off com-
munication lines. Finally we asked state planners to identify changes to
the above diagram and indicate when these changes were made. Answers to
these guestions provided a knowledge of current and past network con-
figurations. In general, this information was available.

The second question on the state survey asked for more
specific information concerning data bases. We asked for the type and
aumber of records available to system users from 1971 -~ 1976. A minimum
of Five years of past traffic statistics were needed to establish past
growth trends., Again, Texas provided us with answers to this question.

- The third question asked for traffic volume data. We re-
quested monthly communication traffie volumes in units of average messages
per day by user agency and message type. The time period was again
January 1971 - 1976. Texas had only recently instituted a management
information system that provided traffic volumes by user agency and
message type. Prior to 1976 Texas recorded only the number of messages
per month on each ecircuit where most cirecuits served more than one agency
Also no message-type distribution was recorded prior to 1976.

The fourth question asked state planners to provide average
message lengths by message type. As a check of these numbers, we also
asked to see format details Ffor all message Lypes transmitted over the
state ceriminal justice telecommunications system. Texas responded to this
question by providing us with a copy of their operating manuals which
presented formats required to obtain access to the files. Combining
knowledge of message formats with a knowledge of the message type volume
distribution allowed us to calculate an average message length.

~ Question five asked for an origin and destination matrix
showing yearly message volume from each user agency to each other user
agency in the state. Texas could not provide this information.

The sixth question asked about operating policies that affect
traffic volumes. Specifically we asked whether queries into one data file
automatically generate queries into other data files and whether there
were record update requirements. No answer was obtained to the second
question; however, Texas provided information on automatically generated
messages. ’

e s o fieme 23 e

s —



T7-53, Vol. IT1

Finally we asked state planners to inform us of any plahned
upgrade that would affect traffic against current law enforcement files.
We listed examples such as:

(1) An ihcrsase in ﬁhe number of records iﬁ a file

(2) & reduction in response time

(3) &n inerease in the number of user sgencies.
Texas provided complete responses to thls last quesn10n.

The second form des1gned for the collectlon of 1nformat10n was
the User Agency Questionnaire. (See Appendix B.) This questionnaire was
intended to obtain information on user characteristic=. on current and
desired response time and to obtain from the users an estimate of their
current traffic levels. This last item was intended to be a checlk of
similar data requested from the state. User survey forms were sent to all
user agencies in Texas. Many, but not all, agencies completed the survey .
and returned it to us. ' S

As seen in Appendix B user agencies were asked to supply
traffic data in the form of the average number of messages sent per day on
the state system, the average number of messages received’ ‘per day on the
state sysLem and the number of messages sent during a peak hour on the
state system. Responses were generally consistent with state statlstlcs
which were most llkely the data source used by the PESpondents.

_ - Users were next asked for current average response times and
acceptable response times. Almost all agencies answered these questions
with acceptable response times slightly lower than actual response times,

Finally, user agencies were asked to supply data on the crime
rate per capita in their area and the number of personnel requiring in-
formation over the state eriminal justice telecommunications system. Five
years of this information was requested; most agencies supplied it for the
current. year but did not give hisborical data.

Because a number of agencies did not respond to the user
surveys, other sources of data were identified that could fill information
gaps. Uniform crime report data were obtained for Texas. This report
presented population and crime statistics for all law enforcement agencies
in the state. We also used the national Uniform Crime Reports issued
annuuzlly by the FBI (Crime in the United States) to obbtain information on
the number of personnel employed by each agency. Finally the Texas state
almanacs were used to verify population statistics.

In addition to survey forms and statistical tables, we con-
ducted personal interviews to collect data necessary for predlctlng future
traffic levels into existing data files. Interviews were conducted with
data processing personnel in the larger metropolltan police departments
and with persons representing regional information centers. Personal
interviews were conducted with these representatlvss because of ‘the large
volume of traffic originating from metropolitan police departments and

3-3
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regional information systems. We asked questions concerning present
methods for accessing state data files, future communication plans that
would impact communication traffie into the state system, accessibility of
information contained in regional data bases to other users of the state
system, data types maintained on regional systems, and operating pro-—
cedures that automatically generate messages from regional data bases
into the state data base. We found that on~site interviews were required
in some instances; however, we were able to interview a number of these
agencies by teleplione. Both the large police departments and regional

. information centers were cooperatlve and provided the requlred
1nformat10n.-

All the above data were used in our traffic growth and dis-
tribubtion models which wiLl be discussed in following sections.

3.3 ‘ ‘AHALYSIS METHODOLOGIES ﬁPPLIED_TD'TRAFFIC’STATISTICS'
3.3.1 - ' Definitions

Traffic statistics were obtained primarily from the operating
agencies of the existing state criminal justice telecommunication systems.
Tre form of the data used to project future growth was monthly message
volumes broken out by sysbem users., In examining the data, care had to be
taken in interpreting the numbers given and in defining carefully the

. parameters. to be measured.

There are two measures of system traffic that will affect
final system design. The Tirst is the number of communication messages
transmitted over the system. A communicaition message is defined as the
transmission of information between a sender and a final receiver. For
example, when a user is attempting to obtain a record contained in a data
base, the sender is considered to be the user and the final receiver is

" considered to be the data base. Independent of the path of the message,
the transmission of the data base query between the user and the data base
constitutes one communication message. Once the computer's files have
been searched and a response prepaped the transmission of the response
from the data basé baek to the user constitutes a second communication
message. ' S

The second measure of traffic affecting system design is the
number of transactions handled by the computer. A transaction is defined
as the processing by the computer of a request for service. Requests ¥Tor
gservice include dabta base searches and preparation of response, data base
record modifications, and switching of messages. It is possible for one

" message into the computer Lo generate more than one fransaction. For
example, if a query into the state wants/warrants file automatically
generates a message to the nabtional wants/warrants file then two btrans-
actions occur: the state wants/warrants data base search and the switching
of the inquivy to the national Tile. :

- From the definitions above, it is apparent that communication
messages demand communication line services while transactions demand

3-4
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computer services. Methods of estimating these parameters from available
statisties will be discussed next.

3.3.2 Interpretation of Communication Traffic Statisties

In exawining available traffic statistics, the analyst must
first determine whether traffic is a measure ¢f communication messages or
transactions. If il is established that communication messages are being
counted, then a knowledge of computer message handling procedures allows
the calculation of computer transactions. Likewise, if it is established
that transactions are being measured, then a knowledge of computer message
handling procedures will gensarally allow the calculation of communication
message volumes. When it is not clear whether transactions or messages
are being counted the analyst must test both hypotheses. Generally by
looking for internal consistency or by checking with other independent
traffic statistics, it is possible to determine if transactions or
messages are being measured.

It is common for statistics gathering routines to record the
number of communication messages sent and received from every component of
the communication system. Thus a message sent from a user terminal to a
data base is recorded as being sen® from the user terminal and received by
the data base. When total system messages are calculated by summations of
messages over all components, this leads to a double counting of messages.
Dividing by a factor of two leads to the true message count.

Determination of the number of messages sent from the state
system to national communication systems must be handled with care. There
are currently two national communication systems, the National Crime
Information Center (NCIC) and the National Law Enforcement Telecommuni-
cation System ( 'LETS). The NCIC services data base queries and updates
but has no message switching capability. The data base is located in
Washington, D.C. NLETS provides message switching capabilities tying
together state data bases, but it maintains no data base of its own.

Messages sent from state telecommunication users to the NCIC
data base can be generated in two ways. The first involves a direct
message between the user and NCIC where the state user utilizes required
NCIC formats. The second, and by far the most common, results from a user
sending a message into th. state computer which then automatically
forwards it to the NCIC stolen article file.

Messages into the NCIC data base must travel from the user to
the state switching center and from the state switching center to the NCIC
data base. Respcnses then retrace this path back to the user.
Communication messages to and from the NCIC should be counted in the
following way (see Figure 3-1):
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DIRECT NCIC DATA DATA BASE

o BASE QUERIES, UPDATE | _ QUERIES, UPDATES
STATE "] STATE DATA BASE |- T _
USERS 1§ NCIC DATA - AND DATA BASE Nfs'rfs?img BCASE ,;
BASE RESPOMSES SWITCHER RESPOINSES ‘ ‘ o DG

Figure 3-1. NCIC Traffic Flow

(1) The initial transmission from the user bto the sbtabe -
switching center should-he counted as a separabe NCIC
comminication message opnly if it is a direct message

- between the user and NCIC.

(2) A1) transmissions of the datz base queries and updates
between the state switching center and NCIC should be
" counted as.communiCation messages3

(3) All Sransmissions of responses to data base queries
and updates between NCIC and the state switching center
should. be counted as communicatlon messages.

() The final transmission of the response to the NCIC data

base query or update from the state switching center to
the user should be counted as a communicabtion message.

Transactions shbuld bé éounted as- follows: -

~{1) The switching or automatic generation of a message by
~ - - the state data base computer lnto NCIC should be counued
as a transactlon. : _ .

(2)‘ The swltchlng of the NCIC response by the state data

..+ base computer to the. approprlate user terminal should
. be counted as a transaction. a .

If the states' traffic statistics do not follow these conventions, ad-
Justmeats ‘should be made. - ; :
- Communlcatlon traffic travellng from the state sysbam to the
- NLETS system is measured in the same way as NCIC traffic with the "
follow1ng_exceptlons. Fifst, all communication messages sent from stafe
system users to other states via NLETS must be sent directly, i.e., there
is no automatic generation of messages to other stabes. Second, other'
states can originate data base queries into the state data base.

3-6-
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Communication messages to and from NLETS should be counted
as follows (szee Figure 3-2):

(1)

(2)

(3)

(4)

(5)

(6)

All initisl MNLETS queries from state users to the
state data base should be counted.

A1l queries from the state data base to other states
via NLETS should be counted.

411 responses from other states to the state data base
via NLETS should be counted.

All transmissions of the NLETS response from the stats
data base should be counted,

All NLETS queries from other states to the state data
base should be counted.

All NLETS responses from the state dafa base to other
states should be counted.

Rules for counting NLETS transactions are:

(1)

(2)

(3)

The switching of an HLETS query by the state data base
to other states should be counted.

The switching of NLETS responses by the state data base
to state users should be counted.

The file search and response preparation done by the
state data base in responding to an NLETS inquiry from
another state should be counted.

Again, care must be taken in examining states' procedures for measuring
NLETS traffic levels. If the measuring procedures do not follow the above
rules, adjustments must be made.

NLETS GIUERIES

NLETS QUERIES

Y

STATE
USERS

o VTS RESPONSES " SWITCHER B

MNLETS RESPONSES

STATE DATA BASE [« ALL OTHER
AND NLETS QUERIES STATES

NLETS RESPONSES

Figure 3-2. NLETS Traffic Flow

3-7




T7-53, Vol. III

Once the traffic statistics have been analyzed and a good
measure of the number of communication messages has been obtained, it is
necessary to convert traffic from units of messages per day to characters
per day. Our procedure for this conversion is presented in the next
section. '

3.3.3 Message Length

For the purpose of designing a network of communication lines,
communication planners must know in addition to the number of messages,
the length of the messages so they can determine the number of characters
that are to be flowing on communication lines.

Determination of average message length begins by identifying
message types and message functions. Message types are the state data
base file types, administrative messages, NCIC messages, NLETS data base
nessages and NLETS administrative messages. Message functions apply only
fo data base message types and can be grouped into twe categories: data
base queries and data base modifications.

Lengths of data base message fypes by message function were
determined by examinipg specified formats in users operating manuals.
Response formats were also shown in these manuals. However, there are. two
possible responses to the query message function. The first is a short
response indicating that no record matching the input identifiers could be
found. The second, a positive response, is a longer message transmitbing
the entire record requested. Therefore, it is necessary to know the
positive response rate in order to calculate average message length of
responses to inquiries.

Average administrative message lengths were estimated by
examining example administrative message formats, by discussions with
state personnel and by examining available statistics kept by NLETS on
administirative message lengths. Since the format of an administrative
message is leff to the discretion of the user, message length could not be
determined by studying format specifications. However, good agreement was
cbtained from the three sources listed above, increasing confidence in the
administrative message length estimates.

Message lengths for NCIC and NLETS messages were obtained from
a previous JPL report {National Criminal Justice Telecommunications).
These numbers were slightly modified to peflect changes since the JPL
report was released.

A simple example of the method for calculating overall average
message length will be presented and then the methodology Wwill be
generalized to cover our more complex case.

Suppose there are only two message types and the avzrage
length of message type 1 is Lq and the average length of message type 2
is Lo, Also suppose F1 is the fraction of total messages that are type 1
and Fp is the fraction of total messages that are type 2. Overall average
message length can be calculated as follows:
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Overall Average Message Length = Fq x Lq + Fp x Lo

To continue the example by assigning values let:

L1 = 100 characters/message
Lo = 150 characters/message
Fq = 0.30

Fo = 0,70

. Then:

Overall Average

Message Length = 0.3 x 100 f 0.7 x 150 =.135 char/msg

In our case we have more than two message types and there are
also different message functions within message types. We do however know
the average message length and the fraction of total traffic of each
message function within each message type. We can thus apply the
methodology presented above by taking the summation of the products of
average message lengths and fraction of total traffic over all message
functions and message types. An example is shown below where there are m
message types and n message functions within each message type. The
fraction of total messages and the average message length is shown for
each message function and the calculation of overall average messasze
length is shown at the bottom.
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Fraction of Total Average Message
Messages Lenzth
Message Type 1
Msg Func 1 Fq1 L1q
‘Msg Funec 2 Fqo Li2
Msg Func n F1n L1n
Message Type 2
Mss Fune 1 " Foq Loq
Msgz Fune 2 Fag Lz,
Msg Fune n Fop Loy
tessage Type m
Msg Func 1 R Lin1
Msg Func 2 Fpo Lp2
Msg Fune n Fmn Lmn
-7
m n

Overall Average _ :E:-' EE:

N =
Messaze Length Msg Mse
Typel= 1 Fune )= 1

: J

(Fij % Lij)
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Overall average message lengths in the model states vere
caleulated using the above methodology.

3.3.4 Peak/Average Ratios

In determining needed cosmunicaticn capacity to satisfy
performance requirements, we would like to use a measure of demand that
reflests the load on the system during the busiest hours. Proper network
design requires that service objectives be met during the busiest times as
well as the average situation. AlL previous traffic statisties have given
message yolumes averaged over a day. To depive the desired traffic
measurement we establish the ratioc of traffic volume during the busiest
hour and average btraffic volume and designate it the peak to average
ratio, Average traffic volumes are then multiplied by this ratio to give
peak traffic volumes.

Peak to average ratios can be associated with different com-~
ponents of the communication system. At the first level we examine
peak/average ratio of the number of messages sent from a user agency. The
second level involves demand for communication eircuits. In some instances,
where there is only one user agency on a ¢ircuit, this corresponds to the
first level. However, for those circuits serving more than one user ageney,
a separate peak/average ratio can be computed. This cirecuit ratio is
dependent on communication linhe configuration and therefore changes as
new configurations are proposed. To avert this complication we have
assumed one constant peak-to-average ratio for the entire communication
system. This one value is taken to be the peak-to~average ratio of traffic
to the computer. We justify using this as the peak/average ratio for user
agencies and communication eircuits for the following reasons:

(1) Historiecally, the ubilization lewel of the computer has
been significantly higher than the utilization levels
of communication circuibs. Therefore it is more im-
portant to establish demands for computer service than
for communication lines and user agency terminals.

(2) It is likely that the peak/average ratio for communieg-
tion circuits and for the computer are not greatly
different.

{(3) There is a possibility that particuldr user agencies
will have peak/average ratios somewhat higher than the
computer's ratio. However, it is unlikely that this
higher than predicted number of messages would have any
impact on network system design since communication eir-
cuit utilization is low.

To determine this ratio we examine in detail one month of
total system traffic data. The number of transactions occurring each hour
in the month is determined. We search for the busiest hour and determine
the ratio of transaction volume during this busiest hour to the average
hourly transaction volume during the month., This ratio becomes the
peak/average traffic ratio.
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Predictions of average traffic levels are then multiplied
by the peak-to-average ratio to desceribe traffic levels during the
busiest hour.

3.3.5 Output of Analysis of Traffic Statisties
The outputs of the traffic analysis task are:
(1) Hisbtorical traffic statisties: 1971 - 1976

(a) Number of average total monthly communication
| messages ' '

(b) Number of average total monthly transactions

(¢) Number of zverage monthly communication messages
by system user

{d) MNumber of average monthly communication messages
by message type.

(2) Current traffic statisties
(a) Average message length by message type
(b) Total average meésage length
() Peak/average ratio.

This information on past and current traffic stabistics serves as input
into the traffic growbh and distribution modeling tasks to be discussed in
the next two sections.

3.4 TRAFFIC GROWTH MODELING
3.4.1 - Introducbion

Before we present our forecasting techniques a note of caution
is in order; forecasbting is a hazardous occupation. As Martino has said
(Technological Forecasbing for Decision Making) "The forecaster is never
absolutely certain that he has prepared the most useful possible forecast
. with the data he had available and the resources he employed.? Martino
continues to deseribe what Forecasting does and does not do., "A forecast
does not tell us anytbhing about bhe future. Instead, it tells only of the
implicabtions of available information about the past. These implications
are connected with the future through a logical framework. Hence, the
utility of a forecast for decision making purposes depends on the validity
of the logical framework it uses, and the extent to which it extracts all
the implicabions which are contained in the body of available information."
We have attempted to identify the body of available information and
develop a lugical framework allowing us to use the information to predict
fubure growth of eriminal justice telecommunications traffie,

3-12

8 g et i 50




b s e s

77-53, Vol. III

Our basic forecasting framework postulates that past traffic
growth is caused by two faetors. The first is an increased demand by
the usérs and the second is communication system improvements. We assume
that growth in traffic due to the first factor will continue in the Ffuture
as it has in the past. However, growth in traffic due to communication
system improvements will depend on the rate of future system improvements.
Qur estimabes of these two components of traffic growth are combined to
form the prediction of total future communication traffic levels into
existing data types.

3.4.2 Input Data

Data describing past operations of the state criminal justice
telecommunications system included past traffic statisties, past network

configurations and past operational procedures. Recall that traffic

statistics obtained from stabtes were used to determine the total number of
communication messages each month and total transactions each month during
the years 1971 - 1976. In addition, these aggregate monthly traffio
figures were broken out by message type and wherever pdssible by user
agency.

Data on past network configurations included location, con-
tent, and size of data files; communication line configurations and
capacities; and lists of all user agencies and their means of access to
the state telecommunication systen. An operational procedure affecting
traffic was the peliey regarding the automatic generation of messages from
the state computer to the National Crime Information Center maintained in
Washington, D.C.

3.4.3 Data Analysis

historic trafiic statistics were used to establish the past
growth pattern of communications traffie., Growth in traffic in Texas,
shown in Figure 3-3, was characterized by periods of fairly stable growth
rates, however, there were erratic periods where large increases in
traffic occurred. The sudden increases in traffic were caused by
improvements to the communleatlon system. The following improvements ware
identified: ‘ ‘

(1) Addition of new users
(2) Addition of new data files

(3) The substitution of high-speed communication lines for
low-speed lines and new terminal equipment

(4) The formation of regional information systems

3-13
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Figure 3-3. Tekas Past Communication Traffic Growth

Since these increases in traffic could be tied to specific communication
system improvements and were short term in nature, it would be inappro-
priate to project such increases into the future. It thus becomes
necessary to factor out the impacts on traffic of these improvements to
the communication system. The remaining growth component is categorized
as baseline growbth and we see it as being prineipally caused by:

(1) Increased utilization of existing services
(2) Population and personnel increases
{(3) Training.
Béseline growth, shown in Figure 3-4 for Texas, is assumed to conbtinue in

the future as it has in the past.
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3.4.3.1 Past System Improvements. To obtair baseline growth statisties,
we bad to establish a procedure for quantifying the impacts on traffic of
communication system improvements. Our procedure assumed that the traffic
impacts of system improvements were independent of one another. We
recognized that in the real world this is not the case, but were confident
that the errors caused by non-independence would be small. As an example
assume that btwo system improvements occurred simultaneously and were the
conversion of low-speed lines to high-apeed lines and the addition of a
new data base. To determine the increase in traffic from a particular
uger caused by the high-speed line upgrade we look at the user's traffic
just before and just after the inerease. The increase is taken to be
caused by the line upgrade. However, a portion of the increase is due

to traffic into the new data file. However, during all periods the portion
caused by the secondary effect was sufficiently small that it could be
ignored. So errors resulting from our assumpbtion of independence are

small. Procedures for determining the impacts of each system improvement
are now discussed.
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Figure 3-8. Texas Baseline Traffic Growth
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Texas has added new user asgencies to its communication
system over the last few years. We collected a list of all new agencies
added within each three month period from 1971 ~ present. The increase in
traffic caused by the addition of a new terminal was obtained by measuring
traffic levels from the terminal in the three-month period after it had
been added, The average of traffic over This three-month period was
considered to be the traffic increase. VWhere these detailed traffic data
were not available for each month, we took the first month these
statistics were -available, and for all terminals added between the last
set of available statistics and this set, the increase in traffic was
assumed to be the message volumes reported by the statisties. In Texas,
traffic statisties broken out by user were available only for February
1974, February 1975 and all fmonths after May 1976. 1In Texas locking at
the period January 1973 - June 1976, approximately 11,000 of the new
messages could be attributed to the addition of new users.

When 2 new data file is added, there is generally a period of
two or three months of rapid growth of traffic into the files followed by
a stabilization in traffic volume. I{ is this sudden increase in traffic
that we consider the impact of the implementation of a new data base. An
example of traffic volumes into a new data file is shown in Figure 3-5.
Traffic increases occur rapidly during the first months of operation of
the TCIC data files and %then begin to display a somewhat normal growth
pattern. The increases due to. addition of data bases in Texas accounted
for approximately 18,000 new messages per day.

Texas originally designed its state criminal justice
telecommunication system with low-speed teletype lines. The state has
upgraded a portion of these lines to high-speed 1200 or 2200 baud lines,
We define low-speed lines to be 300 baud or slower. Terminals serving
low-speed lines are either older teletype terminals or hard copy printing
terminals. High-speed lines are 1200 baud or faster and are served by CRT
terminals, Texas does not use lines of between 150 and 1200 baud.

~
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Figure 3-5. Example of New File Traffic Growth
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. The impact of past conversions to hlgh~speed lines is measured
by taklng the difference in traffic the month before the upgrade and
the month after the upgrade for each affected agency. These increases
range from 12% Tto 200%. In Texas the average terminal doubled its
traffic after conversion to high-speed lines.

& number of larger cities have recently implemented or are now
in the process of planning for the implementation of municipal or regional
information systems. These systems generally consist of a local computer
which contains data files of regional interest and also switches messages
into the state system. We have noticed an increase in traffic into the
state sysbtem when these systems are implemented. Possible reasons for
this increase are:

(1) f#gencies have more terminals with which to access state
files

“.{2) . Agencies with no previous access to the state system
now have access to a regional system that allows them
access to state data files

(3) Computer-to—computer_communication is now available
between regions and the states.

The impact on traffic of regional informabion centers was again measured
by examining the differerces in Praffic before and after implementation.

The effects of all the above system improvements in Texas are
summarized in Figure 3-6. In Texas slightly more than half the growth
could be attributed to baseline growth. In Texas the addition of new data
bases, the addibion of new users and the conversion of high-speed lines
all had major impacts on traffic.

3.4.3.2 Past Baseline Growth. Calculation of baseline growth began
by using as inpubt the fotal monthly historic communication message levels.
These statistics were then averaged over three-month periods giving
average message volumes for the four quarters of each calendar year.

We then determined the component of each of these quarterly message
volumes that could be attributed to the communication system improvements
discussed above. Traffic caused by system improvements was subtracted
from total traffic¢. The remaining traffic for eaech quarter was then
plotted {see PFigure 3-4) and served as a measure of haseline growbh.

3.4.% . Traffic Projections

The previous section dealt with establishing past growth
patterns and our attempt to relate portions of the past growth to com-
minication system improvements. We will now use the knowledgs gained
about the past to predict future traffic levels.

4
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TEXAS
1973~1976
HIGH SPEED LINES
BASELINE 10,200 msg/day
GROWTH REG COMPUTING CTRS

3100 msg,/day
3%

54, 600 msg/day

MNEVY USERS
11, 100

NEW DATA - -
BASES
20,700

Figure 3~6. Distribution of Traffic Growth Sources

3.4.8.9 Future Baseline Growth. Recall our basic assumption that
baseling growth will continue into the future as it has in the past,.
Past baseline growbh curves exhibited the following characteristics:

(1) A long-term increase in traffic
(2) Seasonal effects due primarily to procedures or customs
(3) Periocds of relatively slow growth.

Using these characteristies we construct the following baseline growth
model, The long-term increase in traffie will continue into the future.
Seasonal effects may continue into the future but will have no impact on
system design because although these effects have beesn to cause excep-
tionally low traffic levels during some months, the system must be de-
signed to handle the loads during peak traffic months, We will thus not
include seasonal effectis in our future traffic model.

We explain periods of slow baseline growth as being caused by
one of two factors. First, growth may be slow because the communication
system is near saturation. Users sexperience deterioration in the level of
service with the primary efiect being an incredse in the waiting time for
a reply to an inquiry. Second, growth may be slow immediately following
an upgrade because of sub-standard system performance while the inevitable
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problems of a new system are corrected, and reduced agency utilization
while users familiarize themselves with new operating procedures.

Texas baseline growth displays a period of slow growth through
the second and third quarters of 1975. Consistent with this slow growth
trend is the fact that in the third quarter of 1975, a number of system
improvements were made. These included upgrading the Austin Switcher and
adding a second communication line between the Dallas and Austin Switcher.

_ Response time deterioration caused by excessive demands for

- service is shown in Figure 3-7. Notice that response times stay relatively
constant as transaction volumes build until a eritieal point is reached
(about the 80% utilization point). Response times then degrade rapidly.
The response time profile just described is consistent with the response
time of a central processing computer as transaction volume grows.

In Téxas the criminal justice telecommunication system is not
completely centralized. Data base computers do not provide switching
services and there ara switehers in three locations distributed throughout
the state. These switchers and the lines connecting them fto each other
and to the data bases handle large volumes of data and thus have high
utilization levels. Texas also has two completely separate data base
computers. Thus, because of its distributed nature, response time is not
gasy to characterize in Texas. A single message depends on service from
a number of components that might be overloaded and different message
types require service from different components. For example, in July
1975 the throughput capacity of the Austin switcher was increased and a

UTILIZATION =0,8

MEAN RESPONSE TIME, sec £
I

! ! 1 | ! |

TRANSACTIONS /day [

Figure 3-7. Typical_Communioatipn System Response
' - Time as Funetion of Traffic Volume
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second high-speed communication line was added between the Austin Switcher
and Dallas. This-was done to reduyce response times to system users served
by the Dallas switcher. Any traffic saturation oeccurring prior bto this
upgrade was only affecting those terminals served by the Dallas switcher.

. We will now use these past traffic basellne growth character-
1stlcs to predict future traffic volumes. '

We have developed & growth projection model that predicts
average daily traffic volume for each of the next 20 six-month periods.
The model assumes that growbth will be caused by three factors. They are:
baseline growth, improved communication technology, and new users and data
bases.

we assume baseline growth will continue into the future as it
has in the past. In Texas past baseline growth displayed an S-shaped
eurve with growth being slow before and after system upgrades and linear
betwecn these periods. Since baseline traffic growth appears to be de-
pendent on available system capacity it becomes necessary for us to make
assumptions regarding actions to be taken by the state when system satu-
ration is reached. 90351ble actions are: ' '

(1) To lncrease capaclty before saturatlon is reached to
avoid inconvenience to users and allow unconstrained
growth

(2) To wait for the first éigns of saturation and then in-
crease capacity

(3) "To1delay for a substantial period any upgrade even
after saturation is reached

() To fix a limit to growth and not upgrade at all.

In talking with planners in Texas, the second action seemed the most
likely, State planners believed that it was not possible to increase
capacity before system capacity was reached bubt did indicate that funding
necessary for ineredsing capacity could be obtained qu10kly when =
deterioration in response times was noticed.. Thus the shape of the future
baseline growth curve was assumed to be basically linear with a slowing of
traffic before and after system upgrades..

. Our assumption concerning possible actions regarding system
upgrades is a critical one. If states decide to delay upgrades for a
_substantial perlod or to fix a limit to growth, then our Eraffic pre-
dictions will be substantially high. However, if states decide to
inerease capadity before saturation is reached, errors in our prediction
will not be as large because decreased traffie growth periods have
been assumed to be short term. :

To project future baseline growth we Fit past baseline

growth statistics with regression lines and minimize the least square
errors.- A slow growth line and a fast growth line are developed. :
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Then, using our knowledge of present system capacity and
assumptions on delay before capacity increase and magnitude of capacity .
inecrease, we can project these baseline traffic growth lines forward.
Figure 3-8 shows our baseline growth projections for Texas.

250 | | T T T i I 1
PROJECTED BASELINE
TRAFFIC - TEXAS
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150 —
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l ! ]
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Figure 3-8. Projected Texas Baseline Traffic Growth
(Average Messages/Day, thousands)
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3.4.4.2 Future System Improvements. In addition to inereases in
traffic volumes caused by baseline growth, there will be increases
caused by communication system improvements. The future implementations
of the following communication system improvements and their impacts

on traffic were considered.

(1) Addition of new users

(2) The substitution of high-speed communication lines for
low-speed lines and new terminal equipment

(3} The formation of regional informabion systems
(4) The implementation of Mobile Digital Terminals (MDTs)
(5) Procedural message handling changes.

Information concerning implementation plans was obtained from state
planning personnel and there is considerable uncertainty in their future
scenarios. However, we did attempt to talk with as many people as pos-
sible to gain the most complete understanding of the states' plans.

Texas is currently in the process of replacing all low-
speed lines with high-speed lines and is planning to procure new terminals
to serve these high-speed lines. Each law enforcement ageney will
decide whether it wants to join the state telecommunications system.
Texas expects all of the approximately 400 agencies served by the system
to continue as users and is alse planning for an additional 190 to 150
new user agencies. Using a minimum population criteria, we identified
133 potential new user agencies in Texas.

Texas state planners expect these new users to join the com-
munications system in late 1977 and early 1978. Potential traffic levels
from these new Germinals were calculated by using expressions developed
for traffic distribution which will be discussed in detall in the next
section. These expressions relate user characteristies such as population
served and number of personnel to communication system traffic. We
determined that by 1978, some 7,300 messages per day will be coming from
or going to these 133 new user agencies.

Texas has plans for converting all remaining low-speed
communication lines to high-speed lines. We have estimated the effect of
this conversion by assuming that Ltraffic increases in the future will be
similar to traffie inereases resulting from past line upgrades. Recall
that there was a doubling of traffic in Texas when lines were converted
from low- to hiZh-speed. Texas plans to complete its conversion by late
1377 and we have estimated an inerease of 31,300 msg/day.

Texas provided plans for the future implementation of local
automated information systems or improvements to existing regional
systems. New municipal systems are being planned for the YWaco, Garland,
and the El Paso Police Departments. Increases of approximately 1,000
msg/day to and from the state system and each of these departments are
expected after implementation. Improvements to the Tarrant County
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Judicial Information System and the Houston City Computer system are also
expected to increase traffic. Tarrant County plans to allow access to its
data files to agencies in adjacent counties. Access will be through the
state telecommunication system. Tarrant County expects approximately
1,000 of these msg/day. Houston is planning a major upgrade of its system
with the main change being the addition of many terminals. An increase of
6,000 msg/day intc the state system is expected when this upgrade is
completed. : '

In conversations with municipal police departments we learned
that there is considerable interest in mobile digital terminals. Radio
dispatechers currently serve as the link between officers in their patrol
cars and the states' law enforcement data bases. Officers must gain the
attention of the dispatcher and verbally relay the information necessary
for a fransaction into the data files., Responses must again be verbally
transmitted between dispatcher and officer. Terminals are available that
can be installed in patrol cars allowing the officer to enter and re-
ceive Information directly from data bases. The officer utilizes a key-~
board to enter information that is then transmitted digitally from
patrol car to dispatcher station and then forwarded auvtomatically into
the data base. The response is again automatically forwarded from dis-
patcher station to patrol car and displayed on a read-out device in
the patrol car. Mobile digital terminals thus relieve dispatchers of
a portion of their workload, ease communication channel congestion, and
facilitate easier access to, and faster responses from, central data
bases. It is thus expected that communication message volume will in-
crease when mobile digital terminals are added to police vehicles,

In apite of the advantages mentioned above, the spread of
mobile digital terminals has not occcurred as rapidly as expected three or
four years ago. The primary reason is cost., These in-car terminals cost
between $3,000 and $5,000 per unit and municipal police departments find
it hard to generate needed funds. In the past, significant funding for
mobile digital terminals (there are currently approximately 1,000 opera-
tional units throughout the United States) came from the Law Enforce-
ment Assistance Administration (LEAA} which funded these units as a part
of an innoavative project. It is unlikely that LEAA will continue to
provide funds at the previous level for further mobile digital terminals.
Thus municipal police departments must evaluate the performance of
existing in-car terminals and determine whether mobile digital terminal
benefits outweigh their costs.

Clearly the future of MDTs is an uncertain one. To aid us in
forecasting future implementation we spoke with state planners, municipal
police department planners and mobile digital terminal vendors. These
sources agreed that the large municipal police departments would
ultimately decide that MDTs were cost effective and equip their patrol
cars with them. However, we assumed that only cities with populations of
500,000 or larger would purchase MDTs by 1985.

In Texas we assume implementation of MDTs will begin in 1980
and will be completed by 1984. We prediet that 23,000 new msg/day will
come as a result of mobjile digital terminals.
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It is apparent by the size of the increase predicted and the
uncertainty in the future of MDTs that this is a possible area of sub-
stantial error in ocur traffic forecast. If in the future it is determined
that growth in MDTs is slower or faster than we predicted, adjustments
should be made to our traffic forecasts.

There is only one procedural message handling change foreseen
in the future that will lead to increased communication traffic being
transmitted over state criminal justice telecommunication systems. This
involves the elimination of direct lines between municipal police
departments and the NCIC data base in Washington, D.C. Currently, in
Texas, the majority of messages between the Dallas Police Department and
HCIC is transmitted on a direct line between Dallas and Washington, D.C,.
However, the NCIC is planning in the future to allow acerss to its data
files from only one port in each state. This port will be located at the
central site of the state telecommunication system which is Austin, Texas.
Therefore, messages that currently are going directly from Dallas to NCIC,
and are never counted as being transmitted over the state system, must now
first travel over the state system to Austin zand from there be sent from
Austin to Wwashington, D.C. We assume this will occur in late 1977.
According to statistics maintained by NCIC there are 13,800 msg/day to be
added to the state system when the direct Dallas-NCIC line is eliminated.

Table 3-1 summarizes the predicted increases in traffic czused
by communication system improvements over the next 20 six~month periods,
Designation 77 represents the middle six months of 1977, April-October,
while 77/78 represents the last three months of 1977 and the first three
months of 1978. The traffic increase numbers are given in units of
messages per day and show the expected increase in traffic resulting from
each system improvement that occurs in each six-month period.

It is of interest to note that the largest traffic increases
will result from the conversion from low-speed to high-speed communication
lines and the implementation of mobile digital terminals. In additien,
Texas is facing substantial traffic inecreases due to system improvements
over the next few years.

These techniques used for projecting traffic growth forward
can be applied in other states besides Texas. The basic steps are:

{1) Analysis of past traffic statistics to determine the
historical pattern of total system traffiec growth

{2) Determination of past system improvements that would
impact traffic growth

(3) Determination of the magnitude and the timing of past
inereases in traffic caused by system improvements

(4) Determination of the historical baseline growth curve
by subtracting traffic increases due to system improve-
ments from total traffic increases
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Table 3-1. Future Traffic Increases due to Communication System
Improvements (Units are Average Communication Messages

per day.)
) | Regional Mobile

Time High-Speed Informatien Digital Message
Period New Users Lines System Terminals Handling
77 0 31,300 1,200 0 13,800
T7/78 7,300 0 2,200 0 | 0
78 ] ] é,HOO 0 0
78/7'9 0 0 2,400 .0 0
79 0 0 1,400 12,800 0
79/80 0 ' 0 200 0 0
80 0 0 600 0 0
80/81 ' 0 0 400 0 0
81 o 0 400 0 0
81/82 0 0 koo 0 | 0
&2 0 0 oo 0 0
82/83 0 0 0 0 0
83 0 ' 0 0 10,500 0
83/84 0 0 0 0 0
84 . C 0 0 0 0
84785 0 0 d 0 0
85 0 0 0 0 0
= 7,300 31,300 11,000 2,330 13,800
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(5) Determination of future baseline growth by projecting
the baseline growth line or curve forward. Assumptions
concerning future system capacity are factored in here.

(6) Determination of future system improvements and their
impaet on future traffic. - Both the magnitude of the
traffic increase and the implementation schedule must
be predicted. o

{(7) The last step involves adding together future baseline
traffic and traffic due to future system improvements
tn aobtain the forecast for total fubure traffic into
existing data files.

Recall that there is a third growth component which is growth
due to the addition of new data types. Section ¥ will discuss new data
type traffic and in Section 5 we will delineate the method used in

combining all three growth components to generate a total future traffic
level forecast.

3.5 TRAFFIC DISTRIBUTION MODELING
3.5.1 Approach

Once total communication message volumes are known, we must
determine the distribution of traffic among system users. Ideally, we
would like bto know the amount of traffie sent from every user to every
other user. However, this is not possible simply because of the large
number of system users., For example, in Texas where there are 431 system
users, a matrix with 185,761 entries is required to describe traffic
volumes sent from every terminal to every other terminal.

To avert this problem, we begin the traffic distribution task
by identifying the major direction of traffic Flow on the network. We can
then eliminate all the user pairs for which there is very little traffic.
OQur next step is to determine the number of messages into and out of each
user agency. This is accomplished by determining relationships between
user agency characteristics and the amount of communications traffic sent
and received by the agency. Once these relationships are developed, the
final step involves using these relationships to predict future traffic
distributions.

5.5.2 Input Data

Data required for the traffic distribution task included, for
each current system user:

(1) Number of communication messages sent and received
(2) User characteristics

{a) Population served

3-26




77-53; VYol. IIT

(b) Number of personnel

(a) Crime rate

(d) Agency type

(e) Type of communication line.

Communication message volumes were obtained from automatically generated
statistiecs describing system performance in Texas. The latest available
three months of message volumes were averaged to reduce the effects of.
abnormalities in one month.

Information concerning user characteristics was generally
available. Sources included user surveys, Uniform Crime Reports, the
state survey, and state almanacs. We had the most difficulty obtaining
data on the number of personnel. The complicating factor was that often
an agency with a terminal into the state criminal justice telezommunica-
tion system will provide service to adjacent agencies that do not have
their own terminals. Thus the user survey asked respondents to report the
number of personnel requiring information available over the state
eriminal justice telecommunications system through the responding agency.
Not all user agencies in the model states responded to our survey but
for those agencies not responding we were able Yo obtain data on the
number of personnel employed from the Uniform Crime Reports. However,
for these non-responding agencies, we were unsuccessful in determining
which agencies with terminals were serving agencies without terminals.
Thus for those agencies not responding to our survey, there may be
errors in the number of personnel statisties.

Additicnal data were required concerning changes in user
characteristies that would affect future traffic distributions. We
assumed that population, number of personnel, and crime rate would be
distributed in the future as they are now. However, we did aceount for
future changes in communication line types. All low-speed lines ware
assumed to be converted to high-speed lines by 1979.

Also, the number of agencies served by the telecommunications
system was increased if the state expected to add new agencies. User
characteristics were collected for the new agencies so that estimates
could be made of the fubture traffic to and from each new agency.

3.5.3 Data Analysis
3.5.3.1 General Traffic Flow. Traffic flows can be determined by

examining the functions of the state criminal justice telecommunications
system, They are:

(1) To provide access to information contained in state
- data files

(2) To allow for general distribution messages to be
sent to law enforcement agencies in the state
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(3) To allow for commumnication between two law enforeement
agencies.

Approximately 90% of all messages in Texas were data base related. Thus
the major traffic flow involves messages from users to data bases and the
subsequent response. In Texas the major data bases are currently located
in Austin, however, access is allowed to a limited number of state users
into the Dallas City and Dallas County regional data bases. San Antonio
also has plans to allow state users to access its city data base. Thus we
must establish traffic flow between each terminal and multiple data bases.

A general distribution message is issued when an agency needs
to pass on information to many other agencies. Generally states establish
sectors and allow users to send a message to all user agencies in the
appropriate sector or sectors. A general distribution message sent to all
sysbtem users and called an "all points bulletin® message generates a large
volume of traffic so operators of the state telecommunication system
review the message before it is distributed. In Texaz APB messages mush
also come to Austin for approval. However general distribution messages
originating from agencies served by the Garland or San Antonio switcher
and only going to other agencies gerved by the Garland or San Antonio
switeher need not travel %o Austin for approval.

Administrative messages are free form messages sent between
one user agency and another. In Texas the message goes to the nearest
switcher which sends it to the appropriate agency.

The only way to completely deseribe traffic flows on the state
nebworks is to identify the amount of traffic going from every terminal to
every other terminal. Reeall, however, that this becomes impractical
because of the large number of system users. Using our knowledge of
traffic functions and major traffic flows, we can reduce the size of the
traffic distribution mabrix.

In describing traffic flow we must insure that our distri-
bubion matrix presents traffic statistics that can be used by the design
team to best the major design parameters which are:

(1) The number of switchers

(2) The switcher locations

(3) The communication line sizes

{4} The communication line configuration.

Thus, for example, in Texas we should not attempt %o describe traffiec
between users and the San Antonio switcher because our design team will ba
examining options where there is no switcher located in San Antonio. The
location of data bases is not a design parameter so we can assume data
base locations remain unchanged. Also, we will assume that there will be
swibching capacity locabted at the state capitol. Keeping these design
paramseters in mind we now discuss methods for deseribing data base
messages, general distribution messages, and administrative messages.
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Since data base location is not a design criterion the
number and location of data bases is fixed. We can thus desecribe the
number of messages between each user agency and each data base, Thus,
currently in Texas where there are data bases located in Austin, Dallas
and San Antonio and 431 user agencies; a U431 x 3 matrix is required.

Messages into the NCIC and NLETS national systems have flow
characteristics similar to messages into the central data base. Recall
these messages originate from a user agency, flow into the state capitol,
are switched to the national system, return from the national system to
the state capitel, and finally are switched back to the original user
agency. National traffic between users and the state capitol and
between the state capitol and the naticnal systems is treated as traffic
between users and the central data base. Thus NCIC and NLETS are con-
sidered to be system users.

General distribution traffic and administrative traffic are
both dependent on the location and the number of switehers. To describe
accurately these message Flows we need to know the exact communication
system configuration. In addition, since these are messages between
agencies we would require the complete origin - destination traffic matrix
to describe traffic distribution. In order to avoid the need for this
information we assume: '

(1) General distribution and administrative messages flow
as do data base queries to the state capitol

(2) Each user agency sends the equivalent aumber of
cdministrative messages that it receives

(3) The ratic of general distribution messages sent and
received is the same for all user agencies and is equal
to the system-wide average.

These assumptions obviate the need to separate administrative and APB
message types from data base message types. We need only report the
amount of communication traffic between each system user and each data
base. Administrative and general distribution messages are included in
the count of messages between user agencies and the central data base.
These assumptions, of course, lead to errors in the description of traffic
flows.

Figure 3-9 shows a user agency that communicates with the
stabe capitol via a regional switcher. #n administrative or general
distribution message would travel from the user to the regional switcher
and then be sent out to the appropriate recipient(s). We assume, however,
that the message is sent from the regional switcher to the state capifol
and distributed from there. This leads to an overestimation of traffie on
the communication line between the regional switcher and the state
capitol. An example of The maghitude of this overestimation can be
ocbtained by examining traffic on the existing Texas system. Actual
traffic on the line between the Dallas and Auatin switchers is 36,000
msg/day; while using the above assumption we would estimate traffic to be
40,000 msg/day, an 11% error, We feel this error is acceptable because:

3-29




77"53) Vol. IIT

. . REGIONAL
USER SWITCHER

1
l
I
|
]

ASSUMPTION

]

CEMTRAL
SWITCHER
STATE CAFITOL

Figure 3-9. Communication Systém Configuration with
Regional Switcher

(1 Overestimates of traffic will oceur only on lines
between regional switechers and the state capitol.

{(2) There is a low probability that overestimates will
affect communication system design.

{3) If there are design errors they will be in the direc-
tion of excess communication capacity.

We should mention that the above error could be alleviated if
in reporting traffic from each agency, administrative and general
distribution messages were reported separately. For any proposed system
configuration, & closest switcher could be identified for each user agency
and traffic could be described as flowing from the user agency to this
closest switcher. An unattractive feature of this approach is that the
design program would be required to describe traffic between each terminal
and a variable number of locations which would be dependent on the number
of switchers. It was our opinion that the errors associated with the
assumptions were sufficiently small so that the added work required for a
more accurate description was unnecessary.

_ Figure 3-10 shows existing major traffic flows in Texas. NCIC
‘and NLETS have beenh shown as separate user agencies because of their high
traffic volume. ‘The number of data base messages and administrative and
general distribution messages between all user agencies and the centpzl
data base(s) are shoyn. Traffic between user agencies and the regional
data bases is shown and currently is small ih comparison to totzl trafrie.
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3.F.3.2 User Characteristics. In order to design the communication
line configuration and the line sizes, we must describe traffic in

more detail than is shown in Figure 3-10. The amount of traffic between
each user agency and data base must be specified. Recall that these
statistics are available for the present systems and that we attempt

to establish relationships between user ageney characteristica and

these traffic statisties so that future traffic distributions can be
estimated. User characteristics are agency type, communication line
type, population served, number of persounel and crime rate.

Agency types are police, sheriff, state patrol and all others.
The category Yother" includes such agencies as university police
departments, bureaus of criminal identification and federal agencies such
as the Federal Bureau of Investigation, the Drug Enforcemeni Agency, the
Internal Revenue Service, ete. Distributions of user agencies for Texas
are shown in Table 3-2.

Line types currently in use in Texas are 75.bit/sec lines, 110
bit/se¢ lines, 1200 bit/sec lines and 2400 bit/sec lines. Designating
line types of 300 bit/sec or less as low-speed lines and linhe types of
1200 bit/sec or greater as high-speed lines, Table 3-3 shows the currént
line type distribution for Texas.

REG
DATA
BASE
?
1200 3900
i : 1 : LET
Y 32400 - lggg- | NS
DATA BASE EE CENTRAL e
USER |~ 100 DATA
AGENCIES L— BASE 7100 o
. . ADMIN, & -+ 13300 {AUSTIN) — T P
" GEN, DIST, ' : : et
NCIC

Figure 3-10. Existing Texas Traffic Flow



77-563, Vol. III

Table 3-2. Distribution of Texas Users by Agency Type

Agency Type Number of Users
Police Terminals o 229
Sheriff Terminals 135
State Patrol Termipals 45
Other Terminals 21

Total . 431

Table 3-3. Distribution of Texas Users by Line Speed

Line Type _ Number of Lines
Low-~Speed 315
High-Speed ' 116

Total 131

Texas plans to replace all low-speed lines with high-speed lines.

Table 3-4 shows statisties describing the three remaining
agency characteristies.

3-32




77_53) VOl. III

Table 3-4. Texas User Statistics: Population,
Number of Personnel, Crime Rate

Agency Number of
Character- Agencies Standard
istie . . Reporting  Average Value Deviation
Population 347 31,472 107,038
Personnel 295 ‘ 78 236

Crime Rate 348 3,746 2,919

There is considerable variation in the characteristies of the agencies
served by these communication systems, especially in population served and
number of personnel as these characteristics have standard deviations
considerably larger than thelr mean. To further investigate variations in
user characteristics, frequency tables were constructed showing the number
of agencies falling within populatlon and personnel categorles. (See
Tables 3-5 and 3~6).

Table 3-5. Population Distribution of Texas User Agencies

~ Population

Category Frequency % of Total

Less than 5,000 72 21
5,000 - 10,000 83 24
10,000 - 20,000 C e 102 .29
20,000 - 30,000 - 30 9
30,000 - 50,000 24 T
50,000 - 100,000 20 6
100,000 - 200,000 , : 8 . 2
200,000 - 500,000 , 5 ' 1
500,000+ - . 3 1

" Total o o 347 100
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Table 3-6. Humber of Personnel Distribution of Texas User Agencies

Personnel
. Categaries. . Erequency % of Total
Less than 10 i1 15
10 - 20 _ B0 - 2T
20 - 30 - g 17
30 - 4o 29 10
4o -~ 50 21 T
50 .~ 100 36 12
100 - 200 22 T
200 ~ 500 10 3
500+ T 2
Total 295 100

In both states a large percentage of users are small agencies
with 75% of all Texas terminals belng 1oeated in agencles serv1ng 20,000
- cr fewer people. :

User characteristics clearly demonstrate the tiremendous
diversity existing between agencies served by the state telecommunication
system.  The methodology used -in distributing traffic to these diverse
azgencies is covered in the next section.

3.5.4  Tpraffic Distribution
3.5.4.1 Resression Technigques. Regression analysis is a technique

that identifies potential funetional relationships between independent i
~and dependent variables. In our case we attempt to develop a relationship
between the dependent variable of the number of comminication messages
and independent variables consisting of different forms of the parameters:

Population - POP
Personnel - PERS
. ”Agendy.Type' - AT
Communication Line Type -~ LT
Crime Rate < CR
we eonsideréd the following forms of the above parameters in attempting to

- explain-the number of communlcatlon messages bebtwsen each user .and the
data bases.
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POP (POP)2 (pop)1/2 POP - PERS PERS « AT AT « LT LT - CR
PERS (PERS)2 (PERS)1/2 POP » AT PERS + LT AT + CR

AT (AT)2 (aT)1/2 PGP - LT PERS * CR

LT (LT)2 (LT)1/2 POP - CR

CR (CR)2 (CR)i/2

The variable selection procedure of stepwise regression was
applied to these independent variables. Stepwise regression selects from
our total set of independent variables, those that are mast highly
correlated with the number of communication messages. It then utilizes
the standard least squares technique to develop a functional relationship
between commmnication message volumes and the chosen independent
variables. The usual procedures were followed in determining the best
coefficients for the model relations. (See Draper and Smith.)

3.5.4.2 Results. Like user characteristies, communication traffic
levels vary greatly between system users. This inecreases the difficulty
of the modeling task because even though we may be able to explain

a substantial percentage of the variance, the standard error of our
estimate may be high with respect to the mean.

In order to alleviate this problem, we have chosen to divide
the user agencies into more homogenous groups in terms of information
needs. In Texas the following groups were formed:

(1) Police Depariments (PDs) and Sheriff Offices (SOs)
serving fewer than 20,000 people

(2) Police Departments and Sheriff (Qffices serving between
20,000 and 100,000 people

(3) Police Departments and Sheriff Qffices serving more
than 130,000 people

{4)  All offices of the Department of Public Safety
(5) All others

Police departments and sheriff cffices were combined because they perform
similar law enforcement functions and thus have similar information needs.
State patrols on the other hand concentrate their law enforcement
activities on traffic enforcement only. Other terminal groupings were
tried such as combining terminals by agency and line type and by line
type only. However, regression models developed for these groupings had
larger standard errors and explained a smaller percentage of the variance
than our final classification procedures.
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Values used for line type and agency type were:

Independent
Line or Variable
Agency Type Values

75 bits/sec 1
110 bits/sec 2
1200 bits/see 3
2400 bits/sec b
Police Dept. 1
Sheriff Office ' 2

1

Crime rate is a measure of the incidence per 100,000 popula-
tion of the seven major index crimes {murder and nonnegligent manslaugh-
ter, forcible rape, robbery, aggravated assault, burglary, larceny, and
auto theft).

Personnel is a measure of the number of employees whose in-
formation needs are being served by the computer terminals. Population is
the size of populace served by the agency. '

Table 3-7 shows the expressions which best describe the re-
lationship between user characteristies and communication message volumes
in Texas. These are complex expressions that in many cases contain
different forms of the same variable. The following conclusions can be
reached.

Personnel number is an important variable in determining the
number of communication messages as it appears in all four expressions.
As the number of personnel increases, the number of communication messages
inecreases. The rate of increase of communication messages as personnel
increases slows down for smaller agencies, and in general, stays constant
for otner groups.

Population appears in one of the four expressions. Since
population and personnel are positively correlated, and since personnel
is more highly correlated with communication message volume, population
is often excluded from the regression equations. In the expression
containing population, the coefficient is sufficiently small such that
the magnitude of the term containing population is small compared to
the magnitude of the total expression.
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Table 3-7. Regression Results ~ Communication Message Volumes
{Messages per Day)

P.D. and 8.0. € 20,000 People

70.3 + 12.0 (LT)2 + 0.549 (PERS)(LT) - 0.002((PERS)2 - 15.83 (LT)(AT))

P.D, and 3.0, 20.000Q -~ 100,000 Pecople

563 + 0.028 (PERS)2 + 195 (PERS)1/2 . 1.05 (PERS)(AT)
- 15.0 (PERS) + 0.002 (POP)(LT)

P.D. and S.0. > 100,000 People

-671 + 87.6 (LT)2 + 0.002 (PERS){CR) - 13.3 (PERS)

Department of Public Safetv (D.P.S.)
-88.46 + 197.6 - LOG (PERS)
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Line type is important in determining communication traffic
volume. The only places where it does not appear are those groups in
which all agencies have the same line types. In all groups where a
fraction of the agencies have low-speed lines and a fraction have high-
speed lines, the high-speed line agencies display significantly higher
message volumes.

Agency type enters into the expressions of only two groups,
small- and medium-sized police departments and sheriff offices in Texas.
In these instances, sheriff offices have less traffic than police depart-
ments.

Finally, crime rate appears in only one of the expressions and
is not highly correlated with communication traffic levels.

These expressions, although different for each state, yield
information useful to all states in determining traffic distributions.
Conclusions are:

(1) Personrel and line type are important in determining
traffic levels.

(2) Crime rate does not affect traffic levels.

(3) Personnel and population to a large extent measure the
same thing, i.e., the size of the agency. Since
personnel is entered in the above expressions, there is
no need for population to play a significant role.

() Police departments and sheriff offices should be treated
separately from state patrol offices.

(5) Sheriff offices and police departments may or may not
have different traffic levels.

The expressions developed cannot be applied per se to any
other states. However, the data collection and analysis procedures
leading to the development of similar expressions is the same for all
states., The steps of the procedure are:

(1) Determine general traffic flow. If a large percentage
of messages are data base messages, describe message
flow between each system user and data bases.

(2) Compile a user agency data base. Information on number
of personnel, size of population served, size of com-
munication line, agency type and any other parameter
that may impact traffic volume should hbe collected for
each user agency.

(3) Determine the number of messagss sent and received
From each terminal over a recent three month period.
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(4Y Develop reldtionships between traffic volume and user
characteristies. Develop one relationship for each of
the following groups.

{a) Police Departments and Sheriff 0ffices serving
less than 20,000 people

(b)  Police Departments and Sheriff QOffices serving
between 20,000 and 100,000 people

(a) Police Departments and Sheriff Offices serving
more than 100,000 people

(d) State patrol.

(5) -Use these relationships to prediect future traffic dis-
tributions.

3.5.4.3 Accnracy of Results. The expressions developed in the pre-
vious section attempt to describe the number of communication messages
originating from each user agency as a function of user agency charzcter-
isties. After the expressions are developed, we must assess their accuracy.
Table 3-8 presents statistics describing the effectiveness of the regression
equations.

Standard ervor 1s a measure of the differences in the actual
comunication traffic levels, and the levels calculated using the re-
gression expressions. If:

Actual values of the dependent variable

n

¥i

A

¥i Predicted values of the dependent variable

[H]

n = Number of cobservations

Then the standard error is:

n ~ 172
[ 2 (v - Yi)2]

i=1

If the standard error (SE) is small, we can be assured that
our regression equations yield communication traffic volume close to the
actual values. In our case, the standard error values are significant.
However, the standard error should always be evaluated in relation to the
mean value. If the standard error is small with respect to the mean, then
our regression equations help us in assessing the amount of traffiec
originating from each user agency. The ratio 8E/Mean is shown in Table
3-8. These ratios lead to fairly large error terms around predicted
values, but the predictions are sufficiently accurate for our network
design purposes.
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Table 3-8. Accuracy of Regression

Standard " Mean
Agency Categories Error RZ Traffic F.Ratio SE/Mean
pP.D0. and S.0. < 20,000 - ug 0.68 106 32 0.45
P.D. and S$.0. 20,000 ~ 98 0.98 266 384 0.37
100,000
2.D. and S8.0. > 100,000 658 0.99 2,580 307 0.26
Depart. of Public Safety 120 0.21 312 3.45 0.38
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The statistic RZ2 is a measure of the amount of variation in
the dependent variable explained by the regression equations. An R® value
of 1.0 would mean a perfect it between observed and calculated values.
The closer R2 is to 1.0, the larger the proportion of total variation
about the mean is explained by the regression equations. In Department of
Public Safety agencies in Texas, the regression equations explain very
little of the variation.

After the regression is performed, statisticians always con-
sider the possibility that btheir entire approach was wrong. They ask
themselves whether or not any of the independent variables should be in-
cluded in the regression eguation. This is equivalent to testing the
hypothesis that all coefficients are zerc. The F-ratio allows them to
test this hypothesis. The larger the F-ratio, the more confident stat-
isticians are in rejecting this zero coefficients hypothesis. In all
cases, our F-ratios are sufficiently high such that we can reject the
hypothesis with a high degree of confidence.

3.5.4.14 Future Traffic Distribution. Once these expressions for
distributing traffie have been developed, they must be applied to the
future traffic projections. The expressicns are used to determine,

at each future point in time, the percentage of total communication
messages from and to each user agency. We have developed distributed
traffic projections for years 1977, 1979, 1981, 1983 and 1985. A new
user characteristic data base is used for sach of these future time
periods so that expected changas in line {ype, population and personnel
can be reflected in future traffic levels.

Also, in the future there will be improvements to the com-
nunication system for a small number of user agencies that will cause

their message volumes to increase. These increases will not be due to any
factors contained in the regression expressions but will be caused by:

(1) Establishment of Regional Information Systems
(2) Mobile Digital Terminals. (See Section 3.4.4.2.)

For these few user agencies, the percentage of total traffic will be in-
creased to account for the above system improvements.

The last stép in the traffic projection process is the con-
version of traffic volume units from average messages per day to peak
characters per minute. Messages are converted to characters as follows:

If

Tp = Average Traffic in Units of_Messages/Day
L = Average Message Length in Characters
To = Average Traffic in Units of Characters/Day
then:

3-11
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To = L x T

This is then converted to peak characters per minute.

If:
P = Peak~to-Average Ratio (See Section 3.3.4)
Tp = Peak Traffic in Units of Characters/Minute
then:
p 1 day
Tp = To X X ———
P 1440 min

We are thus able to specify the traffic to and from each user terminal in
units of peak tharacters per minute. '
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SECTION 4

TRAFFIC MODELING AND GROWTH PROJECTIONS:
NEW DATA TYPES

k.1 DATA DESCRIPTIONS

New data types whose volumes are projected into the future in
this section are summarized below. They are:

(1) Law enforcement use of state CCH/OBTS files
{2) Court use of CCH/0BTS files
(3) Corrections use of CCH/0BTS files

(4) Parole agency use of CCH/OBTS files if the agency is
distinct and if the parole officers would not use law
enforcement terminals in their areas

(5} A state judicial information system
(6) An offender-based stabe corrections information system

(7} A& juvenile records system if the model state believes
that it is feasible to inelude these data on a statewide
criminal justice information system

(8) An automated fingerprint encoding, classification and
transmission system

(9) State investigation bureau data conversion traffic.

The growth in traffic from these data types is shown in
Figure 1-2. Descriptions of the files, users, hardware, facilities, and
functions are provided in Section 2. This section outlines the
methodology used to forecast traffic in these data types for the next
decade. Other data types were considered, such as boat registrations and
state parks department files, but were rejected because it is likely they
would be used infrequently compared to those included in the study and
would contribute an insignificant amount of traffic to the system. These
minor data sources would therefore not alter the state network signifi-
cantly, nor would they change the network performance.

y.2 SECURITY AND PRIVACY CONSIDERATIONS

To comply with Section 524(b) of the Omnibus Crime Control and
Safe Streets Act, the National Criminal Justice Information and Statistics
Service (NCJISS) of the Departuent of Justice's Law Enforcement Assistance
Administration {LEAA) has published regulations in the Federal Register
(40 FR 49789 of October 24, 1975, as amended by 41 FR 11714 of March 19,
1976) designed to assure the privacy of information on individuals
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contained in state criminal files and to assure the security of the files
and means of access to them. The regulations seek to maintain the
integrity of state criminal justice files by focusing on five major
conceras:

(1) Assuring the completeness and accurzcy of the informa-
tion kept in the files

(2) Limiting the dissemination of information in eriminal
’ files to criminal justice and other lawful purposes

(3) Auditing the state agencies to assure compliance with
the LEAA regulations

(4) Protecting the physical security of state criminal
files from destruction and unauthorized access

(5) Allowing individuals whose records are contained in
state criminal files to review and correct any erroneous
information contained in them.

L7 states are required to submit plans for assuring the
proper handli. and operation of state criminal files. Texas is in the
process of complying with these regulations, and it is expected that all
local criminal justice agencies in the state will likewise be required
to comply, since the regulations apply to all state and local agencies
that have received LEAA funds after July 1, 1973, for criminal records
systems,

These LEAA regulations are expected to have very little effect
on traffiec through a Texas eriminal justice telecommunications system,
since many of the state's criminal justice agencies already have their own
individual security policies, and all users will be asked to comply with
user agreements designed to assure compliance with LEAS requirements. For
purposes of the traffic projections in this study, it has been assumed
that the Texas state plan for assuring the integrity of criminal records
will be accepted by LEAA and that agencies responsible for the records,
and user agencies, will comply with the approved state plans. It appears
that none of the information transfers that have been identified as
generating new data type traffic will be inhibited by security and privacy
regulations. Traffic is therefore assumed to be unconstrained by security
and privacy regulations. It is likely that other statesz will also comply
with the federal guidelines and that their criminal justice communication
system traffic will be similarly unconstrained. Such compliance will
allow states to obtain maximum utility from the systen.

§.3 DATA GATHERING TECHNIQUES AND RESULTS
4.3.1 Traffic Volume
Information on what future traffic levels in new data types

might be was gathered primarily from state officials who have been
administering criminal justice information systems in Texas for the last
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several years, and from officials (often the same people) who are planning
for the fubure of these systems. BResponses from these data system
administrators and planners were gathered in the form of written answers
to formal written inguiries, by informal personal. conversations, and by
formal personal presentations to large groups of state officials who were
invited to criticize the assumptions and analyses used in projecting
future traffic in new data types.

In addition to talking with administrators and planners at the
state level, data on the future of the state criminal justice information
system were also obtained from speaking with local users in city police
departments, and other local agencies such as county courts and sheriff
offices. The following list summarizes the types of agencies visited in
Texas:

State eriminal justice information system operators
State eriminal justice information system planners

Law enforcement users of the state and local criminal justice
information systems such as city police departments and
county sheriff offices

State judicial system planners and administrators of state
judicial system statistics services

Operators and planners of local judicial information systems
for general jurisdiction courts

Administrators and planners of state corrections information
systems

Operators of state youth agency information systems

Administrators and planners of state parole information
systems.

The following list summarizes the types of vehicles used to
obtain estimates of future new data traffic volume from these several
agencies: '

(1) Formal written questionnaires (see Appendix A) were
sent to the state criminal justice information system
operators asking their judgment on what new data types
they expected to see on their network in the next
decade. 'These questions were part of the formal written
guestionnaire that asked for detailed traffic statistics
on existing data types and for past historical trends
in data volumé, IFf the state coperators of the criminal
justice information system indicated there would
likely be another type of data added, this statement
was followed up by a phone call or visit o the agency
which would provide the expected data in order to
obtain better estimates of when the data might appear
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on a state system and vhat its volume would be over
a period of time.

(2) Formal meetings were held with operators, administrators
and planners of the criminal justice information systems
in Texas to present the STACOM team's assumptions
and forecasts for the future of the traffic volume.
These "advisory committee" meetings consisted of presen-
tations by the team members concerning the team's
assessment of what future traffic in new and existing
data types would be, and how this would affect the de-
sign of the state information system over the next
decade. After the formal presentations, participants

" from all agencies were invited to discuss the material
presented and offer suggestions on how the traffic pro-
jections could be made more accurate. These discussions
also usually led to further individual discussions with
present or potential users to obtain more accurate pro-
jections of how each agency thought its traffic level
would change over the years.

(3) Individual discussions were helid, often several dis-
cussions, with all of the agencies listed above. Visits
were made to the state offices of all agencies involved
in eriminal justice and to several representative local
agencies that either use or administer automatic data
processing facilities. A single visit was usually
insufficient to obtain all the information required to
gather realistic data traffic volume projections, so
several telephone calls were generally made to elarify
the estimated future traffic and to obtain user response
to assumptions and projections that the STACOM team had
made based on earlier formal discussions or written
responses.

It should be emphasized that future traffic volume estimates
were usually obftained from individuals within the criminal justice com-
munity who were advocates of the effectiveness of automatic data proces-
sing, or at least convinced that it was a benefit to their agency. Crit-
icism of the existing systems was heard from several individuals, but it
was usually accampanied by suggestions for improvements that are already
planned or that are iikely to be made. There was no opposition to the
basic idea that automatic data processing use would become more extensive
in criminal justice or that it was a significant benefit to the record
keeping and rapid communication required of law enforcement, court and
corrections institutions.

Discussions with state agencies and with users of the state
eriminal justice information system were held in the context of trying to
determine what could happen to traffic volume on the system over the next
decade, not what should happen or what will happen. It was therefore
Important to get the best judgment of state officials concerning present
state policies and budgebs and their ideas about what future policies and
budgets might be. Whenever these projections left room for scenarios that

LEUN
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would lead to low or high traffic volumes, or to the addition of a new
data type or not adding it, it was usually decided to assume the higher
traffic volume so that communication lines and computers would be adequate
to handle the higher load. Except for CCH/OBIS estimates, a low or high
estimate for traffic in a single data type made little difference in the
statewide network design or in the size of the required computing Ffacility
since these data types are projected to account for a small fraction of
the total traffic volume. Thus, large variations in the estimates of
traffic for these new data types have very little effect on the design of
the statew1de systam.

In the discussions with both operators of the state systems
and with the individual user agencies, questions were always asked con-
cerning the functions of both the agency itself and of the data which were
being transmitied on the statewide system. From the answers to these
questions, it was possible to estimate two of the factors which are used
in the following sections to forecast future traffic volumes. By
obtaining a qualitative estimate of the implementabion -schedule for a new
data type, a "technology nenetration factor" was estimated which is used
to specify the fraction o the total statewide potential use of the
specific data type. By discussing the funetions of the agency and its
information needs, it is possible to estimate the rnumber of transactions
the terminals assigned to the agency will have with the state information
system per arrest or per inmate per day or per court case disposition or
per whatever measure is used for the agency's activity level, :

User discussions also brought out whether the data used by the
agencies are needed in real time or whether a slower means of transmission
is acceptable. PFor instance, in the case of judicial statistics, it is
1ikely that these need not be transmitted to a state judicial statistics
center in near real time, but it was decided that, since large information
systems are available at both the courts and at the state data center, it
would be wise to connect them and avoid the cost and mahual processing of
the statistics by ineluding this type of data on “~he state system. On the
other hand, in some cases it was decided not to inelude certain data types
on the state system because of the high cost invelved for only marginal
convenience or benefit. An example of this is the decision to assume that
only the four or five largest cities in the state would have fingerprint
volumes high enough to justify the great cost of automatic fingerprint pro-
cessing equipment. Cities with smaller arrest and fingerprint volumes would
therefaore have te rely on facsimile ftransmission or communication by mail.

In Texas user and operator discussions were useful in trading
of f regional data bases versus a central state file and in estimating the
effects this would have on the traffic over a statzwide network. In Texas
it was decided, for example, that court information systems that kept
track of offender processing to the detail of court calendar control would
best be handled on a local or regional level as it already is in several
jurisdictions, and that only court statistics would be transmitted on
the statewide networks. It was also assumed that the three major metro-
politan areas in Southeastern Texas, Houston, Dallas-Ft. Worth, and
San Antonio, would each have their own large regicnzl data bases used
by loral criminal justice agencies much of the time, thus reducing the
traffic on the state network.

4-5
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The techniques of written survey, individual discussions
with operators, planners and users of the criminal justice information
system and presentations to advisory groups of criminal justice infor-
mation system experts from the model states can, of course, be used
on any state and with any potential user agency in the state. Texas
cooperated fully with these methods of determining their information
processing aeeds and we believe that the projections are therefore

as realistic as it is possible to be when deallng with the uncertaln
future.

4.3.2 Traffic Distribution

The technigues used for obtaining estimates of future state-
wide traffic volume were also usSed to project the distribution of that
total data volume between the users throughout the state. As discussiors
were held with both stakte officialis and data system users, couments were
solicited concerning how much data traffic would flow to each of the
offices of an agency. . In some cases simple mechanical estimates were made
such as prorating the total traffic to the correctional agency between the
several institutions according to the number of inmates in each facility.
In other cases the uwniform proration according to arreats or offender
volume: was tempered by past experience to arrive at estimates that sug-
gested, for instance, that certain facilities such as reception centers
for correctional agencies generated far more information than those with
no offender processing function. Thus, at the seme interviews and pre-
sentations, data were obtained which allowed projections of both total
statewide eriminal justice information system traffic volume and the
dlstrlbutlon of that traffic throughout the state.

5.3.4 Texas Results

" Discussions with Texas officials, questionnaire responses, and
the criticism of members of the Texas advisory commitiee suggested a
slightly broader list of potential new data type users-of the state
eriminal justice information system than in Ohio. These users are:

Law enforcement use of a CCH/OBTS file
_.Court use of the CCH/OBIS file

Use of the state CCH/OBTS file by the Texas Department_of
Correotxons o B . - i

Use of the CCH/DBTS files by the Texas Boards of Pardons
and - Paroles.

“vReglonal SJIS systems connected to a state syotem for the _
purpose of transmittlng court statisties

An OBSCIS system operated by the TDC and with access by the -

Texas BPPF for the purpose of maintaining current offender
release date information

46
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4n on-line system for the records of the Texas Youth Council

A network for transmitting automatically processed finger-
prints from the state's largest cities to central state files

A traffic component associated with the conversion and main-
tenance of present manual CCH/0BTS files To computerized files.

Other types of data that were considered include a boat registration file
and a file for the state parks and wildlife agency, but these types of
traffiec were thought to be small compared to traffic associated with other
files, so these data types were not included in the analysis.

Texas already has a CCH file maintained by the TCIC which is
available to all TLETS users. The file can be queried by TLETS terminals,
and lacal users can obtain brief criminal summaries in near real time or
complete criminal histories in the mail. Discussions with the operators
and users of this system indicate it will be expanded and improved in the
future and that it is possible for additional data elements fto be added
such that it could become a complete OBTS system. Although it is likely
that more users who do not presently have terminals will be added in small
communities and that present user data volume will increase substantially
when improved faster lines and terminals are added, the system is not
expected to reach its full potential utilization during the period of the
STACOM study. This less than complete utilizabtion will result from the
extensive loecal use of regional data bases which already exist in Texas
and which will allow local law enforcement officials to obtain the infor-
mation they need from local files without querying the state CCH data ,
base. For this reason the maximum use of the Texas CCH/OBTS files has been
set at about half its full potential toward the end of this study period.

The TCIC also maintains the present capability to convert
manual criminal histories to automated entries and to update those auto-
mated entries as mantial records are received from local "law enforecement
agencies throughout the state. This capability is likely to remain at
~about the same level during the period of this study since state official
point out that present Texas law requires that criminal histories be
updated only upon receipt of a validated fingerprint card. This condition
will probably exist for several years into the future, and, if criminal
activity continues to grow as it has in the past, it would suggest that
this data conversion and file maintenance traffic from the Identification
and Criminal Records (ICR) Division of the Department of Public Safety
(DPS) will increase also, However, in this study such traffic was kept
constant on the theory that as the demand for this service grows, and as
the capablllty of the state criminal justice information network grows,
stabe poliey will be modified to allow direct file updates from local
agencies in the field. This is certainly not the present attitude of law
enforcement administrators in Texas, but labor or space ceilings at the -
ICR Division may contribute to a change in policy.

The ICR Division is also the office of state government that
would administer any system of automated fingerprint processing in Texas.
In discussing this potential with DPS officials, it was learned that Texas
is very interested in applying this capabiliby as soon as a standardized
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system is available that would be compatible with FBI equipment. Texas
officials have, in fact, held extensive discussions with several manufac-
turers of fingerprint processing equipment and will likely acquire such
capabllities during the early years of this study period, at least on an

- experimental basis. Because of the high investment in equipment required,
however, it is unlikely that automatic fingerprint processing and trans-
mission to state files would ever be extended beyond the largest cities.
This study, therefore, assumed that only Dallas-Fort Worth, Houston,

San Antonic, and El Paso would be large enough to justify the purchase

of automatic fingerprint processing equipment, and that it would be
introduced gradually with Dallas-Fort Worth being the first experimental
link to the DPS in Austin.

Discussions with administrators of the Texas Judicial Council,
which is charged with compiling and publishing judicial statisties for the
state, indicate that, because of the fragmentation and independence of
courts throughout the state, any imnlementation of a statewide judicial
information system or of extensive use of a CCH/OBTS system by the courts
of Texas will be far into the future. This estimate is supported, in the
opinions of the state judicial information system and state judieial statis-
tics system planners, by the low priority given to judicial statistics by
the state legislature and the consequent small budgets allowed Tor this
funetion. Therefore, in this study, any use of stabte CCH/OBTS files by the
courts, and any operation of an SJIS system to transmit court statisties
from regional court daba systems .to the Texas Judicial Council (TJC) has
been delayed until well into the next decade. Lowever, this projection
aoes not consider the effects of current proposals, still in the federal
legislature process, that would increase federal assistance to state judi- .
cial systems. It was assumed that the court record: and calendar management
functions of an SJI3 system would be maintained at a local or regional
level in several of the largest mefropolitan areas, and that only court
statisties would be sent to the states. The same court terminals that were
used for statistics transmission could also be used for entries and inqui-
ries into the CCE/OBTS system. However, because of the low probability
of such a system being implemented in the near future, the first operation
was shown as an experimental system in the Dallas-Fort Worth area. in 1983 -
with the other four largest metropolitan areas being added in 1985.

The Texas Departmeni of Corrections (TBC) is an independent
state agency with its headquarters remote from Austin, in Huntsville, and
with an already operating, sophisticated, automatic data processing capa-
bility. Discussions with state planning personnel and with TDC data pro-
cessing manzgers indicate great satisfaction with the present system, which
is a heavily utilized batch operation with a few on-line terminals, and a.
reluctance to join any broader ' ate aaba system to prevent unauthorized
access to the TDC files. This s 1y, therefore, assumes that, although
IDC terminals will hatve access t+ ‘tate CCH/0BTS files to inquire and
update offender records, no othe. ate agencies can obtain entry into-the
TDC files, which will remain under the control of the TDC and be physically
located in Buntsville. This projection includes corrections use of the
CUH/CETS files, and a sepaprate OBSCIS system for the exclusive use of the
TDC. The OBSCIS system’ control is located in Huntsvillé, far from the -
other criminal justice information system data bases. One exception to the
exclusion of other state agencies from the TDC files is the Texas Boards

4.
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of Pardons and Paroles, which will have access to a limited amount of
inmate data so that it can compube parole eligibility dates and release
dates. This will be a single interface between the BPP headquarters in
Austin and one of the inmate status files in Huntsville, It is estimated
that this systen will  first be implemented at TDC headquarters and at

BPP offices near the midpoint of the 10-year study period, and that it
will be fully operational to all of the TDC institutions toward the end
of the study interval. This implementation estimate was applied to both
the. access to the CCH/0BTS files and to the OBSCIS system.

. Another stafe agency which could use a criminal justice infor-
mation system is the Texas Youth Council, which maintains homes and schools
for juveniles throughout the state. The TYC does indeed automatically pro-
cess much of its student and administrative data, but it is done in a
bateh mode on the Texas Water Development Board computer. TYC data pro-
cessing administrators appear very interested in participating in a state-
wide eriminal justice information system study. Thus, for purposes of the
STACOM study, TYC traffic was assumed to start within the first few years
of the study period, 1n1t1a11y on an experimental basis from the TYC head-
quarters in Austin, and then to expand to all the TYC homes and schools
throughout Texas toward the middle of the period. It is- llkely that the

.system would be an on-line component of the total state system, but, as
in the case of the TDC, the TYC will probably control its own files to
preserve the privacy of the student records.

. . The final state agency which would participate in the state
network is the Téxas Boards of Pardons and Paroles, which was mentioned
previously in connection with its access to the TDC inmate records to
compute inmate parole status. At the same time an interface is estab-
lished with the TDC, it is likely that the BPP could also be provided
access to the state CCH/OBTS file for inquiry and update purposes. The
BPP would probably be a small user of the CCH/0BIS file compared to the
large volume of traffic from the law enforcement agencies, but it should
be included to complete the spectrum of appropriate agencies in the erimi-
nal justice process. The BPP interface with the CCH/OBTIS files was assumed
to coincide with its access to the TDC files at about the midpoint of the
STACOM study period. The BPP already has a data processing operation in
its Austin headguarters, but like the TYC, it is run babtceh at night on the
Water Development Board computer. Presently, its inmate status program is
only updated once a week by tape from the TDC file, and the Board's data
processing operators are enthusiastic about implementing a more frequent
‘on~line file updating operation.

k. DATA ANALYSIS TECHNIQUES AND NEW DATA FORECASTING METHODOLOGY
y.ouo1 General Methodologb

The components of new data that were estimated through 1985
‘are the nine listed in 3ection 4.1, Section 4.4 describes the approach
taken to predicting new data type traffic in Texas. The calculations
based on these technigues and the results of the calculations are given in
Section 6, The procedure that was used to analyze the data gathered
- from the model states and to estimate future traffic was:
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(1) Determine average messages per day for each component
of traffic for the entire state between the user
agencies and the central files

(2} Compute an zverage message length Ffor each new data
component for messages to and from the state files,
and an average for both directions combined

(3) Determine the aggregate péak characters per minute for
each component of new data for traffie to and from the
state center to the users

(1) Distribube the aggregate traffic in peak characters per
minute to and from the state files between the individual
users of the system so that traffic volumes to the
localities throughout the state can be determined.

This process is shown schematically in Figure 4-1. The fol-
Jowing paragraphs deseribe how this process worked for each of the com-~
ponents of new data types. ' '

hoi,2 Arrest-Dependent Traffic
b y.2,1. CCH/OBTS.

h.4.2.1.1 Average Messages Per Day. Aggregabe statewide CCH/ OBTS
traffic was determined by estimating the total criminal activity in
future years, determining how many offenders flow through each step of
the eriminal process from the ecriminal procedure diagram of Figure 4-2,
and estimating the information needs at each step from the message use
matrix of Figure 4-3, This process is shown schematically in Figure U4,

4 complete list of the factors used in computing future
CCH/OBTS traffic is given below, and the factors are explained in the
following paragraphs:?

COMPUTE STATEWIDE COMPUTE AVERAGE COMPUTE STATEWIDE ALLOCATE NEW
PECRACE MESSACES | sl MESSAGE LENGTH  |—dmi ool CHARACTERS 3 o} "o AT TRarFI
PER DAY FOR EACH [ D : 1 PER MINUTE FOR LA TRAFFIC

" FOR EACH DATA TYEE

- DATATYPE EACH DATA TYPE TO USERS

Figure 4-~1. New Data Type Analysis, Forecasting and
: ' Distribution Methodology
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'Figure I-3. Texas Message Use Matrix
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Figure 4-4. Traffic Forecasting Process

‘Estimated statewide arrests per year
X Techrolegy penetration factor

Total Slatewide CCH/QOBTS Traffic
: o e X Number of transactmns with the CCI—I/OBTS files- per arrest

" in Avérage Messages per day -
. ¥ Number of messages per CCH/OBTS transaction

X Time conversion lo convert from years to day

For purposes of this study, statewide arrests were projected
to increase linearly at a.rate equivalent to about 2% of 1975 arrests per
‘year between 1975 and’ 1985. This has been the national rate of increase
during the past decade, although this growth has been very erratic.
Figure 4-5 shows national arrest frends over the past decade based on
figures from the FEL Uniform Crime Reports.(UCR) and "United States
Statistical Abstracts." The upper curve is estimated total arrests
throughout the nation while the bottom line is actual reported arrests.
As noted in the figure, estimated total arrests were either computed by
the FBI using information about the population and arrest statisties of
jurisdictions that do and do not report arrests or they were computed in
the course of* this study (those with a subscript Ne') by mulbiplying
actual arrests reported by the ratio of total national population to
population in the jurisdictions reporting arrests. These reported arrests
grow ak approximately 6.2% per year, but much of that increase must be
caused by improved reporting since. the estimated actual arrests only grow .-
at linear rate of about 193,000 arrests per year, which is 2.08% of the
9.27 million estimated arrests in 1975. This growth rate in arrests was
then applied to Texas, which yielded an arrest increase of 11,286 per year
from the 542,574 arrests in Texas in-1975. : : L

Consideration was given during this study to using total FBI
index crimes as a method of projeeting future ecriminal justice information
“'system. trafflc. ‘However, traffic will likely be a function .of police
activity as measured by arrests, rather than of criminal activity as
measured by reported crimes, since it is the criminal justice agencies
~using the 1nformatlon system that generate trafflc, not the offenders or
victims of crime.’ : : " coe :

=
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Total arrests in Texas were computed from FBI UCR data in
1975, which showed that, on a national level, 0.82 arrests for felonies

and nontraffic misdemeanors were made per index crime. This ratio was

applied to the index crimes estimated for Texas in 1975 to determine the
gstimated statewide arrests.

The technology penetration factor accounts for the extent to
which hardware is available to users, for the gradual familiarization
process user agency personnel go through, and for the availability of
funding to implement the several types of new data. In most cases, this.

“factor, which varies from 0 to 1, was estimated based on the suggestions

of state criminal justice information system experts about when the
several types of new data would be implemented in the state. In Texas,
the technology penetration factor for law enforcement use of the CCH/OBTS

system reaches a peak of 0.5 since it is assumed that local computer

systems in the major cities will be used in many cases, thereby avoiding
the rieed to use the state system.

 The number of transactions with the CCH/OBTS files can be
determined by estimating the number of transactions per arrest from

- Figure Y4~3, The criminal procedure flow diagram of Figure 4-2 shows the

number of offenders through each step in the eriminal justice process per
arrest, and Figure 4-3, the messages use matrix, uses thls information to
derive the information needs at each step, per arrest "Multiplying by the
total number of arrests in the state yields the total transactions with
the CCH/OBTS files. Summing these transaction volumes over any part of

©  the eriminal justice establishment - say courts or corrections, for

-example_—none_ean ‘then compute the traffic generated by each institution.

The number of transactions with the CCH/OBTS files per -arrést’

-wlll be ﬁoted to be quite high, especially for law enforcement and court

activity. In the case of law enforcement, this is caused by the expected
large number of inquiries prior to arrest that never result in an arrest.
Statistics from the FBI Uniform Crime Reports. for 1975 show that only 21%
of index crimes were cleared by arrests, implying that most crimes are not
cleared by arrests or that arrests that are made do not clear crimes and
result in dropped charges. Thus, in deriving the message use matrix and

.assigning the number. of transactions per arrest that occur' prior to an

arrest, a large multiple is included to account Ffor these interactions
with the state criminal justice information system that never result in
arrests, In the case of the courts, the relatively large number of
transactions per arrest is due to the multiple hearings and appearances,
including continuances and re-hearings that are part of the judicial
process. Both in the case of law enforcement and judicial interaction
with the state data. system, the values derived in thls study are close to

" those estlmated independently by Texas officials.:

: Since each traznsaction requires a message to the state files
and an accompanying response, there are two messages per transaction.

This-accounts for an inquiry and response for each inquiry transactlon,
~and an update and acknowledgment for each data entry transaction.

The time conversion factor is either 365 days per year for

law enforcement agencies or 250 days per year {to delete weekends and

4-16 ..




holidays) for other agencies. This factor is necessary to convert from
total arrests per year to messages per day.

4.4.2.1.2. Average Message Length in Characters. Average message length
‘of CCH/OBTS traffic is computed by weighting the length of the various
types of messages by the fraction of the traffic that each message type
provides. Inquiries are considered to be brief: usually one to three
lines of whatever high-speed terminal is in use. Responses can be of
widely varying length, depending upon whether the inquiry resulbted in a
Thit" or "“no-hit." "Hit" responses are taken as a large fraction of a
terminal page - perhaps 1000 characters - while the percentage of "no-hit®
responses and their length are derived from the experience of the opera-
tors of the present state systems, or from their estimate of Tuture
traffic. The fractions of message types generated by the various insti-
tutions in the criminal justice system - e.g., the fraction of data
entries by law enforcement agencies or the fraction of inquiries into the
CCH/OBTS system by the courts - are derived from the message use matrix
of Figure #-3. The weighted message lengths are then summed to obtain:
1) average message length to the central state files, 2) average message
length from the state files to .the users, and 3) the average length of
messages traveling both direections on the state network '

k. 4.2.1.3 Peak Traffic in Characters Per Minute. Traffic volume in
average messages per day has been computed above, and this ecan be converted
to peak characters per minute by multiplying by average message length and
several other time and peak-to-average conversion factors. The complete
relationship between average messages per day and peak characters per
minute is:

CCH/OBTS traffic in
peak characters

per minute

Average messages per day

'~ x 'Peak-to-average ratio (taken as 2 throughout this
study)

< Number of messages per transaction to or from the
‘state files (taken as 2 throughout this study
bhecause inquiries generate responses and entries
generate acknowledgments)

+ Time conversion factor for changing daily rate
to rate per minute (taken as 1440 minutes per
day for law enforcement inquiries and updates

~and. 480 mlnutes per day for all other trafflc)

Average message length to state files
or
Average message length from state_files

X

or ,

[Peak characters per minute to state files
Peak characters per minute from state files

417
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The peak-to-average ratio of 2 was determined by obtaining
current daily traffic statistics from Texas, conmputing the daily average
traffic volume, and observing that the average was about half the peak
traffic.

This technique for converting average messages per day to peak
characters per minute was used for all new data types considered in this
study. Different message lengths and time conversion factors were used
where appropriate, but peak~to-average ratio and the number of messages
per transaction always were assumed to be 2.0.

4.4.2.1.4 Traffic Distribution to User Agencies. The final step in pre-
dicting criminal justice information system traffic from new data types is
the distribution of the traffic to the local users throughout the state.

This caleulation is done by computer in the case of law enforcement use of

CCH/OBTS files, because there are several hundred law enforcement terminals

in Texas presently connected to the state systems. The distribution of
CCH/0BTS traffic to courts, corrections, or parole agencies is done
manually, since, in the early years, there is usually only one regional
terminal or headquarters terminal operating, and when the systems are
completed there are not usually more than a dozen terminals.

New data traffic to law enforcement agencies is distributed
according to the ratio of index crimes in the jurisdiction served by the
ageney to the total number of index crimes in all appropriate jurisdic-
tions with terminals. This braffic i=s distributed to local police and
sheriff departments and is not assigned to state police stations or
federal offices. Traffic from these other offices is allowad to grow at
a rate predicted by the growth algorithm for existing data types. The
existing data traffic and new data type traffic are then added for each
- terminal, and the result printed for review and provided to the network

designers on tape. Distribution of law enforcement CCH/OBTS traffic
according to index crimes in each jurisdiction was made because such data
are readily available each year from both state and national law enforce-
ment statisties agencies and because criminal activity is a reasonable
measure of the need for information in law enforcement agencies. Other
measures such as the number of personnsl in a local law enforcement
office or the population, or the rumber of arrests in the jurisdietion
could be used, but, except for raw population data, these other measures
are less readlly available and less current, so distribution was made
according to local index crimes.

Court CCH/OETS traffic is distributed according to the popu-
lation served by each of the regional court systems in Texas. One region
is assumed to be an experimental facility in the early years and the
remaining large metropolitan areas are added within a few years.

Traffic between the corrections facilities and the CCH/OBTS
files is distributed according to the number of inmates in each institu-~
tion, except that a larger percentage of traffle is assigned to the
corrections department headquarters.
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: Any traffic to or from the state. parole égency was assuymed to
flow entirely between that agency's headquarters and the state CCH/OBTS files.

L. 4,22 ggtomatéd.Fingerprint”Tfaffic.

h,4,2.2.1 Average Messages_Per Day. Within the next decade it is
anticipated that Texas will implement some sort of automated fingerprint
encoding, classmflcatlon "and transmission process. It is likely,
however, that equlpment fov this will be available only in the largest
cities since it is quite expensive and requires a large fingerprint
yolume to justify it. For this reason, the facters used for computing
‘the average ;1ngerpr1nt message volume per day, which are the same
factors used in the relationship of Section 4.4.2.1.1 above, include

a technology penetration factor that begins with just one large city
participating in the program in the early years and expands to several
of the largest metropolitan areas at maturity.

The number of Ffingerprint transactions per arrest is an
estimate based on 1973 FBI crime statisties which showed that about 21.2%
of index crimes were closed by an arrest, or 4.72 crimes were committed
per arrest. If latent fingerprints are associdted with 25% of these
crimes, approximately 1.18 Ffingerprints would be transmitted per arrest
for the purpose of identifying the latent print. In addition, every.
arresteée would be fingerprinted and a 10-print card would be processed and
sent to state files. The total number of transactions including both
latents and full cards, then becomes 2.18 per arrest.

As with the CCH/0BTS average traffiec volume, two messages per
fingerprint transaction. are assumed because éadeh transaction would include
a message to the state files and an acknowledgment. Fingerprint trans-
mission was assumed to take place during a normal work week, so a value of
250 working days per year was assumed for the time conversion Ffactor.

The other factors used in the computation of average finger-
print volume per day are the same as those used in the derivation of
average CCH/OBTS traffic in Section 4.4.2.7.1.

h,n.2,2.2 Average Message Length. To compute average message length for
digital fingerprint transmission, & decision must first. be made about
which steps in the fingerprint processing should be performed in the loeal
agency and which steps should be done at a central state facility. The
process for fingerprint analysis based on the analysis of minutiae (ridge
ends and ridge bifurcations) is shown in a simple schematic in Figure U4-6.

The data volumes shown are those for systems such as those
sold by Rockwell International, Anzheim, California, and Calspan Techno-
logy Products, Buf'fale, New York. The. Sperry.system presently in use -
in Arizona produces an 8-bit byte of information at every point of a
- 30 x 30 matrix on each print, based on ridge slope analysis. The 72,000
bits thus generated for each set of 10 prints are then reduced to 240
8-bit bytes per card for permanent storage. For the purposes of this
study, the Rockwell-Calspan system was assumed to be the one that would
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'tFigubefu—ﬁ; Automated Fingerprint Processing Diagram

pe used, because it would produce a larger volume of data and would
therefore yiéld a conservabively designed system. C R

The alternative to transmitting 2 million or 0.5 million, or
2,500 bits .per print from a minutiae-based processor to a central file is
to have only one minutiae-~based system at a ecentral location and send raw
or enhanced fingerprints from the remote agencies by digital or analog
facsimile equipment suech as that manufactured by Harris Corp., Melbourne,
FL, or by Dacom, Inc., Santa Clara, CA. Such equipment presently scans
fingerprint images at between 100 and 400 lines per inch, quantizes. the
gray scale into 2 to 16 shades (1 to 4 bits), and compresses the data by
a factor of 2 or 3. This still leaves on the order of a few million bits
that must be transmitted per 8-in. x 8-in. fingerprint card. Over a
2800-baud line, this takes about 10 to 20 minutes which would allow a few
dozen cards to be processed per 8-hr work day at each terminal. This is
inadequate for a large police agency like Cleveland which had 52,022 index

_erimes committed in 1974. If we assume 0,82 felony and misdemeanor

arrests per index crime {the 1975 nationwide ratio from FBI UCR reports),
and a growth rate of 900 arrests per year (the average nationwide rate
applied to Cleveland) Cleveland would have 52,558 arrests in 1985 or 210
arrests per work day. If we further assume that every arrest requires
that a sst of fingerprints be sent to the central files, this is 210 sets
of fingerprints per day. In addition, if we assume that there are .72
felonies and misdemeanors per arrest, and that 25% of these crimes have

- latent prints. associated with them, thls is an additional 1.18 prints per

arrest that must be sent to the state files. The resultlng 400 or more
images that must be sent each day are therefore not compatible with a
facsimile capability that requires 10 or 20 minutes per image. WNote that
facsimile speeds are now approaching 1 minute per fingerprint card from
some vendors, but even this speed would only marglnally satisfy the needs

“of a large city in the next decade. -
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.The answer to this problem might be to use special wideband
mierowave links between the major cities and state files. This, however
would remove fingerprint transmission from the state telecommunications
network to such a special high data rate system. For the purposes of
this study, therefore, it was decided to assume that the largest police
agencies would each have equipment to read, enhance, encode minutiae, and
classify fingerprints, so that they would only need to transmit about 2500
bits per print to the central state facility, which could be done over a
lower speed state telecommunications line. This analysis is supported by
one manufacturer who suggests that having a reader/classifier is appropri-
ate for agencies processing more than 50 fingerprint cards per day, serving
populations about 0.5 million. He estimated each reader/classifier would
‘cost about $150,000. ' - '

With this deecision, average message lengths for fingerprint
transmission were computed by assuming that one full 10-print eard and
1.18 latent prints were transmitted per arrest. A card was assumed to
require 25,000 bits (2500 characters) for the 10 prints plus 960 charac-
ters for the alphanumeric data. The response was assumed to require 240
. characters. For transmission of latent prints, one print was assumed to
require 2500 bits (250 characters) plus 240 characters of alphanumeric
data. The response was calculated by assuming 10% hits at 960 characters
and 90% no-hits at 240 characters for an average of 312 characters.
Averaging both types of transactions over the 2.18 transactions per arrest

yields the average message lengths of Table 4-1.

Table 4~-1. Computation of Average Automated Fingerprint
Message Length

Message Length Weighted Message Length
in Characters Computation
Trans-—
Message actions ' : To and
Type Per Arrest To From To From From
State - State ' State -State  State
Files Files . Files Files Files
Card 1.0 3,160 240 - 1,587 110 8119
input
: 0.1 x 960 ‘ _ _
Latent 1.18 hgo Ot 265 169 217
input 0.9 x 240
Totals ~  2.18 1,852 279 1,066
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4.,4,2.2.3  Fingerprint Traffic Distribution. Automated fingerprint
traffic was distributed in Texas according to the population of the major
metropoliban areas having the egquipment required to process. the prints.
It was assumed that the largest city would obtain the necessary equipment
earlier than the others, but that several of the largest areas would be
processing prints automatically by 1985.

§.o4.3 Offender-Dependent Traffic
44,3, OESCIS.

. K.3.1.1 Average Messages Per Day. The OBSCIS system is devoted almost
exclusively to the needs of the departments of corrections, with the excep-
tion that in Texas the BPP will be able to access the inmate commitment
records to compute current parole status. OBSCIS traffiec will be from the
several corrections institutions to the corrections department's headguar-
ters. In Texas, the TDC is in Huntsville, remote from other state agencies.
This is therefore a new locabion for a data base in Texas, since most of
the other traffic flows to and from data bases in Austin.

Instead of being based on the number of arrests, OBSCIS traffic
is determined by the number of transactions with the system per inmate-day.
An estimate is made of the frequency of inquiry or update for each inmate,
and this is converted to the number of transactions per inmate-day. The
relationship for converting this to average messages per day is:

0B3CIS traffic in average
messages per day = Total inmates in corrections department

x Technology penetration factor
x Transactions per inmabte-day
" x Messages per transaction

The number of inmates in state correctional institutions was
. assumed to grow at a rate estimated by state correctional system planners.
In Texas, state planners provided an estimate of 28,000 inmates in 1980
and 37,000 in 1985 from a 1976 level of 21,000 1nmates.

in Texas, implementation of an OBSCIS system on a state
netwerk was estimated to take place arfter 1980, although Texas presently
has data processing capabilities in their headquarters. For purposes of
estimating communications traffic, however, the technology penetration
factor does not. reach a significant value until. early in the next decade.
For the first few years, the traffic was confised to the headquarters
office, or to the headquarters office and the reception centers. Toward
the end of the study, the trafflc on the ste te network was distributed to
the 1nst1tut10ns. : : o : : o

The number of OBSCIS transactions per inmate-day was estimated

by picking the frequency of transactions for each inmate and converting
this to a number of inquiries or entries per inmate-day. In general, it
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was assumed that an inquiry and a record update would occur for each
inmate every 2 to 4 weeks. This rate of between 2 transactions per
2 weeks and 2 transactions per month implies between 0.07 and 0.14
transactions per inmate-day. This range of values was used for this
parameter in Texas.

. All new data type traffic was assumed to generate a response
for every inguiry and an acknowledgment for every update, which means two
messages are generated by every transaction.

4.4.3,1;2 Average Message Length. OBSCIS averagé'message lengths
are ‘again computed by weighting the types of messages according to
how frequently they are sent. The lengths of each transaction type
are multiplied by the fraction of total transactions per inmate-day
used for that data type, and the results summed for messages to the
corrections departments' headquarters, from the headquarters, and for
an average in both directions. .

4.8.3.1.3 0BSCIS Traffic Distribution, In later years when the OBSCIS
system is assumed to be fully operational throughout the state and

using the state communications system, traffic is distributed between

the institutions by the number of inmates in each facility. In addition,
a slightly larger proportion of traffic is assigned to the reception
centers and headquarters, and, in Texas, access is also provided to the
BPP so that it can have commitment records available for use in compubing .
parole status. In the early years of an OBSCIS system, traffic is ‘
assumed to come only from the headquarters of the correctLons department
or from the reception centers,

4, 4,.3.2 Juvenile Tnstitutions.

§.4.3.2.1 Average Messages Per Dav. Only the data traffic of the
Texas Youth Council (TYC) was considered in the new data types for
the state communications. system. Traffic on lines serving TYC homes,
schools, and headguarters will be devoted exclusively to TYIC use.
The TYC presently runs its programs batch at night on the Texas Water
Development Board Computer and uses this capability for student vecords
and administration functions such as personnél records and accounting.
The average daily message volume was based on the number of transactions
per student-day just as 0BSCIS traffic volume was. The expression

. For average messages per day 1s therexore ‘the same as that glven in

" Section 4.4.3.71.1 above. : :

There were about 1,800 TYC students in 1975, and this number
. was assumed to increase. linearly at the same fractional rate as state
officials estimated for the TDC inmate population. TDC population was’
projected to increase by about 80% over the next 8 years, so TYC student
populatlon was assumed to grow from 1,835 to 3,280 over the same period.

Because the TYG already has a batech automaulc data proce851ng"
capability, its addition to the state system»could occur quite rapidly.
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The techhology penetration factor was therefore put at 0. 5 in 1979, and
1.0, meaning full ubilization, in 1981 and thereafter.

TYC data processing personnel provided an estimate of 0.26
transactions per student-day for expected traffié volume on an on-line
data system. This is equivalent to an average of one message per student
every four days, Although it seems to be a high value, it 1s probably
appropriate when considering admlnlstratlve messages as well as student
records.- : :

As with all other data types, two messages were assumed

per transactlon to account for acknowledgments to data entrles and
:anulr'n.es

4h.4.3.2.2 Average Message Lensth., TIC average message lengths are
computed idéentically to OBSCIS messages. Message types are weighted
according to how freguently they are sent, and the results are summed
for messages to the TYC headquarters, from the headquarters, and then
in both directions.

H,4,3.2.3 TYC Traffic Distribution. In 1979, TYC traffic was assigned

- eompletely to the headquarters office since it was felt that the system.

would be new and experimental. In 1981 and thereafter, one quarter

of the traffic was assigned to the headquarters office and to the Brownwood
reception center, and the remainder was prorated between the homes and

. schoels according to the number of students in each.-

youy Other New Data Types
4.ou.4.1 . State Judiciai Infermation sttem.

4.4.%,. 1.1 Average Messages Per Dav. Instead of being based on the
‘number -of trangactions per arrest as CCH/OBIS traffic is, or the number

of traznsactions per person-day as is traffic in the OBSCIS and juvenile
institutions, SJIS traffic is estimabed based on the number of transactions
per court disposition inecluding both criminal and civil cases in the

" courts that handle felonies and non-traffic misdemeanors. - The algorithm
for computing SJIS traffic is:

SJIS trafflc in average
messages per day.

Number of eriminal and e:vil dispositions per
year from courts that handle felonies
and non-traffic misdemeanors
x Technology penetration factor
x . Transactions per disposition
"x'-Mességes3per transaction

¥ Time conversion factor from years to days
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The growbth in court dispositions was assumed to be linear
in Texas, and the annual increase was based on the growth rate for
the past several years. This was about 5% of the 1975 dispositions
in Texas. This rate of growth was then extended linearly to 1985.

The technology penetration factor was chosen to reflect the
fact that the SJIS system would likely be -implemented first in one major
metropolitan area and then expanded into a few other large cities. This
factor therefore reflects the proportion of the population served by the
SJIS system as it expands from the Tirst trial city to other areas of
the state in Texas.

Since all SJIS case tracking, record keeping, and calendar
setting functions are assumed to be confined to the local level, and the
-state-level traffic will be limited to statistical reporting, the number
of transactions per disposition has been taken as 1.0. This does not mean
that every vase will be reported once, but that the average volume will be
at that level. ‘

As with the other traffic types, each SJIS transaction gen-
erates a data entry and response, sSo two messages are generated per
transaction. The time conversion factor assumes that there are 250 court
ddays per year. o ‘ ' co :

4.4.4.1.2 Average Message Length. Since SJIS messages are statistical
inputs, they are assumed tu consist of a large amount of data sent to
the state data center followed by a brief acknowledgment. In Texas,
therefore, messages to the state data center are taken as one page

in length, followed by only a few lines of acknowledgment.

b, 4.%,.1.3 Distribution of SJIS Traffic. In Texas,; because of the
overlapping judiecial districts and counties, it is difficult to assign-
the volume of dispositions to a standard metrcpolitan area. For this
reason, SJIS traffic was prorated according to the population in each
of the standard metropoliftan areas. In the first year of operation,
.traffic was assigned to the one experimental city. :

gy 4.2 State Data Conversion.

4,4.4.2,1 Averare Messagmes Per Dav. Texas has offices that convert
the thousands of existing criminal histories to automatic records, and
that enter current offenders into the files, since field users are

‘not ‘yet able to do so. In Texas the office is the Identification and .
Criminal Records Division of the Department of Public Safety in Austin,
Traffic from this agency into the state eriminal history files was

taken as the current level or a value that state officilals estimated
would be reached in ‘the near future. The traffic level was kept. constant .
between the preserni and 1985 because it was assumed that, as a gradual
inerease in eriminal activity takes place, an increasing number of
updates to the records will be made directly from user bterminals, thereby
avoiding the data conversion process at the stabte criminal records.
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agency. ‘Texas pr0v1ded current traffic levels in numbers of transactions
per day. This valie can be multiplied by the number of messages per
transection to get the average number of messages per day, as was done
with all new data types analyzed previously.

4.4.4.2,2 Aversge Messape Length. Average message length from the

. many berminals in the central state facilities was likewise computed .
just as it was Tor the other data types. Fach messdge type was weighted
by the fraction of the time it was sent, and the resulting sum over

all messages going to the state files, from the state files, and in

. both directions yielded the average lengths in characters for each =
direction. Most messages from the oriminal records center to the state
files are data entries, and these were taken as a whole page of the
terminal. Acknowledgments were assumed to be a few lines at most.

1f, before updating an offender's file, an operator desires to inguire
whether the offender is a new entry or a recidivist and already in

the files, this inguiry was assumed to be a few lines and the response
a major fraction of a page. MNo distribution of this traffic to other

- state agencies is required since the only source is the group of terminals
in the state eriminal records ageney.
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SECTION B

COMBINATION OF NEW AND EXISTING DATA TYPES

The traffic projections for existing data types in Section 3,
‘and those for new data types in Section 4 were develdped under the
assumptiuvn that there were no information system hardware or software
constraints to traffic growth. In both cases 1t was assumed that computer
capacities were sufficient to handle as much traffic as the users could
- generate.” In this section, the traffic demands are added together and
constraints are applied, to impose realistic limits to the volume of
allowable traffic based on the capacity of the central computers pro=-
ce531ng the orlmlnal Jjustice messages.

- Besides being assumed to be unconstrained, the new and ex-
isting data types were each computed assuming complete independence. For
instance, an assumption was made that the volume of inquiries into the
wanted persons files from & local law enforcement terminal did not affect
the traffic into the CCH/OBTS files when these files are made readily
available and are in wide-spread use. In this case, the new CCH/OBTS
traffic was assumed bo.be independent from the existing traffic into the
‘wanted persons files. This assumption of independence also extended to
other existing data types such as license plates and drivers and to all
the new data types from law enforcement, to courts, correctlons and
parole agencles._ : :

The assumpbion of independence between the data types allowed
the projected traffic simply to be added together throughout the period of
the study. This traffic sum was then the total traffic throughout the
state, except in the cases in which the total statewide traffic from new
and- existing data types approached or exceeded the capacities of the
central computers. In this situation, the total traffic level was reduced
slightly below the eapacity limit as it approached saturation, an assumption
was made that the compubter capacity was increased significantly, and
the traffic growbh was then allowed to continue in an unconstrained
Fashion, After the computer upgrade, new data traffic was even allowed
.o accelerate beyond its expected growth rate to include the traffic
that was not included during the period near saturdtion.

This process of constraining traffic growth as it reaches the
"~ computer capacity ‘is illustrated in Figure B5<1. ‘Unconstrained projected
traffic is computed for each G-month period throughout the study. When
the expected unconstrained traffic exceeds the compubter capaecity, it is
reduced to 1 to 2% below the capacity limit. - In the next 6-month period .
it is assumed that the. computer installation has been tpgraded
significantly and presents no constraint to traffic growth. In the period
following the upgrade, the growth rate in baseline existing data types
displays the slow growth characteristic because of the newness of the
system. The new data types and. exisbting data type traffic affected by
system improvements are allowed to grow at their expected unconstrained
rate, and an additional inerement from these new data types and existing
 traffic affected by system 1mprovements is included in the period fol- '
lowing an upgrade.
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; : ‘This additional increment equals the difference betwsen the unconstrained
traffic in the saturation period and the constrained traffic during that.
period. . ' '

. The details of this process of adding new data traffiec to
existing traffic are shown for all the 6-month periods of the study for .
Texas in Section 6. The aggregate totals for Texas are shown in .
summary form in the tables of Section 1. Table 1-1 shows total criminal
Justice information system traffic in Texas every 2 years between 1977 and
1985, < Traffic volumes are given in both average messages per day and in
peak characters per minute. The curves in Figure 1-3 present the same
traffic growth information of the table in graphical form.
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SECTION 6

TEXAS TRAFFIC MODELING

This section presents more detailed information on the
traffie modeling and distribution techniques developed in Texas. Planners
in Texas will find this section useful as it. discusses details of our '
‘analysis that apply uniquely to their state. The general reader may
find it interesting to observe the types of problems to be encountered
when trying to apply the methodologies discussed in Sections 3 and 4
to & particular state. Methodologies, data,: znd data analysis discussed
in Sections 3 and 4 will not be presented again in this seetion. Instead
we will refer the reader to the appropriate part of Section 3 or 4.

6.1 EXISTING DATA TYPES
6.1.1 Daﬁa Gsthering

In Sectlon 3. 2 there was a dlseu531on in ceneral tebms
of the data collection results. This section will present in further
‘detail the data collected from Texas in response to the state level
questionnaire and the user agency questionmaire. Recall that copies
of these questionnaires are eontained in Appendices 4 and B. : Readers
should 1nterpret'th1s data as the basic set of information required
to perform the exlstlng data type analysls.

Responses to the Texas state level questlonnalre follow:

Quéstion 1

Texas provided us with a very complete response to Question 1
which included descriptions of system configuration for every year from
1971 through 1976 and reports on all changes made to. the system during
this period. This detailed information helped us to preclsely'deflne past
and present system eonxlguratlons.__

Parts of the response desceribing the 1976 Texas Law En-
forcement Telecommunication System (TLETS) are shown in Figures b6~1, 6-2,
and 6-3. Figure 6-1 shows the 75 baud communication line connguratlon...'
" The large dark cireles represent switchers and are located in Garland/Dallas,
Austin and San Antonio. Figure 6-2 shows 110, 1,200 and 2,400 baud
ecircuits. Note that the majority of users are currently served'by
low-speed eircuibs. Figure 6-3 shows all existing TLETS circuits. . -
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TEXAS

TLETS
75 boud

Figure 6-1. TLETS 75 Baud Circuit Configuration
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Figure 6~3. TLETS Circuit Configuration
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The Texas Department of Public Safety prepares a report each
quarter of the year that includes any changes to the TLETS system that
ocoeurred during the quarter. These reports were made available to us
covering the period July 1971 through the present. We used them to
compile information presented in Figure 6-4. Changes to user agencies
served, circuits, data bases and switchers were recorded. This allowed us
%o identify past system changes that affected TLETS traffic levels.

Question 2

The second question was expanded to ask for information on the
total number of system users, the average response time and the number of
records in data files. Table 6-1 provided us with this information.

Note the difference in response time between high-speed and low-speed line
usera. Also, most of the growth in the number of records in TCIC has been
due to additions to the Computerized Criminal History file.

Question 3

Until the beginning of 1976, TLETS traffic statistics recorded
only the nunber of messages sent and received by each circuit. Traffie
volumes were not given by message types and, for circults serving more
than one agency, they did not record traffic to and from each agency. We
did, however, use these circuibts statistics to determine tofal TLETS
traffic and the volume of traffie through switchers and into data bases.
These statistics (a2n example month is shown in Figure 6-5) were available
from October 1971 to December 1975.

4 new management information statistics system was introduced
in 1976. Figuwre 5-6 shows these statistics for one user agency for July
1976. The number of messages sent from user agencies inhto data bases and
the number of responses received by bthe user agencies from data bases are
shown. G-Codes are the general distribution messages and the category
"other® includes administrative messages and messages into regional data
bases. Average size represents message length in units of characters per
nessage. However, currently, due to an error in software, message length
calculations include only the "other! message types. This error is now
being corrécted. The daily distribution of messages is also given. '
Similar statistics pages exist for all user agencies and data bases.
Statistics are grouped according to circuits and then by switchers.
Aggregate statistics are given for each switcher.
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Table 6-~1. TLETS Past Data Bases and Number of Users

- 197 1972 1973 1974 1975 1976

Nimber of Users
High-Speed Circuits

Low-Speed Circuits

135 268 310 319 W19 '!436

0 2 7 T 23 28

23 25 3 35 35 34

Average System
Response Time

High-Speed Lines

Low-Speed Lines

15 min 15 min 10 min 10 win 10 min 10 min

0 0 15 sec 15 see. 30 sec 30 sec

1% min 15 min 10 min 10 min 10 min 10 min

Number of Records in
File Type 1 MVD
File Type 2 TCIC

- NCIC

- *LIDR

9.1M 9.6M 10.1M 10.7H 11.1M 1.7TH

0 0 392,244 691,249 1.2M 2.9M

0 0 obtain from another source

0 T.0M 7.7 8M 8.3 M 8.5 M

#0)ur Drivers License file
per year.

is currently growing at appreximately 300,000




FOLDOUT FRAMB \

7/1/71 =9/30/71

TERMINALS ADDED - 62 IN SEPT
TOT. TERM =280 LS

CIRCUITS - 23 CIRCUITS INTO AUSTIN SWITCHER

DATA BASES - ,
2 75 bps LIMES TO MVD - AUSTIN

SWITCHERS ~ AUSTIN ONLY

| VVIO/I/?I—IZ/S]/‘?I.

TERMINALS ADDED - PD TERRELL, U
5.0, MARLIN, PD FOREST HIL'LS

TERMINALS DELETED - SO BAIRD, CE
RANGERS WACO

TOTAL TERMINALS = 261 LS
CIRCUITS ~ NO CHANGE
DATA BASES - NO CHANGE |

 SWITCHERS ~ NO CHANGE

10/1/72-12/31/72

TERMINALS ADDED ~ ANAHUAC SO,BAY CITY PD,BAY CITY SO
BELLVILLE SO, CLEVELAND PD, CONROE PD, CONROE 50,
DANGERFIELD SO, HUNTSVILLE FD, JACKSONVILLE PD,

LAKE WORTH PD ORANGE SO, NACOGDOCHES 50,

MOT VEH THEFT SEC RICHLAND VALLEY PD, SPR[NG YALLEY PD,
SPURPD, STEPHENVILLE PR, VILLAGE PD, WAXAHACHIE PD;
WHARTON SO

+

TERMINALS DELETED - STANTON 5.0.
TOTAL TERMINALS - 304 LS

CIRCUITS

1 GTA6, 30GT5019, 30GT5020,, (LOW SPEED)
0GD3ss, 30GDE, 16T524 (HIGH SPEED)
27 LOW SPEED 10 LOW SPEE
7 Hio sreep § AUSTN TG LN S | DALLAS

DATA BASES - NO CHANGE

SWITCHERS -

DALAS REGIONAL SWITCHER OPERATING
11-15-72

1/1/73 -3/31/73 '

TERMIMALS ADDED - STRATFORD 5.
MORTONS, O, , CROWLEY PD,
SOUTHLAKE PD

TOT. TERM -311 50 HS
- 261 L5

CIRCUITS
TCIC - 1-GTA9
CITY OF DALLAS COMPUTER - 31,
- LOW SPEED 30GT7548

28 LOW SPEED _ 1
"8 HIGH SPEED } AUSTIN g

DATA BASES
TCIC BEGINS OPERATION
CITY OF DALLAS COMPUTER INT
""DALLAS COUNTY COMPUTER
FORT WORTH CITY COMPUTER

SWITCHERS -~ NO CHANGE




mi_f'iiowﬂﬁf RAME. l_

1(5/1/71 ~12/31/71 N

TERMINALS ADDED - PD TERRELL, U, 5. CUSTOMS ~ HOUSTON,
5.0. MARLIN, PD FOREST HILLS

TERMINALS DELETED - 50 BAIRD, CENTRAL TEXAS COLLEGE,
RANGERS WACO

TOTAL TERMINALS = 261 LS
CIRCUITS - NO CHANGE
DATA BASES ~ NO CHANGE
- SWITCHERS - NO CHANGE

171/72-3/31/72

TERMINALS ADDED - BRYAN PD, COLLEGE STATIOMN PD,
CARDWELL PD, CENTERVILLE PD, NAVASQTA PD,
HEARNE PD, EDNA 50, PERRYTOWN SO, FORT
BLISS PMO, ARANSAS PASS PD, PORTLAND PD,
NEW BOSTON PD, TAHOKA SO,. LAREDO SO,
STANTON 350

TOTAL TERM]NALS 276 LS

CIRCUITS - B5A1 CIRCUIT ADDED
PERMIAN-BASIN CIRCUIT DIVIDED INTO TWO.
DPS NORTH CIRCUIT DIVIDED INTO TWO
25 LOW SPEED CIRCUHTS
‘2 HIGH SPEED CIRCUITS

DATA BASES - INTERFACE TO NCIC COMPLETE
INTERFACE TO DRIVERS LICENSE RECORDS
COMPLETE

SWITCHERS - NO CHANGE

OTHER ~ TELETYPE TRAINING MANUAL
COMPLETE

1/1/73 -3/31/73

TERMINALS ADDED - STRATFORD 5.0., KOUNTZEE 5,0,
"~ MORTONS,O,, CROWLEY PD, 'GONZALES 5.0. ROSENBERG PD,
SOUTHLAKE PD

TOT. TERM - 311 50 HS
' 261 LS

CRRCUITS
TCIC - 1-GTA9
CITY OF DALLAS COMPUTER - 30(‘ D546
LOW SPEED 30GT548.

28 LOW SPEED }AUST[N 10 LOW SPEED

8 HIGH SPEED 4 HIGH SPEED } DALLAS

DATA BASES
TCIC BEGINS OPERATION
CITY OF DALLAS COMPUTER INTERFACE COMPLETED
-‘DALLAS COUNTY COMPUTER
FORT WORTH CITY COMPUTER

SWITCHERS ~ NO CHANGE |

4/1/73 -6/30/73

TERMINALS ADDED - PIERCE DPS, EL PASO U, §. CUSTOMS,
MADISONVILLE 5.0, ALVIN PD, WOODWAY PB,
MEREDIAN 5.0. ODESSA 5,0., EL PASO ORG.
CRIME CTL,, VEGA 5.0., PARKS AND WILDLIFE

“TOT. TERM - 321 - 50 HS

27118

CIRCUITS - ADDED

1GTA14 - PARKS AND WILDLIFE AUSTIN
DISCONTINUED -

30GT538
10GT202
30GD566
28 LS 10LS
S HS} AUSTIN oL } DALLAS

DATA BASES ~ NO CHANGE
SWITCHERS - NO CHANGE




CUIRFRAiE );-

FOCDOUT FRAME

/1/72-3/31/73

} '4/1/72 6/30/72

1
7/V/7%

RMINALS ADDED - BRYAN PD, COLLEGE STATION PD TERMINALS ADDED - FARWELL 5.0., FREDERICKSBURG S, o TERMIN
CARDWELL PD, CENTERVILLE PD, NAVASOTA PD, KERRVILLE PD, NEDERLAND MID-COUNTY DISPATCH CTR, EA
HEARNE PD, EDNA SO, PERRYTOWN SO, FORT BELLAIRE PD -
BLISS PMO, ARANSAS PASS PD, PORTLAND PD, TOT. 1
NEW BOSTON PD, TAHOKA SO, LAREDO SO, TOTAL TERMINALS - 280 LS j
STAFTON 50 CIRCUITS ~ NEW LOW SPEED CIRCUIT C[Rczu i

OTAL TERMINALS - 276 LS 25 LOW SPEED 9%

mcun‘a 5 85A1 CIRCUIT ADDED 2 HIGH SPEED 4
PERMIAN BASIN CIRCUIT DIVIDED INTO TWO. :
prs cr;lgam CIRCUIT DIVIDED INTO TWO DATA BASES - NO CHANGE DA, ‘

SPEED CIRCUITS : O : :
: “SWITGHERS ~ NO CHANGE
2 HIGH SPEED CIRCUITS swnci

ATA BASES ~ INTERFACE TO NCIC COMPLETE
INTERFACE TO DRIVERS LICENSE RECORDS
COMPLETE

YITCHERS - NO CHANGE

THER - TELETYPE TRAINING MANUAL
COMPLETE

/1/73 -6/30/73 7/1/73 - 9/30/73 10/1/7

ERMINALS ADDED - PIERCE DPS, EL PASO U, S. CUSTOMS, TERMINALS ADDED - ALAMO HGTS PD, UNIVERSAL CITY PD, TERMI
MADISONVILLE 5.0, ALVIN PD, WOODWAY PD, FLORESYILLE 5.0 ., FLOYADADA §.0., CANADIAN 5.0. W
MEREDIAN S.0., ODESSA 5,0., EL PASO ORG. SAN ANTONIO FBI, JEFFERSON 5.0, HUNTSVILLE CORRECTIONSS, o)
CRIME CTL., VEGA 5,0., PARKS AND WILDLIFE ASPERMONT 5.0. , SINTON PD, JOURDANTON §.0, SH

; AIRPORT (DALLAS/FT WORTH), RAYMONDVILLE 5,0., PHARR PD, D

OT. TERM -321 -~ .50 HS " SINTON 5.0./INCOTERMS - FT WORTH.S.O ., FORT WORTH PD, RIS

27115 ARLINGTON PD, GARLAND PD, MESGUITE PD, RICHARDSON PD ?ﬁ

JRCUITS - ADDED TERMINALS DELETED - PAINT ROCK §.0. Ll&j
1GTA14 - PARKS AND WILDLIFE AUSTIN L o , EL
DISCONTINUED TERM. CONVERTED (VELETYPE ~—— INCOTERM} H
30GT538 GRAND PRAIRIE PD, DALLAS PD, DALLAS 5.0, BE
10GT202 ST
30GD564 TOT. TERMINALS ~341 50 1{455 2%

; 291 1
28 LS : 10LS e _ ———
. AUSTIN - - L DALLAS .
7 HS } 4 HS } ' CIRCUITS [ . DELE;’ﬁ
, 3067550 SAN ANTONIO FBI — AUSTIN AR
ATA BASES - NO CHANGE 30GD536 SAN ANTONIO SWIT. - AUSTIN cb
WITCHERS ~ NO CHANGE DELETED - 30 GT551, a‘u_GTsia 30GT519, 30 ﬁgw 1 10T, 1
25 LS

5 HS} AusTING 05t parias SL } SAN ANTONIO )
CIRCU’
DATA BASES ~ NO CHANGE i Te
. . DT . 30
SWITCHERS ~ 2
INTERFACE TO SAN ANTONIO SWITCHER g

(COMPLETED 8/28/73)
R DATA

SWITCH




FoLDOUT; FRAME V\ |

FOULDOUT FRAME & T7-53, Vol. -
7/1/72-9/30/72 ‘
- FARWELL 5.0., FREDERICKSBURG 5.0., TERMINALS ADDED - U, S, CUSTOMS - SAN ANTONIQ, |
NEDERLAND MID-COUNTY DISPATCH CTR, ~ EAST TEXAS STATE SECURITY, PD COMMERCE (RO} : _ |
TOT. TERMIMALS - 283 LS
280 LS
CIRCUITS -
W SPEED CIRCUIT 2 600 bps LINES TO MVD - AUSTIN _ , o _ |
74 LOW SPEED : : : 1
4 HIGH SPEED ‘
HANGE ' DATA BASES ~ {
. TWO.600 bps LINES TO MVD - AUSTIN
JANGE 2 = A J
SWITCHERS - NO CHANGE ‘
10/1/73 -12/31/73 - , o
- ALAMO HGTS PD, UNIVERSAL CITY PD, TERMINALS ADDED - BREHAM S.O., DALLAS F3i, LAKE JACKSON PD,
O., FLOYADADA 5.0., CANADIAN 5.0. W, UNIVERSITY PLACE PD, PARKS AND WHDLIFE-HOUS
FBI JEFFERSON 5.0, HUNTSVILLE CORRECTIONS, OLTON PD, CLUTE PD, WAXAHACHIC PD, CORSICANA 5.0,, VERNON PD,
'SINTON PD, JOURDANTON 5,0, SHERMAN 5.0, MARLIM PD, INGLESIDE PD/INCOTERMS ~ COLLEYVILLE pn
as/'Fr WORTH), RAYMONDVILLE 5.0, PHARR PD, DALLAS-FT WORTH AIRPORT, DENTON §.0, , DALLAS 5.0. No. 2,
INCOTERMS - FT WORTH S.0., FORT WORTH PD, RICHMOND 5.0., ANAHUAC S.0., DUCANVILLE PD, DECATUR 5.0.,
), GARLAND FD, MESGUITE PD , RICHARDSON PO DALLAS PD No. 2, DALLAS PD Mo, 3, WEATHERFORD PD, DALLAS 5.0, No. 3,
PARIS 5.0, ; FRISCO PD, UNIV. PK PD, WHITE SETTLEMENT PD, ROCKWALL PD,

) - PAINT ROCK S 0.

(VELETYPE — INCOTERM)
. PD, DALLAS PD, DALLAS 5.0,

341 50 HS

291 L5
NTONJO.FBI = AUSTIN
ANTONIO SWIT. ~ AUSTIN

. J0GT518, 30GT519, 30 GT537

101 _
(ks }oauas ST} sanAnToNio

“HANGE

LIBERTY PR, SILSBEE PD/CONVERSION (TELETYPE—INCO) RICHLAND HILLS PD
EULESS PD, HALTOM CITY PD, FARMERS BRANCH PD, N. RICHLAND HILLS PD,

HURST PD, 'CLEBURN PD, McKlNNEY PD, IRVING PR, BEAUMONT PD,

BEAUMONT §.0., NEDERLAND PD, DENTON PD, LEWISVILLE BD,

STEPHENVILLE PD -PLANO FPD,. TEXARKANA S. O., GREENVI. LLE PD ~VAXAHACHIE 5,
FOREST HILLS PDY, SULFER SPRiNG PD, TERRELL PD, TEXARKANA PD, PARIS PD,
KOUNTZE 5.0., PORY ARTHER PD

DELETED
ARLINGTON PD, FT. WORTH 5.0., RICHARDSON PD, MESQUITE PD, . -
CLARKSVILLE PD CARROLLTON PD y

TOT. TERM =368 &3 HS
30515

CIRCUITS
1GTAlS  DPS/AUSTIN
30GT553 © PKS AND WILDLIFE ~ HOUSTON

CBS Lausin 9 dpanas 8L fsan antoNio

SA% 'SANTom'o SWITCHER - 9 HS 2HS
'28/73 .
DATA BASES - NO CHANGE 1S = LOW SPEED
HS = HIGH SPEED
SWITCHERS - NO CHANGE
Figure 6~4, Texas Past Improvements to Communication Sy§
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1/1/74~3/31/74

TERMINALS ADDED - SEABROOQK PP, Lo PORTE PD, HEMPSTEAD 5.0, ,
[CR AUSTIN Mo, 2, COLUMBUS 's. O., BONHAM PD, ENNIS pD/
{INCOTERMS) DESOTO PD, BURLESON PD, FORTWORTH/DALLAS
TURNF!KE/CONVCRSION (TELETYPE—-INCO) ORANGE PD

TERMINALS DELETED - GARLAMD PD

TOT. TERM =377 &3 HS
31418

CIRCUIT

1GT816
" 1GDAI34

DELETED - 0GT543, nepsrs
a HS}AUSTIN he) oauas 3 b san ANTONIO

DATA BASES = '
MLETS - COMPUTER T COMPUTER INTERFACE
CITY CF HOUSTON COMPUTER

SWITCHERS - NO CHANGE

ANV /TA-8/20/TH .

TERMINALS ADDED -5, HQUSTON PD, LANCASTER FD,
ADDISON PD, DONNA PD, FRIENDWOOD PD,
TOMBALL PD, "EL PASO FBI, MERCEDES PD, HILDAGO P

TERMINALS DELETED - FCIRT WORTH PD, FORT WORTH PD,
(RO}, VAN HORN 5.0, .

TOT. TERM. 383 63 HS
320 LS
cmc;ans -wEDTE '
2 418
i sy AUSTINGThc}oauas 52 } SAN AN
DATA BASES ' |
SAN ANTOMIO COMP? o -

SWITCHERS - DALLAS SWITCHER MOVED TO
DPS REGIONAL HEADQUARTERS (MAY 31, 1574)

4/1/75-6/30/75

g TERMINALS ADDED - EASTLAND PD, INGLESIDE PD, KATY PD,

HUMBLE FD, HOUSTON 5,0. WARRANT SERVICE,
GEORGE WEST 5.0., GILMER 5.0., ROBY 5.0.

DELETED - DPS TURNPIKE, CISCO PD,
'LAKE CHARLES, LOUISIANA 5.0,

TOT. TERM, - 403 &3 HS
340 L3

CIRCUITS - NO CHANGE

" DATA BASES

WICHITA FALLS REG. DATA BASE - OPERATIONAL

" SWITCHERS -

NQ CHAMGE

J
7/1/75-9/30/75 |

TERMINALS ADDED - THP FORT WORTH DiS: OFFICE, HITCH|
SPEARMAN PD, DALLAS IRS REG . QFFICE, DPS - AUSTI
(CONV, L.S5, ~~HS) DPS-AUSTIN COMM, CTR., DP.
DPS BRYAN, DPS WACO, DPS DAL/GAR., DPS-TYL:
DPS AMARILLO, DPS LUBBOCK, DPS ARBILINE, DFS-M

D DPS EL PASO, DPS SAN ANGELO DPS OZONA DPS &
‘DP§ CORPUS CHRISTIE, DPS HARLINGEN, DPS HOUSTC

TOT. TERM - 409 Bl HS
328 LS ]
|

. _CIRCUITS - 1200 bps.

1GDA072 (A-24); 1GDAO7I(A-25), 1GDAN74{A-40),
30GD621(A-41}, 30GDA28(A-42) 30GDE23(A—43),
J0GDE2(A-44), IDGDE2S(A45),10GD(D-18),
10GD70(D-19)

110 bps

0GT557(A-27), I0GT558(A-28)
30GT559(A-29) FORM. GT5020, 30GT560{A-30) FORM,

) 240 bps o o
20FDB1{A-34) HARRIS COUN COMP; 30GD&37{A~36)
~ DALLAS SWIT ; IOFDS&] (D-26)
75
_ IDGTZIS(D-Z), IDGT2|6(D~3) 0GT2[7(D-4)

r.
bps
iGDSZ?(A—B?}, 1GD528(A-38) (BOTH UPGRADED -~ 400

DELETED - 1GTAQ0?, 1GTAD1S, 30GTS32
DATA BASES - MVD LINES UPGRADED  400-1200 bps

SWITCHER -
1} A-SWIT's NOVA 1200 REPLACES NOVA B800.
2)  2nd LINE BETWEEN AUSTIN-DALLAS, GARLAMND 5W
3} 10 1200 bps LINE [NTERFACES QN A=SWIT. AND
© 7 3 ON DALLAS/GARLAND 5WIT. TO ACCOM
20 DATA SPEED 40 TERMS,
4} . 23 TELETYPE TERM. TRANS FROM A-SWIT, TO. DAL
GARLAMND SWIT,
3)  SECOND MICRO INTERFACE INSTALLED IN A- swil
. .FORTQIC

PRECEDING PAGE BLANK NOT FILMED




" REPRODUCIBILITY C
ORICINAIL PAGE IS

10/,

4/\/74-6/30/74 7/1/T4~9/30/74
STEAD 5.0,, TERMINALS ADDED - 5., HOUSTON PD TERMIMALS ADDED ~ HOUSTON FBI, CLIFTON PD, TER!.
ENI\}|S.PD/ ADDISON PD, DONNA PD, FRIEND[WAggQ %ER PR, i%%ﬁr—: é OPD K?EI;JEE chg 5:3 %NFJER?;;(( VILLAGE PD, o
RTH/DALLAS TOMBALL PD, EL PASO FBI, MERCED TON A U A
JGE PD F RCEDES PD, HILDAGO PD AUSTIN DPS - SAFETY RESP, GROSBECK PD 1071
TERMINALS DELETED - FORT WORTH 7D, F HPD, ' o : ;
(RO), VAN HORN 5,0, ORT WORTH P DELETED ~ INEW BOSTONPD, ORGAN, CRIME CTL. UNIT - EL PASQ
CIRS
TOT. TERM. - 383 63 HS TOT. TERM, -390 63 HS ‘
320 LS 327 L5 DAT:
CIRCUITS = 30GD575 o CIRCUITS - NO CHANGE . ..SW!'ij
Bistavsine 28 pauas SLS T sana ' -
11 HS i1 Hs 3 HS NTONIO DATA BASES - NO CHANGE |
DATA BASES SWITCHERS - COREO SIZE (KJI; glfz{(m iv&;r)cv{'—lsea
SAN ANTONIQ C EXPANDED FROM 32 .
ONIO - N 10 comp? - FORMAT MASKING OR CALL UP ON ALL TYPES .
SWITCHERS - DALLAS SWITCHER MOVED TO OF INQUIRY FORMATS TO DATA BASES
DPS REGIONAL HEADQUARTERS (MAY 31, 1974)
7/1/75 -9/30/75 10/1/75-12/31/75 /1.
7 PD, - TERMINALS ADDED. - THP FORT WORTH DIS.OFFICE, HITCHCOCK PD, TERMINAL ADDED - SOUTHSIDE PLACE PD {LS), “TERK
SPEARMAN PD, DALLAS IRS REG, OFFICE, DPS - AUSTIN RADIO RM, HIGHLAND PARK PD (HS), NATB DALLAS (HS)
{CONYV, L.S.=—=HS) DPS-AUSTIN COMM. CTR,, DPS-AUSTIN [.C.R., ,
DPS BRYAM, DPS WACO, DPS DAL /GAR,, DPS-TYLER,DPS WICHITA FALLS,| DELETED - SUNDOWN PD, MASON 5.0. DPS
DPS AMARILLO, DPS LUBROCK, DPS ABILINE, DPS-MIDLAND, DPs
D  DPS Ei PASO, DPS SAN ANGELC, DPS OZONA, DPS SAN ANTONIO, TOT. TERM. -410 B3I H§ DP¢
DPS CORPUS CHRISTIE, DPS HARLINGEN, -DPS HOUSTON, DPS BEAUMOMT _ _ 3T LS g;g
TOT. TERM - 409 81 HS CIRCUITS - » i
, 328 LS ~ ADDED 10GD&03  DALLAS/GARLAND 1200 bps 707
CIRCUITS - 1200 bps DATA BASES - NO CHANGE
1GD4072 (A-24} 1GDA073{A-25), 1GDA074(A-40), T CiR1
30GD621{A-41), 30GD628{A-42) 30GDEZ3{A-43), SWITCHER - NO CHANGE
30GD&24{A-44), 30GDE25{A-45), IOGD(D l8). 1
10G070(D-19) :
© 110 bps DAT
: »3067557(A-27) 0GTA58(A-28 ‘
30GTSSP(A-29) FORM, GT5020, GDGT560(A-30) FORM, GT5019
2400 bps
20FD81{A-34) RiARRIS COUN COMP; SDGD637(A—36) SWI
DALLAS SWIT_; 10FD341(D-26)
bps
m_GTzls(D—z), 10G7216(D-3}, 10GT217(D~4}
1200 bps . ' A
1GD529(A-37), |GD528(A-36) (BOTH UPGRADED - 600 bps)
DELETED - 1GTAOD9, 1GTAD16, 30GT532
DATA BASES - MVD LINES UPGRADED 6001200 bps i
SWITCHER -~
1} ASWIT's NOVA 1200 REPLACES NOVA 800,
2)  2nd LINE BETWEEN AUSTIN-DALLAS/GARLAND SWIT
3) 10 1200 hps LINE INTERFACES OM A-SWIT. AND
- 3 OMN DALLAS/GARLAND SWIT, TO ACCOM -
20 DATA, SPEED 40 TERMS.
4) 23 TELETYPE TERM. TRANS FROM A-SWIT, TO DALLAS/
GARLAND SWIT,
5) SECOND MICRO INTERFACE INSTALLED IN A-SWIT
- FORTCIC
MED
- 4
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ORIGINAT, PAGE 1S POAP

) 77-53,
FOLDOUT. ERAME 2

'ED - HOUSTON FBI, CLIFTON PD,

KARNES CITY 5.0. , JERSEY VILLAGE PD,
l PD EL PASO DRUG ENF, AGN,
| - SAFETY RESP, GROSBECK PD

BOSTON [, ORGAM, CRIME CTL. UNIT - EL PASD

0 43 HS
azLse

CHANGE

IO CHANGE _

IRE SIZE OF AUSTIN SWITCHER
FROM 32K TO 62K, ALLOWS

ASKING OR CALL UP OM-ALL TYPES
Y FORMATS TO DATA BASES

10/1/74 -12/31/74

TERMINALS ADDED - FORT SAM HOUSTON PMO,
CRYSTAL CITY PD, GOLIAD §,0,,

TOT, TERM ~ 393 &3 Hs
330 LS

CIRCUITS - NO CHANGE
‘DATA BASES - NO CHANGE

SWITCHERS - NO CHAMGE

1/75-3/31/75

TERMINALS ADDED - SAN DIEGO 5.0, , WEBSTER PD
LEAGUE CITY PD, SMU SECURITY POLICE,
NOLANVILLE PD°

TOTAL TERMINALS - 398 63 HS

335 L5
ClRCUl[Sé-  8Ls < BLS |
30 ;
30 HS} AUSTIN 8 Hs] DALLAS SHS} SAN
DATA BASES —
TARRANT COUNTY REG. DATA BASE BEGINS
OPERATIONS.

WICHITA FALLS REG . DATA BASE = BEGINS OPER
BUT LOW TRAFFIC YVOLUME DUE TO PROBLEMS.
HARRIS COUNTY COMPUTER

SWITCHERS ~ 51X NEW REGIOMAL INTERSTATE
HIGHWAY GROUP CODES AVAIL. FOR ALL TELE
USERS, NEW GENERAL WAMNTED PERSOMNS SUM?
MNOW I[N EFFECT

75

D - SOUTHSIDE PLACE PD (L5),
PARK PD (HS), NATE DALLAS (HS)

IOWN D, MASON 5.0.
1o 83 Hs
32715
D03 DALLAS/GARLAND 1200 bps
O CHANGE
CHANGE

V1/76-3731/76

TERMINALS ADDED - LOW SPEED

LEON VALLEY PD, ROCKPORT 5.0,,

CONVERSION HIGH SPEED (ICC 404
DPS DALLAS/GARLAND, D#S SURPHUR SPRINGS, DPS SHERMAR,
DPS TEXARKAMA, DPS CHILDRESS, DPS MINERAL WELLS,
DPS AUSTIN NARCOTICS VG,
DPS PECOS, DPS LAMPASAS, DPS LUFKIN, DPS VlCTORIA
Dps KERRVILLE DPS DEL RIO

TOT. TERM. - 412 98 HS
: : 31415 -

CIRCUITS

30GD674 AUSTIN 1200 bps
1GDA137 AUSTIN 1200 bps :
1GD4135 AUSTIN 2400 hps L

DATA BASE -
SECOND 2400 bps LIME TO TCIC
LIDR LINES UPGRADED - &00 bps - 1200 bps
CITY OF AUSTlN

“SWITCHER - NO CHANGE

DPS AUSTIN ICR No, 2 DPS PIERCE,

4/1/766/30/76

TERMINALS ADDED - LOW SPEED
GALENA PK PD, HARRIS COUNTY OCU, LIBEF
JACINTC CITY PD HUNTSVILLE 5.0,, GATES
_HARKER HGTS PD, LAMPASAS 5.0,, WINNSB(
SOUTHLAKE PD, GRAPEVINE PD, BEDFQRD FD

HIGH SPEED - DEA - DALLAS

DELETED - EL DOREDO 5.0,

STERLING CITY 5.0,,
SPEARMANPD ' :

TOT. TERM, - 421 105 H§
316 LS -
CIRCUITS
GELETED {ALL BEEM CONV:TO H5L)
UiGT545 :
NGT526
137509

DATA BASE ~ NO CHANGE
SWITCHER ~ NO CHANGE

LEGE_ND.: . L5 =10V SPEED.

HS = HIGH SPEED

Figure 6-1.

Texas Past Improvements to (o mmUnloati
(Continuation 1)
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FOLDOUT, FRAME 2 - | L
FGLQQUT FR}\MEL‘ . : Lk
1\/75-3/31/75 o ' R

TERMINALS ADDED - SAN DIEGO 5,0., WEBSTER PD,
LEAGUE CITY PD, SMU SECURITY POLICE,

NOLANVILLE PD A
TOTAL TERMINALS =398 63 HS . - S N
33515 : i
,..cmcqus - ois oL -
015
0 HS] austiNG |8 HS} DALLAS & HS} SAN ANTONIO
DATA BASES - '
"TARRANT COUNTY REG . DATA BASE BEGINS |
OPERATIONS. -

WICHITA FALLS REG. DATA BASE - BEGINS OFERAT'IONS
BUT LOW TRAFFIC VOLUME DUE TO PROBLEMS
‘HARRIS COUNTY COMPUTER -

SWITCHERS - 51X NEW REGIOMAL INTERSTATE
HIGHWAY GROUP CODES AVAIL, FOR ALL TELETYPE
USERS, NEW GENERAL WANTED PERSONS SUMMARY
NOW iN EFFECT

A/1/76-6/30/76

TERMINALS ADDED :LOW SPEED ... . . - :
GALENA PK PD, HARR|S COUNTY QCU, LIBERTY S. O
JACINTO CITY PD HUNTSVILLE 5.0, ; 'GATESVILLE PD,
HARKER HGTS PD, LAMPASAS 5,0,, WINNSBORO PD,
SOUTHLAKE PD, GRAPEVINE PD, BEDFORD PD

#IGH SPEED - DEA — DALLAS

DELETED - EL DOREDO 5.0, STERLING CITY 5.0.,
SPEARMAN PD -

TOT, TERM. -~ 421 . 105 HS

316LS -
CIRCUITS
DELETED (ALL BEEN CONVY,TO Hst)
0GT545
0GTH26 -
1GT509

DATA BASE ~ NO CHANGE
SWITCHER - NO CHANGE

LESEND: LS = LOW SPEED
HS = HiGH SPEED

s Past Improvements to Communication System
Linuation 1)

g
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Period’ 12-01-75

Date . o 12-31-75
_ .__,_,'L.E &T  MmEc MSEN maon TOTAL
% | 1S 1261 546 0 1507
a1 | 3067528 5063 3405 o ' .
02 | seeTsz: _ 7397 5895 0 13293
__°3 pOGTS53 4707 . 2325 0 7032
o5 | reTss 20243 26 0 20269
05 1GT508 3363 0 0 1363
% | 1G6TALS 76 17736 0 17812
3067545 12468 _BB35 0 21303
(08 | 30GTS48 23904 19511 0o’ 43415
““‘“5‘.“ 17255 13885 g 31140
W herals 0 0 0 0
i ' 0 0 0 0
12| 3067520 5406 7080 0 16486
13| seTsa 10103 8022 0 18125 _
M. | 1GTAE 6159 2650 o_ 8809
18| 16TAT 0 0. 0 0
16 1GT509 376 1206 0 1582
7| soeTes 14676 12326 0 27002
18| aeTs2s 222639 17763 D bog3E.
19 ) 30GTSH 14756 11955 0 26711
20 | soersas | - }20“106 B '_-'15'9.77 - FJG:UJ”B..
2% ‘30GTH33 . 12844 qIRL 0 22118
2 BoeTS50{ . 1944° S qpg n RS0
B | 306Tsd0 24531 17995 - 0 42526
2 .1.979"_9.1? 1632 24371 SRS o
_% lepkozy 7126 3178 il 10904
% s 32858 25549 0 58407

. Figure 6-5. - TLETS Cireuit Traffic Statistics
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77—53, Vol, IIT REPRODUCIBILITY OF THR

ORIGINAIL, panr -~ -

Date R Perd 12-01-75_ ., LZ=31-13
LINE ChT MREC MSERN TOTAL
&7 13067557 17664 14347 32011
¥ 15067558 13394 16211 23605
# J3067559 20996 16134 37130
90 |30GT560 14619 10334 24953
A |306T539 8165 6294 14459
32| 16DA1s 107521 108131 715652
1 o 0 0
W | ZOFD- _
D0§1 10199 7446 17645
3 | J0GDSSE 239953 205246 455199
3B 130G6D637 280869 214958 495827
3 160328 150121 150053 300174
8 | oD 155540 155523 311063
B |306D536 142735 120421 263156
40 |1GDLO74 12145 7154 19299
81 3060621 5855 4144 9999
42 130G6D622 5959 3937 CEE]S
4 |30GD628 13421 9431 22852
4 130GD623 26245 18081 44326
4 |3060624 0 0 0
% 130GDE2S 12973 9471' 22444
LY 0 g 4]
48 | 30GD559 64037 50651 114688
48 | obas 420921 421170 842091
&0 UF Cai1 f65384 183729 349113
5 gﬁfwsn 33005 33182 66187
s2 | CTCIC) 0 0 0
56 MTL ~141566 g —141566
oA 2,202,264 1,972,730 4,174,994

rigure 6-5.
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TLETS Circuit Traffic Statistics (Continuation 1)




EL-g

'REPORT PERIOD TLETS USEP HANAGEMENT REPORT UB/0T/TE

07701776 THRU 0T/31/76 KESSAGES SENT AMD RECEIVED BY
: ~ AZJF -
EL PASG PD
LI0R TCIC NCIC nvD NLETS  STA ERR  G-CODES OTHER  AV. SIZE TOTAL DAILY AYG
SENT 120 - 1283 . 0 778 302 180 1 99 320 2763 a3
RECEIVED 112 i247 1065 766 351 180 909 210 414 4340 156

TOTAL 232 2530 1065 154% 653 360 910 309 284 7603 245

¥ E R Rk T R R KK KKK E KK KR KK KK R E kK F kKK FF kR F R EEF R Ak KK KKK E K E T F K ok k kok ok Xk R kT R H K

TOTAL MESSAGE TRAFFIC AVERAGED "BY HOUR AND DAY

TIMT INTERVAL SUNDAY . MOMNDAY TUESDAY  WEDNSSDAY THURSDAY FRIDAY SATURDAY HOURLY AV MONTHLY TOTAL
0000-0100 T 5 g 10 2 & 14 7 249
0100-0200 ) 4 T 11 11 3 9 7 247
0290-0300 9 18 3 16 7 1 3 g 282

03320402 T 17 7 7 3 & 9 T 239
04070500 19 14 13 8 4 2 20 1L 359
0539-05600 6 10 7 23 3 3 13 9 259
0600-0700 8 & 13 1B g9 .8 - & 10 311
0730~0300 5 i 5 5 21 iz 11 . 9 292
¥BJI U900 ... 2 3 3 5 23 23 2 10 319
D900-1000 ¢ 10 8 10 10 18 7 10 3zz
1000U-1100 5 12 1T 11 T iz g 13 ' 339
112 3-12¢C0 10 15 12 11 8 : 9 ] 10 - 3%
1209~1300 5 2z 13 18 15 11 & 13 403
133 3-1439 9 13 9 T 15 a8 9 10 322
14001500 10 11 17T 10 11 9 g 11 341
1500-1500 T 1L 28 18 13 9 4 8 12 353
1500~1700 10 22 18 7 & 8 15 12 383
1700-1800 18 7 24 22 & 7 11 13 404
183 3=1900 13 18 26 20 4 5 9 13 411
1900-2000 18 6 18 8 5 & 9 10 317
2000-2100 B & 5 16 2 4 5 7 245
2100-2200 S & 9 12z 12 4 1z 9 293
2200-2300 13 8 9 8 10 5 6 8 271
2330-0300 12 & 13 16 & % 4 8 252

DAILY AVERAGES : 230 276 306 300 216 184 229 245 7603

LR A SRR R E R RS EEEEREEEEEREEERNEESEESE I NI I I I N A I B

STATION ERRDRS

ILLEGAL ADDRESS 12 TAPE HURG 0 IHVALID PRIDRITY 0
HISSING EOH 55 TOO HANMY ADDRESSES 1] INCORRECT FDRMAT 0
HO TEXT IN MESSAGE 0 MORE THAN 3- G-CUDES 0 OTHER 113

Figure 6-6. TLETS Traffic Statistics
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Question Y4

The TCIC manual and example drivers license and vehicle
registration formats were used to determine average message length. Table
6-2 shows the average message length results. Combining these message

lengths with the distribution of traffic by message type allows us to
caleulate an overall average message lengbh of 110 characters per message.

Qﬁestion 5
No information available.
Question 6

Messages are automatbtically forwarded from the Austin switcher
to the NCIC data base in Washington, D.C. :

Question T
Three planned upgrades mentioned were:

(1) A substantial increase in the number of Computerized
Criminal History records

(2) The sxpected upgrade of about 300 low speed terminals
(75 bps) to high-speed CRT terminals (1200 bps)

(3) A 20% increase of new users.

- Table 6-2. Texas Average Message Lengths
(Characters per Message)

Message Type In Qut

TCIC 18 86
LIDR 35 300
MVD : . 50 175
Adm 500 500
NLETS-Adm 370 250
NLETS-Data Base 100 290
NCIC | 50 90

6-14
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USER SURVEY

Approximately 270 of the TLETS user agencies responded fo our
user surveys. Resulis from these responses are now presented.,

Traffic Statisties

_ . Traffic statistics obtained from user agencies agreed well
with traffic statistics provided by the state. One statistic of interest
obtained from the user survey was a measure of the peak-to-average traffic
ratio at each terminal. The average peak-to-average ratio over all
‘reporting terminals was 2.33 and the ratio ranged from 8 to close to 1.25.

E

Response Time

Acceptable response times were of interest to us because of
the impact response time has on system design. Figure 6-7 shows the
results of the responses by user agencies in the acceptable response time

‘question. Figure 6-~7 is a frequency diagram showing the number of
responses falling within acceptable response time ranges. For example, 18
agencies indicated an acceptable average response time of 10 ssc or less.
The two most frequently chosen times were 30 and 60 sec. The range was
from 2 sec all the way to 300 sec with the mean being 52 sec. Most

_agencies reported the acceptable response time to be very elose to the

existing response btime. ‘

User Agency Characteristics

Because not all user agencies returned their surveys, other
sources were identified to obtain population, personnel and crime rate
statisties. The primary source of data was a listing of uniform crime
reports by county (Figure 6~8). Each county is broken out by incor-
porated and unincorporated areas and statistics are presented on popu-
lation and the FBI's seven index crimes. An example, shown in
Figure 6~-8, is Cameron County. There are five cities in Cameron Coumty:
Brownsville, Harlingen, San Benito, lLa Feria and Port Isabel. The
population and number of index crimes occurring in each of these cities is
presented as well as totals for the incorporated areas., The next line
shows population and incidence of c¢rime for the unincorporated area of the
County. The unincorporated areas are served by the Sheriff Departments.
Finally the total County populabion and incidence of crime statistics are
presented. These statistics were available for all counties in Texas.

Additional personnel data were obtained from the uniform crime
reports issusd annually by the FBI enbtitled Crime in the United States.
Under the Police Employee Data section, tables are included showing the
number of full-time police department employees in cities 25,000 and over
in population and in cities 25,000 and under in population.
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6.1.2 Anzlysis Methodology Applied to Traffie Statisties

Two different types of statisties were used in Texas to
determine total system Traffie. First, recall that prior to 1976, only
message volumes by circuit were available. These circuit statistics
provided information on the number of communication messages sent and
received by each c¢ircuil. - Since each communication message is sent and
received, these statisties double counted communication messages.

After 1976, the number of messages was broken out by user
agency and message type (Figure 6-6). Different message types were
counted as follows:

(1) Messages into Texas State Data Bases - TCIC, MVD, LIDR

Each user agency sending a message into these data bases
has one message recorded in the sent row and when the
response returns has one message recorded in the receive
row. - In addition, each of the data bases has a message
recorded in the receive row when it receives a message
from a user agency and a message recorded in the send
row when it responds. This leads to double counting of
these data base messages.

{2) Messages into NCIC

Fach time a response is received from NCIC a message is
recorded as beipng received by a user agency and sent by
the NCIC eomputer. There is no double counting of NCIC
nessages.

(3) Messages into NLETS

A1} hessages sent by user argencies or computers into
NLETS are recorded as beings sent by the agency and
received by NLETS while messages sent by NLETS are
recorded as being sent by NLETS and received by a
user agency. NLETS messages are double counted.

{(4) G-Code messages

When an agency wants to send a message to many or all
other agencies, the message travels to the appropriate

- DPS terminal (Austin, Garland/Dallas, or San Antonio).
The message 1is recorded as being seut by the agency and
also being sent by the DPPS send terminal. Each message
sent by the DPS send terminal is received by many user
agencies and each of these receiving terminals réecords
a message being received. Thus, send messages are
double counted but receive messages are hot.
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(5) .Other messages

These are admihistrative messages from one user agency
to another. Each other message is recorded as being
sent by one agency and received by anothsr. Thus, there
is double counting of these messages.

4 set of these user agency statistics is given for all users,
data bases, and switchers directly connected to the Austin switcher and
for all users and switchers directly connected to the Dallas switcher. The
third sw1tcher located in San Antonio, is not operated by the Department
of Public Safety and thus does not have similar detailed traffic
statistics.  However, locking at the set of Austin switcher statistics,
the Dallas switcher and the San Antonio switcher are included as user
agencies. Thus all traffic coming from terminals tied directly into the
Dallas or San Antonio switcher into the Austin switecher is included in the
set of Austin switcher sbtatistics. This includes all messages into Texas
state data bases, messages into NCIC and NLETS, and a fraction of the G-
Code messzges. Those messages not included are the intra-switcher
messages of the Dallas and San Antonio switchers. These include admin-
istrative messages between Dzllas users or San Antonio users, queries
by Dallas users into the Dallas regional data bases, and G-Code messages
between one Dallas user and only other Dallas users and between one San
Antonio user and only other San Antonio users. Since statistics were
available from the Dallas switcher, these intra-switcher message columns
were avallable for Dallas. San Antonio intra-circuit statistics were
obtained from the San Antonio Police Department. Figure 6~9 shows the
flow of messages over the TLETS system in June 1976. Message flows
shown with solid arrows are to and from data bases while dashed arrows
signify G-Code or administrative messages. All data base messages are
into state or national files except for 1,200 messages from Dallas
terminals into the regional Dallas data bases and 3,900 responses from
the regional data bases back to Dallas terminals. Terminals shown to
the right of the Dallas data base and San Antonio data base are part
of regional or local systems. The terminals and communication lines
- serving these agencies are not part of the state TLETS system. However,
traffic from these terminals is reformatted by regional computers and
sent into the state system.

Administrative traffic is shown between Dallas Terminals and
other Dallas Terminals, between Austin Terminals and other Austin
Terminals, between San Antonio Terminals and other San Antonio Terminals,
between Dallas Terminals and Austin Terminals and between San Antonio
Terminals and Austin Terminals. We show that there are many more G-Code
messages from swibtehers to users than from users to switchers.

Using the above interpretations of the Texas traffic

statisties we were able to-establish past traffic growth patterns from
1971 to the present, which was used to establish Texas baseline growth.
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6:1.3 " Peak/Average Traffic Ratio

Recall that the peak-to-average ratio is the ratio of traffic
volumes during the peak hour and average traffic volumes. We use the

-eomputer's peak/average ratio to describe traffic variations of the entire

system (see Section 3.3.Y4).

_ In Texas one average peak/average ratio was used for all state
data bases. Traffic into state data bases was 4,522 messages per hour
during the biusiest hour of July 1976 and averaged 2,565 messages per hour
in the same month. The peak/average ratio is ‘

4,522
2,565

= 1.76

To insure that we would not underestimate traffic, a peak-to-average value
of two was used in Texas.

6.1.4 Traffic Growth Modeling

B.1.%.7 Past Traffic Growth. After interpreting the Texas traffic
statistics we were able to construet the curve of past growth in communi-
cation messages which is shown in Figure 6-10. The curve shows a pattern
of continuing growth.

2T 1T 1T T T T T 17T 17T T T T T 1T 17T T 71T T T 1T T17TT 1T T 1T
M7 1ExAS - TOTAL TRAFFIC GROWTH OF
100 = COMMUNICATION MESSAGES
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30— . B : i ) ' -]

v} IR A A Y N Y S N A N NN VU Y OO N N N N S N O O Ty Ny
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71 72 73 74 75 76

AVYG, DAILY COMMUNICATIONS MESSAGES,
: thousands

" Figure 6-10. Texas Past Communications Traffic Growth
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The sharp inecrease in traffiec that occurred between April and July of. 1973
‘was caused by the addifion of the TCIC data base. In our analysis of past
growth we only go back as far as 1973. Our justification is that prior to
1973 the TLETS system was so much dlfferent than in later years that
comparisons would be 1nappropr1ate.

6.1.4.2 Svstem Improvements. A portion of past traffic growth can
" be related directly to.system improvements. Past improvements were:

{1). Addition of new system users
(2) Addition of new data files

(3) Substitution of low-speed communication lines with
high-speed lines and new terminal eguipmeut

(M) Implementation of local and regional information
systems.

Between January 1, 1973, and the present there have been 106
new. agenc:.es joining the TLETS system. :

Table 6-3 shows the increases in traffic caused by the
addition of new terminals which are all serving law enforcement agencies.
The faet that significant traffic increases were occurring in 1976 due
t0o new agen01es suggests that not all potential law enforcement agencies
are subseribers to the TLETS system.

_ There were three periods in Texas when lines were upgraded
from low speed to high speed. The first occurred in October 1973 when 60
agencies were provided with high-speed service. The benefitting agencies
vere Police Departments and Sheriff Qffices, and the estimated resultant
traffic increase was 3,700 messagés per day. The second upgrade began in
July 1975. Twenty Department of Public Safety Offices were provided with
high~speed lines leading to an increase in traffic of 3,900 messases per
day. Finally in January 1976, 15 additional Department of Public Safety
Offices were given high-speed lines. The accompanying traffic increase
was 2,550 messages per day.

The addition of the TCIC data base in July 1973 had a maJor
impact on traffic which was discussed in Section 3 4.3.1.

Finally, the implementation of local and regional systems
caused an increase in traffic. Small increases in traffic were identified
" from the city of Houston, Harris County, Wichita Falls and Tarrant County.
All GCogether these increases totaled 1,650 messages/day.

b-22




77-53, Vol. III

Table 6~3. Texas New Agency Traffie Tmpach

‘Time Peériod - Total Traffic Increase
January 73 - February TH 5045
February 74 - February 75 2023
February 75 - Present 4081

Total 11, 149

Table 6-4 summarizes the effects on traffic of improvements
to the communication system. The impact during each 3-month period caused
by all system improvements is shown in the right-hand column. MWote that
the largest increase occurs in late 1973 because of the addition of the
TCIC data base. Substantial increases are also indicated in the third
quarter of 1975 and the first quarter of 1976 due to the conversion of
low-speed lines to high-speed lines.

To obtain baseline growth we subtract out all past traffic
increases caused by system improvements. Figure 6-11 shows graphically
this subtraction process. The top line represents total TLETS traffic
averaged over 3-month periods. The next line down is TLETS traffic
with increases due to the addition of new terminals subtracted out.
Successive lower lines represent the subtracting out of traffic caused
by implementation of regional systems, the addition of the TCIC data
base and high-speed lines.

6.1.4.3 Traffic Projections. The baseline growth curve developed

in the previous section is used to project future baseline traffic.

We have shown that, in the past, baseline growth displayed an S-shaped
curve with growth being slow before and after system upgrades and linear
between these periods. In order to predict future traffic growth we
must make assumptions regarding actions to be taken by Texas decision
makers in upgrading communication capacity. Conversations with Texas
planners led us to the assumption that it is not likely that the state
will increase capacity before saturation effects begin to occur. However,
once these effects become evident, funding neeessary for 1ncrea51ng
capacity will be obtained rapidly. : :
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‘Table 6-4. Texas Impacts of SyShem Improvements - Averaze Messages/Day

New - High-Speed : Regional

;Terminals Lines Data Bases_ Data Bases .  Total
'Januaﬁy—March;:1973 . - 817 0 ‘ - o 0 - 817
3'Apr11;;une, 15%3 1,041 ' , 0 »il : 0 0 ) ﬁ,OUT
ilJuly—éebtembe#; 1973 | 1,764 o 13,500 1 1,000 .16,26H} 
;:OGtobéQQDécember, 1973 1,800 3,718, u,aoo‘4; 0 '  9,118
f;JaﬁuarYaMaroh; 197H ,i 6 | 0 900 ¢ 0 1,3%
{"Apﬁil{qﬁne, 1974 - 623 -0 | N 0 1,500 g 2,123
r-July-septembef, 1974 ;i 700 . o o 0 - 700 .
Octobef—Decembér, 1974 ‘ . 204. ‘ : 0 .  : 0. .0 _ | 204
._January-MaPch; 1975 - 492 : 0. , 0 - 650 1,142
_.April—JUne,_1975 | - 526 B 0 7 0 0 - . 526
T:Ju1y~séptembeﬁ, 975 Y -:3,920 ; 1,000 0 ._ 5,7
-_OQtobef;Decembep, 1975 : 1,067 0 o 0 1,087
.::Januaf§—Mérch,'1976 - :  - 130 2,549 5 | 1,300 0 .“3,979
- April-June, 1976 : B _1.0u5 _ 0 : 0  . o ;JJjﬁgi

11,139 10,187 - 20,700 3,150 54,600
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Texas baseline growth displays less of an S-shaped curve
than other states because of the distributed nature of the TLETS system
(see Section 3.4.4). However, we can identify periods of constrained
and unconstrained growth. Figure 6-12 shows the Texas baseline growth
data points. Lines are fit to The data points of the unconstrained
growth period of January 1974 through March 1975 and the slow growth
period of April 1975 through December 1975. The slow growth period
line has a slope of 2,120 messages/3-month period which is interpreted
as an increase >f 2,100 messages per day each 3-month period. When
projecting traffic growth after an upgrade, we will assume an increase
of 4,200 messages per day during the 6-month period after the upgrade.

The "best [it" regression line during the unconstrained growth
period has a slope of 3,840 messages/3-month period. Thus during periods
of unconstrained growth we will project average daily traffic increases of
7,700 messages per day each b-month period.

Using these linear expressions we can project baseline traffic
between January and June of 1976. The line drawn in Figure 6-12 during
this time period represents the projection. HNotice that we project a
traffic level of 54,980 messages per day during April-June 1976 while the
actual value is 54,600 messages per day.

In addition to increases in traffic volumes caused by baseline
growth, there will be increases caused by communication system
improvements. In Texas, five areas of improvement were ldentified:
addition of nmew users, conversion to high-speed lines, regional infor-
mation systems, mobile digital terminals, and NCIC access.

Texas plans to offer a high-speed link to any law enforcement
agracy in the state within the next year. The agency must pay for the
communication terminal however the state will pay for the communication
line. The state expects all current system users to remain users and they
also expect many new agencies to join. We assumed that any law
enforcement agency currently without a TLETS terminal and which serves a
population of 5,000 or more people will join. There are 133 such agencies
in Texas. A& user characteristic data base was constructed for these 133
agencies containing information on population served, number of personnel,
erime rate, and agency type. The expressions shown for Texas in Table
3-7 were then used to estimate traffic from these potential new users.

We projected 7,300 messages per day from the new system users.

The conversion to all high-speed lines is expected to be
completed by late 1977. In the past, when agencies in Texas have been
provided with high-speed lines, a 50% increase in traffiec was observed.
Assuming this prate of increase continues in the future, an increase of
31,300 messages per day will be caused by the high-speed line upgrade.
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Regional information systems have historically increased
traffic into a state telecomunication system. To determine the status
of such systems and their potential impact on future traffic we con-~
ducted a telephone survey of all existing and planned reglonal systems
in Texas. We asked the following questions:

(1) Is your system an existing one or just in the planning
stages?

(2) What types of criminal justice agencies are served by
your agency?

(3) What type of data files do you maintain?
(4) Which particuiar agencies does your system serve?
(5) How many terminals tie into your system?

(6} Are messages automatically forwarded from your system to
TLETS?

(7) Do you allow access to your data files by the general
TLETS user?

{(8) Other
What are your future plans?
Any other comments?

Responses were obtained from 12 of the 13 regional systems and are shown
in Figure 6-13.

In regard to traffic increases caused by regional information
centers, we forecast increases from El Paso, Waco and Garland when they
become fully operational. Inecreases were also predicted from Houston
because 130 new terminals are being added, and Tarrant County because they
are allowing access to their data file by all Police Departments in
Tarrant County. The total increase by 1985 will be 11,000 messages per
day. .

Currently, there are no law enforcement agencies in Texas
equipped with mobile digital terminals. In estimating their future
implementation schedule, we talked with police department planners and MDT
vendors. We concluded that by 1985, MDTs would be implemented in Dallas,
Houston and San Antonio but not in smaller departments. This corresponds
to between 1,000 and 1,500 MDT units by 1985 and will result in an
increase in traffic of 23,000 messages per day.

The -topic of the one port per state NCIC requirement was

discussed in Section 3.4.4.2 with the increase in TLETS traffic being
13,800 messages per day. '
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In this section we have presented the baseline rate of traffic
increase and increases due to system improvements. :fier discussing
growth in traffic due %o new data types in Section 6.7 we will use the
increases of this section and combine them with the néw data type

projections to give total future Texas traffic growth in Section 6.3.

6.2 NEW DATA TYPES

_ Tables 6-5 through 6-26 present the projected new data
traffic volumes in Texas for 1977 through 1985. Traffic volumes are shown

'in average messages per day and in peak characters per minute. Traffic

volumes of each type of new data are displayed separately. The total
traffic from new data in average messages per day is shown in tabular
form in Table 6-25, and in graphieal form in Figure 1-2.

Table 6-5 is a guide to the tables deseribing the Texas new
data type traffic projections. In addition to summarizing the contents of
each table, it lists the sections in this report which explain the
derivation of the traffic volumes.

Table 6<5. Guide to Texas Criminal dJustice Information System
New Data Type Traffic Projections with
Reference to Methodology

Table : ' -Description of

Number Topiec Methodology

6-6 Computation of Average Messages per Day for bk, 2.1.1
Texas CCH/O0BTS Use

6-7 Texas Law Enforcement CCH/OBTS Average Message h.b.2.1.2
Length Computation for 1977 and 1979

6-8 Texas Law Enforcement CCH/OBTS Average Message  1.4.2.1.2
Length Computation for 1981 through 1985

69 Average Message Length Computations for Texas b, 2,1.2
Court, Corrections and Parole Use of CCH/OBTS
Files : :

6-10 Statewide Texas CCH/OBTS Traffic to and from hu.2.1.3

Austin TCIC for 1977 through 1985 in Peak
Charscters per Minute .

6~11 Distribution of Texas Court CCH/OBTS Traffiec in U4.4.2.1.4
Peak Characters per Minute

b~12 Distribution of TDC CCH/OBTS Traffic in Peak b h 2.1.4
Characters per Minute

R REFRODUCIBILITY OF THE
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Table 6-5.
New Data Type Traffic Projections with
Reference to Methodology (Continuation 1)

Guide to Texas Criminal Justice In.formatio_n System

Table

by Data Type and by Year

Lengths

6-32

Deseription of

Number Topic Methodology

6-13 Computation of Texas Average Automated Finger- I ox,2,2.1
print Messages per Day and

6.4.2.1.1

614 Distribution of Texas Automated.Fingerprint- b oy.2.2.3
Traffic in Peak Characters per Minute

6-15 Computation of Average Messages per Day for §.4.3.17.1
Ob3CIS System

6~16 Computation of Avevage Message Length for 4.4.3.1.2
0BSCIS Data .

6-17 Distribution of Texas OBSCIS Traffic in Peak 4. 4,3.1.3
Characters per Minute

6-16 Computation of Average Texas Youth COuncil' 4. 5.3.2.1
(TYC) Messages per Day

6-19 Computation of Average TYC Message Length 4, h.3.2.2

6-20 TYC Traffie Distribubion in Peak Characters B.4.3.2.3
per Minute

6-21 Computation of Texas Average Messages per Day bn 4. 1.1
for SJIS System

6-22 Distribution of Texas SJIS Traffic in Peak 4.4 4.1.2,
Characters per Minute and

.oy h.1.3

6-23  Distribution of Combined Texas Court CCH/OBTS
and 3418 Traffic in Peak Characters per Minute

6-24 Texas ICR Data Conversion Traffic: Average by 4.2
Messages per Day, Peak Characters per Minute, :
and Computation of Average Message Length

6-25 Summary of Total Texas New Data Type Traffic in
Average Hessages per day for 1977 through 1985

6~26 Summary of Texas New Data Type Average Message
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Table 6-6. Computation of Average Messages per Day for Texas CCH/OBIS Use

(Refer to Section %.4.2.7.1 for Methodology)

Year
Factor 1977 1979 1981 1983 1985

Estimated Arrests per year: 565, 146 587,718 610,290 632,862 655,434
Technology ‘penetration factor:

Law enforcement 0.08 0.1 0.2 0.5 0.5

Courts 0 0 0 0.207 0.538

nC 0 0 0.1 0.3 1.0

Brp 0 0 0.1 0.3 1.0
CCH/OBTS transactions per arrest: '

Law enforcement 12.1 12.71 19.91 19.91 19.91

Courts ' 6.08 6.08 6.08 6.08 6.08

TDC D.25 0.25 0.25 0.25 0.25

BPP - 0.24 0.24 0.24 - 0.24 0.24
Number of messages per transaction: 2 2 2 2 2
Time conversion factor: convert
annual to daily average

Law enforcement 1/365 1/365 1/365 1/365 1/365

Courts 1/250 1/250 1/250 17250 1/250

TDC 1/250 1/250 1/250 1/250 1/250

BPP 17250 1/250 1/250 1/250 1/250

ITI *ToAa ‘€6-1LL




Table 6-6. Computation of Average Messages per Ddy for Texas CCH/OBTS Use (Continuation 1)

(Refer to Section 4.14.2.1.1 for Methodology)

- Xear v
Factor | 1977 1979 1981 1983 1985
Result: average messdges per
day for CCH/QRTS usage '
Law enforcement 3,000 3,897 13,317 34,523 35,754
Courts 0 ‘ 0 o 0 6,367 17,138
De : 0 0 122 380 1,311

BPP 0 0 122 - 380 1,311

IIT *TOoA ‘EG~LL
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Table 6-7. Texas Law Enforcement CCH/OBTS Average Message Length Compuﬁation for 1977 and 197Y

in Characters, Assumes inquiries only and hits on one-third of inquiries

~ (Refer to Section 4.4.2.1.2 for Methodology)

Weighted Average

Message Lengths Message Lengths.
. . _ _ _ Average .
‘ Transactions ' to/ from -
Operation per Arrest To TCIC From TCIC To TCIC . From TCIC ICIC
Police inquiry .1 80 0.67 x 80 73 339 206
o ' ' 0.33 x 960 |- : '
Prosecutor inguiry 0.8 - 80 0.67 x 80 -5 C 24 15
- 0.33 x 960} | -
Jail inquiry . 0.01 80 0.67 x 80 0 0 0
: ' : 0.33 x 960 . :
Probation -inquiry 0.19 80 .0.67 x 80 .2 T il
: : _ . 0.33 x 960 — -

Totals N 12.1 , s 80 370 - 225

IIT "ToA ‘ES-LL
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Table 6-8. Texas Law Enforcemedt CCH/QBTS Average Message Lencth Computation for 1981 through 1985 in

19.91 426 159

Characters. Assumes inguiries and entries from users.
{Refer to Section B.4.,2,1.2 for Methodology)
_ : Weighted Average
Messagme Lenzths ' ‘Message Lengths
_ . - ‘ Average
Transactions ‘ : ' : to/from
Operation per Arrest To TCIC From TCIC To TCIC From TCIC TCIC
~ Police inguiry M.1 . o 80 ‘0.6 x 960 45 - 379 212
' : ' 0.4 x 80 | :
Poliey entry 4.9 _ | 960 80 : 236 20 128
;'Prosecutor inquiry 0.8 80 960 .3 _ 39 21
Prosecutor entry 2.5 - %60 80 121 10 66
Jail inquiry 0.01 .80 960. 0 0 0
- Jail entry 0.02 960 80 1 0 1
“ Probation inquiry 0.19 .80 _.960 T 9 5
Probation entry ©_0.39 960 80 a9 2 10
Totals hy3

ITT “ToA ‘€6-L1
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Table 6-9. Average Message Length Computations for Texas Court, Corrections, and

Parcle Use of CCH/0BTS Files in Characters

(Refer to Section 4.4.2.1.2 for Methodology)

Messape Lengths

Weighted Average
Message Lengths

Average
Transactions to/ from
Operation per Arrest To TCIC From TCIC To TCIC From TCIC TCIC
Court CCH/QBTS Use
Inquiry 1.29 80 960 17 204 111
Entry .79 960 80 156 63 409
Totals . 6.08 773 267 520
Corrections CCH/OBTS Use
Inquipy 0.04 80 960 13 154 84
Entry 0.21 260 80 806 b7 436
Totals 0.25 819 221 520
BPP CCH/OBTS Use
Inquiry 0.0k 80 860 13 160 87
Entry 0.2 960 80 800 67 433
Totals 0.24 813 227 520

IIT *ToA ‘E6-LL
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Table 6-10. Statewide Texas CCH/QBTS Traffic to and from Austin TCIC for 1977-1985 in Peak Characters per Minute

(Refer to Seection 4.4,2.1.2 for Methodology.)

-
2]
]
3

—
(we]
iy

To TCIC From TCIC

1985

To TCIC From TCIC

1977
Traffic _
Component To TCIC From TCIC
Law 167 T
enforgement .
CCH/0BTS
use
Court CCH/ 0 0
0BTS ussa
TDC CCH/ 0 1]
0BTS use
BPP CCH/ 0 0

08TS use

3,942 4,248
0 0
207 57
207 57

10,583 11,406
27,592 9,529
2,229 616
2,229 616

ITTI "ToA ‘EG-LL
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Table 6-11. Distribution of Texas Court CCH/OBTS Traffic in

Peak Characters per Minute
(Refer to Section 4.4.2.1.4 ror Methodology)

City To TCIC From TCIC

1983

Dallas-Fort Worth 10,251 3,540

Total - 10,251 3,540
1985

Dallas~Fort Worth 10,350 3,660

Houston ' 9,464 3,268

San Antonio 4, k66 1,439

El Paso 1,656 572

Austin 1,656 __ 572

Total 27,592 9,529

Table 6-~12. Distribution of TDC CCH/OBTS Traffic in Peak

Characters per Minute

(Refer to Sechtion 4.4.2.1.4% for Methodology)

To From
TCIC TCIC
1981
Huntsville TDC Headquarters 207 57
1983
Huntsville TDC Headquarters 646 179
1985
Institution Town County Inmates
TDC Headquarters  Huntsville  Walker 1,840 741 206
Coffield Palestire Anderson 2,316 183 50
Eastham Sodice Houston 2,304 182 50
Ellis Riverside Walker 2,094 165 46
Ferguson Weldon Houston 1,922 151 k2
Wynne Huntsville Walker 1,800 12 39
Ramsey I Angleton Brazoria 1,632 129 36
Clemsns Brazoria Brazoria 1,119 88 24

6-39
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Table 6-12. Distribution of TDC CCH/0BTS Traffic in Peak
Characters per Minute (Continuation 1)
(Refer to Section 4.4.2.1.4 for Methodology)
To From
TCIC TCIC
Institution Town County Inmates
Ramsey II Angleton Brazoria 981 77 21
Darrington Alvin Brazoria 844 67 18
Jester Stafford Ft. Bend 844 67 18
Retrieve Angleton Brazoria 767 60 17
Central Stafford Ft. Bend 767 60 17
Huntsville Huntsville Walker 664 52 14
Diagnostic _
Goree Huntsville  Walker 483 38 11
Mountain View Coryell Coryell 340 27 7
Totals 20,717 2,229 616
Table 6-~13. Computation of Texas Average Automated Fingerprint
Messages per Day
(Refer to Sections 4.4.2,2.1 and 4.4.2.1.1 for Methodology}
_ Year
Factor 1977 1979 1981 1983 1985
Estimated arrests in Texas 565,146 587,718 610,290 632,862 655,434
per year:
Technology penetration 0 0 0.207 0.392 0.506
factor:
Fingerprint transactions 2.18 2.18 2.18 2.18 2.18
per arrest:
Messages per Tingerprint 2 2 2 2 2
transaction:
Time conversion; annual 1/250 1/250 1/250 17250 1/250
to daily average:
Automated Ffingerprint 0 0 2,203 4,326 5,784

traffic in messages per day:

6-40
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Table 6-14. Distribution of Texas Automated Fingerprint Traffie in Peak

(Refer to Section 4.4.2.2.3 for Methodology)

Characters per Minute

1981

Sourece To TCIC

From TCIC

Year

1983

To TCIC

From TCIC

Dallas-Fort Worth 8,504
Houston
San Antonio

ELl Paso

Totals 8,504

1,278

1,278

8,921

T,777

16,698

1,340

1,169

2,509

1985
To TCIC From TCIC
9,263 1,392
8,075 1,214
3,563 535
1,425 214

IIT *Ton “£6~AL
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Table 6-15. Computation of Average Messages per Day for
Texas OBSCIS System _
(Refer to Section 4.4.3.1.1 for Methodology)

Year

Factor 1977 1979 A1981 1983 1985
TDC inmates 20,717 24,773 28,849 32,925 37,000
Technology penetra- 0 0 0.1 g.3 1.0
tion factor
Transactions per 0.175 0.175 0.175 0.175 0.175
inmate-day
Messages per | 2 2 2 2 z
transaction -
‘OBSCIS traffic 0] -0 1,010 3,457 12,950
(average messages per
day)

6-42
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Table 6-16. Computation of Average Message Length for Texas OBSCIS Data

(Refer to Section 4.4.3.1.2 for Methodology)

Message Length

Average Message Lensth

Transactions
per Average
Message Type Inmate~Day To TDC From TDC To TDC From TDC to/from TDC
TDC data entry 0.071 480 80 195 32 114
TDC inqguiry 0.071 8o 960 32 389 210
BPP inquiry 0.033 80 u80 15 91 53
Totals 0.175 242 512 377

TII "ToA ‘E6~LL
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Table 6~17. . Distribution of Texas OBSCIS Traffic in
’ ‘ Peak Characters per Minute
(Refer %o Section 4.4.3.1.3 for Methodology)
To From
TDC DC

1981

TDC Headquarters 4g9 876

BPP Headquarters : g6 205

Totals 505 1,081
1983

1DC Headquarters 1,400 2,996

8PP Leadguarters 329 703

Totals 1,729 3,699
1985

Institution Town County Inmates
TDC Headquarters  Huntsville Walker 1,840 1,745 3,734
BPP Headguarters Austin Travis _ None 1,230 2,633
Coffield Palestine Anderson 2,316 429 919
Bastham Fodice ‘Houston 2,30L 27 g1l
Ellis Riverside Walker 2,094 388 831
Ferguson Weldon Houston 1,922 356 T63
Wynne Huntsville Walker 1, 800 334 714
Ramsey I Angelton Brazoria 1,632 303 648
Cliemens Brazoria Brazoria 1,119 207 yuy
Ramsey II Angelton Brazoria 981 182 289
Darrington Alvin Brazoria 8uy 157 335
dester Stafford Ft. Bend BuL 157 335
Retrieve Angelton Brazoria T67 142 304
Central Stafford Ft. Bend 767 1l2 304
Huntsville Runbtsville Walker 6ol 123 263

Diagnostic -
Goree Huntsville Walker 483 90 192
Mountain View Coryell Coryell 340 63 135
Totals 20,717 6,475 13,857

611
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Table 6~18. Computation of Average Texas Youth Council (TYC)
Messages per Day
(Refer to Section 4.4.3.2.1 for Methodology)

Year
Factor 1977 1979 1981 1983 1985
TYC students 1,835 2,196 2,557 2,918 3,280
Technology penetra- 0 0.5 1.0 1.0 1.0
tion factor '
Transactions per 0.26 . 0.26 0.26 0.26 0.26
student-day
Messages per 2 2 2 2 2
transaction
TYC traffic in 0 571 1,330 1,517 1,706
average messages
per day

Table 6-19. Computation of Average TIC Message
Length in Characters
(Refer to Section 4.4.3.2.2 for Methodology)

Message Average Message Length
Length

Transactions Average

Message per To From To From to/from
Type Student-Day TYC TYC TIC TIC TYC
Entry 0.13 480 8o 240 4o 140
Inquiry 0.13 80 960 kg 480 260
Totals  0.26 o 280 520 400

645




94-9

Table 6-20. TYC Traffic Distribution in Peak Characters per Minute

{Refer to Section 4.4.3.2.3 for Methodology)

1979 1983 1983 1985
Humber _
_ of To From To From To From To From

Institution Town County Students TYC  TXC TYC  TXC Y  TYC TYC TYC
TYC Headquarters Austin Tpavis ) 333 618 194 360 22i 311 249 462
Brownwood Brownwood Brown 200 0 0 194 360 221 411 249 462
iatesville Gatesville Coryell 600 0 N 139 258 156 '295 177 332
Gainesville Gainesville Cooke 275 0 0 62 115 71 131 80 148
Giﬂdings.. Giddings Lee 270 0 o 62 115 71 131 80 148
Corsicana Corsicana  Navarro 130 0 0 31 58 36 66 40 T4
Pyote Pyate Ward 130 v 0 31 58 36 66 10 T4
Waco  Waco McLennan 130 0 0 31 58 36 66 40 i
Crockett Crockett Houston 100 0 0 31 _58 36 65 40 T4
Totals 1,835 333 618 775 1,440 884 1,643 995 1,848

TII “ToAa ‘ES-A4L
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Table 6-21. Computation of Texas Average Messages per Day
for SJIS System
(Refer to Section 4.4.4.1.1 for Methodology)

Year
Factor 1977 1979 1981 : 1983 1985

Court dispositions 656,660 718,013 779,366 840,719 902,072

Technology 0 0 C 0.207 0.538
penetration factor :

Transactions per 1 1 1 1 1
disposition

Messages per 2 2 2 2. 2
transaction

Time counversion 1/250 - 1/250 1/250 1/250 . 1/250
Tactor

SJIS traffic 1,392 3,883
(average messages ~

per day)

(o)
=]
o

Table 6-22. Distribution of Texas SJIS Traffic in
Peak Characters per Minute
(Refer to Sections U4.4.4.1.2, and 4.4.4,.1.3 for
Methodology. This table assumes 1920-character
data entries to Austin and 80-character
acknowledgments to courts)

Traffic
City To Austin From Austin

1983
. Dallas-Fort Worth 5,568 232
io8 . : .

ballas-Fort Worth 5,981 2kg

Houston 5,327 222

San Antonio 2,305 a8

ElL Paso qu7 39

Austin Q32 _39

Totals 15,532 Bl

647
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Table 6-23. Distribution of Combined Texas Court CCH/0BTS and

SJIS Traffic in Peak Characters per Minute

ity and Year

- Iraffic

Ta Austin

‘From Austin

1983 : .
Dallas~Fort Worth
1985

Dallas-Fort Worth
- Houston

San Antonio

El Paso

Austin

Totals

- 15,819

16,331
14,791
6,811
2,603
2,588

43,124

3,772

3,909
- 3,490
1,537
611
611

10,176
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Table 6-24. = Texas ICR_Data Conversion Traffic: Average Messages per Day, Peak Characters per Minute,
‘Computation of Average Message Length in Characters :

(Refer to Ssction 4.4.4.2 for Methodology)

Traffic Volume . :
Inquiries per day: 1,500
Data entries per day: 1,500 .
Total average transactions per day: 3,000
Average messages per day: 6,000
Peak ‘characters per minute: 4,698 to TCIC
: 4,302 from TCIC

‘Average Messag? Length Computation:

Measage Length

_Weighted Average Message Lengths

Transactions Average

per : . to/from
.'Operation Arrest To TCIC From TCIC To TCIC From TCIC ' TCIC
~ Inquiry 1.0 80 0.6 % 960 40 304 172

: : 0.4 x 80 . ' '
Entry 1.0 lo.s x 480 80 336 40 188
: : i ' 104 x°960 ' —_ —_—
Totals. 2.0

376 34y | 360

IIT *ToA ‘€G-1L
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Table 6-25. Tobal Texas New Data Type Traffic in
o Average Messages per Day

bata Type 1977 1979 1981 1983 1985
ICR data conversion 6,000 6,000 6,000 6,000 6,000
Law enforcement 3,000 3,897 13,317 34,523 35,754
CCH/0BRTS . . _ : .
Court CCH/OBTS 0 0 0 6,367 17,138
Corrections CCH/OBTS 0 0 122 380 1,311
BPP CCH/OBTS ' 0 0 122 380 1,311
SJIS 0 0 0. 1,392 3,883
0B3CIS 4] 0 1,010 3,457 12,950
TYC 0 571 1,330 1,617 1,706
Automated 0 0 2,203 4,326 5,784
fingerprints - : L

Totals 9,000 10,468 24,104 58,342 85,837

Table 6~26. Summary of Texas New Data Type Average Message
. o . Lengths by Data Type and by Year in Characters

To From o :
State State Average to/from
Center Center State Center
By Data Type:
ICK data conversion 376 344 360
Law enforcement CCH/OETS  80/426% 370/459% 225/ 443 %
Court CCH/OBTS 773 - 2687 Sos20
Corrections CCH/O0BIS 819 ' 221 - 520
Parole CCH/OBTS 813 227 - 520
SJIs 1,920 80 1,000
GBSCIS -~ o 242 - - m120 377
Texas Youth Council 280 520 koo
hutomated fingerprints 1,852 279 i,066
By Year for AJ1l New Data Types: = N
1977 278 352 315
1979 261 363 312
1981 . 531 oM7Y
1983 ' : 588 7 403 496
1985 ' - 638 384 : 511

*FRiprst number is average message length in 1977 and 1979; second _
is average message length in 1981, 1983, 1985. N

. 6-50
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6.3 EXISTING AND NEW DATA TYPES COMBINED

This section combines the projections for the growth of
existing criminal justice information data types from Section 6.1 with
the estimate for fubure new data type traffic from Section 6.2 to obtain
3. total criminal justige information system traffic projection for Texas.
The methodologies used to project future growth in existing traffic types
are explained in Section 3, and the techniques used to estimate the
start and growth of traffic in new data types are described in Section 1.

6.3.1 Traffic Projections

The three growth components are baseline growth, growth due to
system improvements and traffic inte new data bases. Table 6-27 presents
potential new traffic caused by system improvements and new data type
traffic. The values in the table are the increases in traffic above the
previous 6-month period. :

The word potential is used because if these traffic increases
cause total traffic to exceed system capacity then the increases will be
delayed.

ke will now summarize procecures used for projecting future
growth and show the results. Procedures used are:

(1) Pericds of 6-month duration will be used.

(2} Dus to baseline growth, traffic is U,200 messages per
day higher one period affer an upgrade, 10,200 messages
per day higher two periods after an upgrade and 17,900
messages per day higher three periods after an upgrade,
After the third period traffie is 7,700 messages per day
higher each subseqguent period.

{(3) System improvement traffic growth and new data type
traffie growth occur as specified in Table 6-27.

(4) Current system capacity in Texas is 150,000 messages per
day.

(5) Traffic grows each period until a period is reached
where projected traffic exceeds system capacity. At
this point, all three components of traffic growth are
reduced so that total traffic is less than system capa-
city by 3,000 messages per day. During the next period
a 150,000 average message per day increase in system
capacity 1is assumed. The increase in average daily
message volume due to baseline growth is 4,200 messages
per day. Growth due to system improvements and new data
type traffic is the sum of the growth specified in
Table 6-27 and the amount of the reduction during the
previous period. In subsequent pericds traffie continues
to grow until once again system capacity is reached.
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Table 6-2T7. Increase in Texas Average Daily Communication

Messages
Six Month System Improvement New Data Type
Period Traffic .Traffic
7T 46,300 : 1100
T77/78 9,500 400
78 2,400 4oo
78/79 1,400 400
79 : 14,200 boo
79/80 200 3400
80 600 3400
80/81 4oo 3400
81 - 450 . 3400
81/82 400 8600
az 4oo 8600
82/83 0 8600
83 10,500 8600
83784 0 6900
84 0 6900
84,85 0 6900
85 C 6900

Tables 6-28 and 6-29 show the application of these pro-
cedures to Texas. Note that capacity increases are required in periods
'77 and '82. Table 6-29 shows that by 1985 almost 400,000 messages
per day will be transmitted over the TLETS system. Traffic projections
are also presented in peak characters per minute to show how the longer
message lengths of the new data types cause them to contribute a larger
portion of the traffic in units of characters per minute.
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Table 6-2B8. Texas Traffic Growth Each Six Months - 1975-198%
Starting 110,000
T6/7T7 BG 7,700 30/81 BG 7,700 84/85 BG 7,700
SU 0] S0 koo 30 0
NDT _1.100 NDT _ 3,400 NDT _6,900
8,800 118,800 11,500 259,300 14,600 382,600
77 BG 7,700 B1 BG 7,700 85 BG 7,700
SU 146,300 S0 4oo Su 0
NDT _1,100 NDT 3,400 NDT 6.900
55,100 173,900% 11,500 270,800 14,600 397,200
BG 3,940 B1/82 BG 7,700
SU 23,700 bl 400
NDT 560 NDT _8,600
28,200 147,000 16,700 287,500
77/78 BG 4,200 82  BG 7,700
SU 32,100 SU oo
NDT gu0 NDT _8,600
37,200 184,200 16,700 304,2N0%
78  BG 6,000 BG 1,380
SU 2,400 3U 230
NDT 400 . NDT 4,890
8,800 193,000 9,500 297,000 LEGEND:
78/79 B¢ T,T00 82/83 BG 4,200 BG - Baseline Growth
83U 1,400 su 170 S0 - System Upgrade
NDT Loo NDT 12,300 NDT - New Data Type
Q,500 202,500 16,700 313,700
79 BG 7,700 83 BG . 6,000 #¥Exceeds capacity.
SU 14,200 su 10,500
MDT __ 100 NDT _8,600
22,300 224,800 | 25,100 338,800
76/80 BG 7,700 B83/84 BG 7,700
S0 200 S0 0
NDT _3,%00 NDT _6,900
11,300 236,100 14,600 353,400
80 BG 7,700 gt  BG 7,700
SU 600 Su 0
NDT _3. %00 NDT _6.900 S
11,700 247,800 14,600 368,000
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Table 6-29. Texas Traffic Growth by Two Year Periods

Traffic Summary: Average messages per day

Existing Law kew Data Total
Enforcement Traffic Type Traffic Statewide Traffic

77 136,490 8,400 146,900
79 214,190 - 10, 600 221,800
81 246,600 24, 200 270,800
83 280, 200 58,500 338,700

85 311,000 86, 140 397,100

Traffic Summary: Peak Characters per Minute

Existing Law New Data Total
Enforcement Traffic Tvpe Traffic Statewide Traffic
7 21,160 3,790 24,860
79 32,720 4,670 37,390
81 37,670 15,960 53,630
83 42 810 40,220 . 63,030
55 7,510 61,010 108,520
6.3.2 Traffic Distribution - Texas Traffic Distribution Kesults

Distribution of messages to users in Texas is discussed in
detail in Section 3 and needs no further discussion here. However, the
results of the distribution task are presented in Table 6-30 for 1985. The
table shows the projected traffic in units of peak charaefers per minute
to and from TLETS data bases for each of the approximately 600 terminals
projected to be in the state criminal justice telecommunications systen.
The six traffic entries represent fraffic to and from Austin, to and from
Lallas and to and from San Antonio. Only terminals in clese proximity to
Dallas or San Antonio will have access to their data files.

In addition to determining the amount of traffic to and from
each terminal, we must determine the distribution of fotal traffic by
message type. This is needed to caleulate the overall message lensth into
and cut of the computers and also over the communication network. It is
also used to determine computer transactions given communication messapges.

Table 6-31 shows our projections for this distribution in
1985, Units are average messages per day and peak characters per minute.
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Table 6-30. Texas 1985 Traffic To and From Each User Agency

Two lines of data are shown for each user agency. The lst line shows
user agency name, city identification number and traffic from user agency to
Austin and from Austin to user agency. The 2nd line shows traffic from user
agency to Dallas, from Dallas to user agency, from user agency to San Antonio,
and from San Antonio to user agency. In all cases, traffic is given in units of
characters per minute and represents traffic during the busiest hour,

PALESTINE FOD 1 24465 60.LE “_;.g: PB -0o -oo 25 '22.13 131,85
- 100 « 00 «00 « 00 .ao .00 00 .00

ANDIEWE SC 2 8.11 1B.88 |sNGLETON PD 26 10.55 25.3%
.oc .00 .00 .ho 00 .00 .o0 s

LUFKLR BRS L 28.74 91.02Z |4NGLETON SO 26 A3.40 100,58
.Ao .60 .07 .00 .80 .00 .00 .00

LUFKIN PO 3 40«37 83.06 |pcLuvE R} zi 10.38 23.01
-0t .00 -0a -na .00 .00 .00 g

ROCKPORY PO/SC 5 8.711 21«25 1FREEPORT FD 28 16.85 31.99
.00 .00 .0a .00 oo .ag .00 .no

ARCRER TITY se 5 2+ B3 1.39 || aKE JACKSOH PD 29 13.30 25.10
.00 .ao .00 .00 . oo oo .op .00 .

JOURDANTON SO 6 .22 35.%0 [FEARLAND PD - 30 10.75 25.084
~00 «0s 1.32 2.7% .00 .00 .00 el

BCLLVILLE SO H 5.11 12.16 |[BRYAN DPS L$1 24.22 16469
.00 .00 .0n .00 .00 0o .00 .no

HULESHOE PO ] 7.35 13.23 |BRYAN PO k31 52.69 103.0%
.00 -00 <oa «0a .CO .00 +00 © W00

SEYHOUR SC ‘ 5 5,03 11.54 JCOLLEGE STATION PO 32 23.0% 50,53
- 0o «00 .0n «00 .00 .00 GO »00

BELVILLE FD 10 18.97 38.3% |ALPINE PO 33 9.38 26.90
.00 .0D <00 -00 .oC .00 00 «00

BELTON PD 11 11.217 25.50 | FALFURRIAS SO k{] 2.51 23.68
.00 «08 +00 -00 .00 .00 a0 T

BELTON S0 11 34455 82.838 | DROWNWOOD PO 35 18.72 32.88
.00 .00 .00 .00 .00 .00 .00 0o

FORT HOOB PHO 12 18.16 57.50 jCALDWELL SO 36 4,64 10.87
.08 0o .00 .00 .00 .00 .60 <00

HARKER HELGHTS PO 13 9.36 21.35 |PORT LAVACA PD 31 15,52 31.68
.00 .00 .00 .No .00 .00 «D0 .00

KILLEEN PD 1% 76.18 131.8% { PORT LAYACA SO 31 9,37 24,17
.00 i) oo 0 « 00 .00 -0 <00

HOLANVILLE PD 15 7.18 20.90 | BROWNSYILLE PO 18 B6.586 173.53
.00 .00 .an .00 .00 .an ~00 «00

TEXPLE PD 15 12.58 131.350 | BROWNSVYILLE S0 k1] 21.70 E0.82
.00 .00 .00 .No . 0D .00 .00 .00

ALAMO HEIGHTS PO 11 11.23 23.51 | HARLINGEN OPS 19 .12 «33
.00 .00 1.01 1.51 Ny .00 .00 «CO

FT SAH HQUSTON PHC 18 11.01 34.88 | HARLINGEN PD k1:] SB.NY 116.23
-00 .00 2.04 .06 .00 .00 .00 Q0

LECN VALLEY PD 14 16.02 I.,33 | PORT ISABEL PO Y] 5.67 17.68
.00 00 1.60 740 .80 .a0 00 .no

SAN ANTONID GCOHP 20 1750.83 33593.58 | SAN BENITO PO N 14486 12,07
.00 .00 .00 .00 .00 .00 .00 .00

SEN ANTONTID CSTHS 20 8.95 Z28.35 | LINDEN SO %2 B.G7 15.8%
.00 -00 1.56 7.49 .00 .00 .00 .00

SAN ANTONIC DPS 20 24 66 18,10 | DIMHIT SO 53 3.5% 7.82
. 50 .00 X.57 5.85 S .00 .00 " .00 «00

SAN ANTOHTO FHI 20 5.0% 15.968 | AN&KHUAE SC i 6,10 13.48
.60 .00 .83 1.%0 « 00 .00 «a0 1

SAN ANTONIO PC 20 6.03 19,25 | JACKSORVILLE PD LE 15,83 3T.12
«GO 0o .0n .na . O .00 .00 .00

SiN ANTONIO PD CON 20 1.16 10.00 | CHILDRESS DPS 56 12.21 38.57
.00 .00 .00 .08 .00 .ap .00 .00

SaN ANTONIG PO IRT zo 7.30 Z5.00 | HKORTON SO L] 4,38 10.58
.0p .00 .00 .00 .00 .10 .08 .08

S4N ANTONIO SO 20 4«05 12.8X ] ROBERT LEE SO Y. Zl.10 S HJNY
«00 00 «15 1.13 « 00 .00 «00 - 08

UNIVERSAL CITY PO 21 Z20.68 %255 | cOLEMAN PD ) %9 E.KB 18.08
«0a « 00 1.78 763 . P T N T ~oo o - N0 )

CLIFTON F3 22 S.81 17.31 | FRIScO PO 50 6.%18 1763
o0 .00 .00 -00 -84 1,42 <00 00

HERIDIAN SO 23 455 10.51 | HCKINNEY PO 51 22.10 51,01
-0 «00 -00 -00 1.46 2.13 .00 G0

TEXARKANA OPS 2K 19.82 63.07 ¢ PLAND PO 52 55477 a43.00
-0e .08 «0a =00 - - 3.41 S.11 T «bO N

TEXARKANA FD 24 £9.85 101,22 ] yELLINGTON SO 53 1.58 7461
« 00 - 00 «-C0o «00 .00 .04 a0 .00

TEXARKAHA SO 24 315.81 10.066
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Table 6-~30. Texas 1985 Traffic To and From Each User Agency
(Continuation 1)

LUL uREUY 3¢ oy Hatid tuein fLAALIL FJ 1Y tbhad} 33aly
.00 -0n .00 .00 L0C .00 .0n .00
NEW ERAUNFELS PD 55 24,06 42,04 |LAYESA SO 18 3.7 1.52
.00 .00 1.42 2.13 .00 oo .00 .04
CCHANCHE FD 56 6.05 17.84 {HCREFORD PO 19 9.83  25.58
.00 .00 .og 00 -an -ao .60 .00
INCSVILLE PO 57 16.18 3y.51 |HCREFORD S0 L] 5.13 149.13
.0 .00 .00 .08 .00 .00 00 - - 0o
COPPERAS COYE PO 50 13.33 35.18 | DENION PO _ 80 53,33 106.40
no .00 .00 .00 ne 32 6.38 «0n - fig
SATFSVILLE PO 59 Be96 21.25 | BENTON SO a0 39,88 18.05
.0U .ao .00 .0n .10 ¥.65 .00 .00
GATESYILLE SO 5% 29416 52.02 JLEWISVILLE PO 81 26.36 W4 .30
.on .0o .00 N0 l.u40 z.10 00 .00
CPANE PD Y 5.81 18.10 [CUERD SG B2 4.08 10.52
.00 .00 .ao .00 -00 .00 -00 0o
0ZOHA TIPS E1 12.50 58.58 }SPUR PD a3 .28 . 1]1.80
N+ 0o .00 .No 00 N0 +00 .na
DALHART PD 62 1.85 21.47 |SAH DIECO SO a4 6.22 15.13
.00 .00 .00 .op .00 00 00 -ng
ADDISON PO 63 B.5S 13.8g |LASILAND PO 85 5.53 1..53
- 94 1.42 a0 .C0 - 00 ;| .00 .00
CEDAR HILL PD 64 12.24 23,60 |CDESSA FD B6 125,57 220471
.50 1.35 .00 0 - 00 .00 00 .00
DALLAS CITY COMP 65 ¥157,09 9364%.239 | opESSA SO BG 71. 19 15.88
114 Meli] 00 N0 T ua .an .00
DALLAS COUNTY COHP 65 345,25  1040.0Z | pynTS PO AT 1M.18 I0.42
59, 2t 88.80 .00 .00 1. 34 2.01 .00 +N0
DALLAS DEA &5 33.40 105475 | yAYKHACHIE FD st 16,05 33.58
G 18 9.248 « 00 «00 1. 48 2416 .00 .00
OALL RS DPS CONTROL -3 1.11 2252 | waxAHACHIE S0 ag 11,549 180K
uiifis nes II{,?.'EP, =08 &5 +00 11 34 -8 -32 -o0 -0
. . IL PASD DEA a4 1,87 6423
- 2 03 00 « 030 .00 .an .an .no
D:LLAS gP5 RaDIo &5 313.117 105,84 [L PASO DPS 1] 26 .56 B5.39
5. 14 3.21 -o0 .o .0p .00 .00 .00
DALLAS DOPS TWR 85 15,.3% 113.41 L PASO FBI 89 .11 13.00
E.65 9.95 -0a -0 . 0o .00 .00 .00
fLLAS FBY &5 J.98 12.60 | gt paso PO 89 505.58 IM5.08
-1k 1-11 -UD . 00 - 00 .00 _nn « 00
JALLAS IRS . 2.38 9«45 | L prso S0 as 25.02 55.13
55 .83 20 .04 .00 .08 .an .00
DALLAS WRT3 &5 32.80 102.60 | gL pasSo US CUSTOHS 89 3,00 9.50
E.ND 9.00 AU 410 .00 ] .00 o0t
paLLes PO 85 11.37 38.00 } FoRT BLISS PHO 83 9.00 28.50
.00 00 .80 .00 .nn .0c .00 L)
DALLAS PO ORUG GBS 1.872 E.25 | STEPHERVILLE PD EL 13.75 38.16
.00 .00 .00 .00 N .00 .on L0
DRLLAS PO ID 65 1.50 23.75.| #HaRLIN PO 91 8.02 22.86
.00 0o .00 .00 g Nl .00 10
BALLAS SO &5 10.09 31.55 | KARLIN SO 31 4.07 B.13
1.8 2.80 .0a 0 N0 .00 o0 o
arseta po 66 13,63 28422 | BONHAH BD 32 11.10 26.18
1.7 1.19 .0 U .00 N} .00 1)
DUNCANVILLE PD 51 23.%8 nl.60 | ROBY S0 931 3.09 1.50
1.4% 2.16 il .00 .00 .00 .00 .00
FARMIRS QBRANCH PD 58 319.61 B1.41 | FLOYGADS SO L L3 S.&0 11.51
3.u2 5.13 .00 .00 .00 .00 .00 .00
GERLSLD P1 69 130,20 913,30 | FATAFIELD 50 15 4285 10-61
1,42 ¢1.+63 .00 Al .00 00 .00 N0
248D PRAIRIE PO 10 100.15 169.04 [ PEARSALL 50 986 T.48 19.8%
.30 Culiy .00 00 « 0B <50 .00 «00
HIGHL AN FARK PD 1 14,51 313.03 | RICHHONG SO 91 27.3% 58.12
1. 54 2.31 .00 .ao .06 .00 +00 .00
1Ry T8G PO 12 136.B4 175.12 | RCSENGERG PO 98 1B.86 1t.19
7. 19 3.58 .00 .no .00 .00 .00 N0
LENCESTER FO 13 16.88 32,20 | SEMINOLE SO 93 1028 19.29
1.74 " 1.8B6 .an O «CO - +00 <00 «Na
HFSIUITE PO 74 91.19 176.07 | FRICNDSHOCD PO 1no 9,15 22.31
ho23 9.35 .60 .00 .00 .00 .00 +00
RITHAHOSON P3 15 Tu.kl 142.96 | GaLveEsTON PO 161 124.26 200.94
L.ty B.3L .00 L .00 20 00 .no
“edlvIvlt A . 16 13.31 25.93 | GALVESTON S50 101 18,22 11.38
.97 1.45 .00 W00 .o .00 - G0 .00
“ey SECURITY PoL 65 10.20 18.20 | HITCHEDCK PO 2 XL 18.07
.12 1.09 .00 .ng . oo .00 .00 .on
USIVERLTTY PAAK PO 11 27.43 55,97 | L& HaRIUF PD 3 13.18 ic.co
A 9.03 L0 . An i .00 N .00
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Table 6-30. Texas 1985 Traffiec To and From Each User Agency
: {Continuation 2)

LEACUE CITY PO 104 14.07 31.47 4 HCUSTON US CUSTONS 128 .19 1.25
0o .00 .00 N0 - 00 «00 «0n « 00
TEXAS CITY 7D 108 §2.90 11R.81 | HUHBLE PD 123 9,12 23.00
L. 0n .00 =00 .« 00
-0p .0 .00 .0Q JACINTO CITY PD 130 11.43 25,33
51.50 106 , 2286 5.16 .00 .00 00 .00
.0g .00 .00 .00 JEIRSEY YILL AGE PO 131 §.75 . 134E4
FRCODERTCKSBURE SO 107 Ed10 13,81 .aa .00 .00 L00
. 00 .00 .00 .00 KATY PO 132 11.212 21.15
GOLTAD SO 108 2.49 Ta24 .00 .00 .an .ao
.00 .on .00 «00 LA PORTE PD : 133 11,73 3I5.43
GCNZALES SO 108 6.96 15.5% .nn .00 .00 .00
.08 .00 .11 t.a? FASAOENA PD 135 127.35 16B.8Y
PiNPA PO 110 28,44 §5.59 - 0D .0t .o )
.00 .00 .00 «fn SEAGROOK PO 135 13.32 27482
DENISON FD 211 14,32 70.33 .08 .08 .00 <00
.00 .00 . <00 <00 SOUTH HOUSTOR PD 136 18418 36433
SHCRHAN DFS 12 19.38 E1.38 .00 .00 .00 .00
.00 .00 .0oc -no SCUTHSIDE PLACE PD 131 7.25 19.E8
SHERM AN PD 112 NO.52 8z.03 .00 .00 .00 .00 ‘
.00 .00 »00 00 SPRING VALLEY PD 138 3,63 21.98
SHERHAN SO 112 25.51 59.50 - 00 .00 .00 .00 ‘
<00 .00 +00 00 ToM3ALL PO , 133 B.52 20.21
GLADEWATER PD 113 10.43 28421 .00 .00 .00 .00
.00 .00 .00 Wil VILLAGE Pbh 140 25,43 VZ.56
KILGORE PD 11 15,23 31.44 6o .00 00 .a0
.00 .00 00 N0 WCBSTER PO 141 9.80 23,75
LONGVICH PO 115 58.10 123.81 .00 .00 .00 .00
.00 .00 .00 .n0 MEST UHIY PL PD 147 12.87 28.89
LONGVIEW SO 115 12.7% 2%.15 .00 .on .00 .00
.00 .0n .00 N0  HARSHALL FD 183 2i.x8 64,50
HAYASOTA PD 116 Baid2 272.8% : 3] .00 «00 .00
.00 - on 00 £ HARSHALL SO 143 17.02 4Ka92
SEGUIN PD 1117 2144 ¥3.83 . ap .00 00 NG
00 .00 1.83 2474 HASKELL SC kg 12.2% 35.12
PLAINVIE PD 118 25.21 55.51 « 00 .00 <00 no
.co .00 +00 .00 Sak MARCOS PO 145 3412 £5.51
PLAINVIEW SO 118 1467 1k.E7 -0 » 00 .00 +00
.00 200 <00 .Nn CANADZAN SO 148 4.18 5,01
«HILTDH 50 118 1.73 N.53 - 00 .oo .00 .00
Nl «00 «00 -0 ATHENS PO 147 15.18 IE.42
spségmn PD o0 Bnun ﬂg.nx 18.07 '"UE .00 .00 04
. 00 . . Do o & . .
SPEARHAN 5D 120 2.33 5419 NNL P 0o an Al 25.48
- 00 00 +00 +00 EOINBURG PO 1419 18.15 36,30
QUANAH SO 121 ng“n LEL L R 1) .00 .00 .no C
« N0 «00 «00 - EDINBURG S0 ) 188 58.95
KOUNTZE SC 122 21.92 in.z28 “no oo .00 .no 145,21
.00 .00 .00 <0 HIDALGO PO 150 6.12 17.10
SILSBEE PC 123 10.11 24,15 .00 .00 .00 .h0
.00 »00 00 .00 HCALLEH PD 151 13.53 . 131.02
BAYTOWN PD 124 74.95 1325 | oo .00 . .00 -
-C0 -00 =00 0o . KCRCEDES PO 152 12,71 i0.56
BELLAIRE PD 125 17.65 36437 oo .00 .00 .08 :
-00 +00 -00 +00 HISSION PD 153 18.53 35471
DEER PARK PO a0 00125 ng-” 25416 .00 .00 .on .00
.E]O . . i . “RR Pﬂ . .
GALENA PARK PO . 127 15.95 31.71 F“_[m 6o oot 22 51 33.86
.00 .00 .o .00 co PG ; c S -
HOUSTON CITY CONP 128 27171.15  5650.23 | "Conh ' .on o 00 3.3
-‘-’“‘? .?é?d o ‘"‘:] HILLSBORO PO 158 10.16 25.82
ol.- ON CNTY" Cdmp 57 . .00 .00 .00 .00
R 5 50 IEP 08 e P3P eveLLann P2 152 10.45 27.80
: Housn:m opS P 1zu Wha51 1m0.96 .00 © .00 .00 .00 _
.00 LD .00 .no SULPHUR SPRGS OFS 158 21.50 G8a10
HOUSTON FBI 128 K56 1%4.15 .00 .00 .00 .70
.00 .00 .00 o0d SULPHUR SPRINGS pD 158 21,56 K4,54
HOUSTON P &ND 128 12.00 38.00 .00 00 .0a .00
.an .00 00 0o BIG SPRINGS PO 152 LT 12 91.68
HOUSTON PO 128 BoEL 21,25 | - =00 - 00 «00 +0N0 :
. 0G .an .on .na BIG SPRINGS SO 153 3.66 10.32
HEUSTON SO 128 5,13 16.25 -ao -4 + 00 -0o
.00 .00 .00 .00 CUHHIRCE FDIRGY 180 10.01 23.83
HCUSTON SO ocu 128 3.32 10.50 | 1415 1.73 .00 +00
- oo .00 .00 .no _ GREENVILLZ POD 151 38.78 11.92
HCUSTON 50 LARRART 128 . .00 " WOp ) 257 3.86 »CO ~A0
-00 .00 .on .00 BORGER PO 162 18.92 15,96
) . .00 .0u .00 .ne
6-57
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Table 6-30. Texas 1985 Traffic To and From Each User Agency
(Continuation 3)

JACKSBORN 50 163 I.0% 7455 ] LUBBULK Pu 1931 Znz.28 InD.G8
.00 «0C G0 .00 - 0o 00 .00 .01
EDHL SO 164 5.61 13.93 {LuBsocx so 153 31%.61 58,13
. DO .00 .00 .00 «0n .00 00 .00
BEAUHONT ©TPS . 165 . s12 .38 | SLATON PD 124 10.01 23.11
. 60 .00 .ap .00 «an .00 «an N0
AUHOKT PO 165 220.23 J12.38 | TAHOKA PO 195 5,12 17.21
.an .00 0N .00 -0a - 00 « Gl -00
ACAUMONY 50 165 38.59 97.63 | TAHOKR SO 185 Y.C3 9,94
.00 0o .00 .no . 00 .00 .00 .no
HEDCRLAND PD 166 16.78 " 32.07 | HADBISOHVILLE SO 18§ 4,545 1C.57
« 00 .00 . «0n « 00 - 00 « 00 « 00 « N0
FORT ARTHLR PD 161 12.13 1%1.23 JTFFCRSON SO 191 E.GE 11,35
.00 .00 .00 -00 .0p .00 .00 <O
ALICE PD 158 29.E3 B1.63 | SAY CitY FO 198 10.21 Z71.28
- 00 «-00 .00 Ns]s) - 00 - 00 .a0 .00
BURLESGN PO 169 12.18 25423 "} BAY CITY S0 1398 5.06 11.58
©1.09 1.6% .00 -00 -00 .00 .ao .00
CLEBURNE PD 110 28,29 5g.%7 | EAGLE PASS PO 189 16.83 34.71
2. 686 4.02 .00 -No Bn;gu 0 .ao .00 00
. ¥t P 200 . w
ANSON SO L33 s 21.70 on 8-53 22.5¢
oo op .o . 00 .00 00 .0
STARFORD RD 112 7.1 13.3pn |BELLUREAD PO . 2o1 13417 27.92
.00 .oo .00 .00 ee'gg +00 0o 1o
KARHES CITY SO 113 5.71 13.08 VIRLY HILLS PD 202 7.38 18,639
_ .00 ,0o .00 N0
. an .0n «an .00 VACO DRS _ 203 12 a8
KAUFMAN SO 114 13,46 20,24 ' - -
.51 <16 .on .10 waenls -00 -00 010
TERRELL PO 115 21.22° 3g.35 | ¥AC0 PO . T 203 Z33.55 167.27
1.42 Z.23 .00 .o watnlso -00 «C0 N0
BOERNE SO 176 2.35 188 |00 . on 2 2818 €5.09
.00 .00 o3 .64 NCODYAY PO . .
JAYTON SO 111 2.51 s.37 | MCIDRAY oo IPTEA RS- L 22.8%
L0 - 200 .00 ©.an - ueNod Sa -0 . v
KERRVILLE 0PS 178 29458 98,53 a0 ; o5 15.69 33.78
on oo na 00 " -00 2.02 04
- o . . MENARD SO 206 1.80 k.0
KERRVILLE PD 118 25.59 A5.07 . 0o .00 .00 .00 !
+0n «00 Niis] 00 MTOLAKD DPS ) 207 L12 .38
JHCTION SO - 118 2.78 1.01 P a0 .
00 oo oo oo : LT <o _ - NO
* . . g . 21 LAND PO z
KINGSVILLE PO 180 4B 6B 95.26 I?no .aa .uu‘n? gg!““ 144461
.0C .00 .00 +00 HIOLAND 50 ; a1 .
KINGSVILLE SO 180 29,20 82.12 | . pp .80 on” oatt® 11.32
.00 .0p .00 .00
H CAHERON S .
BENJANIN SO 181 2 .60 1.28 _UDOH g .00 unzna n;°73 10.70
T .00 .an .00 ~Hi, B0 _
PaRIS PO 182 43.01 15,41 |ROCKBALE PO 03 T.51 18.41
o6 0o oo no - 00 .00 .00 .00
- - - - u
PARIS 50 182 5.53 12,93 |COLORADOD £XT¥ BD oot olro? 22443
.00 .08 00 .00 - .
LLTILEFIELD PO . 183 .87 21.g94 |COLORADO ClTY 50 210 Sen8 3.40
o ] oo 7o eu'gg o a0 .00 .ao
. . - « _ TE P . .
LITTLEFICLD SO 183 .57 11.05 " a 211 S.21 23.69
- 00 -oe =00 -00 Hmﬁasus S0 -8 -uﬂz;,a .m: 15
GLTON PD 1EH 5.18 16.01 on oo a0 0" 9.217
. DO .00 .00 N0 . - - .
LAHPASAS OFS 185 14,55 45.07 |CONHDE PO 213 B3 1 1 X2.3R
w00 .00 .an 00 0 - : «08 .00 .ao o
LAYPASAS SO 188 3.8y 8.95 | CONROE 50 213 E8.28 140465
.on .00 .00 GO .00 .00 .00 .ng
HALLETTISYILLE SO 1B6 6.5 14.60 |DUHAS PD 214 10.G0 25.52
.00 .00 .00 .00 .C0 .00 .00 LTI
YCAKUN PO 187 1.50 20.72 |DAINGERFIZLD SO 215 £ 8.24
«+60 - .00 .00 .00 | .00 00 -00 oo
CENTCRVILLE S0 7BR 4,20 10.39 |NACCGUOOCHES PO Z21iE 33.87 Tha50
.ap .00 +00 .N0 .0o .00 .00 o
CLEVELAND PD 189 9,83 2Z2.91 HACOGOOCHES So0tAn 216 8.37 19.25
.ro .00 .00 .ng .00 .00 .00 .08
LISECRTY PR 190 16,87 311,22 | coRsTCANA PD a7 25.15 €0.4Y
.on .00 .00 .no <o .ao .00 .00
LIBERYY SO 130 13.24 21.87 | CCRSICANK SO 217 B.13 14.38
0N .00 i) .ng .00 .00 .0D + 00
MLxT4 PO 191 9,43 25,12 | SHECTHRTER PO z18 15.01 31.986
Jn .00 .00 0o .00 .aa L0 «00
GEGRGE WEST S0 . 182 2464 7439 | SHECTHATER §0 z18 1.12 15.50
«00 00 .00 .00 L0 .00 00 .00
LUPBOCH CFS 1583 21,12 §58.55 | CCRPUS CHRISYT OPS 219 22453 71.36
. 0o .00 .an .00 00 .ot .00 .4
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Table £-30.

CORPUS CHRISTI PD

.00 00
CaRPUS CHRISYI 50
.No 00

ROBSTOWN FD
.00 «00
ERRYTON FO
- 00 .00

PERRYTON S0
- [0 00

VEGL SO
-ao »00

ORANGE PO
.00 «an

ORANGE SO
.00 « 00

HINERAL WELLS DPS

-0n 811
HINERAL HWELLS OPS
4,33 T LL,50
CARTHAGE PD

- 00 « 00
YEATHERFORD PO
1. 30 1.38
FARWELL SC i

.00 -0D
FRIOGNA PO

. an .00
FORY STOCYON S50

- 80 .an
AMARILLO OPS

- 0n »00
AMARTILLO PO

- 00 00
A¥ARTLLD SO

«+ 00 +00
CAKYOR SO

- 00 «00
5, ARKSVILLE PD

- an .08
PECOS BPS

- 0a .00
#:.C05 PD

.00 M3
segos SO }

00 -00
BIS L AKE SO

- 00 +0D
HEARNE PO .

-aon «00
ROCKWALL PO
1.30 1,35
BALLINGER PD

.00 .00
HENDERSON FD

i} .00
ARANSAS PASS PO

] «00
GREMORY FO

.00 .00
INGLESIDE PO

.ao W00
PORTLAND PD

00 -00
SIHTON SO

.00 +00
ELOORADO 30

00 006
SNYJER PD

00 +00
SNYDER SO

.N0 g
SYRAYFORD SO

. 0o «00
TYLER Q0PS

.00 .00
TYLER PC

«0f <00

218

220

« 00

319,73
20
30.62
N0
R5.51
00
10466
10
I.16
- N0
Z2.17
.nu
42.35
00
32.564%
«f10
26,00
00
Z3.50
«00
1.068
«.00
I14.46
« N0
Y,E3
«00
f.53
«f0
2.51
«N0
12
«ao
187.50
- 00
236.897
«00
Z0.58
00
E.18
.nu '
26.25
«0a
14475
« 00
2488
.un
2.0%
«00
10.12
«fg
1.05
«f10
7.32
.00
10.286
<10
13.21
00
B«25
«084
BuY45
«00
14,22
«010
£13.70
<00
1.74
«00
15.91
IDU
CHUS
.nD .
257
« 00
12
« 08
108.18
10

7753, Vol. IIT

459.0%
11.%1
68.0%
25.42

5.82
5.54
21.6X
18.13
82.32

T4-09"

2145
IF.27
9.54
18.62
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Table 6-30. Texas 1985 Traffic To and From Each User Agency
{Continuation 5)

aatln UPY UST OFF 212 «12 oS8 | WICHITA FALLS POD Z88 9.%5 I0.25
.an .00 «00 <0 .00 .00 .00 00
AOSTIN DPS ICR 272 .12 «3% | WICHTTA FALLS $0 288 4489 15.50
.00 .00 .ao 00 .ne .00 -00 .00
'»TIN DPS ICR 212 12 «38 | yzRNOK PD 2813 12.87 28411
g 00 00 Al .o c0 00 .00
s3TIN DPS INTCPY 212 21.2% 67425 | RAYHONIVILLE SO 290 1.09 12.7%
foLi] Ml 00 00 .no .00 .00 N0
AUSTIN DPS NARC 212 .12 - <38 | FLORFSYILLE SO - 231 604 12.97
.an .0G .00 .00 .no 0o o517 L6
AUSTTN DOPS RADID 212 14434 108435 | krAHIT SO 282 2.51 .13
ap .0GC Nz g 0o .00 .00 «710
AJSTIN DPS ROTR 2712 10.6% 33.75 | pECATUR SO 293 3.24 8.29
.00 .00 .00 .00 A3 .6y <00 B [
AySTIN OPS SEND 212 23.29 73-75 | 4INNSYORO PO 294 7.E9 23.0Z
.06 .o0o .00 .00 . 0D .08 .00 200
AUSTIN DPS TUX 212 37.58 115.01 | pEkveER CITY PD 295 7.38 20.81
00 a0 -0 .00 = 00 «00 «00 «00
A STIN HEALTH DEPT 272 1.42 %.50 | GRAHAN PO 286 11.34 25.98
.0n .00 .00 .08 .00 .00 «00 «00
RUSTTIN HVYS 212 10.90 34,50 | GRAHAN 5O z95 316 6,35
.ng .00 .00 N0 .00 .00 -0an .00
AUSTIN P AND W 312 15.71 43.15 | oLNEY PD 291 £.23 18,03
.ue .00 .00 «N0 .an .op o 08 .00
AUSTIN PO .21z 451.71 T06.88 | CRYSTAL .CETY PD 298 1.88 21,40
o .00 .on .00 | .oo .00 .80 M0
AUSTIN SAFETY RESP 212 .78 21.50 | yexc 1] 2147.487 100,32
.00 010 .00 o0 Nils] 00 <00 +00
AUSTIN 50 212 B WX 123.87 | yrevs 0 INZ.64 325.01
.0C .an .00 R .00 00 GO N0
UNIV OF TEXAS PO 2712 g, B 31450 | PALESTINE S0« 1 3.67 11.63
.00 .0B .00 o0 .
~00 ~00 .00 .00
GILSER - 0 60213 ng.sr 18.29 | L toFus Pup. s 8. 30 L9.a5
RANKIN 50 2 sna go2z | . -00 -00 .00 -0l
{ . ARANSAS PASS P.D. 299 Bak3 20435
-oo -00 «00 +00 .00 .00 .00 .00
UVALOE PO 215 12.45 28418 | o) FasanTON PO, i0o 5.21 16.51
-0¢ ~00 +0n ve s 9g.61 | 00 .ac a7 1445
EL _RIO 2PS 2 ‘ 61 1 nuceswoe s.0. 3 1.68 5.26
- an -ao -0a -0o .00 .au .00 .00
CANTON SO 2N 19.06 52298 | gataERA S.0. 161 1,63 .83
- 00 .00 +00 - 00 .no .60 V34 .51
VIFADRIQ tES 218 18,34 5608 | 3457RUP S0+ 3pz 3.4z 10.85
- -bn 0N -9 .o .0e i .ao
VICTORIA PO z1B 56.72 11763 | prevri e So0. 10 2.80 4,87
. o0 .00 .00 - 00 .00 Too .08 .80
VICTORIA S9 278 13.21 31476 | golan s.o. 31 2. 10 1.28
e .00 Nili N0 . on .00 .00 « 00
HUMLEVILLE Pnnu Unzws gg.ys B9.85 | 4 PINE S.0. 13 1.28 4 .04
. E . . .on .00 «0n <00
HUNTSYILLE so 279 Y .59 g.70 | FALFURRIAS F.D. 34 h. 18 16.35
. N0 .00 +00 .08 L .00 -0n - 00
HUNTSYILLE TOC 213 4,97 15,15 | BROYNWOOR S-.C. is 2.93 G217
A0 .Qrc. .00 .0n ] « 00 «an «00 - 00
CMIHPSTIIAD S0 280 12.76 21.1% | HOREBLE FALLS S0 iny 3.30 1045
.0C .00 ’ 10 b - an «00 -00 .00
PONAHANS PO Z281 10.39 27.99 | LOCHHART S.0. 04 3.05 9.617
N .00 .00 .no « 00 .00 .00 .00
BACNHAM SO 202 2.02 5.3%5 | LULING P.D. 3as §.15 16.32
.00 00 .00 | 0 - NO «0D +0n +00
LARLDO PO 283 86.00 180.85 | LOCKHART P.D. Y .28 16. 13
.ac «00 aCO Ou ) - 00 -ao 00 =010
LARFOO SO 283 12,39 35.92 |PAIRD S.0. 306 1.53 k.86
.00 N[} .00 Lo +00 .0C .00 .na
PISRCE OPS 234 19.52 61.82 |PITISBURG S.0. 307 1.19 54617
.00 .00 00 .00 .00 .00 .00 L0
WHARTON SO 285 20.10 49.03 |PITISOURG P.D. 101 5.28 16.72
.00 .00 .00 .0 .Gh .00 .60 N6
SHAHAQLK P2 286 Ea.H5 19.05 |PAWHANDLE S.0. 108 Z.11 G.88
. 0o .00 .00 .00 s .00 .00 -no
BURMEURNETT PD 287 13.12 27.681 | ATLANTA P.0O. 109 6.1D 19.95
. 0P .op ar 0 « (0 .00 .00 .00
WICMITA FALLS COHP T 125.¢81 186.30 | DIMMITT PO, 43 5.28 16.13
L ue .00 0o .00 . 00 « 00 00 .00
RIVITA FALLS OPS ZEB .16 BS.T3 |Rusw $,C, 116 4LuR 13.49%
Wrr .0 .or .00 o 00 .00 .ar .or

6-60




Table 6~30.

RUSK P,.D.
.an .00
CHILDRESS 540
an ’ <00
.ORESS P.D.
.00 «00
HENRIETTA S.0a
.an .C0
COLEHAN Sa0a.
.00 =00

HCK INNEY SeDe
J.18 .71

HEW BRALNFELS Sa0e

«00 00
COHMANCHE Sl
.00 20
CAINESVILLE Sa0.
» 0 -00
CROSBYTGN S40.
00 .00
CARROLLTON P.D.
1.81 2.71
COOPER Sa0.
T W00
CUERD PaDa
20 .00
CARRIZO SPRS« Pl
Nl .00
CARRYIZID SPR5.
.00 .00
CISCD PeDa
-0 W00
EASTLAND S.0»
«na 00
UNIV. TEXAS P.D.
Nl .00
EPHENVILLE 5.0.
00 .00
BONHAH S.0.
08 -Q0
LA GRANGE Sa.0.
« 00 -00
MT VERNON S.0.
=00 «00
PLARSALL F.D.
- 0n «-00

RTCHHOND F.D,
«0fi .00
SENTNOLE P.D.

- oo =00
FREDCARICKSSURG P.D.
<10 Qo
GONZALES P.D.
« 10 «00n
PAHPU S,0.
. <00 00
AMDERSON Sa0.
<00 .00
SEGUIN Se0«
il .00
HEHPHIS S«0.
Q18 - Lan
SAN MAREOS Sa0a
00 00
ATHTNS 5.0
.00 0G
AL&HD P,0.
-« 0N «aa
HILLSBORO $.0.
2 20 <200
LEVF LAND 5,04
. «Cf Niin
GRANL.RG 5.0.
+ 40 .61

540«

110
«00

«0n
L1

<00
311

00
49

«Ca
51

00

1“3
»00

Jan

«0C
-00
a0

00

5.41
« 00
1.15
-~ 00
5.67
<00
1.28
N0
1.73
«00
17.117
«00

.3
AP

2.8
«0a
2.80
- 00
1.66
.Du
2.77
«00
1.82
00
Se41
,an
5.7%
«Na
l.18
N0
5.13
00
2.3R
-f10
J‘t‘z
«N0
2.55
0
J.67
N0
HaO%
.nﬂ
1.82
«-00
a4l
1.22
5'52

77-53, Vol. III

17.1%
3.53

17.85

{

SILVER SPAS S.D0.

=00 © 00
CROCKET' S.C.
- 00 «00C

CROCKELT F.0.
- 00 00

GRECNVILLE S.D.

=00 - 00
STINNETT S.0.
.10 .00
EONS P.D.
.00 00
JASPER P.0.
00 . .00
JASPER S0
- 0o ~00
. GROVES P.De
- 00 « 00
PORT KECHES P.D.
- 10 « 00
ALICE S.0.
- 0n «00
CLEBUSAN S.0.
-850 1.35
KZRRVILLE S.0.
- s} .00
LAHPASAS S.0.
.00 .00
COTULLA S.0.
.no .10

GIODINGS S.0.
-0 «D0
GRGESBECK S.0.

-00 «-D0
LLAND S.0.
- 0d 00

EXCLE PASS S.0.

- 00 -an
BRADY 5.0.
-00 .00
DUHMAS Sa0.
-00 .00
NEHTON Sa0a
.0C .00
BRIOGE CITY P.D.
.00 «00
VIDOR P.D.
«on .00
HINCRAL WELLS P.D,
- .00 .00
PALO PINYO S.0.
0o .00

- CARTHAGE S.3.

00 <08
FTe STOCKTHN PoDe
«00 .00
LIVINGSYON 5.0.
.00 a0

CANYON P.Nl,

o0 00 -
CLARHSVILLE S+Qs
.an 0D

REFUGIO S.C.

- 00 .03
FRANKLIN S.0.
.. =00 .00
HOCKKALL SaGa

« 28 « 38
BALLINGER S.0-

ng 00
HIMDERSON S.0.

L o000 .00

| HEHPHILL S.0a

010 #0GC

REPRODUCIBL,

ITY OF THE

ORIGINAL PAGE 1S poy

158
sy

123

238
N

339
.06

" 00

Texas 1985 Traffie To and From Each User Agency
(Continuation 6)

2.80

J.08
« 00
5.41
- 00
440
« N0
2455
00
5«69
onD
B 43
N0
10.53
00
6417
« 00
hBed3l
=00
280
.un
4.8%
N0
2.43
10
2.30
«10
1.92
A0
2,17
- 00
2.68
« 00
2.68
-00
1.53
-0
1.53
<00
1.66
A0
3418
N0
5.79
=00
6. 80
00
. Be52
«00
1.53
.0a

1.08
=00

o585
«N0

Ja. 42

Bal3
N
Jeb1
«00
2.58
00
2.55
00
‘I.38
« 0
1.79
+0C
12.02

“+00

2430
Wi

— TR



Table 6-30.

SAN AUSUSTINE SaDe

« N0 «00
CCLASPRING S.0.
« no 00
CTEH SABR S.0.
- 00 .00
MATHIS P.D.
ca QIR + 006
SINTOR P.O.
- nn .00
CIxIR S.C.
. no .00
PIC GRANDE CTY P.D.
00 PYaldd
RIO CHAWDE CTY 5.0.
-ap .00
BRECKENREIGL S.0a.
LD Joc
TULIL 5.0.
e .00
SENORDOK Pulte
1.72 o l.B2
CYLRM AN Pa.D.
1.01 1.51
RIVEROAKS F.O.
1. N9 l.64
HT. PLEASANT 5.0.
] «Qn
GROVETON S.fts
+(C .00
WCODVILLE S.0.
.00 .00
GILMER P.C.
] ‘<00
UYALCE S.C.
+00 .« 00
Oty RID PL.D.
.00 00
0EL AID S0,
27 - .40
HOMYELANS P.D.
WL 00
BREMYIH Pl
M .00
EL C3wPQ P.D.
. Nay +0C
UHART N P.D.
.Lo 00
WHEEL L S.0.
.00 +BC
TCHA FARK P.D.
- 00 .00
VERYON S.C.
- NG 00
RAYHOKDVILLE P.D.
WL aa
G AORGEYOUN S.0.
GO ) .CO
GEORGETOMN PaJ.
S0 .00
TAYLUA PLul.
LU Jcho
K.oRHIT pu0. -
Al .0G
OUITHAN S.0.
Nae .0E
PLAIN-S Se0.
.on G
C28TLTA S.7. .
0 .aa
CPY“*£t CITY S.0.
<L .00

77-53, Vol. ITT

REPRODUCIBILITY OF THE
ORIGINAL: PAGE IS POOR

Texas 1985 vTraf‘f‘ic To and From Each User Agency
{Continuation T)

.00
ki1

+G0

2.0%
.00

2. 38
.00

1.32
«No

5461

.«00

5461
.00
11.5%1
.0a
5418
.00
11.11

.00

1.41
20
1.92
.00
657
.00
SoHN
.00
5480
-00
Z.43
.no
Z2.43
.00
3,42

B.C5

1.19
- 00

643"

«COC
227

00
6.17

«Na

6.5%5

6.55. |

N0
J.29
00

1.53

M

1.92"

3.05
«0N0

T
g.08
E.01
17.85
17.85

J6.12

18.35




77-53, Vol. III

Table 6-~31.

REPRODUCIBITITY OF THE
ORIGINAL TA4GE IS PUGR

Distribution of Texas 1985 Traffic by Messags Type

Number of

Message
Messages Length
LIDR - In 12,100 35
: - Out 11,100 300
TCIC -~ In 43,100 60
- Qut 40,900 86
MVD - In 26,400 50
~ Qut - 26,400 175
NCIC .
NCIC-TCIC-NCIC 26,000 50
NCIC-NCIC-TCIC 26,000 90
NCIC-TCIC-user 26,000 Q0
NLETS
To LIDR 300 35
From LIDR 300 300
To MVD 1,600 50
From MVD 1,600 175
User-0ther Data Base 1,300 50
NLETS-Aust-Other Data Base 1,300 . 50
Other Data Base-NLETS-Aust 1,300 200
Other Data Base-User - 1,300 200
Adm to Texas ’ 1,300 300
Adm from Texas 1,300 300
NLETS~Aust-Other Adm 1,300 300
Adm - In 10,200 500
- Qut 10, 200 500
G-Code ~ In : oo 300
=~ Out 23,800 300
Dallas DB - In 3,100 50
- Qut 9,900 90
-8an Ant. DB - In “ 1,300 50
- Out 1,300 90
Law Enf. CCH - In 17,877 u26
- Qut 17,877 45g
Courts CCH ~ In - 8,569 773
- Out 8,569 267
Corrections CCH - In 656 819
- Qut 656 221
SJIS. -~ In R 1,942 1,920
- Out 1,942 80
‘0BSCIS -~ In 6,475 2lp
- Out o 6,475 512
L.E. Fingerprints - In 2,892 1,852
. - Qut 2,892 279
Texas Youth Council - In 853 280
- Out . 853, 512
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Table 6-31. Distribution of Texas 1985 Traf’f‘:.c by Message Typu
(Continuation 1)

B.P.P. CCH -~ In . 656 o 813
_ - Out 656 227
ICR Conv. - In 3,000 376
- out 3.000 3444

| 396,900 |

T 6-blh
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SECTION 7

NETWORK ANALYSIS AND DESIGN TOOLS

This section describes the principal network and analysis
design tools developed and utilized during the STACOM Project.

Section 7.7 discusses the Network Topology Program. Section
7.2 develops the approach to network reliability and availability
analysis. ©Sample calculations are presented for the Ohio LEADS and Texas
TLETS aystems. Section 7.3 derives the approach te network queueing
analysis that leads to the development of network response time analysis
techniques. 8ample caleulations are also given.

7.1 THE STACOM NETWORK TOPOLOGY PROGRAM

Two types of analysis are involved in designing a communica-
tion network. The first is concerned with arriving at acceptable line
loadings; the second involves the achievement of optimal (least cost)
line configurations. The STACOM program has been developed to accomplish
both types of analysis.

Before describing the STACOM program itself, we will examine
a state criminal justice information system and its communication network
as an example of a typical communication network. We will then discuss
the goal of the 3TACOM program.

T.1.1 State Criminal Justice Information System

An information system is usually developed to provide a
systematic exchange of information between a group of organizations. The
information system is used to accept (as inputs), store (in files or a
data base) and display (as outputs) strings of symbols that are grouped in
various ways. While an information system may exist without a digital
computer, we will consider only systems which contain digital computers as
integral parts.

Information systems can be classified in various ways for
various purposes. If classification is by type of service rendered, the
type of information system which serves a criminal justice community in a
state can be considered as an information storage and retrieval system.
This type of information system is the subject of our interest. For
example, the state of Texas has an information system with data base
located at Austin. The data base containg records on wanted persons,
stolen vehicles, licensed drivers and stolen license plates. Also
stored in a separate computer are files of the Motor Vehicle Department
(MYD) which contain records on all and mobtor vehicles in the state.
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Tol.2 State Digital Communication Network

For a given state information system, stefrage and retrieval
of data to/from the data base can be accomplished in various ways for
different user reguirements. In general, the users of a state criminal
justice information system are geographically distant from the central
data base computer. Since fast turn-around time is a necessity for
this particular user community, direct in-line access to the central
data base by each eriminal justice agency constitutes the most important
user's requirements. In addition, it is required to quickly move message
data from one agency to another at a different location. 411 of these
goals require a data communication networlk. Because the computer deals
only with digital data, only digital data communication networks are
considered here.

A digital communicatinon network consists mainly of a set of
nodes connected by a set of links. The nodes may be computers, terminals
or some type of communication control units in various locations, while
the links are the communication channels providing a data path between the
nodes. These channels are usually private or switched lines leased from
a common carrier. A simple example of a network is given in Figure 7-1,
where the links between modems are the communication lines leased from a
common carrier. The communication control unit in eity E is used to
multiplex or concentrate several lower speed terminals onto a high-speed
line. The line which connects cities C, D, and others is called multidrop
line which connects several terminals to the data base computer.

T.1.3 A STACOM Communication Network

For the purposes of the 3TACOM study, a communication network
is defined as a set of system terminations connected by a set of links.
Each system termination consists of one or more physical terminals or
computers located at the same city.

T.1.4 Communication Network Configurations

The communication network for an information system with a
central data base compubfer will be one of three basic network
configurations: the star, the multidrop, or distributed connection.
These three types are shown in Figure 7-2. '

As shown in the figure, the star network consists of four
direct connections, one for each system termination. Each connectlon is
galled a central link. The multidrop network has one line with two system
terminations and two central links. 1In the distributed network shown,
more than one path exists between each individual system termination and
the central data base.

T=2
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Figure 7-1. Example of a Digital Communication Network

7-3 ' ]

T e B - - 4 e g ot m e deeb st ke




77-53, Vol. IIT

STAR NETWORK MULTIDROP NETWORK

DISTRIBUTED NETWORK

Figure 7-2. Basic Communication Network Configurations

74




77453, Vol. III

7.1.5 Network Optimization

Given a communicatlon network, the operating costs for the
various types of lines or common carrier facilities required are governed
by tariffs based upon lodation, circeult length and type of line.
Experience suggests that the operatlng cost of a network can often he
substantially reduced by an initial investment in a configuration
analysis. In other words, some efforts in network optlmlza,tlon generally
provide cost-savmng

There are two ways of construeting a communication network in
a geometrical sense., One can divide a communication system inte several
regions, construct a minimum cost regional communication network for each
region, and then build an inter-regional network connecting all of the
regional centers to the cenbral data base center. BEach regional center is
responsible for switching messages issued from and returned to each system
termination in the region. Alternatively, one can consider the whole
system as a region which is entirely made up of system -terminations, and
perform optimization for that region.

7.1.6 The STACOM Program and its Purposes

Cne. of the objectives in the STACOM study is to design minimum -
cost and effective communication networks which will satisfy the predicted
future traffic load for both selected model states, Ohio and Texaa. In
order to achieve this objective, the STACOM program was developed and
ubilized for the analysis and synthesis of alternative nebwork topologles.
It ig also the project's goal that the final product be a portable soft-
ware package which can be used as a network design tool by any user.

- In network design, two major problems are the selection of a
cost-effective line configuration for given traffic, and the design of a
least cost network to arrive at lowsr operating costs.

The goal of the STACOM program is to provide a user with a sys-
tematic method for sclving both problems. In other words, the main purpose
of the STACOM program is to provide the nebtwork designer with a tool which
he can use for line selection and for obbaining least-cost line connections.

T.1.7 Functions Performed by the STACOM Program

The STACOM program is a softwWare tool which has been developed
for the purpose of designing least cost networks in order to achieve
lower operating costs. It ubilizes a modified Esau-Williams technique
-to search for those direct links between system terminations and a
regional switching center (RSC) which may be eliminated in order to
reduce operating costs without impairing system performance below that
specified., The RSC either prov1des a swibching capabllity op is a data
base center or both.

Inputs for the STACOM program contain data sueh as traffie,
terminal locations, and functional requirements. The network may be
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divided .into any number of desired regions in any given program run. Each
region has an RSC which serves tarminals in its region, RSCs are finally
interconnected to form the complete network. Upon receipt of a complete
set of input data, the program first performs formations of regions and,
if needed, selection of RSCs. The program then builds a regional network
in which only system terminations in the region are connected. The
program then optimizes the regional network for each region requested by
the user.

The formation of regions is performed by the program on the
basis of attempting to arrive at near equal amounts of traffic for all
regions. After finding the farthest unassighned system termination from
the system centroid (a geographical center), the program starts formation
of the first region by selecting unassigned system terminations close to
this system termination until the total amount of traffié for that region
is greater than a certain percentage (90% in this implementation) of the
average regional traffic, The average regional traffic is simply the
total network traffic divided by the number of desired regions. The same
process is repeated by the program in forming the rest of the regions.

The selection of an RSC is based on the minimal traffic-
distance product sum. In the selection process, each system termination
is chosen as a trial RSC and the sum of traffic-distance products is then
calculated, The location of the system termination which provides the
minimal sum is then selected as the RSC. The location of the RSC for a
given region may also be specified by the user. The optimization process
consists of two basic steps, i.e., searching for lines whose elimination
yields the best cost saving, and updating of the network. The two steps
are repeated until no further saving is possible.

Before performing network optimization, the STACOM program
constructs an initial star network in which each system termination is
directly connected to the regional center. It then starts the optimi-
zation process. At the termination of this process, a multidrop network
is generally developed. In a multidrop network, some lines have more than
one system termination; these are called mulfidrop lines. :

‘When needed, the STACOM program will continue to form an .
interregion network, which consists of a set of regional centers and has
a direct link between any two region centers, The program then performs
optimization on the network.

The process for interregional network optimization involves
the same two steps: searching and updating. However, the searching step
is primarily for finding an alternate route to divert trafflc between two
regional  switching centers with the best saving. : :

Based on the data provided, a successful run of the STACOM
program generates a regional printer output and, if requested, a CalComp
plot. The printer output contains data such as initial regional network
and opbimized network, assignments of system terminations, etc. The
CalComp plot shows the geographical connections of the optimized network
in which multidrop line actually connects all of the system terminations.
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Figure 7-3 glves examples of regional star networks and
initial dnter-regional network: Figure 7-U% gives examples of optimized
regional networks and 1nter—reglonal network obtained from Figure 7-3.

7.1.8 " Main Featureé

As described in Paragraph 7.1, the STACOM program has been
developed for the purpose of performing analysis and synthesis of
alternative network topologies. The following is a list of feabtures which
characterize the STACOM program:

(1) The Esau-Williams routine has been modified, tested, and
ucilized for determining near optimal (least cost),
‘network topology.

(2} A tree type'structure'is used as the storage structure
in the progran. -

(3) The program execution has been made flexible; for
gxample, constraint on response time for a multidrop
line is an input parameter.

(4) A response-~time algorithm has been lmplemented in the
prograin.

(5) A CalComp pleotiting routine has been lncluded for drawing
resulting multldropped networks.

In the rest of thls subsection, these main features are
discussed in detail.

7.1.8.1 Structure

C701.8.1.1 Storage. Since a multidrop network can be viewed as a tree
composed of sub-trees, it was determined that a tree-type data structure
would be appropplate and convenient fbr representing a multidrop network.

A tree~type storage sbructure is therefore needed in the
program. This tree-type storage structure is 1mplemented by defining a
set of storage cells .

' Fach system termination (data) is represented internally by a
storage cell in the program. Each cell consists of five fields and each
field occupies one word (i.e., a 36-bit word for UNIVAC 1108 computers).
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O REGIONAL SWITCHING CENTER
O SYSTEM TERMINATION
— LINE CONNECTION BETWEEN SYSTEM TERMINATIONS

~—~ LINE CONNECTION BETWEEN RSCs
ez REGIONAL BOUNDARY LINE

Figure 7-3. Example of Initial Region Network and Initial
Interregion Network

7-8




77-53, Vol. III

O REC :ONAL SWITCHING CENTER
O SYST M TERMINATION

e LINE CONNECTION BETWEEN SYSTEM TERMINATIONS
——~LINE CONNECTION BETWEEN RSCs
_____ REGIONAL BOUNDARY LINE

Figure 7-4. Example of Optimized Regional Networks and Opbimized
' Interregion Network '
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" Defining that system termination X as a successor of Y,
and ¥ a predecessor of ¥ if X branches out from Y, and defining X as
the root of a btree if it has no predecessor before it, then the basic
storage cell for system termination A can be described as follows:

A
Ty
S Er | fe | f3 | Ty |5
Let ¢(fj) = -content of i-th field in a storage cell I, where
Iy is an 1nternal index for a system tevmlnatlon A (data), then
c(f1) = no. Qf_system“termlnatlons under A
~e{fy) = a pointer which points to the first successor of A
c{f3) = a pointer which points to the next systen

termination whose predecessor is the same as A's

e(fy) = a 'pointer"Which'pc.Jint:s back to the previods system
termination whose predecessor is the same as A's
e(f5) = a pointer which points to A's predecessor

When there is a "zero" in a field, this indicates there is no
one relating to A under that specific relationship. Given a tree as
_-Flvure 7-5, A is root of the tree; it has k descendents, i.e., B, C; D,
and E, Figure 7-6 is the 1nternal representation of that relatlonshlo
among indice Ip, Ig, Ig; Ip and Ip which are internal cardinal numbers for
system terminations A, B, C, D and E.

The first field of storage cell I, indicates that there are 1
system terminations under I; the pointer to Ig says that Ig is its first
successor., Since Iy is the root of the tree, the other three fields are
left with zeroes.

‘In the case of Igy Ip is its next successor of I, and its

previous successor of I is Ig. Its third field has a pointer pointing to
In, and its fourth field a pointer pointing to Ip.
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Figure 7-5. A Tree with A as its Root

= |NDEX FOR A

'a

Figure 7-6. Internal Represenbation of the Tree in Figure 7.5

7.1.8.1.2 Program. The STACOM program consists of twelve functionally
independent routines. Figure 7~7 shows the basic structure of the
program. The functional 1nterrelatlonsh1p is indicated by arrows.

An arrow from routine A to routine B 1ndlcates that routlne B
will be called upon by routine A during its execution. In addition, all
of these routines communicate to each other bhrough the COMMON block.

" besides the normal subroutine arguments.

‘Major functions of these eleven routines are glven below:

(1) MAIN Routlne ‘
This is the master routine of the STACOM program. In
its execution, it reads in all the data required from an
input device (card reader or demand terminal) and .
performs calculations of disbances between any two
~system terminations. . It assigns system terminations to

7-11
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regilons, and, if necessary, selects the regional
switehing center by finding the system termination in
the region with the minimal traffic-distance product
sum. It calls upon routine RGNHET to build a star

‘network and then performs network optimizatiom, if

required, for each of these regions.

‘It also performs the construction of an inter-regional

network and its optlmlzatlon by calllng subroutine

IRNOP.

In addition to these processings, the MAIN routine also
prints out distance matrix, traffic mabrix, and lists of
system terminations by region.

RGHNET Routine
This routine is called upon to act only by the MAIN
roubine., Its main functions are the formation and

'optlmlzatlon of regional star networks. During the

formation of a regional star network, each system
termination is linked directly to the designated or
selected Regional Switching Center (RSC) by assigning
the BR3C index to. the last field of .ich associated
storage cell. Tree relationships are biuilt among
system terminations by assigning pointers to the
third and fourth fields of each storage cell. The

resulting star network is then printed on the printer.

The optimization process utilizes the Esau-Williams
algorithm with some modifications. It consists of

two steps: Searching for a central link (a direet link
from a system termination to RSC) with best cost savings
under constraints (such as response-time requirement),
and subsequent network updating. This network optimiza-
tion process is executed only upon request. When

no further cost improvement is possible; this routine
prints a resulbting network with data such as number

of system terminations and the response time, traffic,
cost, ete., associated with each multidrop line.

Routine PLOTPT is then called upon to plot the resulting

network layout.

IRNOP Routine . ‘ a .
 This routine is called upon to act by'routlne MAIN. It

forms an interregional network and then performs its
optimization. The interregional lines are assumed to be
full-duplex lines. ' During the optimization process, no
line between two RSCs can be eliminated if traffic
between them cannoi be handled through only one inter-
mediate RSC. Alsy each RSC requires at least two lines
to other RSCs. = ' :

T-12
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RECOVR ' ' ICOSTJ
—— — ——— i LINK DIST +

PACK

LINNUM

TRAFFIC \ - A NET -

Vi, BTC. ) mAIN RGNNET ‘ _ -l RHOFUN
o _ . R . PRINTS, PLOTS N PLOTPT
o : CALLS UPON [ |

IRNOP R ~| RSPNSE

Figure 7-7. STACOM Program Structure
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LINNUM Routine

This routine provides an estimated line configuration
required to satisfy a given traffic and is mainly called
upon by routine RGNNET. During its execubion, utiliza-
tion of selected lines are calculated against the

given traffic by calling RHOFUN so that effective line
utilization is less than the pre-determined number.

RHOFUN Routine
This routine calculates the line effective utilization
for a given traffic and line configuration.

ICOSTJ Routine

Given the line configuration and indices for any two
system terminations, this routine calculates the
installation costs and annual recurring costs for

the line and other chargeable items required. 1In
caleulating line costs, it calls upon routine DIST

for distance data between two given system terminations.
Resulting cost data are arranged by chargeable item

type.

DIST Routine

This routines retrieves distance datz between any two
system terminations by calling routine PACK. When the
distance is greater than 510 miles, it retrieves
distance data by ealling routine RECOVR.

PACK Routine

This routine stores or retrieves distance data between
any two system terminations., It is called upon by
routine MAIN for distance data depositing, and called
upon by routine DI3ST for its refrieval. For the purpose
of saving storage, distance data has been compressed,
and each 36~bit word has been divided into four sub-
words of 9 bits. Therefore, any distance datum with
value equal to or greater than 511 is stored in another
gpecified area; its retrieval calls upon routine RECOVR.

RECOVE Routine

buring distance data retrleval in the execution of the
DIST routine, if the return value from routine PACK is
511, this routine will be called upon to provide the
actual distance data, which is egqual to or greater than
511.

LINK Routine

Since the distance between any two system terminations

I and J is independent of how I and J are referred to,
the routine LINK provides a mechanism for preserving
such an independency by mapping I and J into an absolute
index.
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(11) PLOTPT Routine
This routine provides instructions for plotting a given
point on a CalComp plotter. Location of a point is
calculated by its associated V-H coordinates.

7.%1.9 Response Time Algorithm - RSPNSE Routine

There is a limit on the number of terminals which can be
linked together by a multidropped line due to constraints on reliability
and response time. However, it would be an oversimplification to just use
a particular number as the main constraint in determining how many
terminals a multidrop line can have. In reality, the response time of a
given multidrop line depends on the amount of traffic, the number of
terminals on the line, and very heavily, on the number of transactions to
be processed in the data base computer systenm.

In the STACOM program, a response time algorithm is imple-
mented in such a way that during the network optimization process it
is used to acceph or reject the addition of a given terminal to a multi-
draop line. This response time routine calculates the average response
time on the given multidrop line, given the number of terminals and
amount of peak traffic on the line. Before its inclusion in the STACOM
program, the fidelity of this algorithm was evaluated by simulation
and found to be acceptable.

7.1.19 Flexibility

At the outset of the STACOM project it was antiecipated that
the STACOM program would be used for statea with varying traffic
requirements; it was decided that the resulting program should be as
flexible and general as posaible. With this in mind, the STACOM program
has been implemented with the Ffollowing features which make it flexible
and thereby enhance its capabilities:

(1) Rate Structures, Line Types, and Chargeable Items

Becauzse a state can have more than one rate structure
{(tariff) applicable at any one time, the STACOM program
has been designed %o accommodate this,

Under a specific rate structure, any combination of line
types with their names, line capacities, and basic cost
figures can be prescribed to the program. In addition
to the line cost, any number of chargeable items
associated with each line type can be prescribed to the
program. For example, any combination of cost items
such as service terminals, drops, modem and others can
be used. Furthermore, under the Multischedule Private
Line (MPL) tariffs given by AT&T for interstate communi-
cation lines, the monthly line charge between any two
terminals is now a function of both the inter-city dis-
tance and the traffic densities of both terminal cities.

T-15
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The STACOM program has been implemented in such a way
that it ean take line-cost figures based on MPL tariffs
or other tariffs.

{2) Region Formation, Switcher Selection, and Network
Optimization.

Given a set of system terminations dividing them into
regions can be performed in either of the following ways:
‘the user can preassign some or all of the terminations
into preselected regions, aliernatively the user can let
the program perform the region formation by simply pro-
viding the system centroid. Following the formation
process, the STACOM program will start selecting

regional switching centers for regions without a
preassigned switching center. The process of regional
network formation and its optimization will then follow.

(3) Number of Terminals per Multidrop Line and Average
Response Time

It may be desirable to set a limit on the number of
terminals on a multidrop line. In its implementation,
the STACOM program takes this number from the user's
input data as a constraint during its optimization
process.

Besides the limit on the number of terminals allowed on
a multidrop line, a good network design alsc requires a
constraint on the average terminal response time on a
multidrop line. The STACOM program allows a user Lo
specify the limit on a& run basis.

To1.11 Programming Language

The STACOM program is implemented with the FORTRAN V language
of UNIVAC systems, compiled with the EXEC~8 FORTRAN Preprocessor and
mapped by its MAP processor.

7.1.12 Operating System Requirements

The EXEC-B operating system of the UNIVAC 1108 computer has
been used in the development of the STACOM program. The current edition
of the STACOM program can only be executed under the EXEC-8 system.
Furthermore, since a CalComp routine is linked with the program, the
plotter must be part of the operating system. If such a hardware unit is
not included in the system, the STACOM program must be updated to reflect
this environment.
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In addition, the current STACOM program has been designed with
the feature that all the desired output be put into a FORTRAN file
designated as 100. Before executing this program, a file with the name
100 must be assigned. Otherwise, regular WRITE unit 6 will be the
destination output file, e.g., print output will go to the user's demand
terminal when it is run as a demand job.

As an example, the following is & complete list of EXEC-8
control statements which need to be prepared or typed in after the run
card for properly executing the STACDM program.

€43G,UP 100
85YM, P PUNCH$,,G9PLTF
€XQT File.Element

(data)

8BRKPT 100
€FREE 100
- @SYM 100, ,T4

The @3IM,P command directs the resulting plot 2ard images to
a CalComp plotter designated GYPLTF. The last 8SYM command directs
print output to the slow hardecopy printer desigpnatad T4,

7.1.13 Functional Limitations

While the STACOM program has been designed and implemented
with the intention that it be applicable as widely as possible, it does
have certain limitations. These are due mainly to the limit of program
size (sum of I and D bank) allowed under the EXEC-8 system for simplistic
programs. The maximum program size allowed is 65k words per program.
Although it is more convenient for later use to assign all parameters with
maximum values as long as the overall program size is within limits, this
results in greater expense in later use of the program due to the higher
core-time product. Therefore, it is recommended that all parameters be
set at values just high enough for anticipated use.

After setting parameter values, the STACOM program capabili-
ties are then limited to these assigned values. If a run reguires that
ce~tain parameter value be exceeded, the STACOM program must be recompiled
and remapped.

7.2 SYSTEM RELIABILITY AND AVQILABILITY ANALYSTS

Yhile cost may be a maJor concern in deciding the optlon for
network implementation when several alternatives are available, the factor
of system reliability (survival probability) and availability as a function
of alternate option does deserve some considerations.  The reliability
and availability of a systex not only depends on how the system is built
up, it also depends on how each component of the system behaves as time
passes by. In the following sections, weé will present assumptions and
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definitions of terms and equations which are Tto Le used later in calculating
system reliabilities and availabilities. The constraints of subsystems

to be investigated and results from applying these equations for both

Ohio and Texas are then presented.

T.2.1 Assumptions

The true reliabiliuy (survival probability) of a given
component as a function of age is impossible to describe exactly and
simply. However, in many cases, a component's réliability can be practi-
cally and usefully represented as a unit with a "bathtub" shape failure
rate function as shown in Figure 7-8. 1In other words, a component can
be well described as having a failure rate that is initially decreasing
during the infant mortality phase, constant during the so-called tyuseful
life" phase, and, finally, increasing during the so-called tyear-out™ phase.

Max

Failure Rate

Min |—

| | f

Useful Life ~wsmmic—» TZ

Figure 7-8. "Bathtub" Failure Rate Function
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In this study, we assume that sll components are to be operated within the
eonstant failure rate phase. Several distribution functions do have such
a constant failure rate case. However, in the following discussions, we
use the exponential distribution to represent the reliability function for
each Individual component. An important property of the exponential
distribution is that the remaining life of a used component is independent
of its initial age (the "memoryless property"). With the exponential
distribution it follows that: :

(a) Since . a used component is as good as new
{statistically), there is no advantage in following a
policy of planned replacement of used components known
to be still functioning.

(b) The statistical estimation data of mean-life,
percentiles,; reliability and so on, may be collected on
the basis only of the number of hours of observed life
and of the number of observed failures; the ages of
components under observation are irrelevant.

7.2.2 Definition

for the purpose of convenience in later discussions, we give
definitions to the following terms and notations: :

(a) A = Failure rate for component i

(b) i = Mean time between failures (MTBF) for component i

{e) vi = Mean time to repair (MTTR) for component i

il

(d) R(t) = Reliability function as a function of time, ¢

{e) A(E)

Availabilify function as a function of time, t
(f) Agy = The limiting average avallability

(8) Y= vi/pg

{h) A= System failure rate
(i) M= System MITBF
- (3) v = System MTTR
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7.2.3 System Reliability and Availlability

Given a system with n (02) components, it is in general
impossible to derive its exact reliability and availability. However, if
the statistical interrelationship among its components can be deseribed,
we can then relate the system reliability and availability to the
reliabilities and availabilities of the components. For the simplest
case, if all of the components are statistically independent and each of
them has a constant failure rate A{, then the overall system reliability
R(t} for a series system (a system which functions if and only if each
component functions) is

R(E) = o ~AE | | )

where A

o
™
o

number of components in the system

jm ]
L}]

If the Syétem has a parallel structure (a system which
functions if and only if at least one component functions), its
reliability becomes

n / _
R(t) =1 -1 {4 - e”)‘lt (2)
i=1

where wdenotes the multiplication cperation.

Furthermore, for a series system, its limiting average system
availability can be described as

n
Agyg = [ 1 + Z’yi (3)
i=1 / '

and the average of system dowrntime (MTTR) becomes
v MW S (%)
i=1
where { = system MTBF
= 1/1L. = {0 2L A ' , (5)
i=1 Ly iz1 *
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T.2.4 System Reliability and Availability'for the Texas Network

7.2.4.1 Reliabilibty System Structures, The existing communication
network for Texas consists of two central data base computers at Austin,
one central switcher at Austin and two regional switching computers at
hoth Dallas and San Antonio.

With this in mind, the reliability system structures for an
individual user terminal can be described as follows:

Case 1: User Terminal - Austin Switcher -~ Austin Data Base
Computer : ' :

Figure 7-9 shows the reliability system structure for the
user terminal when its communication with the central data bases lias to go
through the Austin switcher only.

Since line Lp is a very short one and it is an in-house line,

its reliability is considered to be 1. This also applies to the following
cases. :

Aﬁstin
L

Figure 7-9., Texas Reliability Structure for Case 1

Case 2: User Terminal - Dallas Switcher - Austin
Switeher - Austin Data Base Computer

_ _ Figure 7-10 shows the reliability system structure for the
user terminal when its communication with the data base has to go through
both ballas and Austin switchers,

(e) Case 3; User Terminal - San Antonio Switcher ~ Austin
Switcher -~ Austin Data Base Computer

Case 3 is similar to Case 2, with the exception that San

Antonio switcher is the local switchev instead of Dallas
switchér. It is shown in Figure T7-11.
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Dallas ‘ fustin Austin
ﬂ@—é—@— RSC —@—9—@—— rsci—{(#)—(i)—{ o8

Figure 7-10. Texas Reliability Structure for Case 2

San Antonio Austin Austin
O O R O O i O

Figure 7-11, Texas Reliability Structure for Case 3

7.2.4.2 Empirical Components! Failure Statisties. Table 7-1 shous
failure stafistics for all of relevant components as given in
Texas reliability system structures. These data aré provided
by different sources as indicated on the Table.

T.2.4.3 System_Reliabilities and Availabilities.
(a) Case 1
The effective sybtem failure rate is equal to

A1

AT + UAM + AL + ARSC + ADB + AENV
0.02786

Its reliability function as a function of time becones
R,(t) = e —0.02786tv
Applying
b= 2, Ry2H) = 0.512
Since A1 = A7 + HAM + AL + ARSC + ADB + AENV
= 0.0832 | | |
and its average avai;ability is equal to
Ry = 0.9134
Given a 2U0-hour operation period, the system will have a sum

of .110.6 minutes of outage. These results are tabulated in
Table T7-2,

T-22




el e

Table 7-1.
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Empirical/Estimate-Componenté' Failure Statistics
Aj
‘ - Failure A5
i Vi Rate =~ Availa-~
Component MIBF  MITR  (X1073)  bility Y Source
1. Terminal 900 U 0.667 0 1.11 0.99926 .074  Int.
Comm .
Corpﬂ
2. Modem 5000 3 0.2 0.9994 0.6  Ohio WU
3. Line 668.5 1.4 1.496 0.099791 2.1  Ohio WO
. Data Base 350.8 0.57 1 2.85 0.9984 1,62 Ohio
Environment
5. Austin S/W 143.9 1.17 6.94 0.9920 - 8.13 -l
6. Dallas S/W T45.0 0.95 6.89 0.9935 6.53 Texas
7. San Antonio 145.4 0.56 6.88 0.9962 3.86 - DPS
S/4
8. Data Base 68.3 h.,587 4.64 0.936 68 .4 ; E
(b) Case 2

The_effective system failure rate is equal tq
A2 =X + 2AM + AL + ARSC at Dallas
= 0.0366%

and its reliability function becomes

Rz(t) = E—D.0365’4t

Applying t = 24, Rp(2M) = 0.415

Since Y, = 0.0930, its average system availability is
equal to

Ay

1]

0.915

Given a 24-hour operabional period, the system will have
a sum of 122.5 minutes of outage. These results are
tabulated in Tahle T-2.
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Table 7=2. Texas System Reliabilities and Availabilities For a
24-Hour Operation Period

System 1 N System 2  System 3 . .
1)} Reliability 0.512 0.415 .15
2) Availability  0.9232 - 0.915 0,917

3) Daily Outage 110.6 minutes 122.5 minutes 119.3 minutes

-1

~{e)  Case.3
The effective system failure rate is equal %o

Ay + 2AM + AL + ARSC at San Antonio

I

A3

0.03663

and its reliability function becomes

-0, 3
R3(t} - e 0.0366

Applying t = 24, Rz(24) = 0,415
Since Y3 = 0.09036
its average éystem.availability is equal to
A3 = 0.917
Given a 24-hour operation period, the system will have

a sum of 119.3 minutes of outage. These results are
also tabulated in Table T7-2.

.3 RESPONSE TIME ALGORITHM

This section deseribes a network response time algorithm which
models mean response time values at network user terminals. Response time
is defined as that time interval between the time a network user initiates
a request for network service and the time at which a response is

compleLed at the users inqulrlng terminal .

Section 7.3.1 describes a general aporoach to network response
time modeling. Followlng this background materlal, speclflc models used

in Texas are discussed in Seetions 7.3.2.
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731 General Response Time Modeling Approach
7.3.1.1 Approach. Components of the model deseribed in this section

can be assembled to mimic response time behavior at any terminal imbedded
in any network configuration incorporating terminals, lines, message
switching cemputers and data base corputers.

To facilitate discussion, we shall consider the components for
a response time model for the general network depicted in Figure 7-12,
although the principles of model component development apply to any
‘network configuration.

In the network shown, Regional Switching Computers, (RSCs),
service terminals wibhin their defined regions. RSCs from each region

are connected to a central RSC which provides a data base for inguiry/response

transactions.

_ . - The ‘longest response time at a system termination will occur
on a multi-dropped line served by a remote RS(C. The response time model
discussed here treats this condition. :

Figure 7-13 presents a simplified drawing of the configuration
of interest. The remote RSC services a multidrop of. M terminals and
receives a single reglonal traffic load from all other terminals in the
region. In our discussion, intraregion lines are half duplex and
interregior lines are full duplex. Again, the general approach is not
lipited to these specific choices.

The central RSC connected to the data base receives traffic
from the remote RSC of interest, and from both terminals in its region,
and other R3Cs in the network.

In this scheme, messages transmitted from multidrop terminals
to the duta base and back to the appropriate multidrop terminal, encounter
a series of queues.

The total time spent in any queue is defined as the time spent
waiting for service from a facility plus the time spent by the facility in
servicing the transaction. The response time model developed
here considers average or mean values for all variables, so that,

E(Queite Time) = E(Wait Time) + E(Service Time)

Facilities in the model consist of transmission lines and
computers. . -

Flgure T-14 shows seven distinet queues encountered by a data

base inquiry and response operation from a multidropped terminal. The
wait time and service time components of each queue are delineated in the
figure. Inquiry input to the data base moves across the top of the figure
from lelft to right. Response output from the data base moves across the
bottom of the figure from right to left. Each of the queues, seven in
all, are numbered for later easy reference when specific equations are
discussed. '
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Each of the gqueues is considered to be a single server
queue, with the exception of the data base R3C computer which may be
treated as a double server queue (dual CPUs) if desired.

T.3.1.2 General Eguations. We shall now develop a set of general
equations for a response time model. In this model, response time is
defined as that time from initiation of a request fdr network serviece at
a terminal to the time that a response is completed at the requesting
terminal. We wish to develop eguations For the queues outlined in

Figure 7-14 for a network capable of handling three types of message
priorities. In addition, for purposes of this discussion, output from

the computer onto the multidrop line is given priority over input messages
to the computer from the multidrop line.

Thus, there are really 4 types of priorities to deal with.
Consider the three message priority types as being

Priority 1 = Message type A
Priority 2 = Message type B
Priority 3 = Message type C

Then, on the multidrop, the model will need to handle the
following four priority types

Output of Message type A

Priority 1 =

Priority 2 = Qutput of Message type B
Priority 3 = OQutput of Message type C
Priority 4 = Input of all Message types

This approach is necessary since messages cannot be prioritized
until they reach a computer, at which point, message types can be examined
and appropriate priorities assigned to each. It is assumed here that it
is not desirable to allow network users to assigh priorities to messages.

On interregion full duplex lines, output does not interfere
with input so that the model need deal with input and cutput of the three
priority types, messages 4, B, and C only.

The folliowing assumptions are made for model development:

(1) Traffie arrival patterns at facilities are Poisson,

(2) Inter-arrival times of messages are exponentially
distributed.

(3) Output messages from the compubter to the multidrop line
have priority over iInput messages from ihe terminals to
the computer.

(%)  Message dispatching is first in, first out, (FIFQ).

(5) No messages leave queuss without first being serviced.
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(6) Polling is cyclic on the multidrop with equal weighting
for each terminal.

(7 Message handling is on a non pre-emptive basis, that
is, messages are not interrupted once they are placed
on a transmission line.

(8) When dual CPU's are considered, they are assumed to be
 evenly loaded. '

(g) Users on the multidrop line do not hold the line for
more than one message before polling is resumed.

Under conditions of the above assumphtlons, the mean walting
time, E(tw), in a single server queue is

pE(Es) :
E(bw) = e (1)
1-09
where E(ts) = mean service time (sec)
and p = E(n)XE(ts)
where E(n) = average number of transaction arrivals per second

The mearnt queue time is therefore

E(tq) = E(tw) + E(ts)
E(L
or E(tq) = _f._.s._i.). + E{ts)
1-p
E(ts)
or simplified E(tq) = —— (2)

The term, p, is a measure of facility utilization and is equal
to the fraction of time that z facility is in use serving transactions.
The term, p, takes on values betwen 0 and 1. When p = 1 it means that the
facility is 100% utilized. Wwe shall see that p values should generzally
not exceed 0.700. :

For dual server gueues, such as computers with twin processors

where an incoming transaction is serviced by the first processor which is
not busy, the waiting time for service, E(tw), is given by
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P2  E(ts)

1T+P 1 -~-9P

E(tw) = (3)

‘and in this case the traffic value, E(n), should be halved in

calculating pj that is

P = Eﬂ E(ts)
2

Before presenting specific equations for the queues outlined
in Figure 7-14, we shall consider the general equations for waiting times
when i% is desired to handle messages of different priority types.

The ability to prioritize messages can be an important network
feature when there is a mixture of long and short messages on the network,
that is, when there is a wide range of average message lengths for
different message Lypes. For example, in the law enforcement environment,
when long message types such as digital fingerprint data, Computerized
Criminal History data, digital facsimile datz or long administrative
messages are included in a nebtwork along with shorter inquiry/response
messages related to officer safety, it may be expedient to ftransmit the
latter message types with a higher priority over the network to insure
shorter response times for these more important message types.

The response time model is capable of handling up to four
message priority levels. The mean wait time components of mean queue
times for the four priority levels are given below. Priority 1 is the
highest priority.

Mean wait time, Priority 1,

E(t
B(bwt) = o) )

1T~ Py

Mean wait time, Priority 2,

' pE(ts)
E(tw2) = (5)
(1 - p1) (1 - Pt - P2}
Mean wait time, Priority 3,
E(ts)
CE(tw3) = P (6)

(1= P71 - P2) (1=P1~ P2~ P3)
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Mean wait time, Priority 14,

pE(ts)
(1 - Py -P2 -p3) (1-0)

E(twh) = (7)

In the above equations

pi = facility utilization due to priority i message type
i=1,2,3, 4
and pi = E(ni)XE(tsi)-
where E(ni) = arrivals per second of priority i type messages
and | E(tsi) = service time for priority i btype messages

so that the total facility utilization

P =Pt P2 +P3 + Py

and the total message arrivals per second

E(n) = E(nq) + E(np) + E(n3z) + E(ny)

Finally, in the model, there are two types of service times
to be calculated. One iz service time for message transmission over
communication line facilities and the other is service time for message
switehing and data base acquisition by computer facilities.

For the four priority types, service times for messages on
communication lines are given by

(Lmi + OH) % Be

E(tsi) = : + MPSE (8)
C. .

vihere i-= 13 2: 3’ l{'!

and Lmi = average message length of a priority i type message in
characters
OH = number of overhead characters that accompany a message on

the network : '

Be = number of bits per character

C = line capacity in Bauds

MPSE =z time spent fur pauses in transmission due to modem line
turnaround time or other factors

T-32
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The unsubscéripted service time term, E(ts), (which appears
with the unsubseripted p term in the numerators of equations 4 thru T), is
caleculated similarly, but uses the overall network average message length,
Lm, in place of Lmi,

Lm = Pq(Lm1) + Pp(Lm2) + P3(Lm3) + Py(Lm4)

the percentage of priority i type messages on the network
1, 2, 3, 4 ‘

where Pj
i

0non

The mean service time for a negative poll on the multidrop
network is given by

POH x Be
E(tPOLL) = + PPSE (9)
Cm
where POH = number of polling characters ineluding overhead characters

Be = number of bits per character
Cp = line capacity in Bauds

PPSE = total line pauses during a negative poll due fto modem
turnarounds, ete. There are two line turnarounds for
a negative poll on a half duplex line.

Note that communication line service times do not include
terms accounting for line transmission delays as a function of distance.
These conbtributions to total response time are negligible and are not
included in the model.

Mean service times for computers are estimated from data
supplied by compuber system vendors. Of interest is thé average time
reguired to process a transaction. For an RSC the time is that required
to perform message switching., For a remote single server R3C, the mean
queue time E(tqRC), is

E(tsRC)
E(tqRC) = wmmma—s (10)
T ~ PRC
where E(tsRC) = mean service time for switehing per transaction in

a regional computer

PRC = facility utilization for a regional computer
and Prc = E(nRC) E(tsRC)
where E(nRC) = total transaction arrivals per second at the

regional RSC

7-33
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' For an RSC connected to a data base, we shall assume that the
computer is a dual processor so that it behaves as a dual server queue., In
this case, the mean queue time for the data base switcher compubter, E(tqCD),
is

‘ P2CD  E(tsCD)
E(tqCD) = + E(tsCD) (11)
T+ Pgp 1 - Pcp

where E(£sCD) = mean service time for switching plus data base
access per transaction

pep = facility utilization for an RSC with data base
B(nCb)
and Pep = — E(£sCD)
where E(nCD} = total transaection arrival rate per second at the data

base RSC

Mean service times for CGmputers are hardware and software
configuration dependent, which necessitates vendor consultation in each
case, Generally, computer mean service times will range from 100 ms to
700 ms, ‘

In arriving at values for compubter mean service times, it
is important to visualize the computer facility as a single larze queue,
despite the fact that the operating system may involve many queues
in reality. One approach, for example, may consider the mean number
of program steps executed per transaction and the mean number of dise
accesses per transaction, Typical numbers may be:

ITEM -~ SPEED TIME
150,000 instructions @ 1 microsecond mean : g.150
per transaction instruction execution
time
6 disc accesses per - 8 47.5-miiliseconds per 0.285
transaction access

MEAN COMPUTER SERVICE TIME = 0,435 sec

Ideally, vendors or system users may have actual measursments
available from operating statisties,

7.3.1.3 Inputs/Ouiputs. The general model requires the input data
listed in Table 7-3, Table 7-4 describes the terms calculated by the
model ., Figure 7-15 clarifies where various terms apply in the model,
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Table 7-3. Model Inputs

item Symbol Meaning and Units

1 Cm Line capacity of the multidrop (Baud)

2 CR Line capacity of interregion line (Baud)

3 0H Overhead characters in line protoecol (CH)

y MESEM Total line tunn-—éround time on multidrop (sec) -

5 MPSER Total line turpn-around time on interregion line

(sec)

6 M Number of terminals on multidfop

7 . Ug Units per character (bits)

8 Lq Priority one output average message length (CH)

9 Lo Priority two oubtput average message length (CH)
10 L3 Priority three output average message length (CH)
11 . Ll Input average message length (CH)

12 Lg Priority one input average message length (CH)

13 Lg -Priority two input average message length (CH)

14 Ly Priority three input average message length (CH)

15 Lm Overall system average message length (CH)

16 E(nml) Mean arrival rate of prioriby one output messages to

multidrop (msg/sec)

17 E(mm2) Mean arrival rate of priority two output messages to
multidrop {msg/seec)

18 E(mm3) Mean arrival rate of Priority 3 output messages
to multidrop (msg/sec)
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Table 7-3. Model Inputs (Continuation 1)

Item Symbol Meaning and Units
19 E(m4) Mean arrival rate of all input messages from
” multidrop (msg/sec)
20 E(nRI1) Mean arrival rate of Priority 1 input messagés on
interregion line (msg/sec)
21 E(nRI2) Mean arrival rate of Priority 2 input messages on
interregion line (msg/sec)
22 E(nRI3) Mean arrival rate of Priority 3 input messages on
: interregion line {(msg/sec)
23 E(nRO1) Mean arrival rate of Priority 1 output messages on
interregion line {(msg/sec)
24 E(nR02) Mean arrival rate of Pricrity 2 output messages on
interregion line (msg/sec)
25 E(nR03) Mean arrival rate of Priority 3 oubtput messages on
interregion line (msg/sec)
26 E(nCR) Mean number of transactions/sec at RSC (trans/sec)
27 E(nCD) Mean number of transactions/sec at the RSC with
a data base (trans/sec)
28 E{tsCR) Mean sepvice time per transaction for the RSC
computer (sec/trans)
29 E{tsCD) Mean service time per transaction for the RSC data

base computer (sec/trans)
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Table T-4, Calculated Values

Item Symbol _ Meaning and Units

1 E(tsmi) Mean service time for messages on the multidrop
i=1-7 line (sec/msg)
2 E(tsm) Mean service time for messages on the multidrop

using overall average message length (Lm) (sec/msg)

3 E{ tvmi) Mean wait time for service on the multidrop line
i= -4 (sec/msg)

4 s pmi Mean utilization of multidrop line for each
i=1-4 priority type

5 pm Total mean utilization of multidrop line for all

nessages

6 E(tqCR) Mean queuve time ¢f RSC (sec/msg)

7 E( tsRIi) Mean service time for input messages on
i= 1-3 interregion line (sec/msg)

8 E(tsROL) Mean service time for outpuf messages on
i=1-3 interregion line (sec/msg)

9 E{ tsRI) Overall mean service time for inpub messages on

interregicn line (sec/msg)

10 E(tsRO) Overall mean service time for output messages on
interregion line (sec/msg)

11 pPRIL Mean vtilization of interregion line for inpub
i= 1-3 messages for each priority type

12 pROL Mean utilization of interregion line for output
i=1-3 messages for each priority type

13 pRI Total mean utlllzatlon of 1nter-r-ecrlon la.ne for all

input messages,

T4 pRO Total mean ubilization of interregion line for all
output messages

15 E{ twRI1) Mean wait time for input service on intn--
i=1-3 regional line (sec/msg)

16 B( twROi) Mean wait time for oﬁtbﬁt sefviée on inter-
i=1-3 regional line (sec/msg)

17  E(tqCD) Mean queue time of RSC with daba base (sec/mse)
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Once the calculated values are found, it is a simple matter
to sum up the desired components of the seven queues involved, (outlined
in Figure 7-14,) to arrive at desired values for response times by priority
type. It is also posaible to use the model for simpler network configura-
tions which may or may not involve message prioritization. The following
two examples will clarify model use.

" EXAMPLE 1

Suppose we wished to find response times for the network shown
in Figure 7-14 under the following conditions:

° There are three priority type messages on the network,
4, B, and C, with A being the higher priority

o Output of messazes to the multidrop line has priority
over input messages from the line multidrop

® Inquiry messages flow from the multidrop line through an
RSC, over interregion lines to a data base RSC and
response messages flow back

The equations for response time are presented below. There
are three equations shown.

E(trlA) = mean response time for a priority A message

E(trB)

mean response time for a priority B message

E(trC) = mean response time for a priority C message

Each equation is comprised of the appropriate wait and service
time components calculated by the model. The equation for E(tri) is
presented in more detail. The equations for E(trB) and E(trC) are of
similiar construction, however, the wait times in queues are longer since
they are of lower priority and the line service times are different since
average message lengths are different, These differences are evident in
the use of different subscripts. Note that the wait time for line service
for an input message on the multidrop line is the same in all equations
since input from the multidrop is visualized as priority 4 on the multi-
diop line, that is, input waits for all outpub onteo the multidrop.

Quetie Mo.
Term Explanation (See Figure
(See Table 7-4) T-14)
E{tra) Response time of priority 4 ﬁeésageé Hot appliéable
M -1 .
= ——E-,E(tpoll) Mean waiting time forvpoll at a terminal L
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+ E{twmd)

+ E(tsm5)

+ E(tqCR)

+ E{twRI1)
+ B(tsRI1)

+ E(tqCD)

+ E(twR01)
+ E(tsRO1)

4 E(bqCR)

+ B{twM1)

"+ E{tsM1)

and

E(trB)

B(trC):

17~53, Vol. II1

. Queue No.
Explanation (See Figure
(See Table T-4) T=14)

Mean waiting'time for othervinput messages 1:
on multidrop that may be polled before
terminal of interest.
Mean service.time for Pribrity A input ]
message on multidrop line
Mean queue time at RSC 2
Mean wailting time for Priority. A message 3
for interregion line service
Mea service time for Priority A message 3
on interregion line

_ Mean queue time at RSC with data base 4
Mean waiting time for Priority A message 5
for interregion line service
Mean service time for Priority A message 5
on interregion line
Mean giieue time at RSC 6
Mean walt time for output service of 7
Priopity A message onto multidrop line
Mean service time for output message of T
Priority A on multidrop line.

M~ 1
= E{tpoll) + E(twml) + E(tsm6) + E(tqCR)
+ E(twRI2) + E(tsRI2) + E{tqCD)
+ B(twR02) + E(tsR02) + E{ tqca)
+ Fltwm2) + E(tsm2)
M- 1 _

_:_.~ng— E(tpoll) + E(twmd#) + E(tsm?) + E(£qCR) -
+ E(twRI3) + E(tsRI3) + E(tqCD}
+ E(twR03) + E{tsRO3) + E(thD)
+ B(tum3) + E(tms3)
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EXAMFLE 2

Suppose we wish fo deal with the simpleér network configuration
showmn in Figure 7-16. As before, the longest response time in this
network will occur on one of the multidropped lines. Therefore, consider
the simplification of Figure 7-17 where we consider one such line.
Consider, also, the following characteristics of interest.

. There is no prioritization of messages.

» Output of messages to the multidrop has priority
over input messages from the multidrop

. A single RSC with data base is used in the network
Under these conditions, the response time, E(tr}, for messages
is given by_ . _ : o .

E(tr) = | ———| E(tpoll) + E(twm2) + E(tsm2)
2
+ E(tqCD) + E(twml) + E(tsm1)

In this equation, output is given priority one and input is
given priority two.

T.3.7.4 Model Validatioh. The reader will note that simplifications
have been introduced into the model. For exawple, mean queue time at
computers is caleculated without regard to average message lengths of
trandactions. This assumes that the mean number of software operations
carried out per transaction (hence, mean time), as well as time for disc
accesses, is fdirly insensitive to the lengths of messages which are being
handled. These and other simplifying assumptions are best tested by
comparing model outputs with simulation. This exercise was performed with
a GPSS program that simulated a network with the characteristies of
Example 2 of the section entitled Model Inputs/Outputs, but with two
priority message types, A and B, instead of no prioritization.  Results :
are shown in Figure 7-~18.  These results show the model to be sufficiently
¢lose to simulation results to be of meaningful value as a design tool,
Values used in these specific tests are shown in Table 7-5. Values in
Table 7-5 for E(nCD), E(mm1), E(mm2), and E(mm3) correspond. to a total
network transaction level.of 9,720 transactions per day. The curves

of Figure 7-18 were generabed by increasing, (or decreasing), these values
proportionately to geénerate X coordinate values.
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Table 7-5. Model Validation Input Values

Term Value

Cm 2400 Baud

OH 13 characters

PCH 10 characters

MPSEM 0.150 sec

PPSEM 0. 150 sec

M 10 terminals

Ue 10 bits

L5 18 characters

L6 250 characters

L1 170 characters (output Pricrity 1)
L2 250 characters (output Priority 2)
L3 39 characters (input)

M 108 characters

E(tsCD% 0.700 seconds

E(mm1) 0.0U6

E{nm2)* 0.0042

E(mm3)* 0.0502

E(ncp) ¥* 0.525

*Values for multidrop traffic used at E(nCD) = .525 (see teut)

AE(nCD) = .526 for evenly loaded dual processors total computer
transaction load = 2 x .525 = 1.05 transactions/sec or
90, 720 transactions/day

The equations for response times in this model were

M -1
E(trA) = —-E~m E(tpoll) + E(twm3)} + E(tsm5) + E(tqCD)
+ E(twm1) + E(tsmi)
and
M~1
E(tPB) =

__5—- E(tpoll) + E(twm3) + E(tsmb) + E{taCD)

E(twm2) + E(tsm2)

+
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The dotted line in Figure 7-18 represents the time spent
in queue in the computer (see Equation 11). Note that the overall
life of the system in terms of ability to handle throughput is limited

by the computer performance. In the system shown, the computer utilization,

Pcp, reaches 0.700 at approximately 173,000 transactions per day.

At this point, excessive queues can develop in the computer with small
variations in throughput demand. Consequently, designers should be

well into planning an upgrade when mean computer utilization hovers

near 0.700. The model can be used to find the new required computer
mean service time to handle throughput demand for any number of years

in the future. Mean service times may be reduced in any number of ways,
the most typical being use of fixed head discs, improving communications
softwarc, obtaining faster core, and implementing multiple processing
units. '

7.3.2 The Texas Response Time Model

The response time model for the State of Texas requires the
development of further terms to handle the queueing analysis of data base
terms.

The present system in Texas employs three regional switchers
- one in Garland, one in Austin and one in San Antonio. Each switcher
serves terminals in its general region. The Garland and San Antonio
switehers are connected through communication lines to the Austin
switcher. The Austin switcher, in turn, is connected to state data bases.
Response time models developed in Section 7.3.1 are useful in treating
response times from terminals into the Austin swibtch. The nature of
communicaltions between the Austin switeh and the Texas data bases in
Austin, however, require the developmeni of additional queueing equations.

Figure 7-19 presents a simplified block diagram of the TLETS
System and shows specific connections between the Austin switeh and the
three data bases providing service to the TLETS Network - the Texas Crime
Information Center, (TCIC), The Drivers License Records, (LIDR), and the
Motor Vehicle Department (MVD}.

When the Austin switch accesses these data bases, the line
over which the inquiry passes to the data base is held in reserve until
the response is constructed, and then used to return the response Trom the
data base back to the Austin switch.

In analyzing this type of "Holding" operation, it is useful to
treat the data base line facilities together with the data base facility
as a single system. For example, Figure 7-20 shows the TCIC system as it
appears to the Austin Switeh. The system has a characteristic mean
waiting time, E(tW)s, a mean service time, E(tS)s and a utilization, pg,
where

E(n)
og = ._-2.3952 E(68)s
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and
E(n)rcIc = mean arrivals per second of TCIC inquiries

Since there are two lines available to the Austin switeh for
 service to the TCIC, the system appears to the Austin switeh as a dual
gerver queue, Thus, the value for system utilization, Pg, is halved by
dividing the mean transaction arrival rate by 2, (see equation 3).

The TCIC compuber is also loaded by LIDR traffiec and traffic

from in-house DPS terminals used for file update purposes. Thus, the
total number of telecomminication transactions per second at the data base

computer, E(n)cp, is

E(nCD) = E(m)ppg + E(n)vcrc + E(n)pps
And the computer utilization, from the telecommunications standpoint, PCD»
is

Pep = E(nCD) E(tSCD)

where E(tSCD) is the mean serviece time per transaction of the IBM 370/155
single server data base computer,

The total mean queueing time for the TCIC system, E(tQ)rcrc,
is esqual to the mean system waiting time plus the mean system service
time,

E(tQ)rerc = E(tW)g + E(t8)g (12)

From a system standpoint, the Austin switcher sees two 2400

Baud lines available for service to the TCIC system., Thus, from equation
3, the mean system waiting time for this dual server queue is given by,

PsPE(ES)
E(tW)g = comm D (13)
1 - Pg2

The mean service time in this equation, E(tS)g, consists of
the following components:

E(tS)g = line transmission time te TCIC from the Austin switch
+ wait time at the TCIC computer fur data base service
+ mean service time per transaction at the TCIC computer

+ line transmission time back to the Austin switeh
from the TCIC

Note that there is no waiting time for the line when a
response message is to be returned to the Austin switeh from the TCIC
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since the line is "held" for return service once an input inquiry message
begins transmission.

The components of the above equation are listed in the
following paragraphs.

Let the line transmissicn time, (service time), from the
Austin switeh to the TCIC computer for input inquiries be E(tS)ppy. Then,

{L(m) TCIC IN + OH) Be
E(tS)aTT = S + PAUSE : (14)

where

L{m) TCIC IN average message length of a TCIC input message,

(ingquiry).

Od = message overhead characters

Ua = bits per character

c = line capacity in Bauds

PAUSE = total pause time per message due to modem turn

around time, ete.

The waiting time at the TCIC computer for a TCIC transaction
is calculated by considering the probabilities that either another TCIC
transaction is in front of it, an LIDR transaction is in front of it or a
DPS in-house terminal transaction is in front of it, and/or all
combinations of these possibilities exist. This analysis indicates that
in the worst case, the wait time, E(tW)pgyc, for a TCIC transaction in the
TCIC computer can be approximated by,

E(tW) tere = E(£SCDIX Pgp X 1.1 (15)
where Pcp = TCIC computer utilization
E(tS)cp = Mean transaction service time of the TCIC computer.

Since the value for Pgp cannot exceed 1, the multiplicative
factor of 1.1 suggests that the waiting time for TCIC service for a TCIC
transaction after it has arrived at the TCIC computer will never exceed
one TCIC computer mean service time plus 10% of one mean service time on
the average.

This finding is not unreasonable considering that the single
LIDR and the two individual TCIC lines from the Austin switch are "held",
as described above, so that queuing is limited at the TCIC computer.
Further, LIDR and TCIC inguiries enjoy a non-preemptive priority interrupt
over DPS in-house terminal messages.
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The mean service time per bransaction at the TCIC computer
was arrived at by analyzing software statisties which provided means
of determining total computer and disc time devoted to telecommunications
and a measure of total transactions over a given periocd. The mean
service time per transaction for the TCIC computer has been determined
to be 394 milliseconds.

Line transmission time, E(t8)prg, for an output from the TCIC
to the Austin Switch is given by:

e (L(m) TCIC out + QH) B,
E(£3)aTQ = — - - : + PAUSE (18)

The terms in this equation are identical to those in equation
16 with the exception of the average message length, L(m) TCIC out, which
is the average message length of a TCIC response movlng from the TCIC
computer to the Austin swibch.

We can now construet an equation for the mean service time for
a transaction to the TCIC from the Austin switeh as the system appears to
the Austin switeh. Using equations 14, 15 and 16 and a knowledge of the
computer mean service time, E(tSCD), the equatlon for system mean service

tlme, E(tS)s, is

E(tS)s = E{tS)ATT + E(tSCD) x Pep X 1.1 (17)
17
+ E(tSCD) + E(tS)ATU ’

Now, substituting equation 13 into equation 12, the desired
expression for total queue time, or response time, E(tQ)rcye, for the
TCIC system as it appears to the Austin switch becomes,

P2 E(tS)
E(tQ)TCIC = S8 + B(£8)s (18)

E(n)TCIC X E(tS)g

where Pg =

and E(n)porc = the mean arrivals per second of TCIC inquiries.

Equation 18 is used to analyze TCIC turn-around time from the
Austin switeh in the analyses carried out in Section 11 of this report.
For the remainder of the network, that is, from multidrops to the Austin
switch and back, the following equation is applicable. -

The total response time equation for a terminal whose multidrop
is connected to the Austin switch is:

M-1
E(tr) = -5 E(tpoll) + E(tWM2) + E(tSM2) (19)
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pg? E(tS)s
+ B(tQAS) + ——————————0 + E(t3)g
1 - Pg2

+ E(tQAS) + E(tWM1) + B(tSM1)

. where E(tQAS) = mean queue time for the Austin switeh and
other terms are as they are presented in equatiom 18.

The response. time for terminals multidropped from the Garland
or San Anbtonio switches would include additional terms accounting for
remote switcher queues and interregion line queues i.e., E(tWRI1},
E{tsRI1), E{twR01), and E(tSRO1).

Thus far, we have developed an equation for the treatment of
TCIC data base inguiries and responses. A similar set of equations must
be developed to treat LIDR and MVD traffic.

In the case of the LIDR data base, a single line provides
service for message [{low between the Austin switeh and the data base. TFor
this system, as for the MVD system, a slightly different set of equations
~will apply. For each of these systems, as for the TCIC system, there will
be a system queue time, that is, a system wait time plus a system service
time. In the discussion of the TCIC system, we simply used the subscript,
S, to denote the system. Let us now expand our Germinclogy for clarity by
using the following terms: '

E(tQ)sT = system queue time for the TCIC system
E(tQ)sI = system queue time For the LIDR system
E(tQ)gq = system queuve time for The MVD system

Each of these systems has a wait time and a service time as
viewed from the standpoint of the Austin switech, so that, we nay write

E(tQ)gT = E(tW)sT + E(tS)sT - (20}
E(tQ)ST = E(tW)sT + E(tS)sT (21
E(tQlsM = E(tWgM + E(£S)gM (22)

For the LIDR system, we have a single line which competes
for dataz base service with the TCIC lines and the in-house DPS terminals.
The LIDR system appears as a single server queue to the Austin switch
with a mean service time E(tS)gy and a system utilization of pgr.
Therefore, the mean wait time for this system, E(tW)gy, is

PsT E(tS)sI

E{(th)g = m———mmr— ' N (23)
S1 -
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where Pgy = E(n)rIpR X E(tS)sT

The value for E(t8)gr is the sum of the fbllowing compqnents:

E(tS)g7 = line transmission time to LIDR data base
+ walt time at the data base compubter for service

+ mean service time for the transaction at the data
base computer

4+ line transmission time back to the Austin Switeh
from the data_base computer

Let the line transmission time, (service time), from the
fustin switch to the LIDR data base computer for input inguiries be

E(tS)a11. Then

(L(m) LIDR IN + OH)B
E(tS)a17 = - S & PAUSE (24)

‘Where all terms are as they appear in'equatibn'16 and L{m)
LIDR IN is the average message length for a LIDR inquiry.

The waiting time of the data base computer is caleulated by
considering delay times for each possible combination of TCIC, LIDR, and
DPS in-house terminal messages, weighting these by their probability of
occurrence; and summing these weighted probzbilities. The procedure
follows that carried out for.the TCIC system earlier. For the LIDR, this
analysis indicates that the wait time, E(tW) LIDR, for service for an LIDR
inquiry in the data base computer is a function of Pgp and can simply be
written as:

E(tW)ipr = E(tS)gp X Pop ~ B (25)

The mean service time for the data base computer E(tQ)CD of
394 milliseconds is, of course, also employed here.

Line transmission time, E(t3)a1g0, for an output from the data
base to the Austin switech is:

(L(m) LIDR OUT + OH)Bq
E(tS)a10 = = + PAUSE (26)

where terms are as they appear in equation 16 and L(m)(LIDR)OUT
is the average message lengbth for an LIDR output response message.

Equations 24, 25 and 26 are combined to give an exbrEssion
for LIDR mean service time as it appears to the Austin switeh:

E(tS)sy = E(t8)ATT + E(tSCD) X Pop + E(TSCD) (37
o7
+ E(tS)AIO
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. How, substituting equation 23 into equation 21, the desired
expression for total queue time, or response time, E(tQ)yypr, for the
LIDR data base system as it appears to the Austin switch becomes;

psy E(tW)st
E(tQ)LIDR = ——?-:FEEE-— +'E(tS)SI (28)

Equation 28 is used to carry oub the LIDR analyses presented
in Section 11.

For the MVD, we have two lines providing service to the
‘MYD data base, which is separate from the TCIC/LIDR data base, (see
Figure 7-19).

_ This system is analyzed in a similar way as the TCIC and
' LIDR systems above. For the dual server MVD system queue as it appears
to the Austin switch, the mean waiting time, E(tWgM, is,
. ) pasM E(tS) gy
'E(tW)SM = -——:‘Eﬁ——'—— (29)
SM

E(n)myp y E(tS) gy

where Pgy =

‘and E(n)yyp = Arrival rate of TLETS traffic

The equation for E(tS)gy follows the rationale developed for
the TCIC and LIDR systems above.. Thus

E(tS)SM = E(tS)AMI + E(tW)MVD “+ E(tS)CM 7 (30)

_ *'E(tS)AMO'
where
E(t8)pmr = line transmission time to the MVD data base
E(tW)yyp = wait time at the MVD data base computer
for service

E(ES)CM = mean service time per transaction at the

- MYD computer
E(tS) ggo = line transmission time from the MVD data base ..

to the Austin switch.

_ For the MYD system, the wait time for service for a

- transaction at the MVD. computer, E{tW)myp: must consider the fact that
agencies other than those associated with the TLETS network also use the
MVD data base. TLETS, however, has non-preemptive interrupt priority over
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other users. To treat this case, we consider the total arrival rate of
telecommunications messages at the MVD data base to be comprised of TLETS
MVD inquiries, E(n)ymyp, and "other" arrivals at a rate of E(n)yg. Thus,
the total arrival rate of messages, E(n)yp, is given by

E(nlyr = E(ndyyp + E()yo

Therefore, utilization of the MVD data base due to TLETS
traffic, Py, is

Pur, = E(ﬁjMVD X E(t5) oM
and the utilization due to "“other" traffic, ug, 1s
Pug = E(n)yo X E(tS)oM

So that the total utilization of the MVD data base computer
dué to telecommunications traffie, Pgy, is

PoM = PML + PMO

e Under these conditions, the mean:waiting time.for a TLETS
MVD inquiry at the MVD data base computer is,

. pCM E(tS)CM _ o -
IEWMyp = ——mmimeme ' : (31)
1 - pML .

The mean service time for the MVD 370/155 computer per

'uransactlon is 51m11ar to the TCIC/LIDR data base computer, i.e., 394

rilliseconds.’

-

Thus, the total system mean queueing time, E(tQ)yyp, for MVD

'data base system as it appears to the Austin switeh is

p2s E(£8) sy : (32)
7 - pe } ._SM ) .
SM
Equation 32 is used in the analyses of the MVD system carried
out in Section 11 : . . '

E(tQ)Myp =

Sample CGalculation

: -. By way of example, let us consider the: total mean response
tlme for a terminal connected to the Garland switcher into the TCIC system
and “back to the terminal. In this sample caleulation we shall use TLETS
cireuit 4 out of Garland ~ a 75 Baud multidropped line with 10 terminals.

' The -communication path is over the multidropped line; through the Garland

switch, over a dual server set of interregion lines, through the Austin
switeh, through the TCIC system as it appears to the fustin switch and
back through each component to the 1nqu1r1ng termlnal

The equatlon eomponents are shown in Table 7= 6
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Table 7-6. Equation Components

Equation Component Meaning
M-1 _
E(tr) = | — | E(upoll) + E{tWM2) + E(tSM2) Wait on multidrop for
2 service (priority 2,

input) plus service
time on multidrop to
Garland switch

+ E{(tQ)cR Wait plus service time
at Garland switech for
TCIC input message

+ E{tQ)RI Wait plus service time
for dual server inter-
region lines - input
message -~ one priority

+ E(tQ)ca Wait plus service time
at Austin switch for
input message

+ E(tQ)re1c Wait plus service time
for TCIC system as it
appears to Austin
awiteh

+ E(tQ)ca Wait plus service time
through Austin switch
for ocutput message

+ E(tQ) RO Wait plus service time
for dual server inter-
region lines -~ output
message - one priority

+ E(tQ)cR Wait plus service time
at Garland switeh for
TCIC output message

+ E(tSM1) Wait plus service time
for output message
onto multidrop line -
{priority 1, i.e.,
output over input)
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The sample calculation presented here makes use of numerical values
listed in Table 7-T.

The equation components of Table 7-6 then become;

o]
[}-{] E(tpoll)
2

Ettwma)

E(LSM2)

E(tQ)CR

E(tQ)RI

E(tQ)CA

B(tQ) TCIC

Thus the total response time, E(tR), in this sample calculation is the sum

of the above terms:

E(tQ)ca

E(tQ)RO

E(tQ)CR

E(tW1)

E(t3M1)

1

2

[g:l} [sEEE;;EE + PPSEM]

em E(tSM2)

{(1-em1) (1-eml-em2) =

(Lm2 + OH) Uec

+ MPSEM =

Cm

E(tS)CR
1"'pcR

E(tS)RI
1-PRI®

L

E(t3)Ca
1_PC.A

pST E(£S)ST

1-PST

See Above =

E(:S)RO
1~PROZ

See fbove =

pm E(ES)MI

{1~ mt)

+ B(t8)8T =

(Lm1 + OH) Ue

+ MPSEM =

Cm

E(tR) = 57.1 sec

=57

= 3.15

5.9

15

0.55

0.86

0.86
0.9
0.35

h.7

22.%

sec

sec

sec

sec

58c

sec

sec

Sec

sec

SeC

sec

sec

T ——
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Sample Calculation Input Values

Term Meaning Value

M Number of terminals on multidrop 10

Cm ‘Line capaeity of multidrop 75 Baud

POH Polling overhead 3 char

PPSEM . . Total line turn around time for 0.4 sec
a poll

MPSEM Total line turn around time for 0.4 sec
a message

OH Message overhead on multidrop 12 char

Ue Units per character on multidrop 7.5 bit/char

Lm2 Input average message length from 134 char
multidrop - priority 2

Lm1 Oﬁtput average message length 208 char
to mopltidrop - priority 1

Lm Overall average message length 177 char
on multidrop

E(nM1) Arrival rate of output msssages 0.006/sec
to multidrop

E(nM2) Arrival rate of input messages 0.005/sec

: from multidrop

E(t3)CR Mean service time of Garland 0.300 sec

Switcher
"~ E(n)CR Total arrival rate of messages at 0.5 sec

Garland Swibtcher

Cr Line capacity of interregion lines 2400 Baud

MESER Total line turn around time per 0.056 sec
message on interregion lines

LmRI Average message length of messages 134 char

from Garland Switcher to Austin
Switcher
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Tavle 7-7.  Sample Calculation Inpubt Values {Continuation 1)
Term Meaning Value
LmRO Average message length of messages 208 char
from Austin Switcher to Garland
Switcher : :
E(n)RI Rate of message flow from Garland 0.2/sec
to Austin
E{n)RO Rate of messége flow from Austin 0.22/sec
to Garland
UcR Units per character on high speed 8 bits/char
lines
E(tS)ca Mean service time of Austin 0.400 sec
Switcher
E{n)CA Total arrival rate of messages at 1.34/sec
Austin Switcher
CAT Line capacity for lines between 2400 Baud
Austin Switcher and TCIC
OHH Overhead characters on high speed 13 char
lines
PSAT Total line turn around time per 0.032 sec
message on TCIC lines
LmATI Average measage length of 183 char
messages from Austin Switcher to
TCIC
LmATO Average message length of messages 168 char
from TCIC to Austin Switcher
E(tS)CD Mean service time of TCIC computer 0.400 sec
(data base computer)
E{nT) Arrival rate of messages to TCIC 0.23/sec
data base
E(nI). Arrival rate of messages to LDIR 0.12/zec
data base
E(nT) Arrival rate of transactions from 1.27/sec

DPS in-house ternminals
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Arrival rate of transactions {rom
DPS in-house terminsls :

Table 7-7. Sample Calculation Input Values (Continuation 1)
Term Meaning Value
LmRO Average message length of messages 208 char
from Austin Switcher to Garland
Switcher
E{n)RI Rate of message flow from Garland 0.2/see
to Austin
E(n)RO Rate of message flow From Austin 0.22/sec
to Garland
UcR Units per character on high speed 8 bits/char
lines
E(tS)CAa Mean service time of Austin 0.400 sec
‘Switcher '
E{n)CA Total arrival rate of messages at 1.34/sec
~Austin Switcher
CAT Line capacity for lines between 2400 Baud
Austin Switcher and TCIC
OHH Overhead characters on high speed 13 char
lines
PSAT Total line turn around time per 0.032 see
message on TCIC lines
LmATI Average message length of 183 char
messages from Austin Switcher to
TCIC
LmATO Average message length of messages 168 char
from TCIC to Austin Swibcher
E(tS)CD Mean service time of TCIC computer 0.U400 sec
(data base computer)
E(nT) Arrival rate of messages to TCIC 0.23/sec
data hase
E{nI) Arrival rate of messages to LDIR 0.12/sec
data base
E(nT) 1.27/8ec
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SECTION 8

STACOM/TEXAS NETWORK STUDIES

STACOM/ TEXAS Network Studies consist of examining five
optional network configurations, and the execution of three additional
network studies.

Options 1, 2 and 3 investigate potential cost savings in
trading off network line costs with regional switcher costs. Opbtions &
and 5 examine cosi tradeoffs between construction of a separate network to
. accommodate predicted growth in New Data Type traffic, and the integration
of New Data Type c¢riminal justice traffic with TLETS traffic into a single
network.

Three additional nebwork studies consider: (1) network cost
increases as terminal mean response times are decreased, (2) the impact on
network cost and performance duz to adding digitized classified
fingerprints as a data type, and (3) the relative difference in network
costs between maintaining and abandoning network line service oriented
toward the existing regional Councils of Government.

The following paragraph discuss these studies in more detail.

8.1 OPTIONS 1 THROUGH 3

As the number of regional switchers serving terminals within
their regions is increased, total network lins costs may be expected to
decrease due to the fact that total nebwork line length has decreased.
The placement of additional regional switchers, however, imposes an
additional network cost which may or mdy not offset cost savings due to
decreased line lengths.

Options 1 through 3 seek to understand the effezts of the
placement of regional switchers throughout the State of Texas on costs.

Option 1 considers the use of a single re,ional switcher
located in Austin.

Opticn 2 analyzes the use of two regional switchers. One
switcher is located in Austin and the second switeher is located in one of
four different cities in an attempt to search for a minimun cost tweo
region configuration. The four locations considered were restricted to
the major candidate cities of Dallas, Midland, Lubbock and Amarilio.

_ Option 3 considers costing effects of the use of three
regional switchers. Two of the switchers are located in fustin and Dallas
respectively and the locabtion of the third is varied from Houston,
Midland , Lubbock, Amarille and San Antonio. The San Antonio location is
included to provide a comparison of optimized networks with an optimized
network with switchers located as they are in the present TLETS system.
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8.2 OPTIONS 4 AND 5

The New Data Type traffic communication requirements
can either be met by constructing a separate network dedicated to these
needs or by integrating this traffic flow with the TLETS Network.

Option 4 considers cost totals for operating separate networks
for the TLETS System and the New Data Types.

Option 5 considers total costs for meeting traffic
requirements of both TLETS and New Data Types in a single integrated
network.

1., both cases, the TLETS network considered will be the least
cost network identified from the studies of Options 1 through 3.

8.3 COST SENSITIVITY TO RESPONSE TIME

A study designed to clarify the extent to which total network
costs increase as terminal response times are reduced is to be carried
out. As response times are reduced from the 9 second goal specified in
the STACOM/TEXAS Functional Requirement, networks will be called for that
drop fewer terminals on given multidrops hence, require more lines.
Higher speed lines may also be required as response time requirements are
made more sbringent. These factors will tend to inerease overall network
costs.

This study will determine the extent of cost inereases as a
function of decreasing network response times for the least cost TLETS
network that results from studies of Options 1 through 3.

8.4 IMPACT OF ADDING FINGERPRINTS AS A DATA TYPE

Estimates of fingerprint traffic in Texas assume the use of
automated digital classifying equipment at strategic locations throughout
the state. The potential impacts of the addition of such data types to
the TLETS Network in terms of cost and performance are a matter of inter-
est, From the performance standpoint the principal consideration is the
extent to which the addition of fingerprint data may affect response time
characteristics of higher priority officer safety type messages.

This study determines the extent of such impacts on the least
cost TLETS Network which develops from Options 1 through 3.

8.5 COG SERVICE STUDY

In the present TLETS system, multidropped lines providing
service to agencies throughout the state are generally organized such that
single multidrop lines service agencies in Jurlsdlctlons of a single
Council of Governments, (C0G).
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This study investigates the potential for line savings
if network multidropping is carried out without the restriection of
serving COG agencies on separate lines.

_ The specific COGs considered in this study are shown in
Section 11 of this report, Figure 11-4,
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SECTION 9

TEXAS NETWORK COST ANALYSIS

. This section presents assumptions and bases for costing
STACOM/TEXAS Network Options. Total network costs are comprised of
recurring costs and one-time installation costs. Table 9-1 shows the
basic cost items considered and describes the meaning of each item.

The costs considered here include the primary items that
affect relative costs between network configurations involving different
numbers of switchers and different traffic types. Costs for required
upgrades of the central data bases in Austin and in the Ausitin Switcher
are not inecluded, since these costs are present to the same degree in all
of the alternative network configurations studied. Petailed costing of
data base ccmputer upgrades is not within the scope of the STACOM Study
which is primarily oriented toward network zlternatives. Basic data
base computer performance requirements, however, are treated in Section 12
of this report.

The following paragraphs develop costing values for each item
listed in Table 9-1.

9.1 LINE, MODEM, AND SERVICE TERMINAL COSTS
The line tariff structure used for costing of lines, modems

and service terminals for the Texas computer network topology runs was
supplied by Southwestern Bell Telephone Company. Table 9-2 displays

Table 9-1. Cost Items and Descriptions

On-Time
Item Recurring Costs Installation Costs
Lines, Modems, Annual Tariff Costs Modem and Service Term
Service Terminals inal Installation
Terminals Maintenance Costs Purchase Costs
Regional Switchers Maintenance Costs Purchase Costs
Switcher Floor Space Regional Switcher Regional Switcher Site
Site Rental Costs Preparation Costs
Switcher Backup Maintenance Costs Purchase Costs
Power
Switcher Personnel Regional Switcher Not Applicable
Personnel Salaries
Engineering Not Applicable Network Procurement
Costs

T T BT T e
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Table 9-2. STACOM/Texas Line Tariff

Service¥
Line Cost/mi/mo . _ _ Modems Terminals Drop
Speed ' o Charge
(Baud) IXC $§ Telpak $ Inst $§ Month § Inst $ Month § Month $

1200 3.00 0.60 50.00  22.00  10.00 15.00 10.00

2400 3.00 0.60 100.00 54.00 10.00- 15.00 10.00
4800 3.00 0.60 100.00 135.00 10.00 15.00 10.00

#For TELPAK the term Channel Terminal is used
For IXC the term Connection Arrangement is used

installation and monthly charges used. For 1200, 2405 and 4800 Baud lines
the table shows costs per mile per month for the Inter eXchange Charges
(IXC) when a non-TELPAK city is involved. The TELPAK column shows cost
per mile per month for connections between any two cities in the TELPAK
inventory. Cities in the TELPAK inventory do not stay constant over long
periods of time, however, for the purposes of this study, the TELPAK
gities listed in Table 9-3 were used.

9.2 TERMINAL COSTS

The 3tate of Texas has recently procured replacement terminals
for the TLETS system capable of operation at 1200 Baud and at higher
rates. It is planned that these terminals will be placed at user agencies
within the next few years. The STACOM/Texas Network study assumes that
564 terminals will be operational by 1978 and continue operation through
1985, Since the life of the system is greater than 3 years, it is assumed
that the cost effective poliecy of purchasing the terminals and carrying a
monthly maintenance charge would be carried out.

In this costing exercise, the unit cost per terminal is known
to be $8,847 and the annual maintenance charge is $1,260 ($105/month).

9.3 REGIONAL SWITCHER COSTS

The purchase price for regicnal switchers now in use in the
TLETS system in Garland and San Antonio range between $320,000 and
$385,000. It is assumed that similar regional switching facilities would
be incorporated in any future network making use of them. For simplicity
in network topology comparisons, a purchase price of $350,000 is assumed.

The annual maintenance charge for regional switchers is
estimated at $°.,000 ($1,500 per month).

9.2
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Table 9-3. Texas Telpak Inventory Used in
STACOM/Texas Study

1. Abilene 25. Donna 49, Pharr
2. Alpine 26. Edinburg 50. Plainview
3. JAmarillo 27. El Paso 51. Port Arthur
. Angleton 28. FEuless 52. Richmond
5. Arlington 29. Fort Stockton - 53. BRusk
6. Atlanta 30. Fort Worth 54, BSan Angelo
T. Austin 31. Galveston 55. San Antonio
8. Beaumont 32. Gonzales 56, Seguin
9. Belton - 33. Greensville 57. Sherman
10. Big Spring 34. Harlingen 58. Sweetwater
11. Brenham 35. Houston 59. Tahoka
12. Bridge City 36. Huntsville 60. Temple
13. Brownsville 37. Kilgore 61. Terrell
14, Browmwood 38. Killeen 62. Texarkana
15. Bryan 39. Kingsville 63. Texas City
16. Canyon 40. Laredo 6. Tyler
17. Childress 4. Longview : 65. Veraon
i18. Colorado 42. Lubbock 66. Vietoria
19. Commerce 43. Midland 67. Waco
20. Conroe 4, Meallen 68. Weslaco
21. Corpus Christi 5, Mt. Pleasant = 69. Wharton
22. Corsicana k6, Nacogdoches 70. Wichita Falls
23. Dallas 47, Odessa 71. Yoakum
24. Denton U8, Paris
9.4 REGIONAI. SWITCHER FLOOR SPACE

It is assumed that 1000 f£2 of floor space is sufficient for
housing a regional switecher facility including personnel office space.
Facility preparation costs are estimated at $30,000 per switcher facility.
These preparation costs do not appear in cases where switchers are located
in Dallas or San Antonio. Monthly rental is estimated at $0.40 per £t2 so
that monthly rental per switching facility is $400.

9.5 ~ SWITCHER BACKUP POWER

Uninterruptable power supplies, (UPS), are considered necessary
at each regional switching facility to ensure commercial power continuity
during momentary power transients as well as over extended periods.

Solid-state static inverter type UPS including a rectifier/
charger, and autobypass switch are available at approximately $13,000 per
unit.  Batteries for the unit are estimated to cost $2,500. ' 4 gasoline
engine generator for use when lengthy outages occur include weatherproof
housings and auto transfer switches that operate when commercial power
fails. These units are priced at $%4,500 each.

9-3
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The total one-time purchase price for each installation
is, therefore, $20,000. A maintenance contract for both the UPS and
engine generator is estimated at $500 per month.

9.6 ENGINEERING COSTS

Engineering costs associated with network implementation were
estimated for single and multiple region configurations. Table 9-4 shows
manpower estimates in man-months for assumed engineering costs. The
values shown for the single region separate New Data Network are reduced
with respect to other single region networks since the network is.
considerably smaller. Cost per man-month including overhead and beneflts
is estimated at $4,000.

9.7 - PERSONNEL COSTS

Regional switching facilities require supervisecry, programming
and computer operations personnel, This study assumes that each regional
switcher facility requires one supervisor, two programmers and six
computer operators. Two computer operators are provided per shift for
safety reasons so that at no time during a 24-hour day the facility is
manned by one person alone. Table 9-5 presents estimated salaries for
the required personnel.

9.8 COST SUMMARY

Table 9-6 summarizes recurring and one-time installation
costs developad in this section for convenient reference.

9.9 TEXAS NETWORK IMPLEMENTATION

The networks presented in this section are designed to meet
TEXAS traffic requirements through the year 1985. & cost analysis on the
feasibility of constructing an intermediate network to meet 1981 traffic
level requirements, and then upgrading this network in 1981 to meet 1985
traffic level reonirements, as opposed to building a single network to
meet traffic requirements through 1985, was carried out. It was found
that building a single network now to meet 1985 traffic requirements would
not involve additicnal costs over intermediate phasing of network
upgrades. A single exception to this rule occurs in the cases of networks
where New Data Types are involved, (Options U and 5). '

Growth in new data type traffic volumes from the present
through 1985 is such that it is less costly to implement one network to
handle traffic volumes up to 1980 and to then add to the network to meet
traffic demands from 1981 through 1985.

: oo
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Table 9-4. Engineering Cost Estimates (in man months)

1 Region
A 2, 3 and ¥ New Data 1 Region .
~ Task Regions Types Others
Final Functional Requirements 2 1 2
Switcher Desigrn Spec/RFP ' - -
Network Design Spec/RFP u 1 4
Switcher PFacilities RFP 4 - -
Switcher Procurement Monitor. 6. . - -
Network Procurement Monitor 6 3 6
Facilities Procurement Monitor 6 - -
Switcher Test Plan 2 - -
Switcher Testing -2 - -
Network Test Plan 2 1 2
Network Testing 2 1 2
Documentation 6 1 6
Supporting Analysis 6 2 6
User Operators Manual 6 2 6
Totals (Man Months) 58 12 34
Approximate Cost at $4K/MM ($K) 230 50 130
Table 9-5. Fersonnel Costs

($K) ($X)
Personnel. No. Required . Annual Salary Annual Cost

Supervisor 1 20 20

Programmers 2 18 36 .
Operators 6 12 72
Total Personne;_Annual Cost $128K
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Table 9-6. Cost Summary by Ltem

Annual One-Time
Recurring Cost Installation Cost
: Per Unit Per Unit
Item , (%K) (3K)
Lines, Modems, Service See Tariffs and See Tariffs and
Terminals Costs; Tables U4-2, Costs; Tables B-2,
4-3, and 4-4 b3, and 4-4 .
Terminals © . 1.260 - - . 8.847 '
‘Kegional Switchers 18.0 350.0
Switcher Floor Space L) 30.0
Switcher Backup Power 6.0 20.0
Switcher Personnel . 128.0 . ~ None
Engineering- None 50/130/230

See paragraph 11.6

For these reasons costs presented in Sections 13 and 14
are based on the construction in 1978 of nebtworks that will accommodatz
predicted traffic levels through 1985 with the exception of natworks
involving new data types that are phased as indicated.

Thus, TEXAS Networks can be regarded as involving costs over:
a period of eight years. Therefore, total eight year costs including
~ installation and recurring costs are used as a basis of network option
cost comparisons.

e —————— g TSR TR
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SECTION 10

STACQM/TEXAS NETWORK FUNCTIONAL REQUIREMENTS

This section presents the Functional Requirements for the
Texas State Criminal Justice Telecommunications (STACOM) Network as
developed by the JPL/TEXAS STACOM Project Study.

Thne Functional Requirements document is the ftop level network
specification and serves as a base for all lower level design specifica-
tions for the total network, inecluding functional and design specifica-
tions of network elements. All subseguent documentation must be consis-
tent with this specification.

This section provides a basic description of the Texas STACOM
network, definition of nefvwork elements, and defines the required functions
of the total network as well as the network elements. .The description is
intended to provide a succinet overview of netwerk functions and require-
ments. Further details related to how the functional requirements shall
shall be implemented shall be contained in later requests for proposals.

The use of the term STACOM Network refers to either a single
network or a group of nebtworks that meet the functional reguirements
outlined herein.

10.1 NETWCHK PURPOSE

The purpose of the STACOM Network is to provide efficient
telecommunications capable of transporting information hetween Texas state
criminal Jjustice agencies on a statewide scale and to and from specifie
interstate criminal justice agencies. Criminal justice agencies are
agencies whose primary functions encompass law enforcement, prosecution,
defense, adjudication, corrections and pardon and parcle. The network
shall be designed to handle communication requirements among these
agencies projected through the year 1985.

10.2 STACOM USERS

The STACOM Network shall be comprised of one or more networks
serving user requirements, to be determined during detailed network
analysis and design phases of the STACOM Project. Users shall consist of
the present and future users of the Texas Lay Enforcement Telescommu-
nications System, {TLETS), and other authorized criminal justice agencies
within the Texas State Criminal Justice Systen.

10.3 NETWORK CONFIGURATION DEFINITIONS
The basic configuration of the STACOM Network is an array of

network system terminations connected through Regional Switching Center,
(RSC}, facility(s) to data base facilities.

10-1
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Fach system termination on the STACOM Network shall be defined
as one of three types:

a. individual terminals
b. groups of terminals in cities
c. interfaces to regional criminal justice systems

Any of the system terminations witain a network shall be able to commu-
nicate with any other system termination. Each system termination shall
not be routed through more than one R3C in gaining access to the Austin
data bases, not ineluding the Austin switching facility, during normal
network operation.

0.4 MESSAGE CHARACTERISTICS
10.4.1 Digital Message Types

The STACOM Network shall handle the following six basic types
of messages.

. Data File Interrogations/Updates

These messages shall be inguiries, entries, modifiers,
cancels, locates, clears and responses to and from a
data file at the state or national level. The text

is generally in fixed format.

° Administrative Messages

These are messages between network users which do not
involve data file access. The text is in a less
restrictive format.

'y Network Status

Thaese messages shall provide information at terminals
initiating messages in the event that destination
terminals or intermediate switchers or lines are unable
to function or specific files or portions of files are
not functiional.

. Error Messages

These messages shall contazin information regarding the
nature of errors detected in transmitted messages.
Messages in which errors are detected are not
automatically retransmitted on the network, but are re-
sent at the users discretion.

10~2
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. Diagnostic Messages
Messages of a diagnostie nature shall be Included with
or shall accompany network status and error messages
when feasible.

° Fingerprints
Digitized representations of fingerprints shall be
included on the STACOM Network.

10.4.2 Message Content

Criminal justice messages shall contain the following
information in known logations:

. Internal TLETS messages shall contain
. Message Origin
] Message Type

. External TLETS messages shall contain
. Measage Type
® Message Sequence Number
. Message Origin

10.4.3 Message Lengths

Digital messages transmitted over the STACOM Network shall not
exceed 500 characters in length. Actual messages exceeding 500 characters
shall be blocked in message segmenta which shall not exceed 500 character
gach. Miltisegment messages shall have a gingle overall message number
and distinct message segment numbers. Fach segment shall be transmitted as
a separate message. Personnel at destination terminal{s) must reassemble
the overall message upon recepbion.

Maltisegment fingerprint, multisegment file update messages,
and other multisegment messages whose final destination is a computer, or
data base file,; shall be reassembled by software at the destination point.
10.5 NETWORK MESSAGF HANDLING
10.5.1 Message Routing

The STACOM Network shall provide communications routing for
2ll messages between any of its system terminations.

e T
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The following specific routing capabilities shall be provided:

) Data base inguiry/update messages shall be routed from
the originating terminal to the Austin datba bases
through no more than one intermediate Regional Switching
Center, not including the fustin switcher, under
normal network operation. Interface routing to NLETS
and the NCIC shall be maintained as in the present
Texas TLETS system.

® Administrative messages shall be routed from the
originating terminal to the destination terminal through
no more than two RSCs under normal network operation.
hdministrative messages shall alsc have a capability for
ALL POINTS routing as currently employed by the Texas
TLETS systen.

' Digitized fingerprints data shall be routed from the
originating terminal fto the Identification and Crimipal
Records Division of DPS, Austin, through no more than
two RSCs under normal network operatbion.

Message routing shall be accomplished by the regional
switcher(s) utilizing the destination information in the message. 3Single
messages destined for the same region in which they originate shall be
switched to the appropriate system termination by the regional switcher
servicing that region.

When more than one system termination is specified as the
destination point, the message shall first be routed to appropriate STACOM
Hetwork Management who may exercise the option to grant message approval.
The appropriate messages shall then be generated and transmitted,

10.5.2 Message Prioritization

Prioritization of measages shall be incorporated in the STACOM
ietwork to the extent required to meet the message response time goals
outlined in paragraph 10.5.3.

Messages shall be handled on a non-preemptive priority basis.
In this scheme, messages or message segments in process of being
transmitted shall not be interrupted, but allowed to complete before
higher priority messages are honored.

Under the above conditions, the STACOM Network shall be
capable of recognizing and handling message types in accordance with the
following prioritization:

Priority 1: Items that may be directly related to officer
safety, such as inquiries into TCIC, LIDR, MVD,
and NCIC files and NLETS messages.

bt
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Priority 2: Administrative messages related to officer safety
or tactical needs, and CCH Summaries.

Priority 3: Administrative messages not related to officer
safeby, fingerprints, SJIS, ORTS, CCH Rap Sheets,
and other criminal justice data consisting of
large numbers of message segments.

The assignment of message types by'the STACOM Network to a
given priority level shall be under computer software control so that such
assignments may be altered by STACOM Network Management as needs arise.,

10.5.3 Response Time Goals

Response time for the STACOM Network is defined as the time
duration between the initiation of a reguest for service of an inquiry
message by the network at a system termination and the time at which a
response is completed at the inquiring system termination.

The response times shown below are maximum times for mean
response times and for response times of messages 90% of the time. These
response times represent maximum allowable goal values on the STACOM
Network.

10.5.4 Line Protocol

The STACOM/TEXAS Network shall employ standard Bell 8A1 line
protocol. All network equipment shall be capable of conversion to Bell
8541 protocol.

° Half duplex

L] The standard interface to system terminations shall be
half duplex

® Full duplex

STACOM Response Time Goals Maximums

Message Mean Response 90% of Responses to Inquiries
Priority Time Received in Less Than

1 9 sec 20 sec

2 1 min 2.3 min

3 2 hrs 4.5 hrs

10-5
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@ Full duplex line discipline may only be used inter-
regionally
10.5.5 Message Coding

A1l STACOM Network messages shall be coded using the American
Standard Code for Information Interchange (ASCII), USAS X3.4-1968.
Message coding for interaction with NCIC, and NLETS systems shall conform
to existing practices of the Texas TLETS Network.

10.5.6 Error Detection

The STACOM Network regional switchers shall provide for bit
error detection of erroneous messages. EBrror messages shall be
transmitted fto system terminations in accordance with present practices of
the Texas TLETS Network. The compuber shall detect format errors and
transmission errors on incoming messages and notify the sending fterminals
appropriately. The computer shall also detect off-line or inoperative
terminals.

Messages shall not be automatically retransmitted upon error
detection. Messages may be retransmitted at the discretion of the user.

10.5.7 Network Status Messages

_ The STACOM MNetwork shall provide for notification to system
terminations of any conditions which prevent operation in the normal
specified manner. System terminations shall receive such status message
upon attempting to use the network when the network is in a degraded mode.
Status messages shall include status on conditions of eriminal justice
files, portions of files, computer and line hardware difficulties and
message queues, when approprizte.

0.6 SYSTEM TERMINATIONS

STACOM Network system terminations having interface capability
of 1200 to 2400 BPS shall interface with the network using half duplex
protocol . Terminals shall have the capability of off-line construction of
input messages and for hard copy production of received messages. Termi-
nal printers shall be capable of 1200 BPFS operation.

A1l terminals shall be pollable, provide for parity error
detection, and empley CRT display screens.

The number of system terminations per multidropped line shall
not exceed 20.
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10.7 REGIONAL SWITCHING CENTERS

The STACOM/TEXAS Network shall be comprised of one Regional
Switching Center (RSC) with redundant data bases located in Austin and up

to four additional HSCs without data bases.

shall determine for each message the:

Message type
Mesgsage destination

Message number

Regional Switching Centers

NCIC Identifiers of sending department

Sending authority

The following further describes the capabilities of each type

of R&C.
10.7.1 Switchers Without Data Bases
10.7.1.1 Communication l.ine Interfaces.

An input communication

lipe interface shall convert incoming serial bit streams into assembled
characters and furnish electrical interface for the modem and logic
required for conditioning.

An output communication line interface shall convert

characters into a bit stream.

interface.

It shall also provide logic necessary to
condition the modem for transmission and furnish the necessary electrieal

RS8Cs shall be designed to handle either full or half duplex
line protocols on any line interface.

10.7.1.2 Message Assembly/Disassembly.

A message assembly unit

shall assemble messages by deblocking the character stream.

A message disassembly unit shall segregate messages into

logical blocks for output.

It shall also disassemble the blocks into a

character stream for presentation to the communication line interface,

10.7.1.3 Error Control.

The error control function shall provide

error detection capability and initiate error messages in accordance
The error detection function

with requirements outlined in Section 10.5.06.
is highly dispersed.

assembly of characters in the interface.

upon assembly of blocks.

shall require a parity check.

10-7
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10.7.1.4 Message Control and Routing. The message conirol and routing
funetion shall provide logic which examines the assembled messages,
determines its priority, destination, and forms the appropriate pointers
and places them in the proper queue, (the pointers are queued, not

the messages).

Message routing shall be performed by RSCs in accordance with
procedures outlined in Section 10.2.2.1.

In addition, this function shall maintain network status
information for the purposes of determining availability of alternate
communication paths in degraded modes of operation.

10.7.1.5 " Queue Control.. This function shall provide buffer and
queue storage used to assemble input messages, buffer them for output
and to form space to queue the message pointers.

Regional switchers shall maintain necessary queues for each
system termination they service and for interregional traffic. These
queues shall hold messages that cannot be sent immediately due to line
iusage conflicts. However, the regional switchers shall not maintain a
long term store and forward capability. In the event that queue space is
full, the regional switcher shall not accept any more messages and shall
notify the other switcher not to accept messages destined for the switcher
in question.

This capability shall be provided through use of upper and
lower queue thresholds specifiable by the regional switcher operator. All
system terminations sending messages to the regional switcher which would
demand queue space in excess of the upper threshold shall be sent negative
acknowledgement responses. Once the upper threshold has been exceeded, the
regional switcher shall enter the input control mode (i.e., the regional
switcher shall output only). Any request for regional switcher service
while it is in the input control mode shall result in a walt acknowledgement
being sent to that system termination. The regional switcher shall
stay in the input control mode until the lower threshold is attained.

Queue control procedures at the regional switchers shall be
comprised of the following basie functions:

] Provide three independent queues for sach system
termination by priority as required.

@ Dynamic queue management where a common core pool is
made available for queueing on an as-needed basis.

. Queue overflow management as discussed above.

. Provide queue statistics for input to statistics
gathering function, as discussed in Section 11.7.1.7.

10-8
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10.7.1.6 Line Control. The line control function shall provide

the capability of controlling and ordering the flow of data between

the various message switchers. It also determines which line diseipline
iz to be used. Full-duplex, half-duplex, polled or contention line
discipline capabilities shall be possible.

10.7.1.7 Hetwork Statistices. The STACOM Network shall be capable
of collecting statistical data fundamental to the continued efficient
uge of traffiec level prediction and network design tools developed

by the STACOM Project.

The STACOM Network shall be capable of collecting the
following statistical data:

° Number of ﬁéssages by message type received from each
system termination at State Data Bases.

. Number of messages by message type sent bto each system
termination from State Data Bases.

® Average message lengths by message type received at
State Data Bases.

. Average message lengths by message type sent from State
Data Bases.

The STACOM Network shall provide for periodic sampling of the
following statisties:

. Origin-Destination message volumes by system
termination.

@ Percent of "HITSY" and "HO-HITS" on each data base type.

@ Average waiting times of input messages at switching and

data base computers for CPU service.

® Averasge waiting times of output messages at switching
and data base computers for output lines after CFU
service.

L Average CPU service time per message at switching and

data base computers.

™ Total number of messages received each hour at the State
Data Bases.
» Total response time for data base interrogations/updates

of selected system terminations.

10-9
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10.7.1.8 Operator Interface. The regional switecher shall provide
means of interfacing with the operator. This interface shall be used
to control and monitor the regional switcher and its network. The
following functions are to be provided:

) The regional switcher shall provide a set of commands
for the purpose of communicating with the operator.

® The regional switcher shall provide means of outputiing
data to the operator at a rate of at least 30 characters
per second.

] The regional switcher shall provide means of accepting
operator control input.

® The regional switcher shall provide high speed data
output capability. This data output capability shall
not be less than 300 lines per minute. A line shall
have 132 characters,

10.7.1.9 Fault Tsolation. Regional Switching facilities shall be
equipped to rapidly isolate network component faults to the level of
lines, modems, comnunication front ends and switching computers.

10.7.1.70  Switchers with Data Base. RSCs with data base capability
employ the additional function of providing file search and update
capability. This function involves receiving messages from the switchers
message control and routing function (see 10.2.%4.1.), and placing their
pointers in queue by priority for access to data base fFiles. Upon
completion of data base access, messages are returned to the message
control and routing function in preparation for output.

RCSs with data bases shall maintain redundant data base
files, each of which is updated in parallel at the time of file update.

10.8 NETWORK AVATLABILITY GOAL

The availability goal for the STACOM Network shall be 0.9722
for the worst case Origin-Destination, (0-~D), pair of system terminations
on the network. The worst case 0-D pair is defined as that link from
system termination to data base computer that employs the largest number
of system components in its path, or the one that is most vulnerable to
failure.

Availability of 0.9722 implies an average outage of less than
or equal to 40.0 minutes per day for the worst case path., Planned system
outage shall be in addition to outages specified here. It shall be a
design goal to allocate a minimum of 20 minutes outage per day,
(Availability = 0.9861), to data base computers and the remaining maximum
of 20 minutes outage per day to terminals, lines, modems and RSCs.

10-10



77-53, Vol. III

10.9 TRAFFIC VOLUMES

The STACOM Network shall be designed to handle traffic pro-
jections through the year 1986. These projections shall inelude traffic
estimates plus design margins for peak vs. average loading. The total
network throughput projected from 1977 to 1986 is as follows:

Total STACOM Network Throughput Average Messages/Day (in 1000s)

Year TLETS New Data Types
1977 ' 138 8
1981 247 24
1985 311 : ' . 86
10.10 CONSTRAINTS AND BOUNDARIES
10.10.1 Data Handling Constraints

All data transmission shall be digital.

No unscrambling or decryption shall be performed within the
STACOM Network. (Some modems perform serambling in the normal course of
their opération but this serambling is transparent to the user.)

Traffic loading by network users in excess of the traffic
safety margins for which their system terminations are designed could
result in degraded message response time.

10.10.2 Dats Rate Constraints

The minimum service goal for the STACOM/TEXAS Network shall be
1200 Baud balf duplex lines. All available line capacity services above
this rate shall be eligible for consideration in a cost/performance
gffective manner.

10.10.3 Security and Privacy Constraints

The STACOM Network shall be configured to allow management
control by an authorized criminal justice agency or group of such agencies.
Only STACOM Network operating personnel who have been authorized by STACOM
Network Management shall have physical access to the network equipment.
These personnel shall have been thoroughly screened. It shall be the
responsibility of the STACOM Network Management to institute and main-

tain security measures and procedures consistent with appliecable regulations.

1011
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It shall be the responsibility of the STACOM Network Management
to ensure that unauthorized personnel are not allowed access by system
terminations and that authorized personnel do not employ the network
facilities for any purpose other than those for which the STACOM Network
is specifically intended.

STACOM Network design shall assist in the realization of
adequate security to the extent that engineering counsiderations can
contribute. The STACOM Network shall consider in its design methods to
prevent any alterations of the content of messages once they have been
routed over the network. 411 of the equipment comprising the STACOM
Network, except for the communication lines, shall provide adequate
physical security to protect them against any unauthorized personnel
gaining access to the STACOM Network. The computers and other network
accessing equipment comprising the STACOM Network shall be locabted in
controlied facilities. Redundant elements should be configured such that
a single act of sabotage will not disable both redundant elements.

10-12
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SECTION 11

ANALYSIS OF EXISTING NETWORKS IN TEXAS

The purpose of this section is to compare the performance of
the existing Texas Law Enforcement Telecommunications Network, (TLETS),
with network specifications contained in the STACOM PFunctional Require-
ments for the State of Texas presented in Section 10.

This section begins with an overview of the present TLETS
system. Section 11.2 summarizes areas in which the present system fails
to meet stated Functional Requirements, and presents a detailed analysis
of the present system in these specific deficient areas.

T11.1 : THE PRESENT TLETS HETWORK

The analysis of the present Texas Law Enforcement Telecommuni-
cations Network, (TLETS), presented here considers service to 431 law
enforcement agencies throughout the state consisting of police deparg-
ments, sheriffs offices and State Department of Public Safety, (DPS),
offices. The network is managed by the DPS.

The TLETS network is topologically distributed from three
regional switching centers located in Garland, Austin, and San Antonio.
Terminals on the network are. served from these switchers by 75,110, or
1200 Baud multldropped lines. '

Network users have access through the Austin switcher to state
data bases located in Austin consisting of the Texas Crime Information
Center, (TCIC), a drivers record system, (LIDR), and the Motor Vehicle
Department, (MVD), records.

Figure 11-1 presents a simplified diagram of the TLETS system.
Detailed TLETS line layouts for 75, 110, 1200, and 2400 Baud lines are
shown in Figures 11-2 and 11-3. e

In general, multidropped lines are organized such that
terminals on a given drop are clustered in areas under the jurisdiction of
a . single Council. of Government, (COG). There are approximabely 23 such
COGs in the state of Texas as depicted in Figure 11-l. Figure 11-5
presents a composite of Figures 11-2 and 11-3 showing the complete TLETS
termlnal network.

The Garland and Austin swmtchers commun’ cate through two 2400
Baud lines and the San Antonio Switcher is connected to the Austin
SWltCheP through a single 2%00 Baud line.

The Austin switcher also provides for TLETS communication wlth

the NLETS switcher in Phoenix through a 2400 Baud line and with the NCIC
through a 2400 Baud line.

i
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The Austin switcher is connected teo the TCIC data base
through two 2400 Baud lines, to the LIDR data base through a single
1800 Baud line and to the MVD data base through two 1200 Baud lines.
In the present system, the data base lines are held once an inquiry
is initiated from the Austin switeh until the response is returned
over the same line.

The TCIC data base computer is an IBM 370/155 and the MVD
employs two 370/155's. The three TLETS switchers are supplied by Action
Communication Systems of Dallas, Texas.

The total cost of TLETS lines, modems, service terminal
arrangements and drop charges is $320,000 per year. These costs include
charges to central COG points and chargass incurred within COG's.

It is anticipated that total network costs for lines, wmodems,
service terminals and drop charges for the present nefwork with a minimum
line service of 1200 Baud would cost approximabely $495,000 year.

11.2 COMPARISONS OF EXISTING NETWORK WITH STACOM/TEXAS FUNCTIONAL
REQUIREMENTS

Table 11-1 summarizes conformity to STACOM/TEXAS Functional
Requirements by the existing TLETS Network.

The two prinecipal areas for discrepancies shoun are Network
Response Times and Network Availability. The following sections discuss
these deviabtions in detail.

11.2.1 Response Times

Response time for the STACOM Network is defined as the time
duration between the initiation of a request for service for an inguiry
message at a network system termination and the time =% which a response
is completed at the inquiring system termination.

The response time geoal for the STACOM Network for law enforce-
ment traffic is to achieve a mean response time less than or equal to §
seconds, which insures that 90% of the time, responses to inquiries shall
be received in less than 20 seconds.

Response times at given terminals on the TLETS Network depend
on the number of switchers that messages must pass through te and from the
data bases, and on the line speed servicing the terminal on a multidrop.

Representative circuits at each multidrop line speed, (75, 110,
and 1200 Baud), that carry relatively heavy loads of traffic were selected
for analysis. Circuits selected for analysis were the Garland circuit 4
at 75 Baud, the Austin eircuit 27 at 110 Baud and the Garland circuit 15
at 1200 Baud. Hormally, in a worst case analysis, circuits would be
selected that pass through the maximum number of switchers - in the Texas
case, two. Austin circuit 27 was selected at 110 Baud because there are

17
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Table 11-1. Conformity Summary of Existing Network to
STACOM Functional Requirements
Section X Section X
Requirement Requirements Met Requirements Not Met
Message All -
Characteristics
Network Message Routing, Protocol, Response Time on 75,
Handling Coding, Error 110 Baud Lines
Detection, Status
Messages
System Termingtions A1l -
Regional Switching Dallas, Austin Switch Mean

Centers

San Antonio

Service Time

Network Availability
Goal

TCIC/LIDR Data Base
Availability

Traffic Volumes

Average Traffic
Levels

Peak Traffic Levels

Constraints and

Data Handling

Data Rates

Boundaries

no 110 Baud lines in the present system served by the Garland or San
Antonio Switchers. G- land circuits 4 and 15 were selected for analysis
because their traffic loads are higher than any 7% or 1200 Baud lines
served throush the San Antonio switcher. These circuits, then, are
representative of worst case performance for 75, 110, and 1200 Baud
multidrops on the network.

Response times at terminals presented here are estimated mean
values derived from queuesing equations presented in Section 2 of this
report.

The solid line in Figure 11-6 presents mean response time for
the Garland circuit 15. At a 1977 average daily traffic level taken to be
116,000 transactions per day through the Austin switcher, the system
performs adequately with a mean response time of 8.6 seconds. However, at
system peak loads, estimated at twice the daily average, response time
becomes excessive. Queueing analysis indicates that the principal con-
tributeor to this excessive response time at user terminals is the buildup
of queues at the Austin switcher. This component of total response time
is shown by the dotted line in Figure 11-6. With the present mean service
time per transaction estimated at 400 ms for the Austin switech, computer
ptilization of 0.7 is reached at a tranzaction level of 151,000 per day,
as shown in Figure 11-6. In general, telecommunication systems should be
designed such that switcher utilizations do not exceed 0.70.

Figure 11-T7 presents system queue times for circuit 15 at
selected system traffic levels. It can be seen that the Austin switch
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component becomes excessive as traffic progresses from average levels to
peak levels, whereas the remaining components consisting of the multidrop
line, the Garland swibtch, interregion lines and the TCIC do not increase
as dramatically.

Figures 11-8 and 11-9 present mean response times at terminals
on Garland eircuit 4, (75 Baud) and Austin circuit 27 (110 Baud). The
major component of times in these cases is spent in transmitting over the
low speed multidropped lines. It is interesting to note that the 110 Baud
line out of Austin actually has a longer response time at terminals than
the 75 Baud line out of Garland, even though the latter passes through an
additional switcher. There are four prineipal reasons for this - (1) 110
and 75 Baud lines have the same character rates*, (2) the 110 Baud line
protocol involves more line bturnarounds per message, {(3) the traffic level
on ecircuit 27 is higher than on ecircuit 4, and (%) there are 15 terminals
on circuit 27 and only 10 on ecircuit 4.

In any case, low speed lines exhibit response times on the
order of one minute during average network transaction levels and of
minutes to tens of minutes during network peak transaction levels. The
low speed lines themselves are major contributors to response time at low
traffic levels and the Austin switch is the limiting factor at higher
levels,

It is also of interest to consider the effect of peak traffic
levels on the TCIC/LIDR and MVD computers. In the case of the TCIC/LIDR
370/155, an exact analysis is made more difficult because traffic levels
from DPS in-house data entry terminals, (DPS traffic), must be estimated
during TLETS average and peak traffic levels. On any given day DPS
traffic peaks may not flugtuate as much as TLETS inquiries to the TCIC and
LIDR, however, over a period of years DPS traffic can be expected to grow
at approximately 4% per year. The analysis presented here assumes an
inerease in DPS traffic as TLETS traffic fluctuates, and, in that sense is
conservative.

Increases in DPS traffic, of course, affect the TCIC/LIDR com-
puter utilization., The effect of high computer utilization on TLETS
inquiries, however, is minimized since these inquiries are given priority
over DPS interaction. Thus TCIC/LIDR computer utilizations of up to 0.8 to
0.9 have fairly small effects on TLETS response time, but do have a
significant effect on in-house DPS terminal operations, (see Figure 11-7).

Total queue times for an inquiry passing through the Austin
switeh to the TCIC/LIDR computer and back out through the Austin switch
were analyzed as a function of network traffiec load, A similar exercise
was carried out for the MVD computer., Figure 11-10 shows queueing times
for the three data bases including the Austin switeh. TCIC is seen to
provide the best service and LIDR the longest. The curves are driven

#110 Baud lines have 11 bits per character and 75 Baud lines have 7.5 bits
per character; thus both lines transmit 10 characters psr second.
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upward as TLETS traffic levels increase because of long gqueueing in the
Austin switch, (high computer utilization).

It is also of interest to estimate the present system per-
formance of The data base systems alone without the effects of the Austin
switeh. This is shown in Figure 11-11 where data base queue times are
presented as they appear to the Austin switch. The TCIC and MVD systems
provide better data base turnaround times due to the Tact that they
provide service over two lines, However, it is also noted that these
systems begin to degrade rapidly at TLETS peak traffic levels 'which adds
to response time degradation at DPS terminals under our conservative
assumption.

From the standpoint of network response time at user
terminals, then, we can conclude the following with respect to the present
TLETS system.

° 75 and 110 Baud lines do not meet functional requirements
due to their inherent low data rates.

. 1200 Baud line service mean response time is less
than or equal to 9 sec., {the functional requirements
goal), for traffic levels of under 130,000 transactions
per day at the Austin switcher, (see Figure 11-6).

o Network response time limitations encountered above
130,000 transactions per day are due principally
to high utilization of the Austin switch.

& The TCIC/LIDR computer alsc experiences utilizations
near 0.9 at network peak traffic levels.

) During peak traffic loads on the present TLETS systemn,
the magnitude of user response times at terminals
is measured in minutes to tens of minutes,

Section 12 of this report treats specific network and
computer upgrades required to meet the STACOM/TEXAS Functional
Requirements of Section 10.

11.2.2 Network Availability

In Paragraph 7-2 of this report, sample ealculations are carried
ocut which derive system reliability and availability for the present TLETS
System. These calculations show that the system availability for a
terminal connected through the Dallas regional switcher is 0.915. This
value implies an average daily outage of the network to any terminal
connected to the Dallas switcher of 122 minutes.

A similar caleulation carried out in Paragraph 7-2 for terminals

connected through the San Antonio switcher results in an availability of
0.915 which implies an average daily ocutage of 134 minutes.
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The Functional Requirements for the State of Texas set an
availabiiity goal of 0.9722 which corresponds to an average daily outage
of U0 minutes. Thus, the present network does not conform to availability
goals. Specific upgrades required for conformity are discussed in Section 12.

11-17
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SECTION 12

NE¥ OR IMPROVED STACOM/TEXAS NETWORKS

This section presents detailed topology, cost, and performance
data for each of the network options outlined in Section 8. Section 13
of this report presents a comparative discussion of cost and performance
data for the options considered.

12.1 ' COMPUTER PERFORMANCE REQUIREMENTS
12.1.1 Mean Sersice Time Upgraded

STACOM/TEXAS networks are designed to meet response time
functional requirements for all network options at peak network traffie
loads. To this end, computer mean service times per transaction at peak
traffic loads have been assumed such that switcher and data base ccmputer
utilizations do not exceed values in the neighborhood of .700. It is
important to realize that increasing network multidropped line speeds does
not appreciably decrease network response times when computer utilization
becomes high, i.e., increasing line speeds is not an effective solution
for alleviating computer gqueueing pressure. Thus, it is of eruecial
importance to maintain computer utilizations at less than approximately
0.700 at all times.

The networks presented in this section assume similar data
base line and computer configurations as exist now in Austin, with certain
specific upgrades.

Speeifically, the Austin Switcher serves the TCIC through two
lines, the LIDR through one line and the MVD through two lines as in the
present system. The line “holding® procedures in present use with the
TCIC and MVD are maintained.

Table 12-1 summarizes traffic loads on the Austin Switcher,
the TCIC/LIDR data base and the MVD data base in terms of computer trans-
actions in 1981 and 1985. Also included are transaction requirements for
handling new data types. The following comments discuss the origins of
values entered in the table. :

Values shown for Gransactions at the Austin Switeh include the
total of existing TLETS traffic types plus CCH, new data types and
fingerprint traffic. The TCIC and LIDR entries show predicted levels for
these data bases. The TCIC levels include CCH traffiec. That is, it is
assumed that CCH in Texas will continue to be implemented at the TCIC/LIDR
data base. .

Values shown for in-house data processing traffic on the
TCIC/LIDR computer assume a growth of 4% per year from 1977 levels through
1985.

12-1
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Table 12-1. Traffic Loads on Computers by Year

1981 1985
Peak Peak
Av Trans Trans Av Trans Trans
Per Day Av Trans Per Per Day Av Trans Per
(1000) Per Sec Sec {1000) - Per Sec Sec
Austin 230 2.66 5.32 315 3.6 T.2
Switeh ' : : :
TCIC 43 0.5 1.0 k7 0.55 1.1
LIDR 10 “0.12 0.23 - 13 - 0.15 0.3
In House 65 0.75 1.5 T4 0.86 1.75
DP
Terminals
MVD from 24 0.28 0.56 30 0.35 0.70
Austin
Switch
MVD ofther 7 0.08 0.16 8 0.09 0.18
Processing
New Data 15 0.17 0.35 25 0.29 0.58
Computer '

Traffic shown between the Austin Switch and the MVD computer
is taken from STACOM/TEXAS MVD traffic predictions. The MVD computer
also handles traffic from sources other than the Austin Switch. This
traffic is assumed to amount to 25% of the Austin Switcher MVD traffie
level.

Finally, it is assumed, and recommended, that new data types
be integrated onto a single separate computer facility located in Austin.
These data types include systems used by ICR, OB3CIS, SJIS, fingerprints,
TY¥C, Pardons and Paroles, and Corrections.

_ The traffic levels shown in Table 12-1 were run through data
base queueing models discussed in Section 7 of this report in order to
size data base line and computer meah service time requirements. Table 12-2
summarizes the results of that analysis.

' It is recommended that all data base lines be immediately
upgraded to 4800 Baud lines. This upgrade will be sufficient to meet line
requirements from the present through 1985. An investigation into the
merits of "holding" or not. holding TCIC/LIDR and MVD lines was c¢arried
out. It was found that holding the lines, as is the present practice, is
a bad practice only when line utilizations become excessive. Since data
base lines need to be upgraded to 4800 Baud in any case, the penalty for
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Table 12-2. Computer Mean Service Time and Data Base
Line Reguirements for Peak Loading

Line Requirements Reguired Mean Service Time
in Baud - Austin _ per Transaction
Switeh to Data Base . (ms)
Years
New
Austin ' - Data
TCIC LIDR MVD Switeher TCIC/LIDR MVD Computer
1977 1800 (2) 14800 (1) 14800 (2) 130 250 400 2000
o
1980
1981 4800 (2) 4800 (1) 4800 (2) 100 200 100 1500
to
1985

continuing the present practice is minimized to an extent that response
time functional reaquirements can still easily be met.

Computer upgrade requirements in terms of mean service
time per transaction is also indicated in Table 12-2. To function
properly, the Austin switcher should immediately be upgraded to per form
with a mean service time of 130 ms, and, in 1981, should exhibit a
mean service time of 100 ms. As an example, the Action Model 200 system
with the Nova Model BUD and Century Discs could meet these requirements.

The TCIC/LIDR compubter should immediately be upgraded to
provide a mean service time of 250 ms, and in 1981, provide a mean service
of 200 ms. The 250 ms goal may be approached by considering the use of an
IBM 370/158 machine and 3350 Discs with a reduction of mean disc accesses
per transaction from 8 to 6. The 200 ms goal may require a mixed use of
totally fixed head discs and semi-fixed head dises. At this point,
improvements in CPU time per fransaction will not appreciably reduce total
mean service time per transaction.

The MVD computer need not be upgraded threough 1985. A mean
service time of 400 ms will continue to serve that data base adequasely.

The nebworks presented in this seetica assume that the data ;
base line and compubter upgrades outlined above will be carried out as |
indicated. ' ' '

o 12-3
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12.1.2 System Availability Upgrade Requirements

The principal component which causes non-conformity to
STACOM/TEXAS Functional Requirements for system availability is the
TCIC/LIDR data base computer. If the availability of this facility is
upgraded to 0.9814, system availability requirements can be met for
the single region case. The following characteristics provide an example
as to how this might be achieved:

. MTBF 145 hours
e MTER 1.?_hqurs
® Failure Rate |

(x 10-3) 6.88
. Availability 0.9814

If these conditions are met, the resulting availability of the
single region TLETS Network would be 0.974% which implies an average daily
system outage from any teriiinal on the network of 37.4 minutes. The
STACOM/TEXAS goal for availability implies an average daily average oubage
of 40.0 minutes.

For multiple region configurations, upgrades are also required
at regional switching sites to improve system availability. In multiple
region configurations, availability of regional switchers should be 0.997
in addition to the above mentioned data base improvement. By way of
example, this goal could be achieved with;

® MIBF 333 hours
€ | MITR 1 hour
) Failure Rate 3.0
(X 10-3)
® Availability 0.997

These improvements will yield a network system availability
of 0.973 which corresponds to an average daily system outage of 39
minutes.

12.2 OPTION 1 - SINGLE REGION TLETS
12.2.1 Topology

The STACOM/TEXAS single region TLETS network layout is shown
in Figure 12-1. The network consists of a single regional switcher
facility locabed in Austin connected to the TCIC/LIDR and MVYD Data Bases.

There are 35 multidropped lines serving system terminations. All network
lines are 1200 Baud lines with the exception of one 2400 Baud line and
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one 4800 Baud iine. Table 12-3 presents the detailed terminal assignments
for each of the 35 multidrops. Reading from left to right, the Table
shows the line number, {1 to 35), the total number of terminals on

the drop, the alphabetic code name for the first terminal on the drop,

and the remaining code names for terminals on the drop in order.

12.2.2 Costs

Total eight-year costs for the single region TLETS system are
presented in Table 12-%. Total costs baszd on costing assumptions
outlined in Section 11 amount to $15,800,000. About 68% of this total
" cost is due to terminal recurring and purchase costs. Lines, modems and
service terminals amou.t to approximately 31% of total costs. Engineering
costs make up the remainder. Regional switchers in addition to the Austin
Switcher are not required in this option.

12.2.3 Line Performance

Table 12-5 summarizes performance characteristics by line for
the single region TLETS Network. Reading from left to right, the table
presents the line number, the code name for the first terminal on the
drop, the total number of terminals on the drop, the line capacity in
Bauds, the peak line utilization value, total mileage on the drop, and the
mean response time for any single terminal on the drop.

Mean response times on the single region network run between
2.5 seconds to a worst case value of 8.7 seconds depending on the specifie
multidrop line. Of the 35 lines in the network, 33 have mean response
times of less than 5 seconds.

12.2.4 Hetwork Availability

The availability of the data bases to any terminal on the
network is 0.974 calculated in accordance with the procedure outlined in
Section 8.2, and assuming data base upgrades called for in Section 12.1.2
are implemented. This availability implies an average network daily
outage at any terminal on the network of 37 minutes.

iz.3 OPTION 2 - TWO REGION TLETS
12.3.1 Topology

For the STACOM/TEXAS two region case, four possible netwcrks
were studied. Each of the four networks consists of one region served by

the Austin Switcher. Candidates for a second region in the network
included, Dallas, Amarillo, Lubbock, and Midland.

12-6
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Table 12-3. Terminal Assignments

1

STARTING
SXLP
AZ1D

Sxeaq
AZFI
SXKA
SXgP
SXRK
SXDP
AZTE
AZUN
NAAN

AZUS
AZUX

AZBN
DGHT

DTJ.
DTL

REPRODUCIBLLITY OF THE
ORIGINAL PAGE IS POOF

TERMIMALS

REMAINING

SXFSeS 1SXRJPSXAY P AZZNrSXRSr SXYA 2 SXYH ) SYOW,

AZICeAZAVIAUB +AUH +AZAVAZCSrAZFHe AZFW, APFLr AZZH}

_AZHNUAZIB:AZT?;AZFK!AZYM?AZSEIAZUJrﬁZUK|A?PB}

NABD r SXPR»SYSEISXKC I NAAD  SXSN SXLE 1 NAAF p SXAX 1 SXRS s
NABT NACWsNARK ¢ SECC+MAFCrSXQZINAEK

AZFJr AUS AZFZyAZHCr AZLZ r AZAW e AZFD 1 AZT A AZAMI AZYPY

AZFBr ALFEPAZAUSAZTU I AZTIULAZYQ

NABX rSAGYy SXDJl SXDK rSXBRySXAP+ SXRCrSXROyMAFB r SXPNy
NACSrSXSDrSHBRyNAAK e SXDS e MACN » SXDOL r SXNN

NACAvaGClSXBKoSXHJ!SXBLvﬂXRTESXRSrSXYF|NADX»NQDNF
SXADsNADOW+SXBI o NAAHISXWTrSXIT»SXBW rNRACSYRZy

SXRLSXYJrNACE s SXDA 2+ SXRSr SHEH r SXRY » GXRN, SXRPrSXUL e
SXYKNREU! SXRW SXCD 1 SXHI» SXRR7SXRANANZsNAEA .

AZUE» AZUD: AZBT: AZBUrAZDUs MADE » AZJII s AZKU: MACR r MACR »
AZFUs AZCUNMADF » AZEU X AZLU 2 AZUC ¢ SXDF 2 SXD Iy NARJr

AZQYI 1 AZACrAZBCAZXY tAZNS s AZAX» AZAB P AZTD  AZAAY AZOy
AZUP s AZJLrAZAL s AZTSrAZAK P AZRI»

NAEQrAZASrAZUAMABUYAZADVAZFAPAZAHPAZLS: AZFF P AZKY G
AZJY ) AZYL s AZHU P AZGPINAERr AZIP 1 AZIE Y

NAAP ¢ MAAGYNACKs AZY L ¢ MAEO ' NACEsAZIZr AZFRyNARR 1 AZOM ¢
NACC/NAADY

AZUS s AZNA P AZRK P AZUZ r AZZCs AZZA BZZPr AZUA G AZCNYAZXL ¢

DAJHrDAIYNACL ,DACH rDAJY + HOMU r DENH + NADM  MARI +DGGS 5
D@KHsNACT s DOEA 1 DAEJINACN 1 NQACH

AZﬂElAlﬂf’NAAIpAZAJiAZZBIMAEXrMAEV!NﬂFWeAZUHfAZﬂZ#
NADGrNABZ rAZBX»

D@HP:DGCF!OGHN!DGIT!D@HﬂinQHRlD@A“'DQFTdeETfDWDT'
DRHJ ¢ DQIHMADP ¢ DOHW 1 DOHS r NAHY r MARC f NARH : DAY

DAMJrDOTRsNATW 1 DARD 1 DBGN + NOCS » DERS r DGMA , DACT » DAHL 7
DQHI +DEBT+NQRK » DQSU ¢ IBHZ ¢
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Table 12-3. Terminal Assignments (Continuation 1)

18 10 DRHU _

DOHX 1 DOGE s DGNB r DEBE 1 DBLYX »NACA + MARG 1 DRLZ y MARF s

19 17 DQEK
DRED+NAEL r DOET +NARF 1 NANY s NADTI s NADY s MADT y MADS o MACO »
NACP s NAET +NADO +DRNQ» DQUT ¢ MAEJ »

20 16 AZXJ ‘ ‘
AZDArAZANIMACY  AZAF 1 AZXN r AZXPr AZXWIAZGY , AZXS 2 AZXRY
AZXT » ALXK ¢ NRCE s DQDC rDOHK ¢

21 21 DRGY
DAEE 'DRDZ rNAKY »MAEG + MAAL » NAGX»DALH DALY ,DNER r DEPF Y
DOEC rDOEW rMABS , DAGS 1 DOAKH ) MACT ' NAEZ 2 NAAR  MAAS: DREZ »

22 12 DaJT )
DABH:MACTrAZUI »MACF e DORN ¢ NOHC ¢ DOHE + DBHF , DAEY 1 DRV I §
DOSL ¢

23 18 DOKT

: DACYrNTA +NENW:DHLT tORHA »nOHN NAHT 1 DOHH, DAMB 2 OTC #
DOZY NAEF ¢ NAED  DRRBZ i DOCH r MAEE + DADH ¢

24 19 AZUF
AZXH AZYCrNAAW MAAX +DOEM NADR ¢ AZGN r DAFF , DANW r DRER 7
MAAA P AZRZ s AZARSNADH P MADK s MAER r NACJ P MACK

25 17 AZPYW
MAAL r AZPSMABE »AZAZrDRAY r MABP r NACH: NGDY , DRGJ 1 DAGJ ¢
NADG rNADH AZPXrNMABB» AZPZ 1 NADQ Y .

26 17 RZ1J
AZIKiRLJPIAZJIAIAZZMISZGF ¢ SXGR 1 MAEL s NAEMy WYRAFNADA ,

_ _ AZZJrAZIL P MAEN AZGO AZIMNAEY

27 19 . AZLA . :

AZLBrAZTIVAZLC+AZKBAZLN e MACGP AZKK e AZVR s MALV I AZVIN
_ AZWR P AZWA r AZWXr AZLY PMAAR s AZZK » AZWS r MAEC,

28 17 " AZIS ’
AZIWrAZGMrAZTIF s AZTITrAZL U AZKSIAZTI X1 AZIK S APLLEs AZLF
AZFArALLNIAZIR s NABVHAZIGrMAARY

29 17 AZPN
AZPPrAZPL s AZPIAZGLP AZLK s AZLEL s AZLP 1 MARG AZKWr AZPCT
BZYErAZNZrAZLAIBZPJIr AZPK ¢ AZRB

30 18 AZWL
MADL+ AZAMs AZWJ s AZWK PNAAT r AZWE » AZWF I MARY y NACMP AZSP p
AZWBr AZWAI AZSZrAZWDMADCr AZWCHAZSX Y

31 13 AZGA _ _

o AZQBrAZGCrNAAG P NABMe AZGF » AZPE»NAER + AZAE; AZPD AZODT
AZPA s ALKD

32 i8 AZAG
BZOA AZAGrAZJGrNADJr AZJE s NAATP AZRU P AZGE AZRIPAZJIF ¢
AZJT o AZK I AZJD s MABO r AZLR AZZIr A22F

33 i5 . OTF -

DAGLrAZJR P AZUS P AZKK P AZKPr AZKR AZJWr AZKQ MABA  AZKM,
DEEH» BZKL s NAESr AZIKKF ¢

34 11 AZBF
MAET :DOGZ+MAAY rNAAZ ¢ NACR s AZWT s AZWW P NAER yAZZL P AZJEZT

35 16 HAAM : S

AZGG s AZUR s NACY s NACZ t SXQR » NABY ¢ SXGK 1 SXBF s MACU ) SXBET
NADV 1 AZZR 1 MADB s AZZW ¢ AZZX ¢
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Table 12-4. Network Option Costs in Thousands of Dollars

Network: TLETS ' Number of Regions: 1_
Remarks: Single Region - Austin

. One Time
Installation
Recyrring Cosks ' .- _Casts . Tobal
Annual Total Bight Total Eight Year
No, Cost  Annual Year Unit Purchase Cost by
Item Reqd. Each Cost Cost Cost Cost tem

Lines,
Modems
Service
Terminals - - 611 4,888 - 37 L, 925
Terminals 564 1,260 711 5,700 B. 84T 5,000 10,700
Regional
Switehers 0
Switcher -
Floor Space
Switcher
Back up
Power ' 0
Switcher
Personnel 0]
Engineering . . S _ - 130 130
Subtotals 10,588 5,167 15,755

| " Total Eight Year Cost: 15,800

12-9-
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Table 12-5. Network Line Characteristics

- Network: ILETS. Number of Regions: __1
Remarks: Avustin as Regional Center S

_ Mean
Line - o Total Response
Line First = No. of Type Line Mileage = Time

No. Node Terminals (Baud) Utilization (miYy (see)

S{P 10 1200 0.643 73

1 8.7
2 AZIQ 20 2400 0.611 154 4.6
3 s¥QQ 19 1200 0.068 374 3.8
h AZFT 17 1200 0.157 - - 313 . .1
5 S¥KA 19 1200 0.145 469 4,1
6 SXQP 20 1200 0.181 356 4.2
7 SXRK 19 1200 0. 169 433 4.2
8 SXDP 20 1200 . 0.213 .- s 4.4
9 AZTE 17 1200 0.213 0 4.1
10 AZUN 18 1200 0.101 304 L.g
1 ‘NAAN 13 1200 0.037 218 3.6
12 4708 11 1200 " 0.083 143 3.7
13 AZUX 17 1200 0.115 396 3.9
14 AZBN 14 1200 0.064 255 3.7
15 - DQHT 20 1200 .0.310 297 L.9
16 DTJ 11 4800 0.445 181 2.6
17 DTL 16 1200 0.556 181 2.5
18 OQHU 10 1200 0.095 309 3.7
19 DQEK 17 . 1200 0.076 49 3.8
20 AZXJ 16 1200 © o 0.185 286 4.0
21 DQGY 19 1200 0.137 51 .1
22 DQJT 12 1200 0.123 254 3.9
23 DOKT 19 1200- 0.319 213 5.0
24 AZUF 19 1200 0.095 - Lhg 1.0
25 AZPW 17 1200 0.065 356 3.8
26 AZIS 19 1200 0.124 698 4.0
27 AZLA - 19 1200 . 0.054 623 3.8
28 AZIS 17 1200 " 0.083 523 - 3.8
29 AZPN 17 1200 0.130 550 .0
30 AZWL 18 1200 0.172 661 4.2
31 AZGA 14 : 1200 . 0.083 386 3.8
32 AZAG 18 1200 0.247 708 .5
33 DTF 15 1200 ~0.080 ; g 3.8
34 AZBF 11 1200 0.025 489 3.5
35 NAAM 16 1200 - - 0.051 31T 3.7
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~ The least cost configuratioﬁ of these four possihilitiés is
the Austin-Dallas network shown in Figure 12-2. The Austin region
consists of 16 1200 Baud lines and one 2400 Baud line for a total of 17

" lines. The Dallas region is comprised of 18 1200 Baud lines and one 2400

Baud line for a total of 19 lines. A single L1800 Baud line connects the
two regional computers. Table 12«6 details the terminal assignments by
line for the two region case.

i2.3.2 Costs

Total eight-year costs for the two region Austin-Dallas
network are shown in Table 12-7. There is no tuichase cost shown for
the Dallas regional switcher or for an uninterruptable power supply since
these facilities presently exist. The total cost is $17,000,000 over
geight years. Note that the annual line ¢ost of $602,000 is reduced from

- the 611,000 annual cost in the single region case. Total costs are

increased, however, despite the fact that the second switcher need not be
purchased due to addltlonal switcher, facillty and personnel recurrlng
costs.

Tables 12-8, 12-9, and 12-10 show costing results of consider-
ing Lubbock, Midland and Amarillo as locations for a second switcher.
reSpeetlveﬁy instead of Dallas. Note that apnual line cosbs are very
similar in ali two region cases. However, non-existent switching facilities
are required in the Western locations.

i2.3.3 Line Performance

Table 12-11 presents line performance characteristics for the
two region case with switchers in Austin and Dallas. Mean response times
vary between 2.2 seconds and B.T Seconds depending on the particular
multidropped line. Of the total of 36 lines for both regions, 34 show
mean response times of less than 5. Seconds.

2.3.4 Network Availability
If data base and switcher upgrades called for in Section 12.1.2

are implemented, the system availability for the two region case is 0.973.
This implies an average daily network outage for terminals connected to

‘the Dallas swibeher of 39.0 minutes.

2.4 ~ OPTION. 3 - THREE REGION TLETS
12.4.1 Topology

For the STACOM/TEXAS three region case, five possible
conflguratlons were studied. Each of the five networks consists of a

gwitcher facility in Austin and Dallas. Candidate locations for a third
switcher were San Antonio, Houston, Midland, Amarillc and Lubbock,

12-11
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Figure 12-2.

Two Region TLETS ~- Switches in Austin and Dallas
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Table 12-6. Terminal Assignments

7 O ﬁ}lﬂ
peBILITy oF 1
REPRODUCEN S “hook

! WORK OPTIONT TLETS/AUSTIN=DALLAS ORIGIN

HUMRER OF REGIOMNS: 2

TERMINALS
AUSHIN LINE  TOTAL
REGION NQ, NO» STARTING REMARTHING
1

1 20 AZID _ ,

AZICs AZAVAUBR +AUH rAZAVIAZCSrAZFHeAZEW, AZFL P AZZH
AZHNs AZIBR» AZTY P AZEK r AZYNr AZSEr AZUJ I AZUR , AZPB

2 16 AZF1
AZFEJr AO+Ss AZHC e AZLZr RZAW P AZFO s AZTArAZAMJAZYP 1 AZFB
AZFEe AZAU AZIVAZTIUPAZY G,

3 20 SKKA .

NARX ySXGC + SXBK  SKXBJrSXBLrGXRT e SXAS e STYF 3 NADX o HADM,
SXADrMADY 1 SXBI v HAAHISYWT ¢ SUITsSXRWrMBAC,SXRZ

L 12 s5XQP
NACA r NAAQ r NAAN  MAAP rMAAG t NACK s HARR r SYSQy SXKCrHAAD,
SXSM.

5 21 SXRK "
SHRL+SAYJrMACE fSXDA/SXRSr SHGHrSXRY » SXRM SXRP  SXULT
SXYKrNAEUrSYRW e SYCD s SXHI ¢ SXPR,, SXROYNADZ  MARA T MAFH ¢

& 1& SXDP
SXGVrSADJ ¢ SXDK :SXEOrSXBPrSXBMINACS 1 SXSD,SYBRIMAAK ¢
SXDS+NACHrSXDLrSXDN+SXDF 1 GXDI v HABJ

7 17 ARZUE
AZUDr AZBT e AZBUAZDU P MADE » AZJiIr AZKU Y MACE, MATR s AZFU
AZCUs NADF ¢+ AZEUr AZLUr AZUC s NADLE

8 20 AZY1I
MAEQrAZBNIAZAE rAZAT tNANT s AZUF r AZXHr AZYL s AZRZ 1 AZ AU
AZZB e AZUWr AZAZ NADOrHACE t AZBY rNABZPAZTZ  AZFR

9 17 AZUN
NAEQr AZAS1AZUAYNARUCAZAD  AZF A AZAR P AZFF  AZE Y 1 A2ZJY
AZYLr AZHU» AZGP NAEP e AZIP AZIE »

10 12 AZUS
AZUS r AZUX r NACU e NACK r AZNA I AZRK rAZUZ P AZZC AZEG AZLIR ¢
NACY»

11 10 SYELP
SXFS5¢S rSXRdeXATrﬂZZDrSXQS!SXYA'SXYBfSXQW-

12 19 SXPR
SXLESXBE/MAAF » SXQAX 1 SXRP: NAST rNACYW rNARK o MABL r §XCCy
NAFCrSXQZ rNAEK r SXRALNANDA r SUGR  NAFL s MAEM,

13 4 AZON
NACC » SXQ@ » NARD.,

1g 11 AZAG
AZQAYAZAG e AZZJsSUGF I AZZN AZJA Y AZJD BZTL s HAENS AZGDY,

15 17 AZTE
AZQLr AZAC P AZBC AZYY rAZNS r AZAX s AZARIAZTD AZAAPAZAD}
AZUP I AZJIL + AZBL Y AZTSBZAK ¢ AZRT ¢

16 15 S¥XRC . ) .
SXROAZJQ+NADIYAZJErNAASr AZMJ+ AZGRE I AZBL, ATJF1AZJ L
AZK U AZID +NABO 1 AZ JH Y

17 14 NAEJ

NAAMINACZ » SXQR P MARYYSXGK » SXRF » NACUINADV , AZZR NADB
AZZWr ATZX P NAE R Y

. 12-13
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Table 12-6. Terminal Assignments (Continuation 1)

DALLAS LINE TOTAL

REGION ©NO.  NO. STARTING REMAINING
1 1 DTJ
2 1d OTL

DEMJDRATR fDETH » DQAD  NAGD 1 HACS P DORS 1 DONA DECT r DBHL 7
DAHT »POBT rDARK 1 DQSU L NAHZ : DANT 1 DQHI »

3 9 DAHG
DRITyOAHM e DQHP ¢« NOCF 1 DOHT s DROC » DAHY » ORCE
4 149 OOFT
DRET +BRIH«NADP » DQAD r DQHR : MABH DOBY 1 DAV I 1 DRSL r DRRD:
DQRHC ¢« DUHE + DQHF ¢ DRE T » NAHYW y NQHS » DEHY ¢ MARC,
5 1/ DAHU
DQRHX »DQGB +DANB»DRBE rDRTIY i NACL ¢ DRCW 1 NAR L, DRGSFDRKH e
NACT»DQLXrDQCAYHABRDRLZNABF
& 16 DOJH
NAAW» NAAX s DREM DRDR » AZGM r DAEF ¢+ NAEH ¢ NADK « DDV 1 DRAEP ¥
NAAADQACrDAEA+DREY P NACD
7 22 DRJY
DQNU:DQKYrNAEGrNAAUfDQGX:DQLH:"@L?:NDEH:DQFFrDQECr
DREY e NABS s DQRGS 1 NOKH e NACT r NAEZ r MAAC Y NAAS 1 DREZ » DONH p
MNADM »
a 2u AZXJ
AZDA P AZEM P AZKR t AZARINACY r AZAF t AZXQ s AZXP r AZXWr AZGW
ARZNSIAZXRYAZXT VAZTHe AZXL 2 AZZP r AZUQ AZWZ s AZZA Y
g 2u DeGY
DOEE »DEDZ 1 DAEK » DAFD rDAEL + NADR P DRUT MAE Y  DAE T MADR »
DAY MADT ' MADY rNADT + MADS + NACO P MACP y MAF T NAR) »
10 13 0QJdT
NAEE:DQBZwDQCH-DQaHanCTpAZUIrNACFrNACHvDQATpNABPr
AZPSerNABE »
11 16 DOKT
CQCYeDTE DQNWDQLT 7DQHADAHD »DRHT +DAHH DAHA ¥ DTC 1
DGZY : NAEF s NAED OQDHDEDD r
12 8 AZPW
MAAL +t AZPX+NABB s AZPZ r MADRr AZZTr AZZF r
13 14 [n]elcha
NAAY 2 NARZ P AZGL r AZLK r AZLL » AZLR 1 MABG e AZKW AZPC + AZYE r
AZXZrAZLQ ' MNACH s AZWI P AZWH NAER AZZL ¢
14 19 AZLLA
AZLB r AZHS e NMAEC P AZTIFAZLC P AZKAPAZLD P NACH p AZKK P AZWR Y
NAAVrBZWNPAZHP L AZZR r AZYN P AZWX r AZLT tMAAE y
15 16 AZPM .
AZPPt ACPL e AZP Y s AZTISAZIWr AZGMe AZTIF P AZTT 1 AZTJ P AZTIK,
AZIN:NAEY +AZPJs AZPKIAZRA e
15 18 AZWL
NADL t AZANM o BZWU r AZWK ' NAAT I AZWE P AZWE P MARY yMACM A7SP,
AZWB+AZWArAZSZ P AZWD P NADC 1 AZSHX  BZWC
17 s AZGA
AZGB:AZQC:NAAG-NAAM:AZPEanAEBrAZQFrNADNnAZQE-AZPD:
AZADr AZPA Y BZKD
18 20 OTF
DRGIAZJRPAZIS  AZKK r AZKP 1 AZKRr AZUWr A7 Q¢ DOG » DRGS»
NADG DRDJ P NADH f NABA P AZKMNYDQEH s AZK L rMRES AZKF
19 1 AZRF

NAET e AZL Ut AZKS AZT AT AZUK s AZLE + AZLE S MAFA  AZENrAZ TRy
NABVrAZIQrMAARIAZUZ

12-14
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Table 12-7. Network Option Costs in Thousands cf Dellars
L)
Nebwork: JILETS Number of Regions: 2
Remarks: Austin - Dallas

One Time
Installation
_Recurring Costs Costs Total
Mnnual Total  Eight Total Eight Year
No. Cost Annual Year Unit Purchase Cost by
Ttem Reqgd. Each Cost Cost Cost Cost Item
Lines,
Modems
Service
Tarminals - - 602 4,816 - 38 4,854
Terminals 564 1,260 711 5,700 8,847 5,000 10,700
Regional i
Switchers 1 18 18 14k o* 0% 1hn
Switcher
Floor Space 1 2.8 4.8 38 - - 38
Swiltcher
Back Up
Power 1 6.0 6.0 43 0¥ Q¥ ug
Switcher
Personnel 1 Set 128 128 1,024 - - 1,024
Engineering 230 230
Subtotals 11,770 5,268 17,038
17,000

Total Eight Year Cost:

¥Regional Switch Installation Not Required

12-15
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Table 12-8. HNetwork Option Costs in Thousands of Dollars

Network: TLETS Number of Regions: _2
Remarks: Austin - Lubbock

One Time
Installation
Recurring Costs Costs Total
Annual Total Eight Total Eight Year
Ho. Cost Anmnual  Year Unit Purchase Cost by
Item Reqd. Each Cost Cost Cost Cost Item
Lines,
Modenms
Service
Terminals - - 606 4,848 - 38 I, BB6
Terminals 564 1,260 711 5,700 8,847 5,000 10,700
Regional _
Switchers 1 18 18 Thh 350 350 gl
Switcher
Floor Space 1 4.8 4.8 38 30 30 68
Switcher
Back Up
Power 1 6.0 6.0 ug 20 20 68
Switcher ,
Parsonnel 1 3et 128 128 1,024 - - 1,024
Engineering" 230 230
Subtotals 11,802 5,668 17,470

Totzl Eight Year Cost: 17,500

12-16
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Table 12-9. Network Option Costs in Thousands of Dollars

Network: TLETS L Number of Regions: _2
Remarks: Austin - Midland

One Time
Inastallation
Recurring Costs Costs Total
Annual Total Eight Total Eight Year
No. Cost  Annual Yeanr Unit Purchase Cost by
Item Reqd. Each Cost Cost Cost Cost Ttem

Lines,
Modems
Service
Terminals - - 609 4,872 - 38 4,910
Terminals 56U 1,260 711 5,700 8,847 5,000 10,700
Regional
Switchers 1 18 18 T4l 350 350 4ol
Switcher
Floor Space 1 4.8 4.8 38 30 30 68
Switcher
Back Up
Power 1 6.0 6.0 48 20 20 68
Switcher

_Persomnnel 1 Set 128 128 1,024 - - 1,024
Engineering 230 230
Subtotals 11,826 5,668 17,494

Total Eight Year Cost: 17,500

12-17
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Table 12-10. Hebwork Option Costs in Thousands of Dollars

Network: ITLETS Number of Regions: _2
Remarks: Austin - Amarillo

One Time
Installation
Recurring Costs Costs "~ Total
Annual Total Eight Total Eight Year
No. Cost Annual Year Unit  Purchase Cost by
Ttem Read. Each Cost Cost Cost Cost Item
Lines,
Modems
Service
Terminals - - 612 4,896 - 38 4,934
Terminals 56l 1,250 711 5,700 8,847 5,000 10,700
Regional
Switchers 1 18 18 144 350 350 Lol
Switcher
Floor Space 1 .8 4.8 38 30 30 68
Switcher
Back Up
Power 1 6.0 6.0 418 20 20 638
Switcher
Personnel 1 Set 128 128 1,024 - - 1,024
Engineering 230 230
Subtotals 11,850 5,668 17,518

Total Bight Year Cost: 17,500

12-18
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Table 12~11. Network Line Characteristiecs
Network: ILETS Number of Regions: _2
Remarks: Austin Region
HMean
Line Total Response
Line First ‘No. of Type Line Mileage Time
No. Node Terminals (Baud) Utilization (mi) (sec)
1 AZID 20 21400 0.611 154 4.6
2 AZFI 17 1200 0.157 313 4.1
3 S¥KA 20 1200 0. 177 352 4,2
3 S¥QP 12 1200 0.035 2l0 3.6
5 SXRK 20 1200 0.170 479 .2
6 SXDP 18 1200 0.112 356 3.9
7 AZUE 17 1200 0.204 338 4.3
8 AZYT 20 1200 0.087 352 3.9
9 AZUN 18 1200 0.101 304 3.9
10 AZUS 12 1200 0.097 224 3.8
11 SXLP 10 1200 0.643 73 8.7
12~ SXPR 19 1200 0.077 395 3.9
13 AZQN ] 1200 0.023 4s 3.4
14 AZAG 13 1200 0.095 428 3.8
15 AZTE 17 1200 0.243 0 4.1
16 SXRC 15 1200 0.228 841 4.3
17 NAEV 15 1200 0.047 293 3.7
Network: TLETS Number of Regions: _2
Remarks: Dallas Region
1 DTJ 1 2400 0.472 0 2.2 |
2 DTL 18 1200 0.325 22 5.0 <
3 DQHQ 9 1200 0.110 69 3.8 |
i DQFT 19 1200 0.242 106 4.5 4
5 DQHD 17 1200 0.135 231 41
6 DQSH 16 1200 0.099 335 3.9
7 DQJY 20 1200 0.105 363 4.0 -
8 AZXJ 20 1200 0.156 316 4,1
9 DQGY 20 1200 0.129 336 b1
10 DQJT 13 1200 0.082 172 3.7
11 DQKT 16 1200 0.308 52 4.8
12 AZPW 8 1200 0.020 272 3.5
13 DQGZ 18 1200 0.125 622 b.0
14 AZLA 19 1200 0.054 567 3.8
15 AZDN 16 1200 0.120 bij- 38 4.0
16 AZWL 18 1200 0.172 588 4,2
17 AZGA W 1200 0.083 368 3.8
18 DTF 20 1200 0.116 378 4.0
19 AZBF 15 1200 0.044 517 3.7

1219
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The least cost configuration of these five 1is the network
shown in Figure 12-3 employing Austin,; Dallas and San Antonio as switcher
locations, (see Paragraph 12.%.2), The Austin region consists of ten
1200 Baud lines and two 2400 Baud lines.

The Dallas region servites 19 lines, all of which are 7200
Baud lines with the exception of one 4800 Baud line. The San Antonio
switcher has =ix 1200 Baud lines and one 2400 Baud line. & single 4800
Baud line connects the Austin switch to Dallas and a single 4800 Baud line
also provides communication from Austin to San Antonio. Table 12-12
provides line topology details for this three region case.

12.0h,2 Cost

Tables 12-13 through 12-17 show eight-year cost breakdowns for
the five three region cases considered. The Austin-Dallas-San Antonio
case exhibits the highest annual line cost of any of the five alternatives
considered ($639,000). The overall eight-year cost, however, is less by
some $200,000 only because required switching facilitles are already in
place.

The remaining four cases indicate virtually identical costs
vhen totals are rounded off, although the Austin-Dallas-Houston configura-
tion exhibits the lowest annual line cost of all alternatives, (§597,000).

As in the two-region case, the location of switchers in the
Western part of the state appear to be least favorable by slight margins
only.

12.4.3 Line Performance

Line performance characteristics for the three region Austin-
Dallas-San Antonio configuration are shown in Table 12-18. Mean response
times vary from 2.2 seconds to a worst case of 5.0 seconds. Of the total
of 38 lines in the network, 22 have mean response times of less than or
equal to U4.0 seconds,

12.4.4 Network Availability

If the data base and switcher upgrades called for in Section
i2.1.2 are implemented, the three region network will have an availability
of 0.973, which implies an average daily system outage for any terminal
conneckted to the Dallas or San Antonio switchers of 39.0 minutes.

12-20

el e P ST




R -4

Figure 12-3.

Three Region TLETS with Switchers in Austin, Dallas and San Antonio (1985)
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Table 12-12, Terminal Assignments

METWORK OPTION: TLFTS/A=D-SA

NUMBER OF REGIONST 3

TERMINALS
LINE TOTAL
REGION NO, NO. STARTING REMAINING
1

b 20 AZID
AZICPAZAVeAUB 2AUH rAZAVIAZCSecAZFHIAZFW  AZFL e AZZH?
AZHN AZIBsAZTY rAZFK rAZYN AZSEr AZUJ P AZUK » AZPB»

2 17 AZFI ,
AZFJ1 ADHS  AZEZ yAZHC 1 AZLZ 1 AZAY P AZFD P AZT A AZANVAZTYP y
RZFBrAZFE s AZAULAZTIUPAZIUNAEY Q.

3 17 AZUE
AZUDPAZBT!AZBU;AZDU!NAOE!AZJUIkZKU:NﬁC@rNACRlAZFU'
AZCUsNADF s AZEU AZLUrAZUC I NADU» '

4 19 AZY1 _
NAEDr AZBN+ AZAE v AZAT INAARTI s AZUF ¢t AZXH AZYC  AZRZ 1V AZAJT
AZZBrAZUWAZAZ e NADOPAZTIZ 1 AZFR1 AZBX P NERZ;

5 18 AZUN
NAEG?AZASr AZUA f NABU AZAD » AZEAr AZAHI AZLS P AZFF r AZKY s
AZJY P AZYL s AZHU AZGP P NAEP» 2ZTIPrAZTIE

6 [ NAAN
NAAP ¢+ MAAGr MACX p NABRINAAD Y

7 LQ AZUS .

) AZUSPAZUX 1 AZMAr AZRIK P AZUZ 1 AZZCr AZGG e AZUR S NACY P

8 13 AZJQ
NADJr BZJE e NAAJSP AZMU I AZGE e AZBTI v AZUF P AZJT  A7KJ+ AZJDG
NABQO+AZJB

9 13 AZAG _
AZQATAZAGe AZZJ 1 SHGF 2 AZZI AZJARVAZUP rAZ YL+ NAEN, AZGQ
AZJCvAZJ s

10 17 AZTE
AZQILrAZAC AZBCIAZXTY 1 AZNGS r AZAX tAZAR+ AZTD yAZAA AZQJY
AZUPrAZJL 2 AZGL I AZTSr AZGK FAZRE s

11 15 NAEV .
HAEW : MAAMrNACZ  SXQRrMARW » SXGK r SXRF A NACU, NADV 1 AZZRY
NADBrAZZW I AZZX P NAEXR S

2

1 17 0T
DTL 'DQMJrDQTR#DGTW#DGBD!DGGD'DQCS!DQRSuDGNArDGCTT
DAHL/DEHIDEBT rDORK 1 DQSUsNANZ

2 3 o7t
DeDT»DOHJ

3 g BeHE
DAITHDAHNDEHP pDECF + DAHT 2 NOTC s DOHK s DRCE

3 19 DoFT ’ )
DEET+DGIHNADPDQANDAMR y NABH»DEBY v DGV I DQSL 1 NARDY
DOHC rDAHE : DEHF +UQEY r DEHW o DEHS ¢ DOHY s NABC

S 17 DEHU :
-DGHK!DGGBJDGNBIDGBEPDGTTINACLODGCHDN“BIlDQGS'DGKH?
NACI +DOLY »DECANARQFDOLZ 1 NABF »

6 16 DEJH

NAAWNAAX DQEN:DQOR r AZGN+DREF r NAEH r NADK » DADW s DREFT
MAAADOACDQEADOEJrNACH

12-22




77-53, Vol. III REPRODUCIBILITY OF THR
CRIGINAL PAGE IS POOR,

Table 12-12. Terminal Assignments (Continuation 2)

7 21 paJy
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AZOATAZEM e AZNK e AZAR e MACY p AZAF P AZX Qe AZNP y AZXN » AZGW e
AZUSIAZXRIAZXI s AZCNv AZXEL 2 AZZP e AZUR I AZWZ A2 ZA»
5 2l 0esY S - _
DAEE DADZ + DAEK :DEED 1 DREL » pROG rDAUT e MAEV s DRET ¢+ NADR «
DADX s MADI r NADY ; NADT o NADS » NACC+ MACP s NAEL s NADD »
190 13 DGJT
NﬂEEvDGBZvDGCHrDGBH'NACT!AZUIvNACFvNACHrDQAY:NAHFv
AZPSeNABE !
i1 16 DAXT
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13 18 DRGZ
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Table 12-13., Network Option Costs in Thousands of Dollars

Network: TLETS Number of Regions: 3
Remarks: Austin - Dallas - San Antonio

One Time
Installation
Recurring Costs Costs Total
Annual Total  Eight Total Eight Year
No. Cost Annual Year Unit Purchase Cost by
Ttem Regqd. Each Cost  Cost Cost ‘Cost Item
Lines,
Modems
Service
Terminals - - 639 5,112 - b0 5,152
Terminals 564 1,260 711 5,760 B, 847 5,000 10,700
Regional
Switchers 2 18 36 288 0% 0* 288
Switcher
Floor Space 2 n.8 9.6 77 o % 77
Switcher
Back Up
Power 2 ] 12 96 0% O 96
Switcher ' ' :
Personnel 2 128 256 2,048 - - 2,048
Engineering 130 130
Subtotals 13,321 5,170 18,491

Total Eight Year Cost: 18,500

®3yiteches exist im Dallas and San Antonioc
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Table 12-14. Network Option Costs in Thousands of Dollars

Network: TLETS Number of Regions: _3
Remarks: Austin - Dallag - Houston

- One Time
Installation
Recurring Costs " - __.  Costs. _ Total
Annual Total Eight Total Bight Year
-~ No. Cost  Annual Year Unit  Purchase Cost by
Item Reqd. Each Cost Cost Cost Cost tem

Lines,
Modems
Service : ' : '
Terminals - - 597 4,776 - 38 4,814
Terminals 564 1,260 711 5,700 8,847 5,000 10,700
Regional
Switchers 2 18 36 288 350 - 35p# 538
Switecher '
Floor Space 2 1.8 9.6 TT 30 30% 107
Switcher
Back Up
Power 2 6.0 12.0 96 20 20 116
Switcher
Personnel 2 Sets 128 256 . 2,048 - .- 2,048
Engineering ' ' 230 230
Subtotals . 12,985 . 5,668 18,653

Total Eight Year Cost: 18,700

*¥New facility required in Houston only
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Table 12-15. Network Option Costs in Thousands of Dollars

Network: ILETS e : Number of Regions: _3
Remarks: Austin - Dallas - Midland ’

One Time
Installation
Recurring. Costs Costs Total
Annmzal Total — Eight Total Eight Year
. No. Cost Annual Year - Unit - Purchase  Cost by
Ttem Read. Each Cost Cost Cost Cost Item
Lines,
Modens
Service
Terminals - - 604 4,832 - 38 4,870
“Terminals 564 1,260 . 711 - 5,700 8,847 - 5,000 10,700
Regional
Switchers 2 18 36 288 350 350 638
Switeher _ o
Floor Space 2 4.8 . 9.6 77 "~ 30 . 3p% - 10T
Switcher '
Back Up
Power 2 6.0 12.0 96 20 20 116
Switcher ' . S ' : -
Personnel 2 128 256 2,048 -~ - 2,018
Engineering ' 230 230
Subtotals 13,041 5,668 18,709

Total Eight Year Cost: - 18,700

*New facility required in Midland only
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Table 12-16. Network Option Costs in Thousands of Dollars

Network: TLETS Number of Regions: _3
Remarks: Austin - Dallas - fAmarillo

One Time
Installation
Recurring Costs Costs Total
Annual Total Eight Total Eight Year
Ko. Cost Annual  Year nit Purchase Cost by
Item Reqd. Each Cost  Cost Cost Cost ITtem

Lines,

Modems

Service

Tarminals - - 807 4,856 - 38 4, 894
Terminals 564 1,260 711 5,700 8,847 5,000 10,700
Regional

Switehers 2 18 36 283 350 350 638
Switcher

Floor Space 2 4.8 9.6 77 30 30#% 107
Switcher

Back Up

Power 2 5.0 12.0 96 20 20 116
Switcher

Personnel 2 128 256 2,048 - - 2,048
Engineering 230 230
Subtotals 13,065 5,668 18,733

Total Eight Year Cost: 18,700

¥New facility required in Amarillo only
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Table 12-17. HNetwork Option Cogts in Thousands of Dollars

Network: TLETS Number of Regions: _3
Remarks: Austin - Dallas - Lubbock
{Une Time
Installation
Recurring Costs Costs Total
Annual Total Eight Total Eight Year
No. Cost Annual  Year Unit Purchase Cost by
Item Reqd.  Each Cost  Cost Cost Cost Ttem

Lines,
Modems
service
Terminals - - 602 4,816 38 4,854
Terminals 564 1,260 711 5,700 8,847 5,000 10,700
Regional
Switchers 2 18 36 288 350 350 638
Switcher
Floor Space 2 4.8 9.6 77 30 30% 107
Switcher
Back Up
Power 2 6.0 12.0 96 20 20 116
Switching
Persaonnel 2 128 256 2,048 - - 2,048
Engineering ' 230 230
Subtotals 13,023 5,668 18,693

Total Eight Year Cost: 18,700

*New facility required in Lubbock only
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Table 12-~18. Network Line Characteristics

Network: ILETS Number of Regioms: _3
Remarks: Austin Region
Mean
Line Total Response
Line  First No. of Tyne Lins Mileage Time
No. Node Terminals (Baud) Utilization {mi) (=ec)
1 AZTD 20 2400 0.611 154 1.8
2 AZFT 17 1200 0.157 313 4.1
3 AZUP 20 1200 0.220 373 4.4
h AZYT 15 1200 0.067 269 3.7
5 AZTH 18 1200 0.101 304 3.9
) NAAN 6 1200 0.012 111 3.4
7 AZBHN 18 1200 0. 1481 372 b1
8 AZID 20 2400 0.611 154 b.6
9 AZFT 17 1200 0.157 313 19
10 AZBT 20 1200 0. 186 437 h.3
11 AZUN 18 1200 0. 101 304 4.0
12 NAAG 9 1200 0.021 165 3.5
Network: ILETS _ : Kumber of Regions: 3

Remarks: Dallas Reegion

1 DTJ 1 4800 0.472 0 2.2
2 DTL 18 1200 0.325 22 5.0
3 DQHQ 9 1200 0.110 69 3.8
y DQFT 19 1200 0.242 106 4.5
5 DQHU 17 1200 0.135 231 4.1
6 DQJH 16 1200 0.099 335 3.9
7 DQJY 20 1200 0.105 363 4.0
8 A7XJ 20 1200 0.156 316 4.2
9 DQGY 20 1200 0.129 336 4,1
10 DQJT 13 1200 0.082 172 3.8
11 DQKT 16 1200 0.308 52 4.8
12 AZPY ] 1200 0.020 272 3.5
13 DQGZ 18 1200 0.125 622 4,0
14 AZLA 19 - 1200 0.054 567 3.8
15 AZPN 16 1200 0.120 42l k.0
16 AZWL 18 1200 0.172 588 4.2
17 AZGA il 1200 0.083 368 3.8
18 DTF 20 1200 0.116 378 k.0
19 AZBF 15 1200 0.04%4 517 3.7
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Table 12-18. HNebwork Line Characteristics
(Continuation 1)

Network: ILETS Number ¢f Regions: _3
Remarks: San Antonio Region
Mean
: Line Total Response
Line First No. of Type Line " Mileage Time
No. Node Terminals {(Baud) Utilization {mi) {sea)
1 SHLP 10 2100 0.324 0 2.7
2 SXLE 12 1200 0.037 220 3.5
3 sXqQp 19 1200 0.095 319 3.8
! SXRK 19 © 1200 0.169 376 k.1
5 SXBQ 10 1200 0.090 341 3.6
) 3360 18 1200 0.172 310 n1
T SXsR i 1200 0.015 82 3.3
12.5 OPTION 4 -~ SEPARATE TLETS AND NEW DATA NETWORKS
12.5.1 Topology

Growth of new data types in Texas is such that communication
facilities for these data types should be implemented in two phases. An
initial network bto handle traffic requirements through 1980 is shown in
Figura 12-4. A complete network sufficient to handle predicted new
traffie volumes from 1981 through 1985 is shown in Figure 12-5. Both
networks are basically starred networks to provide desired response times
ab terminals.

~ Table 12-19 lists cities included in the network which
funetions through 1980 and Table 12-20 shows terminals to be added to make
up the final new data network which functions from 1981 through 1985. The
first network employs 14 fterminals. In the second network 18 locations
are added for a total of 32.
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Tahle 12=-19. ©Separate New Data Terminals Through 1980

Code Name Terminal Location
ICRA JCR Dala Conversion, Austin
TDCA® TDC H.Q., Huntsville
BPPA% . BPP H.Q., Austin
TYCA TYC H.Q., Austin
TYCB Gatesyille TYC, Coryel
TYCC Gainesville TYC, Cooke
TYCD Giddings TYC, Lee
TYCE Brownwood TYC, Brown
TYCF Corsicana TYC, Navarro
TYCG Pyote TYC, Ward
TYCH Waco TYC, MelLennan
TYCT Crockett TYC, Houston

#2 terminals, 1 each for CCH and OBSCIS

Table 12-20. BSeparabte New Data Terminals to be Added to Those of
Table 12.19 to Make up 1981 Through 1985 Network

Code Name Terminal Location
CTAD El Paso Courts
TDCC Eastham CCH, Fodice
TDCG Ramsey I CCH, Angleton
TDCI Ramsey II CCH, Angleton
IDCK Jester CCH, Stafford
TDCO Goree CCH, Huatsville
Cria Dallas-Ft. Worth Courts
CTAE Austin Courts
TDCD Ellis CCH, Riverside
TDCH Clemens CCH, Brazoria
TDCL Retrieve CCH, fngleton
TDCP ‘Mt View CCH, Coryell
CTAB Houston Courtsa
TDCE Ferguson CGH, Weldon
TDCM Central CCH, Stafford
CTAC San Antonio Courts
TDCE Coffield CCH, Palestine
ThCF Wynne CCH, Huntsville
™Cag Darprington CCH, Alvin
TDCN Huntsville Diag. CCH
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12.5.2 Cost

Total eight-year costs for the separate new data network
amount to $1,350,000 as shown in Table 12-21. Costs for lines, modems,
service terminals and network terminals are broken down for required
network phasing. It is assumed that the first network is built in 1978
and the second in 1981. As in previous costing, new terminals for the
network are purchased.

It is assumed that new data type Tiles, with the exception of
CCH files, will be implemented at a new single computer facility in
Austin. That is, functions of the TDC, BPP, TYC, OBSCIS and SJI3 will be
integrated on a single computer. Required mean service times for this
computer are indicated in Table 12-22.

The costing of this computer is not ineluded in the cost
comparisons for Options U4 and 5. This does not invalidate the cost
comparisons carried out here, since the comparative issue is network
integration with TLETS lines versus separate new data nebtwork
construction. In either case, a separate computer facility from the
TCIC/LIDR and MVD facilities is called for.

12.5.3 Line Performance

Line performance characteristies for the 1981 through 1985 new
data network are shown in Table 12-22. Mean response times vary between
11.9 seconds and 17.7 seconds for the lines. These response times are in
keeping with functionzl requirements for these data types.

12.5.4 Network Availability

The netwoprk availability for the separate new data network is
calculated at 0.978 which implies an average outage per day of 37.0
minutes. This assumes similar performance as in the single region
TLETS Network.

12.6 OPTION 5 -~ AN INTEGRATED TLETS AND NEW DATA NETWORK
12.6.1 Topology

Integration of new data type terminals into the TLETS net-
work involves a two-step implementation procedure as new data terminals
are added to the network in the same manner that the separate new data
network implementation is carried out. The network consists of a single
region TLETS network with new data terminals added at appropriate points.
Table 12-23 lists terminals assigned to the 43 lines called for in the
integrated network of 1981-85. Si¥ of the new data terminals remain
connected in a star configuration and the remainder of the new data
terminals are integrated into multidropped lines with law enforcement
agencies,

12-34
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Table 12-21. Network Option Costs in Thousands of Dollars

Total Eight Year Cost:

Network: New_Data Number of Regions: _1_
Remarks: Separate New Data Network
One Time
Installation
Recurring Costs Costz
Total Total
Anpual Purchase Eight
Annual Cost Eight Cost Year
No. Cost To 1981~ Year Unit Cost by
Iten Reqgd. Each 1980 1985 Cost Cost 1978 1981 Item
Lines, Modems -~ - 51 121 758 - 1.8 2.6 762.4
Service
Terminals
Terminals H/32% 1260 18 [} 254 B.847 124 159% 537
Regional
Bwitchers
Switcher
Floor Space
Switeher
Back Up
Poyer
Switcher
Personnel
Engineering o 10 50
Subtotals 1,012 165.8 171.6 1,349.4
1,350

#18 additional units
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Table 12-22. HNetwork Line Characteristics

MNetwork: New Data Tvpe Mumber of Regions: _1
Remarks: Austin as Regional Center

.Line Total Mean

Line First No. of Type Line Mileage Response Time
No., Node Terminals {Baud) Utilization (mi) {sec)
1 ICRA 1 2500 0.512 0 14,6
2 CTAa 1 K300 0.611 181 11.9
3 CTAB 1 k800 0.541 147 11.3
4y  CTAC 1 2100 0.473 73 13.7
5 CTAD 1 1200 0.364 B30 17.7
6 CTAE 1 1200 0.362 0 17.7
T TDCA 1 2400 0.367 134 i3.2
8 TDCB 1 1200 0.180 162 16,0
9 TDCC 1 1200 0.180 154 16.0
10 TDCD [ 1200 0.163 134 15.8
11 TDCE 1 1200 0.150 154 15.6
12  TDCF 1 1200 G.140 134 15.5
13 TDCG 1 1200 0.128 159 15.4
i4  TDCH 1 1200 0.088 159 15.1
15  TDCI 1 1200 0.077 159 15.0
16 TDCJ 1 1200 0.066 161 i5.0
17  TDCK 1 1200 0.066 126 15.0
18 TDCL 1 1200 0.060 59 14.9
19  TDCM 1 1200 0.060 126 1.9
20  TDCHN 1 1200 0.052 134 14,8
21 IDCOo ] 1200 0.038 134 18.7
22  TIDCF 1 1200 0.027 80 1.6
23 BPPA 1 2100 0.382 0 13.2
24 TYCA 1 1200 0.082 0 15.0
25  TYCB 1 1200 0.059 80 14.9
26 TICC 1 1200 0.027 233 14.6
27  TYCD 1 1200 0.027 hg 1.6
28  TYCE 1 1200 0.082 124 15.0
29  TICF i 1200 0.01h4 145 14.5
30 TYCG 1 1200 0.014 320 .5
31 TYCH 1 1200 0.014 95 .5
32 1 1200 0.014 54 1%.5

TYCI

qat
e e et ey Vg a4 e e e
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12.6.2 Costs

Total elghtsyear costs for ithe integrated TLEYS New Data Type
Network are $16,300,000 as shown in Table 12-24%. The phasing for line
reconfiguration and addition of 18 new terminals in 1981 is indicated.

12.6.3 Line Performance
Line performance for the integrated TLETS New Data Type Network is

tabulated in Table 12-25. Response times vary from 2.5 seconds to 8.2
seconds. Line configurations are such that prioritization of law
enforcement message types is not required.
12.6.4 Network Availability

Assuming data base upgrades called for in Section 12.1.2
are implemented, the availability of dataz bases to any terminal on
the network is 0.974. This availabilibty implies an average network
daily outage at any terminal on the network of 37.0 minutes.

12.7 COMPILATION OF COST AND PERFORMANCE DATA - OPTIONS 1 THROUGH 5

Table 12-26 compiles cost and performance data presented in
this section for each of the five STACOM/TEXAS Network options.

The next Section discusses these findings and also presents
results of additional network studies carried out in Texas.
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Table 12-23. Terminal Assignments

1

STARTING
SXLP

SXKA
SXQP
S¥RK
SXDP
AZUE
AZTE
EZYI

MNAAM
ICRA
CTAB
CTAC

CTAE -
TDCK

BPPA
TYCA

AZUS

AZUX
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TLETS WITH MEW DATA TYPE

TERMINALS

REMAINING

SXFS1S  +SYRJISXAYrAZZD SRS SAYArSXTYHE,,SXAW,

MABX r SXGY:SXDJ+ SKXOK rSXBRI SXAP s SXRCr SXPU  NAFB s SXBHT
NACS+SXSDSXBRMAAK rSEDNS rNACN s SXDL e SXDM,

NACA ' SXGCrSYBK r SXPJrSXBL1SXRT1S¥BE r SXTF s NADX YNADNT
SXADyNADW SYBL¢NAAHISXWT/SXITSXBW e MAAC ) SYRZ,

SXRLSXTJeNACE ) SXNA?SXRSrSHAHr SXRY 1 SXOM, §XRP 1 SXUL 7
SXYK rMAEU » SXRW ¢ SXCO+ SXHT 1 SXARYSKRANRDZ, NAEAS

AZUNMAEQ: TDCL ¢ TOCLe TOCH TNCGr AZAN AZF A AZBH AZLS
AZFF 1 AZGPMAEP» AZIP ALIF 1 GROF P SXDT ) MARY,

AZUD AZBTr AZBU  AZNN MADE + AZJUr 82K P NACQ s MACRr AZF U »

S AZCUrNADF r AZEU AZELIPAZIIL ¢

AZQTrAZACIAZBC , AZXY tAZMS I AZAX AZARSAZTD s ATAALAZQJT
AZUPrALJL 2 AZQLrAZTS AZAK  AZR T

MAED s TUCM»aZAS AZUIA rMABLI  AZKY y AZJY e AZYL yAZHII e MACE »
AZIZeAZID e MABR TYCDrMAAR MACK AZFP

NAAP+ AZGM NACC  NAAN Y

SXOG;NQBD'SXPRvSXFGfSXKCiMAADtSXSN!SXLE.MAAFfSYQX-
SXRBrMABT +MACW s MAQK rMARL » GXCC rMAFT » SXQZ NAEF 4

AZICrAZAVAUR sAUH +AZAVIAZCSe AZFHP AZLFW e AZFLAZ2ZH,
AZHN AZIB AZTY rAZFR I AZYN e AZSE P AZUJr AZUK AZPT

AZF T ALF I AO+SeAZHCr AZL Zr AZAN» AZFN  AZTA»TRCJIr AZAN
AZYPALFRyRZFERZAUrAZTUAZIUIAZY RS : :

AZUSAZNA» AZRK r AZUZ s BZZC e AZ7 A+ TYCRIAZCM L AZXL s TOCR,y

CAZZPYAZUG

TYCH1AZAF-AZXQ;NACYJﬂZ¥MrﬁZXKJAZTﬂjﬂzxwiAZGNfAZKSfﬁ
AZXRtAZXT
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Table 12-23.

AZAN
DaHT
DTJ
BTL
DaUH

DQGT

0RJT
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NAAN

CTAA .

TDCA

TDCN
TDCO
TYCF

AZJE
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AZTJ
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AZPN
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" Terminal Assignments (Continuation 1)

RZAE+ AZAY e MAALPAZAJP ALZR Y MAEX +NAEV Nan.A?Uw:AZAZv
NADD » NABZ £ 8ZBX»

DOHP rPACF DEHM e NAIT rNAHA rNAHR ¢ NBAN S DRFT »DAFT +DADT »
DRHJNATIH NADP  DEHW rDOHS » NEHY 2 NARC + MASH, DARY ¢

. DAMJyDUTRrDATH »DQRO Y NRGNy NECSrDARS ¢ DAMA»DQACT ¢ DAHLTF

DAHI +DUBT »NQRK 1 DEASU # DOHZ »

DRIY +MACL rNIRCH» DAJY t NOMU s NENH+ NADM ¢ MAR T, DRGS ¢ DAKH
NACTI »NQEA»DQEJ MACH? DRACY

UOEE!DODZ!UQKYrNAEGTNAAU'ﬂQGXrDQLHrDQLT;DQERfD@PFt
DOEC f NAEW » MABRS »DAGS r DRKHrMACTI P MAEZ rMRAR S MAAS 1 DREZ y

DﬂBHrMRtT?BZUIyNACFrn@ﬂnonBHCrDOHErbNHF)DGEY'DOVIP

. D@SLry

DRCYNTQ +DOMNW,DQLT*NOHANOHD r DAHT fRAKH,,DOHADTC
DOZYrNAEFrNAEDiD@EZ!DQCH1NAEELOQDHrDNﬁU{

NAAPDUENDEDR r AZGN F DOEF y NQOYW e TDCR e DAEP y MAAA

AZUE rAZXHI AZYCrAZRZ r AZAR : MADU » NANK ¥ MAEH,, TYCTI y TOCE »
TDCC rMACJsMACK ¢

DAEX + NQED 1 POEL (DQET r NANR rn@DX rMADT r MANY , MADNT +HADS »

MACO 1MACP 1 MAEL» NADU r DGO+ NOUT » NAEJ» TOCF ¢ TRED s

DAHU rDOHX r DQGE s DEMH r PRBE e DAL Xy DGCﬁrNﬁqQ'TYCCthQLZr
-NAHF!AﬁXJ:AZDA'f@CE:D@DCtnnHKt

NAAJ:AZMJ:&ZGE:\,HIrAddF!QZJI:AZKJ!ﬁZdD;NAHO;

NAALrALPSaNABErA’“ZrDGAYrHAHP:NACH!DﬂﬂY:DQrd:DQde
NADGrNADH# AZPX s NS T AZPZ P HADQY

AZIKrBZJUPrAZJA s AZ:Y 1 SAGFSRGRNAEL P MAEM, SYPAMADA
AZZJFTICGrAZGRPAZI S AZJJ I AZINIMAEY ¢t AZTL ) MAEN

AZIWrAZGMP AZTIFPAZTLY \ZLJ!AZKSIAZIXJﬂZJK A?LF»A?LF,
MAEA, AZLN)AZIRyNARV. P ZINrMAAR, -

AZPP:ALPLIAZPISAZEL . LK AZLL s AZLR/MARG ATKW, " 7+
AZYEsAZXZ  AZLQs AZPuIr: ‘PRI RZRB

NADL e AZAMr AZWJ s AZWK #80 AT 1 AZWE P AZWF ( NARY ,NACM 1 AZSP ¢

AZWB I ALWAPAZSZ e AZNDP AL MC AZEX Y

AZGBAZGCIMAAQrMARM? AZE pWABN + AZPF p MAFH s A7RE 1 AZPO
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Terminal Assignments (Continuation 2)

AZODrALPArRZKD
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Network Option Costs in Thousands of Dollars

Network TLETS Network with New Data Number of Regions __1
Remarks A Single Integrated Network
One Time
Installation
Recurring Costs Costs
Total Total
Annual Total Eight
Annual Cost Eight Purchase Year
No. Cost To 1981- Year Unit _  Cost = Cost by
Iten Reqd. Each 1980 1985 Cost Cost 1978 1981 Item
Lines, Modems - - 620 634 5,030 38 2 5,070
Service
Terminals
Terminals 578/ 1,260 729 751 5,942 8,847 5,100 159*% 11,201
596
Regional
Switchers
Switcher
Floor Space
Switcher
Back up
Power
Switcher
Personnel
Engineering
Subtotals 10,972 5,138 161 16,271
Total Eight Year Cost 16,300

¥18 Additional Units

12-41
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Table 12-25. HNetwork Line Characteristics

Network TLETS with New Data Type Number of Regions
Remarks Austin as Remional Center

Line Total Mean

Line First No. of Type Line Mileage Response Time
Ho. HNode Terminals (Baud) Utilization (mi) {sec)
1 SYXLP 10 1200 0.637 73 8.2
2 SXKA 19 1200 0.144 LT .7
3 SiQP 20 1200 - 0.179 356 4.8
4 SXRK 19 1200 0.167 433 .8
5 SXDP 19 1200 0.431 269 . 6.7
6 AZUE 16 1200 0.201 320 .9
7 AZTE 17 1200 0.241 o] 4.8
8 AZYI 18 1200 0. 140 352 h.6
9  NAAN 5 1200 0.020 59 3.9
10 ICRA 1 2400 0.524 0 3.9
11 CTAB 1 2400 0.595 147 2.5
12 CTAC 1 2400 0.U486 73 3.4
13 CTAE 20 1200 0.437 374 6.3
14 TDCK 20 2400 0.638 156 5.7
15  BPPA 1 2400 0.390 0 3.2
16 TICA 19 1200 0.305 313 5.6
17 AZUS 13 1200 0.168 143 4.6
18 AZUX 13 1200 0.153 176 4.6
19 AZBN 14 1200 0.063 255 4.2
20 DOHT 20 1200 0.308 297 5.6
21 DTyg 1 4800 0.472 181 2.2
22  DQsu 16 1200 0.296 181 4.8
23 DQJH 16 1200 0.090 394 by
24 DQGY 19 1200 0.136 k51 4.6
25 DQJT 2 1200 0.122 254 b i
26 DQKT 19 1200 0.316 213 5.6
27  NAAW 10 1200 0.250 278 5.0
28 CTAA 1 4800 0.668 181 2.9
29 TDCA 1 2100 0.375 134 3.2
30 TDCN 14 1200 0.427 279 6.5
31 TDCO 20 1200 0.421 b3 6.6
32 TYCF 17 1200 0. 161 369 L.
33 AZJE 10 1200 G.185 549 b7
34 AZPW IVs 1200 0.065 356 4.3
35 AZTJ 20 1200 0.136 698 4.7
36 AZI1S 17 1200 0.082 523 b n
37 AZ PN 17 1200 0.129 550 4.6
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Table 12-25.
(Continuation 1)

Network Line Characteristics

Network TLETS with New Data Type

Number of Regions 1
Remarks Austin as Regional Center
Line Total Mean
Line First ©HNo. of Type Line Mileage Response Time
No. Node  Terminals (Baud) Utilization (mi) (sec)
38 AZWL 18 1200 0.170 661 4.8
39 AZGA 14 1200 0.082 386 4.3
ko AZAG 20 1200 0.457 1078 6.5
41 DTF 15 1200 €.080 446 .3
o NaaM 16 1200 0.051 317 4.2
43 TR 20 1200 0.135 623 4.6
Table 12-26. Compilation of Cost and Performance Data
for Texas Options 1 Through 5
Option 1 2 3 4 5
Separate TLETS
1 2 3 TLETS, plus
Network Region Region Region Hew Data New Data
_JItem Parameter
1 One Time Cost (3K) 5.2 5.3 5.2 5.6 5.2
2 Eight Year 10.6 11.8 13.3 11.6 11.0
Recurring Cost
($K)
3 Response Time 5.0 5.0 5.0 5.0/ 6.7
(sec) _ 15.0%
4 Availability 0.979 0.973 0.973 0.979 0.979

*#15.0 on separate New Data Network
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SECTION 13

STACOM/ TEXAS NETWORK COMPARISONS

This section provides a comparative overview of the five
STACOM/ TEXAS Network Options and also presents results of three additional
studies. One additional study assesses the impact On network costs of
reducing response time at terminals to less than the § seconds called
for in the STACOM/TEXAS Functional Requirements. A second study deals
with impacts on the TLETS network due to inclusion of eclassified fingerprint
data., The third additional study investigatesz the potential for line
savings if network multidropping is carried out without the restriction
of serving C.0.G. agencies on separate lines.

13.1 COMPARISON OF THE THREE TLETS OPTIONS

Each of the three TLETS options, Opbtions 1 through 3 involving
the use of 0 to 2 regional switchers, in addition to the existing Austin
Switcher, have been designed to meet or exceed STACOM/TEXAS Functional
Requirements. The prinecipal issue of comparison between networks thus
becomes cost. Costs presented here, and in the previous Section 12, are
based upon total eight-year installation and recurring costs for the year
1978 through 1985 as developed in Section 9.

Figure 13~1 presents total eight-year costs for Options 1, 2
and 3. The single region TLETS network is the least expensive. The best
two region case with switehers in Austin and Dallas, and the best three
region case with switchers in Austin, Dallas and San Antonio follow with
increasing Ltotal costs.

The network with the least recurring line costs is the
three region Austin, Dallas, Houston configuration (see Section 12).
The network with the greatest recurring line cost is found in the three
region Austin, Pallas, San Antonio case, However, the latter case
exhibits lowest overall costs for three regions, since the eight-year
difference in line costs does not justify the movement of switchers.

In any case, the single region network is the least cost
network. These results show that line savings due to the use of regional
switchers located throughout the state do not offset the additional
costs incurred for regicnal switcher hardware, sites, personnel, ipterregion
lines and increased engineering costs encountered in a more complex
network.

Since all networks meet functional requirements, the conclusion
-is that the STACOM/TEXAS single region network is the most cost-effective
option of the first three options.




2-€l

DOLLARS, millions

20

[ 5]
N3

]
o

s
©

/7] TOTAL 8 YEAR
RECURRING COST

R ONE TIME
Bl INSTALLATION COST

CASE SWITCHER LOCATIQN(S}

1 REGION AUSTIN

2 REGION AUSTIN, DALLAS

A

3 REGION AUSTIN, DALLAS,
SAN ANTONIO

LU I

‘ ) 2 3
REGION REGION REGION {PRESENT SYSTEM ESTIMATE)

Figure 13-1. Total Comparative Cost 1978 Through 1985
Options 71 Through 3

IXT "Toh ‘£G-LJ




77‘"53’ Vol- IIT

13.2 SEPARATE VS INTEGRATED TLETS/NEW DATA NETWORK(S)

Whether integrated with the TLETS Network or not, the
estimated growth of new data types from the present until 1985 calls for
the implementation of 14 terminals through 1980 and the addition of 18
more terminals in 1981, for a total of 32 operational terminals from 1981
through 1985, This means that in either case there is an additional one-
time installabion cost incurred in 1981.

When installation and recurring costs are totaled over an
eight-year period for the separate and integrated configuration, the
costs are as shown in Figure 13-2.

if the TLETS and New Data networks were to be implemented as
two separate networks, the totsd eight-year comparative cost is
$17,150,000, or approximately 17.2 million as shown. If network lines are
integrated in accordance with Option 5, the total cost is $16,300,000. The
eight year estimated difference is $850,000.

The monetary benefits of integration over an eight-year period
are significant enough to come under consideration in the management deci-
sion to implement Options 4 or 5,

Mean response time requirements are met in the integrated
network without a need for message prioritization.

13.3 NETWORK COST SENSITIVITY TO RESPONSE TIME

The effect of reducing network response time on annual
recurring costs for lines, modems and service terminals in the single
region TLETS case, (Option 1), was investigated. Network optimization
computer rmms were carried out at a number of poinis where the required
response time was set at less than 9 seconds. The program then found
the required networks and produced costs for each run.

Figure 13-3 shows the results of this analysis, which was
carried out with the same mean service times for the Austin Switcher and
Data Base Computers used in Option 1 rtns bto clarify the effect on network
costs. The figure shows that for the STACOM/TEXAS single region TLETS
network, there is virtually no cost penalty for specifying a response time
down to approximately 7.0 seconds. Stabing the case alternatively, a
network that meets a 9.0 second response time requirement also meets a T.0
second requirement.

A slight increase in cost begins to appear at 6.0 seconds, due
primarily to the reduction of the number of multidropped terminals on some
of the lines. This reduction is required to meet the lower response time
goal .

A substantial inerease in cost of about 10% is required to
realize a reduction in response time from 6.0 to 5,0 seconds. Reductions
in mean response time requirements below 5.0 seconds begin to result in
rapidly increasing costs.
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13.4 IMPACT OF FINGERPRINT DATA ON LEADS NETWORK
13.4.1 Topology

Predicted growth of fingerprint data types is contingent on
the development and use of digitizer and classifying equipment located in
major Texas cities. The STACOM Study implementation schedule calls for a
first digitizer/classifier to be located in the Dallas-Ft. Worth area
in 1981 and three more to be added to the system in 1983 a% Houston,

San Antonioc and El Pasc. The incorporation of these facilities involves
a slight modification to the topology of the single region TLETS case,
(see section 12.2). The TLETS Network with fingerprint data added

as specified requires a total of 36 multidropped lines. These lines,
and their principal characteristics, are summarized in Table 13-1.

13.4.2 Costs

Total eight-year costs for a TLETS Network which handles
fingerprint data are broken down in Table 13-2. Costs for the LEADS
System from 1978 to 1985 are shown separately. In 1981, the incremental
costs for the first terminal in Dallas are shown. These costs are
incurred through 1985. The three-year costs for the addition of the final
three terminals in 1983 through 1985 are also listed.

Total eight-year costs are $16,537. Costs for lines, modems,
and service terminals, (listed as LINES in Table 13-2), account for about
8% of the eight-year cost increase over the single region LEADS without
fingerprints and the costs for fingerprint processing eguipment accounts
for 92% of the additional cost.

As indicated in Table 13-2, the purchase cost for a single
fingerprint digitizer-classifier is estimated at $200,000 per unit. Annual
maintenance is assumed to run at $12,000. :

15.4.3 Performance

The principal performance question of interest when
considering the addition of messages with long average message lengths,
such as fingerprint data, to the TLETS Network is the potential degrading
effect on response times for higher "priority" type messages involving
officer safety.

An analysis of the mean and standard deviation of message
service times on the TLETS Network with fingerprint data added, indicates
that mean response time goals specified in the STACOM/TEXAS Functional
Requirements will be met satisfactorily without the necessity of message
prioritization by the computer.

This result stems from two considerations. First, the
classification of fingerprint data allows for substantial reductions in
the u2tual amount of data characters transmitted for each fingerprint
(1852 characters). Second, while this message length is still

13-6
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Table 13-1. Network Line Characteristics

Network TLETS with Fingerprint Number of Regions
Remarks Austin as Regional Lfenter

Line Total Mean

Line First No. of Type Line Mileage Response Time
No. ©Node Terminals (Baud) Utilization (mi) (sec)
1 SHLP 10 1200 0.640 73 9.0
2  AZID 20 2400 0.608 154 5.0
3  AZFI 17 1200 D.156 313 4.4
4 SxkA 19 1200 0.144 469 . b,y
5  SHQP 19 1200 0.069 344 4.1
6 SXRK 19 1200 0.168 433 b5
7 AZUE 16 1200 0.202 320 4.6
8  SxaC 18 1200 0.121 350 4.5
9  AZTE 20 1200 0.247 70 4.9
10  AZUN 18 1200 0.100 304 4.2
11 FPAB 1 2400 0.545 147 3.5
12 FPAC 17 1200 0.528 375 6.4
13 AZUS 11 1200 0.083 143 b0
14 AZUX 17 1200 0.114 396 4.2
15 AZBN 14 1200 0.064 255 4.0
16 DQHT 20 1200 '0.309 297 5.2
17 DTJ 17 4800 0.549 181 2.7
18  DQHU 10 1200 0.09%4 309 4.0
19  DQEK 17 1200 0.076 k1 4.1
20 AZXJ 16 1200 0.145 286 k.3
21  boey 19 1200 0.136 451 4.4
22  DQJT 12 1200 0.123 254 4.2
23  DQKT 19 1200 0.318 213 5.3
24  AZUF 19 1200 0.095 4hg 4,2
25 FPAA ] 2400 0.626 181 3.9
26  AZPW 17 1200 0.065 356 4,1
27  AZIJ 19 1200 0.124 698 4,3
28  AZLA 19 1200 0.053 623 4.1
29  AZIS 17 1200 0.083 523 4,1
30  AZPN 17 1200 0.136 550 4.3
31 AZWL 18 1200 0.171 661 4.5
32 - AZGA 14 1200 0.083 386 4,1
33 AZAG 9 1200 0.437 706 6.0
34  DIF 15 1200 0.080 446 4.1
35  AZBF 1 1200 0.025 489 3.8
36  NASM 16 1200 0.051 317 k.0

13-7
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Table 13-2. Cost Summary by Year for TLETS Network
with Fingerprint Data.

Annual Total Eight-Year Total
Number Cost Annual Recurring Unit Purchase
Year(s) Item Required Each Cost Cost Cost Cost
1978- Lines - - 615 4,928 - 37
1985 TLETS o
- Terminals 564 1,260 TN 5,700 8.847 5,000
1431~ Lings* - - 3.2 16 - .22
1985 Fingerprint*
Terminals 1 12 12 60 . 200 200
1983- Lines* - - 5 15 - 1
1985 Fingerprint*
Terminals 3 12 36 108 200 600
10,827 5,838
Total Eight Year Cost 16,665

*Added Costs in Years Shown

comparatively long with respect to the normal TLETS message types, the
oceurrence of fingerprint messages on the network accounts for only
about 1% of the total traffic predicted for 1985.

For these reasons, the mean response time goal of less than,
or equal to 9 seconds is met for the network topology presented above.

13.5 LINE SERVICE TO COUNCIL OF GOVERNMENTS

In the present TLETS system, multidropped lines providing
service to agencies throughout the state are organized such that single
multidrop lines service agencies in jurisdictions of a single Council of
Governments (COG). ' o

& study was carried out to compare costs of the single region
TLETS network, (Option 1), in which multidropped lines were not restricted
to servicing single C€.0.G. areas only, and costs for a single region TLETS
network in which multidropped lines were organized to service single
C0Gs,

13-8
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The resulting COG-oriented network is shown in Figure 13-4,
Annual recurring line costs for this network amount of $617,000 as com-
pared with $611,000 for the unrestricted multidropping Option 1 case.
Since all other network costs are comparable, the difference of $6,000
per annum over eight years amounts to $48,000. This difference is
not considered significant when compared to overall network costs.
The result is that significant cost savings are not to be realized
in the abandonment of a COG orierted approach.

Performance characteristies for the network pictured in Figure 13-4
are presented in Table 13-3."

139
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Table 13-3. Network Line Characteristics

Network TLETS Under COG Structure Number of Regions
Remarks Austin as Regional Center o

_ Line _ - Total Mean A
Lirie First No. of - ‘Type Line - Mileage Response Time
No. DMNode Terminals (Baud) Utilization (mi) (sec)
1 S 1 2400 0.302 73 - 2.6
2 AZZD 20 1200 0.102 305 3.9
3 - NACA 8 1200 0.030 96 3.5
4 NARG - 17 1200 . 0.095 . 491 3.9
5 NAEO 13 1200 0.059 261 . 3.7
6  AZRI 17 1200 0.243 0 4.5
7  NAAP 8 1200 0.025 128 3.5
8 NAEW 5 1200 0.011 107 3.4
9  AZUS 17 1200 0.119 245 .0
. BXBP 7 1200 0.052 247 3.5
. SXBJ 18 1200 -~ 0.173 358 4,2
12 AZAG 12 -~ {200 0.07h - 469 3.7
13 DQDR 18 1200 0.083 506 3.9
14 - DQEK 20 - {200 - O0.1c4 - Lug 4.0
15  NAAX 8 1200 0.077 264 3.6
16 NABX 1k 1200 0.067 . - Pk 3.7
17  AZXR 15 1200 0.127 249 3.9
18 AUB 1 2400  0.495 147 3.4
19  AZHN 20 1200 0.241 196 4.5
20  AZIB 18 1200 0.157 . 308 A
21 AZYC 6 1200 0.053 185 3.5
22  NAEQ 18 1200 0.098 317 3.9
23  SXBRL 18 1200 0.163 399 4.1
24 NAEK 12 . 1200 0.048 323 3.6
25 DQHT 28 1200 0.310 297 4.9
26 DTJ 1 2100 0.472 181 2.2
27  DQSU 16 1200 0,296 181 RN
28 4ZDA - 10 1200 . 0.061 280 3.6
29  DQJT 18 1200 0.243 261 4.5
30 DTQ 20 1200 0.266 298 4.6
31 ARJS 15 1200 ° 0.081 - is3 3.8
32 NAET -6 - - 200 - 0.09T - 365 3.4
33 . AZWJ 20 1200 0.104 = 789 4.0
34 NADL - 12 1200 © 0.098 - 579 3.8
36 AZIW 5 1200 . . 0.024 -yl 3.4
37 AZII 20 1200 - 0.130 - . 561 A1
38 AZDU . 11 1200  0.156 o270 3.0
2l

-39 AZLL 18 1200 0.138 61T
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Table 13-3. Network Line Characteristics
(Continuation 1)

Network TLETS Under COG Structure Number of Regions
Remarks Austin as Regional Center

-

Line Total Mean

Line First No. of Type Line Mileage BRespons: Time
No. Node Terminals (Baud) Utilization (mi) (sec)
40 AZKS 6 1200 0.017 388 3.4
41 SXRD 5 1200 0.047 307 3.5
L2 DQBE 8 1200 0.060 304 3.6
i3 AZPW 18 1200 0.050 462 | 3.8
Lh NAAL 14 1200 0.082 355 3.8
45 NAAV 10 1200 0.187 549 h.1

13-12
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APPENDIX A
STACOM PROJECT
STATE LEVEL QUESTIONNAIRE

1) Please provide one diagram showing principal components used
in information interchange between all criminal justice user
agencies. Principal components are defined as:

Data Bases

Switchers/Concentrators

Data Base and Switcher

Terminal{s)

L TE®(

Line

Please ineclude line sizes in bauds. For exanmple:

Ceity ¢
- Ccity P.D.

75

Ccity courts

P.D.

1200 [Mncrc

Aville

Fville

Gville

Please indicate system upgrades that have occurred since Januvary 1971 and
indicate when they have occurred. 4lso, please indicate system upgrades
that are planned for the future. Make separabe diagrams if necessary.
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2) Please provide the Information reguested below regarding your
state criminal justice information system.

1971 1972 1973 1974 1975 1976
Number of Records

in
File Type 1
File Type 2

File Type N

3) Please supply past traffic volume data covering the period
1971 to the present. These traffic statistics should be
broken out by user agency and message type.
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ka) Please provide format details for all message types trans-
mitted over your state criminal justice communications system.

4h) Please provide average message lengths by message type.

5) Please provide an origin and destination matrix showing yearly
message volumes from each user agency to each other user
agency in your state.




6)

7)
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Are there instances where a query into one data file will
automatically generate queries into other data files?
If so please describe this process.

Please indicate any planned upgrade that would affect traffic
against current law enforcement files. Examples are:

a) Increase the number of records in file.
b) Reduce response times.
o) Inerease the number of law enforcement users,

Al
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8) The following is a list of 'new' data types
| - computerized criminal histories ~ already in service
- offender-based transaction statistics (adult and
Jjuveniles)

- eriminal court audit and management aystems
- eriminal justice planning information
- criminal intelligence data
- erime lab data including facsimile transmission,

bibliographic exchange, firearm identifiecation and
spectral analysis

- torrections agency daba systems (for management,
training, education and rehabilitation which includes
parole, probation, and corrections departments)

- eriminal extradition and rendition system

- progecutors management information system

- auvtomated legal research

- video applications (ineluding training, courts and
corrections)

- digital mug shot identification

- digital Ffingerprint transmission

- goat registration file maintzined by Parks and Wildlife

ept.

Include in this list others you are aware of.

8a) In your answers to questions 2) and 3) you have supplied us
with information concerning data base characteristies and
message volumes forr the above ‘new' data btypes already
implemented on your state telecommunication system. For each
of these already implemented new data types:

1) Do you plan to inerease the number of records contained
in the data files? If yes please discuss the phasing of
this increase.




8b)

8e}

9a)

9b)

10)
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2) Will the number of users participating in the exchange
of these new data types increase? If yes, please
identify the new users.

With respect to each of the '"new' data types in the list above
which you have not yet implemented.
1) Is implementation planned? If yes

2) What is the time phasing?

3) What agencies will use it?
ﬂ) Which facilities will maintain data bases with this data
type?

5) Is any state agency studying or festing the feasibility
of one of these data types? 1If so, describe.

With respect to all of the above new data types, are you aware
of, or are you using, any new or recent commercial product or
service which is specifically tailored to acquire, process, or
display this data type. An example might be a special purpose
fingerprint analysis and display terminal which sends and
receives digitized fingerprint data.

Please identify either federal or state privacy and security
legislation that currently has an impact on the criminal
justice information system, with regard to such things as data
file update intervals, encryption requirements, personnel
identification at the terminals, dedicated vs. shared
systems, fihgerprints supporting each file, etc. Please
characterize these impacts.

Are you aware of planned privacy legislation that will impact
criminal justice information systems? If yes, please
characterize these impacts.

Please identify administrative and legislative constraints to
system development.

1) Regibnalization within your state.

2) Requirements to utilize existing state equipment.

A-6
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11)

12a)

12b}

13)
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3) Interrelationships between state criminal Justice
agencies which may impede development of an integrated
eriminal justice telecommunication system.

1) Budget limitations

Are there other innovations or planning activitirs in the
state that woulld aid us in predieting traffic levels?
Examples &re:

a) Are you in contact with and aware of bthe local Bell
System operating company's {or other common carrier's)
planning activities for your state? If so, please
desaribe,

b) Are you in contact with the State Public Utilities
Commission and maintain currency with their decisions on
state tariffs and other related communication matters?
If so, please explain the nature of your contact.

c) Can you provide descriptive material of the state's
organizations dealing with belecommunications in
general, and criminal justice telecommunications in
particular?

Has a criminal justice flow model been prepared that describes
the offender's progress through your state's eriminal justice
system?

Has the information needed to perform functions in the above
flow process been identified? We are specifically interested
in information that could be transmitied over the state
criminal justice information system.

Please provide information on the number of criminal justice
agencies in your state by agency type.

Azency Type Number
Law Enforcement
Courts

Corrections

AT
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14) Please provide the following court statistics.
1) Number of courts by type.

2) For each court type.

Mumber of Yearly Filing by Case Type

a) Case = Type/Year 1972 1973 1974 1975

Number of Disposibtions by Case Type

Lesser

b) Case Type/Disposition, €.g.; Conviction Acquittal Charge

3) Are there factors in the future that are likely to
change these statisties?

a) Normal Growth
b) Decriminalization
c) Administrative Changes

d) Ete.



APPENDIX B
STACOM PROJECT

USER AGENCY SURVEY

USER -AGENCY

ADDRESS DATE

RESPONDENT

PHONE

AVG. NO. OF MSG. SENT/TAY

AVG. NO. OF MSG. RECEIVED/DAY

NO. OF MSG. SENT DURING PEAK HR

CURRENT AVERAGE RESPONSE TIME* (sec)

ACCEPTABLE RESPONSE TIME (sec)

PERCENTAGE DOWN TIME

Please fill out as much as you can in the following-tablé for the
population area served by your terminal.

1975 1974 1973 1972 1971

Crime Rate ver Capita*¥*

Number of Personnel Requiring
Info. over State C.J. Tele-
comeunications System

*Your best estimate of average response Lime. Response time is defined
as time from the moment you request the network to- take a message - un’,il
- a satlsfactory reply is completed at your terminal.

- ®¥Tneludes crimes falling in the U.C.R. seven major crime categories.
Murder and non-negligent manslaughter, forecible rape, robbery,

aggravated assaulu, burglary - breaking or enterlng, larceny and auto
theft.
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