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KREWORD

The State Criminal Justice Telecommunications, (STACOM),
Project consists of two major study tasks. The first entails a study of
criminal justice telecommunication system user requirements and system
traffic requirements through the year 1985. The second investigates least
cost network alternatives to meet these specified traffic requirements.

Major documentation of the STACOM Project is organized in four
volumes as follows:

	

Title	 Document No.

State Criminal Justice Telecommunications (STACOM) 	 77-53
Final Report - Volume I: Executive Summary 	 Vol. I

State Criminal Justice Telecommunications (STACOM) 	 77-53
Final Report Volume II: Requirements Analysis and 	 Vol. II
Design of Ohio " Criminal Justice Telecommunications Network

State Criminal Justice Telecommunications (STACOM) 	 77-53
Final Report - Volume III: Requirements Analysis acid 	 Vol. III
.Design of Texas Criminal Justice Telecommunications
Network

	

Title	 Document No.

State Criminal Justice Telecommunications (STACOM) 	 77.-53
Final Report -.Volume IV: Network Design Software 	 Vol. IV
Users Guide

The above material is also organized in an additional four
volumes which . provide a slightly different reader orientation as follows:

	

itle	 Document No.

State .Criminal . Justice Telecommunications (STACOM)	 5030-43*
Functional Requirements - State of Ohio

State Criminal Justice Telecommunications (STACOM) 	 5030 -61*
Functional Requirements -- State of Texas.

State Criminal Justice Telecommunications (STACOM) 	 5030-80*
User Requirements Analysis

State Criminal Justice Telecommunications (STACOM) 	 5030-99#
Network Design and Performance Analysis Techniques

'X Jet. Propulsion Laboratory internal document:

iv



77-53, Vol. III

This document, No. 77-53, Vol. III, entitled R' State Criminal
Justice Telecommunications (STACOM) Final Report ---- Vol III: Requirements
Analysis and Design of Texas Criminal Justice Tea. ea ommunicat ions Network,"
describes methodologies developed for user requirements studies and for
the analysis and design of communication network configurations. It then
illustrates the applications of these methodologies in the State of Texas.

This document presents the results of one phase of research
carried out jointly by the Jet Propulsion Laboratory, California Institute
of Technology, and the States of Texas and Ohio. The work at the Jet
Propulsion Laboratory was performed by the Systems-Division,' Telecommuni-
cations Science and Engineering Division, and Information Systems Division
under the cognizance of the STACOM Project. The project is sponsored
by the Law . Enforcement Assistance Administration, Department of Justice,
through the National Aeronautics and Space Administration (Contract
NAS7-•1 00) .
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GLOSSARY OF ABBREVIATIONS AND ACRONYMS

APB	 All points bulletin

BPP	 Texas Boards of Pardons and Paroles

bps Bits per second

CCH Computerized Criminal .Histories

CDS Comprehensive Data System

CJIS Criminal Justice Information System

CRT Catbode ray tube

DEA United States Drug Enforcement. Agency

DPS Texas Department of PublicSafety

FINDER Calspan Technology Products, Inc., registered trademark
for Fingerprint Detector _aeaders

FBI Federal Bureau of Investigation

ICR Identification and Criminal Records Division of
Texas Department of Public Safety

LEAA Lair Enforcement Assistance Administration

LI<iDR Texas License identification and Driver Registration

MDT Mobile Digital. Terminal

MVD. Texas Motor Vehicle Division

NALECOM .. tional .apt Enforcement Telecommunications

NCIC National Crime Information Center

NCJISS National Criminal. Justice Information and
Statistics Service

NILECJ National Institu
t
e of Law,Enforcement and

Criminal. Justice

NLETS National. Law . Enforcement Telecommunications System

OBSCIS offender Eased State Corrections Information System

OETS Offender. Based Transaction Statistics

OCCA Omnibus Crime Control Act of 196$

_	 ,, _ vi
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PD Police Department

RCC Regional Computing. Center

RCIC	 - Regional Crime Information Center

RSC Regional. Switching Center .

SEARCH System for Electronic Analysis and Retrieval
of Criminal Histories

SGI Search Group, Inc.

SIFTER System for Identification of Fingerprints by
Technical Search of Encoded Records

SJIS State Judicial Information System

SO Sheriff Office
-

SPA State Planning Agency

STACOM St.-Ate Criminal Justice Communications

TCIC Texas Crime Information Center

TDC Texas Department of Corrections

THP Texas Highway Patrol

TJC Texas Judicial Council.

TLETS Texas Law Enforcement Telecommunications System

TIC Texas Youth Council

UCR Uniform Crime Reports

vii
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ABSTRACT i

Requirements analysis and design for the Texas Criminal Justice
Telecommunications Network is provided in Volume ZIT of the Final Report
of a State CriminalJustice Telecommunications (STACOM) project sponsored
by the Law Enforcement Assistance Administration (LEAA),

The project has developed techniques for identifying user
requirements analysis and network designs for criminal justice networks
on a state wide basis. Techniques developed for user requirements.analysis.
involve methods for determining data required, data collection, (surveys),
and data organization procedures, and methods for forecasting network
traffic volumes. Developed network design techniques center around a 	 j
computerized topology program which enables the user to. .generate least
cost network topologies that satisfy network traffic requirements,
response time requirements and other specified functional. requirements.

The developed techniques. were applied in the state of Texas;
and results of these studies are presented.

i
j
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SECTION 1

SUMMARY

1.1	 OBJECTIVES OF STACOM STUDY,

The State Criminal Justice Communications (STACOM) user
requirements study was performed to support the primary STACOM project
objective of providing states with the tools needed for designing and
evaluating intrastate communications networks. The STACOM project goals
are

(1) Develop and document techniques for intrastate traffic
measurement, analysis of measured data, and prediction
of traffic growth

(2.)	 Develop and document..teehniques for intrastate network
design, performance analysis, modeling and simulation'

(3) Illustrate applications of network design and analysis
teehniques on'ty-pical.existing network configurations
and new or improved configurations

(4) Develop and illustrate a methodology for establishing
priorities for cost effective expendi-tures.to improve
capabilities in deficient areas.

To support these overall project goals, and specifically the
first, a user requirements task was undertaken to develop and use tools
for predicting future criminal justice communications traffic. These
tools include techniques of statistical analysis for extrapolating
past trends into future traffic predictions, and survey and interviewing
techniques for estimating traffic in data types that .do not .yet exist.
The user requirements study was therefore divided into two phases:
a study of past trends in existing data types to project future trends
..in communications traffic for these.. data types; . and a study of new-
data types that do not yet exist, but which are anticipated, to estimate
their future traffic volume,

... Network designers then use ,these . ,estimates of exi.st.ing.and new
data types to suggest future intrastate network designs that minimize cost
and still satisfy performance requirements. Knowing estimated traffic
volumes over a decade, network designers can suggest the best times to
upgrade compu.ters.or communications lines:to keep the.per=formance within.

the required limits and assure minimum costs.'
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1.2	 TRAFFIC PROJECTION METHODOLOGY AND RESULTS

1.2.1	 Existing Data Types

Existing data types contain information primarily used by law
enforcement agencies which have been in use typically for several years.
These data bases contain files on:

(1) Stolen articles including automobiles, license plates,
and other property

(2) Wanted persons

(3) Drivers license information, including driving record
and description cf driver

(4) Vehicle registration information.

Law enforcement agencies in most states have had access to centralized
state data bases containing these file types since the early'1970s. This
allows the establishment of historical communication traffic growth
patterns and the use of these patterns to project future `growth. in the
past users have accessed these data files over low--s peed communication
lines which are defined as 300 bps lines or slower. Many states are now
upgrading to high-speed lines which are defined as 1200 bps or faster.

Two causes of past growth of communication traffic into
existing data bases have been identified: growth due to communication
system improvements, and baseline growth. Communication system improve-
ments that occurred in the two model. states were::

(1) Addition of new data bases

(2) Conversion of low-speed communication lines to high-speed
lines and new terminal equipment

(3) Addition of new user agencies

(4) Establishment of regional information systems

(5) The use of mobile digital terminals by large municipal
police departments.

Baseline growth is the increase in communications traffic that would occur
even if there were no communication system improvements and is generally
related to:

(1) Increased utilization of existing services

(2) Population and personnel increases

(3) Training.

1-2
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The first ,step in our traffic projection methodology was to
establish the his'corical total system traffic growth pattern and to record
all past communication system improvements. The second involved the
determination of the component of traffic growth caused by past system
improvements. This was done by measuring traffic from impacted user
agencies or data bases immediately before and..immediately after system
improvements were made. These increases were short term in nature and
were not projected into the future. Baseline growth was calculated in the
third step by using the equation:

Baseline Traffic	 Total Traffic	 Communication System
Growth	 Growth	 -	 Improvement Growth

A key assumption of the forecasting technique was that baseline growth in
the future will continue as it has in the past. Thus, the fourth step
involved using the baseline growth curve established in step three to
project future baseline. growth. Finally, it is recognized-that over the
next decade there will be further communication system.improvements. The
fifth step, therefore, was to identify future expected communication
system improvements, their implementation schedule, and their impact on
future traffic. The sixth and final step was to combine future baseline
growth and growth due to system improvements to obtain future traffic
levels into existing data files.

In Texas, system traffic in 1973 averaged 20,000 mes-
sages per day and increased to 100,000 messages per day by 7976. Of
this increase 45,000 messages per day was baseline growth .and 34,900
messages per day was growth due to communication system improvements.
Figure 1-1 shows the Texas existing data type traffic projections.
It is projected that by 1985 traffic into existing data files will
be approximately.310,000 messages per day..

1.2.2	 New Data Types

New data types consist of those information files which are
not now in common use but which are being; seriously considered for future
implementation. They include:

(1) Law enforcement agency use of a computerized criminal
history (CCH) and offender based transaction statistics
(OBTS) file, where "law enforcement agency" includes
police, sheriff,.state police, federal.. agencies, pro-
secutors, county jails, and local probation offices

(2) Court use of the CCH/OBIS file for both felony and mis-
demeanor court processing in the large metropolitan
areas of each state

(3) Corrections use of the CCR/OBTS file from the correc-
tions department headquarters and from the penal in-
stitutions throughout each state

1-3
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(4) Use of the CCH/OBIS files by the agencies in each state
that administer parole from state institutions, if it is
reasonable for that parole agency to participate in the
communications network

(5) A state judicial information system (SJIS) for re-
porting court statistics from the civil and criminal
cases of the courts that handle felonies and misdemeanors
in the large metropolitan areas

(b) An offender based state corrections information system
(OBSCIS) which is a system of files at the headquarters
of each state's correctional agency containing informa-
tion on all inmates in all .the state's penal institu-
tions. Portions of these files might be accessible
to terminals in the institutions and in the parole
agency.

(7) Juvenile agency records, if it is reasonable for the
juvenile detention agency to participate in the com-
munications network

(8) An automated fingerprint encoding, classification, and
transmission system for the large metropolitan areas

(g) Traffic from the states' identification and investiga-
tion bureaus for converting manual files on offenders
into computerized files, and for entering new offender
records that are received manually at the state center..

This traffic in new data types is added to projections of
traffic from existing data types to obtain total criminal justice system
traffic for the next decade. Network design techniques are then applied
to this total_ traffic volume to design a minimum cost criminal justice
information system that meets the performance requirements.

New data type traffic forecasts were made using a combina-
tion of estimates from operators and users of the present criminal
justice communications systems in each of the states, and using extrapo-
lations based on recent history. The new data types were divided into
three basic types for purposes of projecting future traffic; (1) Arrest-
dependent traffic such as transactions with the CCH/OBTS files which
originate at law enforcement -agencies, courts, correctional institutions,
probation and parole agencies, prosecutors, and federal offices, and
including automated fingerprint traffic; (?) Offender--related traffic.
such as that associated with an OBSCIS system in adult correctional
institutions or with juvenile agency traffic; (3) Traffic whose volume
is determined by other factors, such as that in an SJZS system which
would be determined by court activity, or traffic from a state data
center devoted to converting manual records to automated files.

Arrest dependent traffic was estimated by determining the
number of offenders through each step of the states' criminal procedures
and then projecting the number and types of messages that would be

1--5
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generated at each step of the procedure. Summing these information needs
over the procedural steps carried out by a particular agency then yielded
the total message volume generated by that agency as a function of the
number of arrestees through the process. The approach of assigning
information needs to the several steps of a state criminal procedure was
first suggested for this project by Bill Griffith of the Ohio Department
of Computer Services. This technique was applied to both CCH/OBTS traffic
from all criminal justice agencies and to automated fingerprint traffic
from law enforcement agencies. CCH/OBTS traffic was allocated to user
terminals according to the total FBI index crime in each law enforcement
jurisdiction. Court usage was prorated according to the population or
court activity in the largest metropolitan areas. Correction usage was
distributed according to the number of inmates in the several
institutions,. and only the headquarters. of the . parole agency was allocated
traffic if that office was a user of the CCH/OBTS files. Automated
fingerprint traffic was distributed to the large metropolitan areas
according to the population of each city or according to the total FBI
index crime in each metropolitan area.

Offender-dependent traffic includes an OBSCIS system for each
state's correctional institutions and, if anticipated by the states, a
youth agency data system. Traffic was computed by assuming that an
inquiry and a file update were generated for every inmate or student in
the state institutions every few weeks, and that, if the parole agency had
access to an appropriate part of the system, it would also generate
inquiries on a regular basis. The estimate of transaction fre quency was
derived from conversations with correctional institution information
system officials who described past experience and provided future
estimates of traffic volumes. Traffic was distributed between the in-
stitutions according to the number of inmates or students in each
facility.

Other types of traffic include an SJTS system, which would
produce traffic dependent upon the level of court activity, and data
conversion traffic. from the state data center, which would depend on the
number of employees in such a center and on the volume of records requir-
ing conversion and updating. SJTS traffic was estimated by assuming that
only statistical information would be transmitted on state networks and
that one message would be generated for each criminal or civil disposition
in the courts of the largest metropolitan areas. SJTS traffic was
distributed according to the population of metropolitan areas, or
according to the volume of dispositions, whichever provided the best
statistics:. Although an assumption was made throughout the study that
criminal activity and communication traffic will increase each year, data
conversion traffic was kept constant because it was also assumed that
inquiries and file updates will gradually come from remote user terminals
rather than from a centeL! state investigative agency.

In Texas, the increase in new data type traffic will be
from a 1977 level of about 9,000 messages per day to 90,000 in 1985.
The growth in Texas is :4amewhat low because law enforcement use of
the state CCH/OBTS systen was reduced to account for the use, by local
law enforcement personnel in the major cities, of local or regional
data bases instead of the state files. This is already a fact in areas
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like Dallas, Fort Worth, Houston, and San Antonio, and the tendency
will be to continue this practice. Officers in these areas will likely
use both state and local files, but state files will not be as heavily
used as they would be if they were the only data bases available.
New data traffic growth for Texas is shown in Figure 1-2.

1.2.3	 Existing and New Data Type Traffic Projections

The existing data type traffic volume of Section 1.2.1 and
the new data type traffic volume of Section 1.2.2 were added to obtain
the total estimated traffic volume for the study period as shown in
Table 1-1 and in Figures 1-3. The derivation of these total traffic
volutes is described in Section 5. For the purposes of this summary,
it is sufficient to note that, in addition to merely adding the traffic
volumes. of new and existing data types, the total system traffic was
modified to account for a slowing of traffic growth whenever the volume
reached a level close to the system's computer capacity, and for a
similar brief period of slow growth followed by an accelerated growth
.period immediately after a computer upgrade.. Note that, although existing
data type traffic exceeds new data traffic volume throughout the period
of this study when measured in units of average messages per day, new
data volume far exceeds existing data traffic toward the end of the
study period if volume is converted to peak characters per minute.
This dominance is caused by the longer message lengths of the expected
new data types. Note also that between 1977 and 1985 this study projects
about a threefold increase in Texas' traffic measured in average messages
per day,. and a fivefold increase.in demand.in terms of peak characters
per minute. If existing data traffic continues to increase as it has
in the past, and if new data types are implemented at the rate state
Manners hope they will be, state communication system operators and
data system planners should prepare for a.contin.uing program of upgrades
to terminals, lines, switchers, and central processors. The necessity
of such a program is apparent in Texas, and it is likely that many other
states are in a similar growth situation.

1.3	 SUtg4ARY OF NETWORK DESIGN GENERAL METHODOLOGY

Six major activities were carried. out in the network design
phase of the study. These activities are summarized in the following
paragraphs:

1.3.1	 Definition of Analysis and Modeling Techniques

A task was undertaken to define and develop specific analysis
and modeling tools for general use in intrastate systems.. The principal.
tool developed is the STACOM Network Topology Program. This program,
written in FORTRAN V and implemented on a UNIVAC 1108 computer under the
EXEC-8 operating system, enables a user to find least cost multidropped
statewide networks as a function of traffic level demands and other
functional performance requirements.

1-7
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Figure 1-2. Texas New Data Traffic Growth

The major inputs to the program are:

(1) Traffic levels at each system termination on the network

(2) Desired response time at network system terminations

(3) Line tariff structures

(4) Locations of system terminations using Bell System
Vertical-Horizontal (V-H), coordinates

(5) The number of desired regional switching center, (RSC),
facilities. RSCs serve system terminations in their
defined regions and are interconnected to form total
networks.
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Table 1-1.	 Total Statewide Criminal Justice Information System
Traffic in Ohio

Traffic Summary: Average Messages per Day.

Existing Law
Enforcement New Data Type Total Statewide

Year Traffic Traffic Traffic

1977 138,490 82400 146,900

'1979 214,190 10,600 224,800

1981 246,600 24,200 270,80.0

1983 280,200 58,500 338,700

1985 311,000 86,140 397,100

Traffic Summary: Peak Characters Per Minute.

Existing Law
Enforcement New Data Type Total Statewide

Year Traffic Traffic Traffic

1977 21,160 3,700 24,860

1979 32,720 4,670 37.390
1981 37,670 15,960 53,630
1983 42,810 40,220 83,030
1985 47,510 61,010 108,520
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Principal outputs of the topology program are:

(1) Line capacities and layouts -servicing system
terminations

(2) Fixed and annual recurring costs for lines, modems,
service terminals, etc. RSCs are priced separately.

(3) Line performance characteristics such as line
utilizations and mean response times

A second major analysis technique enables network designers to
determine the reliability and availability of network configurations
produced by the topology program.

Finally, a network response time model used in the topology
program, is also useful in understanding present and Future performance
requirements.for switching and/or data base computers in the network..
This is true because the response time model involves a queueing analysis
which includes queueing times encountered at computer facilities.

Descriptions of these design and analysis tools are presented
in more detail in Section 7 of this report.

	

1.3.2	 Network Functional Design Requirements

At the completion of state system surveys, and after
sufficient interaction with state planning personnel, and prior to any
specific network design activity, a document was produced specifying
Network Functional Design Requirements. This document provides network
performance criteria which are to be met in subsequent designs. The
Functional Requirements specify what the network must do, and do not
address at this level the specifics of how requirements are to be met.

The network Functional Requirements for Texas are presented
in Section 10.

	

1.3.3	 Analysis of Existing Networks

This task employed developed design and analysis tools to
determine the extent to which existing statewide networks conform to State
Network Functional Requirements. Areas of discrepancy are noted and
discussed. Results for Texas are summarized later in this Section. A
detailed discussion is presented in Section 11.

	

1.3.4	 Generation of New or .Improved Networks

After specific studies of interest were identified with
state personnel, STACOM design and analysis techniques were employed
to .study statewide network configuration alternatives, (options), and
additional cost impact studies of interest.

1-11
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In the State of Texas, three basic network options were
considered for the TLETS network. These involved the study of cost and
performance measures for one, two and three region networks as follows:

Option 1 - a single switcher located in Austin (one region).

Option 2 - a switcher located in Austin and second RSC
located either in Dallas, or Midland or Lubbock,
or Amarillo (two regions)

Option 3 a switcher located in Austin, and a second RSC
located in Dallas with a third RSC located either
in Houston, or San Antonio, or Midland,.or Lubbock,:.
or Amarillo.

Two additional options were studied involving the possible
integration of New Data types in Texas with the TLETS system as follows:

Option 4 -- costs for maintaining separate TLETS and New
Data networks.

Option 5 costs for integrating the TLETS and New Data
networks into a single network.

Three additional network studies in Texas considered, (1)
network cost increases as terminal: mean response time requirements
were reduced, (2) the impact of network cost and performance due to
adding digitized classified fingerprints as a.data type to the TLETS
system, and (3) the relative difference in network costs between main-
taining and abandoning TLETS Network line service oriented.toward the
existing regional Councils of Government (CODs).

1.3..5	 Software Documentation

A final task carried out was the documentation of the STACOM
Network Topology Program in the form of a users guide. This document,
No. 77-53, Vol. IV, is entitled, «State Criminal Justice Telecommunications
(STACOM) Final Report - Volume IV: Network Design Software Users' Guide.'$

1.4	 SUMMARY OF NETWORK.DESIGN STUDY RESULTS

The study results itemized below are discussed in more detail
in Section 13 in this report. The following summary lists the principal
findings 'of interest for each of the studies carried out.

Texas Study Outcome

0	 The eAisting TLETS network does not.-meet S.TACOMMEXAS
response time Functional Requirements on low speed
lines, and on high speed lines at times of network peak
traffic loading.

1-12
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9	 The existing TLETS network does not meet STACOM/TEXAS
system. availab;O.ity Funct.cnal Requirements. The
STACOM/TEXAS networks recommended in this study assume
the: Austin TCIC/LIDR Data Base computer is upgraded
to exhibit an availability of 0.9814 and in multiple
region cases, switchers are upgraded to provide an
availability of 0.997.

s	 The least cost STACOM/TEXAS TLETS Network is a single
region configuration with regional switeher and data
base computers located in Austin. Savings for this
configuration over continuation. of a three, region
configuration for a period of eight years is estimated.
at $2,700,000. The line savings realized through the
employment of regional switchers (including regional
switchers in Dallas and San Antonio, (as in the present
system) do not offset the increased costs of regional
switeher facilities.

a	 An eight--year cost savings of approximately .$850,000 can
be realized through the integration of New Data Type
traffic into the TLETS System.

a	 TLETS network response time re quirements for the
STACOM/TEXAS single region case can.be reduced from 9 to
7 seconds before additional costs are incurred.
Reduction to.f seconds increases annual line costs
approximately 3%. Reduction to 5 seconds increases.
annual line costs approximately 10%.

®	 Digitized classified fingerprint data can be added	 j
to the TLETS network as specified in this report
without compromising performance of the STACOM/TEXAS
TLETS System.

•	 There are no meaningful cost savings to be realized by
abandoning; C.O.G. oriented line service in Texas.. Cost.
is not a factor in a management decision regarding the
continuation of this service.

0	 Existing lanes to the TCIC/LIDR Data Base from the
Austin switeher should immediately be upgraded to 4800
Baud.

s.	 Existing lines to the MVD . Data Base from the Austin.
switeher should immediately be upgraded to 4800 Baud.

a	 The mean service time per transaction in the Austin
switcher should be immediately reduced to 130 ms: In
1981, the mean service time per transaction should be
100 ms. This will be sufficient through 1985.
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SECTION 2

SYSTEM DESCRIPTION

2.1	 GENERAL

Many states already have sophisticated criminal justice com-
munieations;systems -and are continually working to.upgrade them. This
upgrade process includes modifications to anticipate increased traffic and
the addition of new files to make the systems more useful to criminal
justice agencies. Texas, one of the two states chosen as an example for
this study, is doing exactly this; it already has several data systems
for law enforcement and criminal justice agencies with steadily increasing
traffic, and it is considering system improvements to user terminals, line
speed, and central computers. State planners keep informed and look
forward to the day when some of the new data types suggested in this
report may be included in the files of the Texas syster4.

In this report, the central state files of existing' . data: types ..
were assumed.tc include such items as:

s	 Wanted persons	 -

s	 Outstanding warrants

0	 Stolen vehicles
{

r	 Stolen license plates
i

o	 Drivers licenses

Vehicle registrations

New data types that might be added during the period of the study included:

(1) Law enforcement use of state CCH/06TS files

(2) Court use of CCH /OBIS files

(3) Corrections use of CCH/OBTS files

(4) Parole agency use of CCH/OBTS files

(5) A state judicial information system

(b)	 Are offender-based state corrections information system

(7) A juvenile agency records system

(8) An automated fingerprint encoding, classification and
transmission system

(y) State investigation bureau data conversion traffic.
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Most of these files were assumed to be located at a central
^;tate data center, although it is up to each state to organize the
r.ontrol of its files. In some states, for instance, it might be desirable
to keep control of juvenile or corrections agency files within those
organizations rather than maintaining them with other state data bases.
States will also vary in the distribution of terminals, lines, com-
puters, and switvhers. A schematic representation of a state communication
system is shown in Figure 2-1, and a diagram of the facilities making
up such a system is shown in Figure 2-2. These figures will assist
in clarifying the descriptions of the Texas data bases, facilities,
users, and functions in the remaining portions of this section.

2.2	 SYSTEM DESCRIPTION

For the purposes of this study, the Texas criminal justice
telecommunications system includes the present Texas Law Enforcement
Telecommunications System (TLETS) with all its data bases and existing
terminals and any new terminals that might be added to the TLETS system.
In the future it also includes terminals in courts to support the CCH/OBIS
and SJIS functions, terminals in the Texas Department of Corrections (TDC)
and Texas Youth Council (TYC) institutions and in the Boards of Pardons
and Parole (BPP) headquarters for the OBSCIS system, and Texas Department
of Public Safety (DPS) Identification and Criminal Records Division (IRC)
terminals in Austin for converting manual records to computer input. The
system does not include terminals connected to local computers which
contain strictly local data bases. For instance, San Antonio and Bexar
County have some 200 terminals connected to many data bases that are
contained in a computer operated by the San Antonio Police Department.
The state telecommunication system terminal in this case is the joint city
and county computer, not the individual terminals connected to the
computer. 'these _local terminals have access to state files through the
San Antonio computer, but, to the state system, it appears that these
messages come from a single large 'terminal in San Antonio:

2.2.1	 Data Bases

Most of the data bases in the state criminal justice telecom-
munication system are located in Austin. The present Texas Crime Infor-
mation Center (TCIC) contains records on wanted persons, stolen vehicles,
stolen guns, stolen boats, stolen articles, and stolen license plates. It
also contains a large CCH file, which is treated as a new data type
because its usage is low compared to its potential usage, and because in
the future it might become the nucleus of an expanded CCH/OBIS system with
many more data elements.

Also located in Austin are the files of the Motor Vehicle
Division (MVD) which contain records on all licensed drivers and motor
vehicles in the state. These files are also accessible to present TLETS
users.
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Figure 2-1 - State Communication System Schematic
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New data types include, in addition to the CCH/OBTS files,
data bases required for the systems summarized in Section 2.1. These are:

(1) Statistical data kept by the Texas Judicial Council.
(TJC) for the SJIS system. This data base would
likely be in Austin when and if the system is ever funded.

(2) All of the data bases kept in the TDC computer in
Huntiville, some of which - those relating to the
inmates' penal records, and not those related to
such categorises as TDC vehicle maintenance, TDC personnel,
or inmate financial records -- make up the OBSCIS system.

(3) All of the records on students kept by the TYC. These
would probably be kept at TYC headquarters in Austin.

(4) New automated fingerprint files kept by the DPS
ICE Division in Austin. These automatic files would
be kept in a file separate from, but similar to,
the manual fingerprint file presently maintained
by the ICE Division.

2.2.2	 Users

The users proposed for the 'Texas criminal justice information
system include all of the present users of the TLETS system, any expansion
of that system to counties or :agencies which would like to participate,
and several other criminal justice institutions which have, tip to now, not
had computerized information systems available to them, or which leased
time for batch operation on machines of other state agencies, or which had
their own dedicated machines, but were not tied into a statewide system.
These additional users are listed in Section 2.1, but are summarized below
for completeness:

(1) The law enforcement users of the TLETS system are pri-
marily the local police departments and sheriff offices
throughout the state. In addition, DPS offices are tied
in, as are several federal law enforcement, military,
and investigatory agencies. In the larger cities such
as Fort Worth, Dallas, Houston, and San Antonio, the
user is a large computer installation provided by the
city or county, With individual terminals in the local
offices connected to the central local computer. To the
statewide networks, the terminal appears as a very large
single us -r, when it is really up to several hundred
users on the other side of a single computer.

(2) The proposed statewide system would include the courts
in the metropolitan areas surrounding the five largest
urban areas in Texas: Dallas-Fort Worth, Houston, San
Antonio, El Paso, and Austin. These users would include
both District and County Courts, and both criminal and
civil court activity. The statewide networks would
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allow the courts to inquire into or update the CCH/CBTS
files, and it would allow the courts in these areas to
automatically send their statistics to the TJC for in-
clusion in the SJIS system..

(3) The TDC would be connected to the statewide criminal
justice information system under this proposal, to allow
the 16 TDC institutions to obtain information and update
state records in the CCH/CBTS files. In addition, the
institutions would be able to communicate with the TDC
files in Huntsville to obtain information on inmates.

(4) The Texas BPP headquarters would be able to inquire into
state CCH/OBTS files to obtain information on an inmate
or parolee, and SPP would also be able to have on-line
inquiry capability into the inmate records at the
Huntsville TDC headquarters to obtain the latest parole
status

(5) The TYC homes, schools, and headquarters would also be
users of a Texas criminal justice information system for
purposes of this study. Although there would likely be
little traffic between TYC and other agencies, and
although TYC would keep its own files at its head-
quarters in Austin, it is reasonable to include this
agency so that any cost savings from economies of
scale in the communications network can be passed
on to the TYC as well.

(6) Law enforcement agencies in the four largest metropoli-
tan areas would already be users of the statewide
system,. but new automated fingerprint data would be
added to their traffic in future years. This use would
consist of both fingerprint cards that had been
automatically encoded. and classified,. and latent prints
for search and matching during an investigation.

2.2..3	 Facilities

The facilities of a statewide Texas criminal-justice infor-
mation system which would include both existing and new data types would
be an expanded version of the present TLETS system. The TLETS system
includes MVD and TCIC data bases in Austin, message sw tchers in Austin,
San Antonio, and Garland, lines and modems to communicate with the users,
and terminal.s'in the user agencies. Computer installations are located at
the.M.VD and TCIC data bases, at each of the switches locations, and in the
large cities and counties where they serve as the termination of the
statewide system and as a central swi.tcher and data base for hundreds of
local terminals, which can access the state system through this local
computer.

2-6



77-53, Vol. III

An expanded statewide system including new data types Would
have more .individual terminals as local agencies came to depend on the
speed and utility of the state system. In addition, the SJIS systems run
by the courts in the five largest metropolitan areas would each likely
require 'a computer with terminals in the individual courts, since it is
anticipated that the SJIS systems would be local record keeping instal-
lations, with only statistics sent on to the TJC in Austin. Additional
lines and modems would be required for connecting these local SJIS
installations into the statewide system.

Similarly, the TDC would require a computer in Huntsville with
terminals in the remote institutions to operate an OBSCIS system. This
TDC computer has been operating for several years with many data files,
and the state system would need to be made compatible if an in-
terconnection were desired. Lines and terminals in the TDC system are
slow, and it is likely that they would need to be upgraded to high-speed
lines and terminals if the systems were merged.

The TYC presently satisfies its data processing needs by batch
runs at night on the Texas Water Development Board computer. If the TYC
.were to become part of the statewide network, it could either use a
central facility in Austin for its files, or, if security and the data
volume justified it, the TYC could obtain its own machine and the state
network would include both this TYC computer and the terminals in the
several homes. and schools.

The Texas BPP also runs its present software batch at night on
the Water Development Board machine. Because of its unique needs, a
similar arrangement . would . probably be continued even after a statewide
criminal. justice information system were implemented. However, to obtain
more rapid updates on offender status, the . BPP would have an on-line
terminal able to access both the CCR/OBTS files in Austin and the
appropriate. TDC files in Huntsville that. would be a termination of the
state system.

The present switcher locations in Austin, Garland and San
Antonio are not necessarily the best to minimize total network cost in the
future. It is possible that the network design software which operates on
these traffic forecasts will suggest fewer, more, or different switcher
locations such as Dallas, Houston, and a city in the West such as Midland,
Odessa, or Lubbock. . This is even more likely if traffic densities shift
to require more terminals in a certain region.

2.2 .+4	 Functions

The statewide Texas criminal justice information system as
projected by this report serves a multitude of functions by providing all
criminal justice agencies with -easily and rapidly accessible data in a.
wide variety of categories. The present TCIC, License Identification and
Driver Registration [LIDR), and MVD files, which are accessible to all
TLETS lasers, contain data on:
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e Wanted persons

• Supplemental persons

• Stolen vehicles

• License plates

• Stored vehicles

• Stolen guns

• Stolen boats

• Stolen articles

• CCH file

• Drivers licenses

• Vehicle registration

Texas users can access the national NCIC data base and
can communicate with other states over NLETS via the TLETS system.
This report suggests that in the coming decade the existing CCH files
in TCIC will. be expanded. to include a complete CCH/OBTS system so that
offenders are tracked throughout their criminal career by all crimi-
nal justice agencies. For purposes of estimating traffic over such
a system, it is assumed that this expanded CCH /OBIS file will be made
available.to a larger group of users, including more local city and

county police agencies, the courts in the five largest cities, the
TDC and its institutions throughout the state, and the BPP headquarters
in Austin. The functions to be performed by this system are really
limited only by the imagination of the individual user agency and. the
local terminal operators. Data on a wide variety of topics are made
available to users in a matter of seconds, and user resourcefulness
is the Limiting factor in determining the functions to be performed.

Besides the existing MVD and TCIC files, and an expanded
CCH/UCTS data base with more users, this reporit estimates future traffic
on the assumption that several more new data types will be added to the
system in the next decade, along with the appropriate users. These new
data types and users are.described in the sections above, and the
functions performed by the system are again limited primarily by the
itaa ination of the user and the ope-ating agency.

?or instance, it is assumed that the SJIS system, which is not
included until well into the 1980s, will be used on a local level for
court management, case tracking, and calendar scheduling in both criminal
and civil cases. Dane of this traffic would appear on state lines,
however, since state reporting would be confined largely to statistical
record keeping.

The existing TDC data system in Huntsville is a very versatile
and useful systems functioning far beyond the capabilities of any proposed
OBSCI:S system t which basically serves an an inmate tracking and record
keeping system, In addition to this important offender records function,
the present TDC computer contains records on;

TDC budget	 Prison store accounts

Personnel records	 Industrial goods production.
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Equipment accounting

Vehicle expense

Local fund accounting

Food service

Inmate banking

Building construction

Aircraft utilization

TDC legal defense records

Inmate commitment status

Inmate mailing list

Inmate skills

Medical inventory

Research project data

Inmate test records

TDC school records

This study assumes that the TDC would continue to carry out these
functions, but that the individual prisons would have faster direct access
to state files and to the required TDC files in Huntsville through faster
communication lines and terminals. In addition, BPP would have on-line
access to the appropriate TDC inmate commitment status files so that it
could better plan parole hearings and activities. This would be an
improvement over the present BPP batch update from a weekly TDC tape.

The TYC data processing functions are likewise broader than
merely keeping track of students at the homes and schools. It is en-
visioned that, ,just as in the case of the TDC, the TYC data system will
maintain its present functions, and keep its own files, but that the re-
mote homes and schools will have faster on-line access to state files as
well as to the appropriate TIC files.

Gradually, as automated fingerprint systems become standard-
ized, less experimental, and less costly, it is expected that Texas
will begin to implement such systems, at least in the large metropolitan
areas where fingerprint volumes ,justify the expense of the equipment.
The statewide telecommunications system would function to transmit
both encoded and classified 10-print cards and encoded latent prints
found in an investigation. Fingerprint card information would then
be filed, and files could be searched automatically for prints to match
latents.

In addition to data base queries, TLETS supports adminis-
trative user-to-user messages and "all points bulletin" traffic.
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SECTION 3

TRAFFIC GROWTH MODELING - EXISTING DATA TYPES

	

3.1	 APPROACH

Determining future communication traffic levels is of primary
importance in assessing the users' needs of a state criminal justice
telecommunication system. Future communication traffic levels into ex-
isting data files were estimated by examining available past growth
trends, and projecting these trends forward. There were two components to.
past traffic growth: growth due to communication. system improvements, and
growth due to increased user demand. It was assumed that growth due to
increased user demand would continue into the future as it has in the
past. Growth due to communication system improvements can be character-
ized as short term rapid increases and thus it would be inappropriate to
project these increases forward. We have instead predicted implementations

of future communication system improvements and their impact on traffic
levels. Our estimates of these two components of traffic growth are
combined to form the prediction of total future communication traffic
levels into existing data types.

Once total communication traffic levels are known we must
determine the distribution of traffic across . all locations in the state.
This involves the identification of the paths of general traffic flow as
well as a quantification of the number of messages to and from each system
user. Models were developed that correlated current traffic levels with
user characteristics. These models were then used to determine future
traffic distributions.

	

3.2	 DATA GATHERING TECHNIQUES AND RESULTS

In order to perform this analysis, information is needed from
Texas concerning current and past network configurations, record types,
traffic volumes, message lengths, traffic . distributions, operating
procedures, user agency characteristics, and planned upgrades. Five years
of past data were collected.

Two survey forms were developed to obtain this information. A
state level questionnaire was written and given to the communication
system planner in the state planning agency. This survey form is shown in
Appendix A. In Texas the survey was directed to the proper persons in the
state government. We obtained answers to our questionnaire from the
Department of Public Safety in Texas.

As seen in Appendix A we began by asking state planners to
provide one diagram showing principal components used in information
interchange between all criminal justice user agencies. Principal com-
ponents were defined as:
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Data bases

Switchers/concentrators

Terminals

Communication lines

Data bases only .included those computers containing records that could be
accessed by communication lanes considered part of the state information
system. We also asked for communication line sizes in bauds which
measures the rate that information can be loaded on and taken off com-
munication lines. Finally we asked state planners to identify changes to
the above diagram and indicate when these changes were made. Answers to
these questions provided a knowledge of current and past network con--
figurations. In general, this information was available.

The second question on the state survey asked for more
specific information concerning data bases. We asked for the type and
number of records available to system users from 1971 - 1976. A minimum
of five years of past traffic statistics were needed to establish past
growth trends. Again, Texas provided us with answers to this question.

The third question asked for traffic volume data. We re-
quested monthly communication traffic, volumes in units of average messages
per day by user agency and message type. The time period was again
January 1971 - 1976. Texas had only recently instituted a management
information system that provided traffic volumes by user agency and
message type. Prior to 1976 Texas recorded only the number of messages
per month on each circuit where most circuits served more than one agency
Also no message--type distribution was recorded prior to 1976.

The fourth question asked state planners to provide average
message lengths by message type. As a check of these numbers, we also
asked to see format details for all message: types transmitted over the
state criminal justice telecommunications system. Texas responded to this
question by providing us with a copy of their operating manuals which
presented formats required to obtain access to the files. Combining
knowledge of message formats with a knowledge of the message type volume
distribution allowed us to calculate an average message length.

Question five asked for an origin and destination matrix
showing yearly message volume from each user agency to each other user
agency in the state. Texas could not provide this information.

The sixth question asked about operating policies that affect
traffic volumes. Specifically we asked whether queries into one data file
automatically generate queries into other data files and whether there
were record update requirements. No answer was obtained to. the second
question; however, Texas provided information on automatically generated
messages.
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Finally we asked state planners to inform us of any planned
upgrade that would affect traffic against current law enforcement files.
We listed examples such as:

0) An increase in the number of records in a file

(2) A reduction in response time

(3) An increase in the number of user agencies.

Texas provided complete responses to this last question.

The second form designed for the collection of information was
the User Agency Questionnaire. (See Appendix B.) This questionnaire was
intended to obtain information on user characteristic4: on current and
desired response time.and.to obtain from the users an estimate of their
current traffic levels. This last item was intended to be a check of
similar data requested from the state. User survey forms were sent to all
user agencies in Texas. Many, but not all, agencies completed the survey.
and returned. it to us.

As seen in Appendix B user agencies were asked to supply
traffic data in the .form of the average number of messages sent per day on
the state system, the average number of messages received per day on the
state system, and the number of messages sent during a peak hour on the
state system. Responses were generally consistent with state statistics
which were most likely the data source used by the respondents.

Users were next asked for current average response times and
acceptable response times. Almost all agencies answered these questions
with acceptable response times slightly lower than actual response times.

Finally, user agencies were asked to supply data on the crime
rate per capita in their area and the number of personnel requiring in--
.f.'ormation over the state criminal justice telecommunications system. Five
years of this information was requested; most agencies supplied it for the
current year but did not give historical data.

Because a number of agencies did not respond to the user
surveys, other sources of data were identified that could fill information
gaps.. Uniform crime report data Were obtained for Texas... This report
presented population and crime statistics for all law enforcement agencies
in the state. we also used the national Uniform Crime Reports issued
annually by the FBI ( Crime in the United States) to obtain information on
the number, of personnel employed by each agency. Finally the Texas state
almanacs were used to verify population statistics.

In addition to survey forms and statistical tables, we con-
ducted .personal .interviews to collect data necessary for predicting .future
traffic levels into existing data files. Interviews were conducted with
data processing personnel in the larger metropolitan police departments
and with persons representing regional information centers. Personal
interviews were conducted with these representatives because of the large
volume of traffic originating from metropolitan police departments and
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regional information systems. We asked questions concerning present
methods for accessing state data files, future communication plans that
would impact communication traffic into the state system, accessibility of
information contained in regional data bases to other users of the state
system, data types maintained on regional systems, and operating pro-
cedures that automatically generate messages from regional data bases
into the state data. base. .We found that.on- site interviews were required.
in some instances; however, we were able to interview a number of these
agencies by telephone. Both the large police departments and regional
information centers were cooperative and provided the required
information.

All the above data were used in our traffic growth and dis-
tribution models which will be discussed in following sections.

3.3	 ANALYSIS METHODOLOGIES APPLIED TO TRAFFIC STATISTICS

3.3.3	 -Definitions

Traffic statistics were obtained primarily from the operating
agencies of the existing state criminal justice telecommunication systems.
Tne form of the data used to project future growth was monthly message,
volumes broken out by system users. In.examiaing the data, care had to be
taken in interpreting the numbers given and in defining carefully the
parameters to be measured.

There are two measures of system traffic that will affect
final system design. The first is the number of communication messages
transmitted over the system. A communication message is defined as the
transmission of information between a sender and a final receiver. For
example, when a user is attempting to obtain a record contained in a data
base, the sender is considered to be the user and the final receiver is
considered to be the data base. Independent of the path of the message,
the transmission of the data base query between the user and the data base
constitutes one communication message. Once the computer's files have
been searched and a response prepared, the transmission of the response
from the data base back to the.user constitutes a second communication
message.

The second measure of traffic affecting system design is the
number of transactions handled by the computer. A transaction. Is defined
as the processing by the computer of a request for service. Requests for
service include data base searches and preparation of response, data base
record modifications, and switching of messages. It is possible for one
message into the computer .to'gene.rate.more.than one transaction. For
example, if a query into the state wants/warrants file automatically
generates a message to the national wants/warrants file then two trans-
actions occur: the state wants/warrants data base search and the switching
of the inquiry to the national file.

From the definitions above, it is apparent that communication
messages demand communication line services while transactions demand
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computer services. Methods of estimating these parameters from available
statistics will be discussed next.

3.3.2	 Interpretation of Communication Traffic Statistics

In exaL.ining available traffic statistics, the analyst must
first determine whether traffic is a measure of communication messages or
transactions. If it is established that con-nunication messages are being
counted, then a knowledge of computer message handling procedures allows
the calculation of computer transactions. Likewise, if it is established
that transactions are being measurea, then a knowledge of computer message
handling procedures will generally allow the calculation, of communication
message volumes. When it is not clear whether transactions or messages
are being counted the analyst must test both hypotheses. Generally by
looking for internal consistency or by checking with other independent
traffic statistics, it is possible to determine if transactions or
messages are being measured.

It is common for statistics gathering routines to record the
number of communication messages sent and received from every component of
the communication system. Thus a message sent from a user terminal to a
data base is recorded as being sen' from the user terminal and received by
the data base. When total system messages are calculated by summations of
messages over all components, this leads to a double counting of messages.
Dividing by a factor of two leads to the true message count.

Determination of the number of messages sent from the state
system to national communication systems must be handled with care. There
are currently two national communication systems, the National Crime
Information Center (NCIC) and the National Law Enforcement Telecommuni-
cation System ('LETS). The NCIC services data base queries and updates
but has no message switching capability. The data base is located in
Washington, D.C. NLETS provides message switching capabilities tying
together state data bases, but it maintains no data base of its own.

Messages sent from state telecommunication users to the NCIC
data base can be generated in two ways. The first involves a direct
message between the user and NCIC where the state user utilizes required
NCIC formats. The second, and by far the most common, results from a user
sending a message into t^ ,, state computer which then automatically
forwards it to the NCIC stolen article file.

Messages into the NCIC data base must travel from the user to
the state switching center and from the state switching center to the NCIC
data base. Respcnses then retrace this path back to the user.
Communication messages to and from the NCIC should be counted in the
following way (see Figure 3- 1):
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DIRECT NCIC DATA	 DATA BASE
BASE. QUERIES, UPDATE 	 QUERIES, UPDATES

STATE	 STATE DATA BASE	
SEBA

USERS	 NCIC DATA	 AND	 DATA BASE	
WASH,

NCIC DATA BA

BASE RESPONSES	 SWITCFiER	 RESPONSES

Figure 3^-1. NCIC Traffic Flow

(1) The initial transmission from the user to the state
switching center should-'fie counted as a separate NCIC
communication message only if it is a direct message
between the user and NCIC.

(2) All transmissions of the data base queries and updates
between the state switching center and NCIC should be
counted as.eommunication- messages.

(3) All transmissions of responses to data base queries
J

and updates between NCIC and the state switching center
should.be counted as communication messages..

(4) The final transmission of the response to the NCIC data
base query or update from the state switching center. to
the user should be counted as a communication message.

Transactions should be counted as follows:.

(1) The switching or automatic generation of a message.by-

the state.data base computer into NCIC should be counted
as a transaction.

(2) The switching of the NCIC response by the state data
base computer to the appropriate user terminal should
be counted as a transaction

If the states' traffic statistics do not follow these conventions, ad-
,justments `should .. .be. made,

Communication traffic traveling from the state systam to the
NLETS system is measured in the same way as NCIC traffic with the
following . exceptions.: Fi.i.^st,.all communication. messages sent from state
system users to other ata.tes via NLETS must be sent directly, i.e.,:there
is no automatic generation of messages to other states. Second, other
states can originate data base queries into the state data base.
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Communication messages to and from NLETS should be counted
as follows (see Figure 3-2):

(1) All initial NLETS queries from state users to the
state data base should be counted.

(2) All queries from the state data base to other states
via NLETS should be counted.

(3) All responses from other stakes to the state data base
via NLETS should be counted.

(4) All transmissions of the NLETS response from the state
data base should be counted.

(5) All NLETS queries from other states to the state data
base should be counted.

(6) All NLETS responses from the state data base to other
states should be counted.

Rules for counting NLETS transactions are:

(1) The switching of an NLETS query by the state data base
to other states should be counted.

(2) The switching of NLETS responses by the state data base
to state users should be counted.

(3) The file search and response preparation done by the
state data base in responding to an NLETS inquiry from
another state should be counted.

Again, care must be taken in examining states' procedures for measuring
NLETS traffic levels. If the measuring procedures do not follow the above
rules, adjustments must be made.

STATE
USERS

NLETS QUERIES

STATE DATA 9,45E

AND
NLETS RESPONSES	 SWITCHER

NLETS QUERIES

NLETS RESPONSES
go

NLETS'QUER.IES

NLETS RESPONSES

ALL OTHER
STATES

Figure 3-2. NLETS Traffic Flow
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Once the traffic statistics have been analyzed and a good
measure of the number of communication messages has been obtained, it is
necessary to convert traffic from units of messages per day to characters
per day. Our procedure for this conversion is presented in the next
section.

3.3.3	 Message Length

For the purpose of designing a network of communication lines,
communication planners must know in addition to the number of messages,
the length of the messages so they can determine the number of characters
that are to be flowing on communication lines.

Determination_ of average message length begins by identifying
message types and message functions. Message types are the state data
base file types, administrative messages, NCIC messages, NLETS data base
messages and NLETS administrative messages. Message functions apply only
to data base message types and can be grouped into two categories: data
base queries and data base modifications.

Lengths of data base message types by message function were
determined by examining specified formats in users operating manuals.
Response formats were also shown in these manuals. However, there are two
possible responses to the query message function. The first is a short
response indicating that no record matching the input identifiers could be
found. The second, a positive response, is a longer message transmitting
the entire record requested. Therefore, it is necessary to know the
positive response rate in order to calculate average message length of
responses to inquiries.

Average administrative message lengths were estimated by..
examining example administrative-message formats, by discussions with
state personnel and by examining available statistics kept by NLETS on
administrative message lengths. Since the format of an administrative
message is left to the discretion of the user, message length could not be
determined by studying format specifications. However, good agreement was
obtained from the three sources listed above, increasing confidence in the
administrative message length estimates.

Message lengths for NCIC and NLETS messages were obtained from
a previous JPL report ( National Criminal 	 Telecommunications).
These numbers were slightly modified to reflect changes since the JPL
report was released.

A simple example of the method for calculating overall average
message length will be presented . and then the methodology will be
generalized to cover our more complex case.

Suppose there are only two message types and the average
length of message type 1 is L, and the average length of message type 2
is L2. Also suppose F1 is the fraction of total messages that are type 1
and F2 is the fraction of total messages that are type 2. Overall average
message length can be calculated as follows:
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Overall Average Message Length = F1 x L1 + F2 x L2

To continue the example by assigning values let:

L.1 = 100 characters/message

L2 = 150 characters/message.

F 1 = 0.30

Fz = 0.70

Then:

Overall Average = 0.3 x 100 + 0.7 x 15.0 = 135 char/msg.
Message Length

In our case we have more than two. message types and there are
also different message functions within message types. We do however know
the average message length and the fraction of total traffic of each
message function within each message type. We can thus apply the
methodology presented above by taking the summation of the products of
average message lengths and fraction of total traffic over all message
functions and message types. An example is shoFm below where there are m
message types and n message functions within each message type. The
fraction of total messages and the average message length is shown for
each message function and the calculation of overall average message
length is shown at the bottom.
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Overall average message lengths in the model states were
calculated using the above methodology.

3.3.4	 Peak/Average Patios

In determining needed communication capacity to satisfy
performance requirements, we would like to use a measure of demand that
reflects the load on the system during the busiest hours. Proper network
design requires that service objectives be met during the busiest times as
well as the average situation. All previous traffic statistics have given
message volutes averaged over a day. To derive the desired traffic
measurement we establish the ratio of traffic volume during the busiest
hour and average traffic volume and designate it the peak to average
ratio. Average traffic volumes are then multiplied by this ratio to give
peak traffic volumes.

Peak to average ratios can be associated with different com-
ponents of the communication system. At the first level we examine
peak/average ratio of the number of messages sent from a user agency. The
second level involves demand for communication circuits. In some instances,
where there is only one user agency on a circuit, this corresponds to the
first level. However, for those circuits serving more than one user agency,
a separate peak/average ratio can be computed. This circuit ratio is
dependent on communication line configuration and therefore ohanges as
new configurations are proposed. To avert this complication we have
assumed one constant peak-to-average ratio for the entire communication
system. This one value is taken to be the peak-to-average ratio of traffic
to the computer. We justify using this as the peak/average ratio for user
agencies and communication circuits for the following reasons:

(1) Historically, the utilization level of the computer has
been significantly higher than the utilization levels
of communication circuits. Therefore it is more im-
portant to establish demands for computer service than
for communication lines and user agency terminals.

(Z) It is likely that the peak/average ratio for communica-
tion circuits and for the computer are not greatly
different.

(3) There is a possibility that particular user agencies
will have peak/average ratios somewhat higher than the
computer's ratio. however-, it is unlikely that this
higher than predicted number of messages would have any
impact on network system design since communication cir-
cuit utilization is low.

To determine this ratio we examine in detail one month of
total system traffic data. The number of transactions occurring each hour
in the month is determined. We search for the busiest hour and determine
the ratio of transaction volume during this busiest hour to the average
hourly transaction volume during the month. This ratio becomes the
peak/average traffic ratio.

_.. _......_	 3-11
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Predictions of average traffic levels are then. multiplied
by the peak-to-average ratio to describe traffic levels during the
busiest hour.

3.3.5	 Output of Analysis of Traffic Statistics

The outputs of the traffic analysis task are:

(1)	 Historical traffic statistics: 1971 - 1976

(a) Number of average total monthly communication
messages

(b) Number of average total monthly transactions

(c) Number of average monthly communication messages
by system user

(d) Number of average monthly communication messages
by message type

(2)	 Current traffic statistics

(a) Average message length by message type

(b) Total average message length

(c) Peak/average ratio.

This information on past and current traffic statistics serves as input
into the traffic growth and distribution modeling tasks to be discussed in
the next two sections.

3.4	 TRAFFIC GROWTH MODELING

3.441	 Introduction

Before we present our forecasting techniques a note of caution
is in order; forecasting is a hazardous occupation. As Martino has said
.(Technological Forecasting for Decision Making) it The forecaster is never
absolutely certain that he has prepared the most useful possible forecast
with the data he had available and the resources he employed. ;' Martino
continues to describe ghat forecasting does and does not do. « A forecast
does not. tell us anything about the future. Instead,. it tells. only of the
implications of available information about the past. These implications
are connected with the future through. a logical framework. Hence, the
utility of a forecast for decision making purposes depends on the validity
of the logical framework it uses, and the extent to which it extracts all
the implications which are contained in the body of available information."
We have attempted to identify the body of available information and
develop a logical framework allowing us to use the information to predict
future growth of criminal justice telecommunications traffic.
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Our basic forecasting framework postulates that past traffic
growth is caused by two factors. The first is an increased demand by
the users and the second is communication system improvements. We assume
that growth in traffic due to the first factor will continue in the future
as it has in the past. However, growth in traffic due to communication
system improvements will depend on the rate of future system improvements.
Our estimates of these two components of traffic growth are combined to
form the predication of total future communication traffic levels into
existing data types.

	

3.4.2	 Input Data

Data describing past .operations of the state criminal justice
telecommunications system included past traffic statistics, past network
configurations and past operational procedures. Recall that traffic
statistics obtained from states were used to determine the total number of
communication messages each month and total transactions each month during
the years 1971 - 1976. In addition, these aggregate monthly traffic
figures were broken out by message type and wherever possible by user
agency.

Data on past network configurations included location, con-
tent, and size of.data files; communication line configurations and
capacities; and lists of all user agencies and their means of access to
the state telecommunication system. An operational procedure affecting
traffic was the policy regarding the automatic generation of messages from
the state computer to the National Crime Information Center maintained in
Washington, D.C.

	

3.4.3	 Data Analysis

historic traffic statistics were used to establish the past
growth pattern of communications traffic. Growth in traffic in Texas,
shown in Figure 3--3, was characterized by periods of fairly stable growth
rates, however, there were erratic periods where large increases in
traffic occurred. The sudden increases in traffic were caused by
improvements to the communication system. The following improvements ware
identified:

(1) Addition of new users

(2) Addition of new data files

(3) The substitution of high-speed communication lines for
low--speed lines and new terminal equipment

(4) The formation of regional information systems
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Figure 3--3. Texas Past Communication Traffic Growth

Since these increases in traffic could be tied to specific communication
system improvements and were short term in nature, it would be inappro-
priate to project such increases into the future, It thus becomes
necessary to factor out the impacts on traffic of these improvements to
the communication system. The remaining growth component is categorized
as baseline growth and we see it as being principally caused by:

(1) Increased utilization of existing services

(2) Population and personnel increases

(3) Training.

Baseline growth, shown in Figure 3-4 for Texas, is assumed to continue in
the future as it has in the past.
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3.4.3.1	 Past System Improvements. To obtatr, baseline growth statistics,
we had to establish . a procedure for quantifying the impacts on traffic of
communication system improvements. our procedure assumed that the traffic
impacts of system improvements were independent of one another. We
recognized that in the real world this is not the case, but were confident
that the errors caused by non-independence would be small. As an example
assume that two system improvements occurred simultaneously and were the
conversion of low-speed lines to high-speed lines and the addition of a
new data base. To determine the increase in traffic from a particular
user caused by the high--speed line upgrade.we look at the user's traffic
just before and just after the increase. The increase is taken to be
caused by the line upgrade. However, a portion of the increase is due
to traffic into the new data file. However, during all periods the portion
caused by the secondary effect was sufficiently small: 11-nat it could be
ignored. So errors resulting from our assumption of independence are
small Procedures for determining the impacts of each system improvement
are now discussed.
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Figure 3-4. Texas Baseline Traffic Growth
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Texas has added new user agencies to its communication
system over the last few years. We collected a list of all new agencies
added within each three month period from 1971 - present. The increase in
traffic caused by the addition of a new terminal was obtained by measuring
traffic levels from the terminal in the :three-month period after it had
been added. The average of traffic over this three-month period was
considered to be the traffic increase. Where these detailed traffic data
were not available for each month, we took the first month these
statistics were available, and for.all terminals . added between the last
set of available statistics and this set, the increase in traffic was
assumed to be the message volumes reported by the statistics. In Texas,
traffic statistics broken out by user were available only for February
1974, February 1975 and all months after May 1976. In Texas locking at
the period January 1973 - June 1976, approximately 11,000 of the new
messages could be attributed to the addition of new users.

When a new data file is added, there is generally a period of
two or three months of rapid growth of traffic into the files followed by
a stabilization in traffic volume. It is this sudden increase in traffic
that we consider the impact of the implementation of a new data . base. An
example of traffic volumes into a new data file is shown in Figure 3-5.
Traffic increases occur rapidly during the first months of operation of
the TCZC data files and then begin to display a somewhat normal growth
pattern. The increases due to addition of data bases in Texas accounted
for approximately 18,000 new messages per day.

Texas originally designed its state criminal justice
telecommunication system with low-speed teletype lines. The state has
upgraded a portion of these lines to high--speed 1200 or 2400 baud lines.
We define low--speed lines to be 300 baud or slower. Terminals serving
low-speed lines are either older teletype terminals or hard copy printing
terminals. High-speed lines are 1200 baud or faster and are served by CRT
terminals, Texas does not use lines of between 150 and 1200 baud.
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The impact of past conversions to high-speed lines is measured
by taking the difference in traffic the month before the upgrade and
the month after the upgrade for each affected agency. These increases
range from 12% to 200%. In Texas the average terminal doubled its
traffic after conversion to high-speed lines.

A number of larger cities have recently implemented or are now
in the process of planning for the implementation of municipal or regional
information systems. These systems generally consist of a local computer
which contains data files of regional interest and also switches messages
into the state system: We have noticed an increase in traffic into the
state system when these systems are implemented. Possible reasons for
this increase are;

(1) Agencies have more terminal.s.with which to access state
files

.(2)	 Agencies with no previous access to the state system
now have access to a regional system that allows them
access to state data files

(3)	 Computer-toy-computer communication is now available
between regions and the states.

The impact on traffic of regional information centers was again measured
by examining the differences in traffic before and after.implementation.

The effects of all the above system improvements in Texas are
summarized in Figure 3-6. In Texas slightly more than half the growth
could be attributed to baseline growth. In Texas the addition of new data
bases, the addition of new users and the conversion of high--speed lines
all had major impacts on traffic.

3.4.3.2	 Past Baseline Growth. Calculation of baseline growth began
by using as input the total monthly historic communication message levels.
These statistics were then averaged over three-month periods giving
average message volumes for the four quarters of each calendar year.
We then determined the component of each of these quarterly message
volumes that could be attributed to the communication system improvements
discussed above. Traffic caused by system improvements was subtracted
from total, traffic. The remaining traffic for each quarter was then
plotted (see Figure 3-4) and served as a measure of baseline growth..

3.4.4	 Traffic Projections

The previous section dealt with establishing past growth
patterns and our attempt to relate portions of the past growth to com-
munication system im.provemants. We will now use the knowledge gained
about the past to predict future traffic levels.
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Figure 3-6. Distribution of Traffic Growth Sources

3.4.4.1	 Future Baseline Growth. Recall our basic assumption that
baseline growth will continue into the future as it has in the past,
Past baseline, growth curves exhibited the following characteristics:

(1) A long-term increase in traffic

(2) Seasonal effects due primarily to procedures or customs

(3) Periods of relatively slow growth.

Using these characteristics we construct the following baseline growth
model. The long-term increase in traffic will. continue into the future.
Seasonal effects may continue into the future but will have no impact on
system design because although these effects have been to cause exeep--
tionally low traffic levels during some months, the system must be de-
signed to handle the loads during peak traffic months. We will thus not
include seasonal effects in our future traffic model.

We explain periods of slow baseline growth as being caused by
one of two factors. First ., growth may be slow because the communication
system is near saturation. Users experience deterioration in the level of
service with the primary effect being an increase in the waiting time for
a reply to an inquiry. Second,.growth may be slow immediately following
an upgrade because of sub-standard system performance while the inevitable
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problems of a new system are corrected, and reduced agency utilization
while users familiarize themselves with new operating procedures.

Texas baseline growth displays a period of slow growth through
the second and third quarters of 1975• Consistent with this slow growth
trend is the fact that in the third quarter.of 1 .975, a number of system
improvements were made. These included upgrading the Austin Switcher and
adding a second communication line between the Dallas and Austin Switcher.

Response time deterioration caused by excessive demands for
service is shown in Figure 3--7. Notice that response times stay relatively
constant as transaction volumes build until a critical point is reached
(about the 80% utilization point). Response times then degrade rapidly.
The response time profile just described is consistent with the response
time of a central processing computer as transaction volume grows.

In Texas the criminal justice telecommunication system is not
completely. centralized. Data base computers do not provide switching
services and there ara switchers in three locations distributed throughout
the state. These swi.tchers and the lines connecting them to each other
and to the data bases handle large volutes of data and thus have high
utilization levels. Texas also has two completely separate data base
computers. Thus, because of its distributed nature, response time is not
easy to characterize in Texas. A single message depends on service from
a number of components that might be overloaded and different message
types.require service.from . ,different components. For example, in. July
1975 the throughput capacity of the Austin switcher was increased and a

TRANSACTIONS/day 0

Figure 3-7. Typical Communication System Response
Time as Function of Traffic Volume
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second high-speed communication line was added between the Austin Switcher
and Dallas. This was done to reduce response times to system users served
by the Dallas switcher. Any traffic saturation occurring prior.to this
upgrade was only affecting those terminals served by the Dallas switcher.

We will now use these past .traffic baseline growth .character-
istics to predict future traffic volumes.

We have developed a growth projection model that predicts
average daily traffic voluate nor each of the next 20 six-month. periods.
The model assumes that growth will be caused by three factors. They are:
baseline growth, improved communication technology, and new users and data
bases.

We assume baseline growth will continue into the future as it
has in the past. In Texas past baseline growth displayed an S-shaped
curve with growth being slow before and after system upgrades and linear
betwecti these periods. Since baseline traffic growth appears to be.de
pendent on available system capacity it becomes necessary for us to make
assumptions regarding; actions to be taken by the state when system satu-
ration is reached. Possible actions are:

(1) To increase capacity before saturation is reached to
avoid inconvenience to users and allow unconstrained
growth

(2) To wait for the first signs of saturation and then, in-
crease capacity

(3) To delay for a substantial period any upgrade even
after saturation is reached

(4) To fix a limit to growth and not upgrade at all.

In talking with planners in Texas, the second action seemed the most

likely. State planners believed that it was not possible to increase
capacity before system capacity was.reached but did indicate that funding
necessary for increasing capacity could be obtained quickly when
deterioration in response times was noticed. Thus the shape of the future
baseline growth curve was assumed to be basically linear with a slowing of
traffic before and after system upgrades...

Our assumption concerning possible actions regarding system
upgrades is a critical one. If states decide to delay upgrades for a
substantial period or to fix a limit to growth, then our traffic pre-
dictions will be substantially high. However, if states decide to
increase capacity before saturation is reached, errors in our prediction
will not be as Large because decreased traffic growth periods have
been assumed to be short term.

To project future baseline growth we fit past baseline
growth statistics with regression lines and minimize the least square
errors. A slow growth line and a . fast growth.line. are developed..
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Then, using our knowledge of present system capacity and
assumptions on delay before capacity increase and magnitude of capacity .
increase, we can project these baseline traffic growth lines forward.
Figure 3-8 shows our baseline growth projections for Texas.
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3.4.14.2	 Future System Improvements. In addition to increases in
traffic volumes caused by baseline growth, there will be increases
caused by communication system improvements. The future implementations
of the following communication system improvements and their impacts
on traffic were considered.

(1) Addition of new users

(2) The substitution of high--speed communication lines for
low--speed lines and new terminal equipment

(3) The formation of regional information systems

(4) The implementation of Mobile Digital Terminals (MDTs)

(5) Procedural message handling changes.

Information concerning implementation plans was obtained from state
planning personnel and there is considerable uncertainty in their future
scenarios. However, we did attempt to talk with as many people as pos-
sible to gain the most complete understanding of the states' plans.

Texas is currently in the process of replacing all low-
speed lines with high--speed lines and is planning to procure new terminals
to serve these high.-speed lines. Each law enforcement agency will
decide whether it wants to join the state telecommunications system.
Texas expects all of the approximately 400 agencies served by the system
to continue as users and is also planning for an additional 100 to 150
new user agencies. Using a minimum population criteria, we identified
133 potential new user agencies in Texas.

Texas state planners expect these new users to join the com-
munications system in late 1977 and early 1978. Potential traffic levels
from these new terminals were calculated by using expressions developed
for traffic distribution which will be discussed in detail in the next
section. These expressions relate user characteristics such a:, population
served and number of personnel to communication system traffic. We
determined that by 1978, some 7,300 messages per day will be coating from
ongoing to these 133 new user agencies.

Texas has plans for converting all remaining low-speed
communication lines to high-speed lines. We have estimated the effect of
this conversion by assuming that traffic increases in the future will be
similar to traffic increases resulting from past line upgrades. Recall
that there was a doubling of traffic in Texas when lines were converted
From low- to high-speed. Texas plans to complete its conversion by late
,977 and we have estimated an increase of 31,300 msg/day.

Texas provided plans for the future implementation of local
automated information systems or improvements to existing regional.
systems. New municipal systems are being planned for the Waco., Garland,
and the El Paso Police Departments. Increases of approximately 1,000
msg/day to and from the state system and each of these departments are
expected after implementation. Improvements to the Tarrant Coanty

3-22



77-53, Vol. III

Judicial Information System and the Houston City Computer system are also
expected to increase traffic. Tarrant County plans to allow access to its
data files to agencies in adjacent counties. Access will be through the
state telecommunication system. Tarrant County expects approximately
1,000 of these msg/day. Houston is planning a major upgrade of its system
with the main change being the addition of many terminals. An increase of
6,000 msg/day into the state system is expected when this upgrade is
completed.

In conversations with municipal police departments we learned
that there is considerable interest in mobile digital terminals. Radio
dispatchers currently serve as the link between officers in their patrol
cars and the states' law enforcement data bases. Officers must gain the
attention of the dispatcher and verbally relay the information necessary
for a transaction into the data files. Responses must again be verbally
transmitted between dispatcher and officer. Terminals are available that
can be installed in patrol cars allowing the officer to enter and re-
ceive information directly from data bases. The officer utilizes a key-
board to enter information that is then transmitted digitally from
patrol car to dispatcher station and then forwarded automatically into
the data base. The response is again automatically forwarded from dis-
patcher station to patrol car and displayed on a read-out device in
the patrol car. Mobile digital terminals thus relieve dispatchers of
a portion of their workload, ease communication channel congestion, and
facilitate easier access to, and faster responses from, central data
bases. It is thus expected that communication message volume will in-
crease when mobile digital terminals are added to police vehicles.

In spite of the advantages mentioned above, the spread of
mobile digital terminals has not occurred as rapidly as expected three or
four years ago. The primary reason is cost. These in-car terminals cost
between $3,000 and $5,000 per unit and municipal police departments find
it hard to generate needed funds. In the past, significant funding for
mobile digital terminals (there are currently approximately 1,000 opera-
tional units throughout the United States) came from the Law Enforce-
ment Assistance Administration (LEAA) which funded these units as a part
of an innovative project. It is unlikely that LEAA will continue to
provide funds at the previous level for further mobile digital terminals.
Thus municipal police departments must evaluate the performance of
existing in-car terminals and determine whether mobile digital terminal
benefits outweigh their costs.

Clearly the future of MDTs is an uncertain one. To aid us in
forecasting future implementation we spoke with state planners, municipal
police department planners and mobile digital terminal vendors. These
sources agreed that the large municipal police departments would
ultimately decide that MDTs were cost effective and equip their patrol
cars with them. However, he assumed that only cities with populations of
500,000 or larger would purchase MDTs by 1985.

In Texas we assume implementation of MDTs will begin in 1980
and will be completed by 1984. We predict that 23,700 new msg/day will
come as a result of mobile digital terminals.
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It is apparent by the size of the increase predicted and the
uncertainty in the future of MDTs that this is a possible area of sub-
stantial error in our traffic forecast. If in the future it is determined
that growth in MDTs is slower or faster than we predicted, adjustments
should be made to our traffic forecasts.

. There is only one procedural message handling change foreseen
in the future that will lead to increased communication traffic being
transmitted over state criminal justice telecommunication systems. This
involves the elimination of direct lines between municipal police
departments and the NCIC data base in Washington, D.C. Currently, in
Texas, the majority of messages between the Dallas Police Department and
NCIC is transmitted on a direct line between Dallas and Washington, D.C.
However, the NCIC is planning in the future to allow access to its data
files from only one port in each state. This port will be located at the
central site of the state telecommunication system which is Austin, Texas.
Therefore, messages that currently are going directly from Dallas to NCIC,
and are never counted as being transmitted over the state system, must now
first travel over the state system to Austin and from there be sent from
Austin to Washington, D.C. We assume this will occur in late 1977.
According to statistics maintained by NCIC there are 13,800 msg/day to be
added to the state system when the direct Dallas-NCIC line is eliminated.

Table 3-1 summarizes the predicted increases in traffic caused
by communication system improvements over the next 20 six-month periods.
Designation 77 represents the middle six months of 1977, April-October,
while 77/78 represents the last three months of 1977 and the first three
months of 1978. The traffic increase numbers are given in units of
messages per day and show the expected increase in traffic resulting* from
each system improvement that occurs in each six--month period.

It is of interest to note that the largest traffic increases
will result from the conversion from low--speed to high-speed communication
lines and the implementation of mobile digital terminals. In addition,
Texas is facing substantial traffic increases due to system improvements
over the next few years.

These techniques used for projecting traffic growth forward
can be applied in other states besides Texas. The basic steps are:

(1) Analysis of past traffic statistics to determine the
historical pattern of total system traffic growth

(2) Determination of past system improvements that would
impact traffic growth

(3) Determination of the magnitude and the timing of past
increases in traffic caused by system improvements

(4) Determination of the historical baseline growth curve
by subtracting traffic increases due to system improve-
ments from total traffic increases

3-24



77-53, Vol. III

Table 3-1. Future Traffic Increases due to Communication System
Improvements (Units are Average Communication Messages
per day.)

Regional Mobile
Time High--Speed Information Digital Message

Period FVew Users Lines System Terminals. Handling

77 0 31,300 1,200 0 13,800

77/78 7,300 0 2,200 0 0

78 0 0 2,4o0 0 0

78/79 0 0 2,400 .0 0

79 0 0 1,400 12,800 0

79/80 0 0 200 0 0

80 0 0 600 0 0

80/81 0 0 400 0 0

81 0 0 400 0 0

81/82 0 0 400 0 0

82 0 0 400 0 0

82/83 0 0 0 0 0

83 0 0 0 10,500 0

83/84 0 0 0 0 0

84 0 0 0 0 0

84/85 0 0 0 0 0

85 0 0 0 0 0

E 7,300 31,300 11,000 2,330 13,800
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(5) Determination of future baseline growth by projecting
the baseline growth line or curve forward. Assumptions
concerning future system capacity are factored in here.

(6) Determination of future system improvements and their
impact on future traffic. Both the magnitude of the
traffic increase and the implementation schedule must
be predicted..

(7) The last step involves adding together future baseline
traffic and traffic due to future system improvements
to obtain the forecast for total future traffic into
existing data files.

Recall that there is a third growth component which is growth
due to the addition of new data types. Section 4 will discuss new data
type traffic and in Section 5 we will delineate the method used in
combining all three growth components to generate a total future traffic
level forecast.

3 . 5	 TRAFFIC DISTRIBUTION MODELING

3.5.1	 Approach

Once total communication message volumes are known, we must

determine the distribution of traffic among system users. Ideally,.we
would like to know the amount of traffic sent from every user to every
other user. However, this is not possible simply because of the large
number of system users. For example, in Texas where there are 431 system
users, a matrix with 185,761 entries is required to describe traffic
volumes sent from every terminal to every other terminal.

To avert this problem, we begin the traffic distribution task
by identifying the major direction of traffic flow on the network. We can
then eliminate all the user pairs for which there is very little traffic.
Our next step is to determine the number of messages into and out of each
user agency. This is accomplished by determining relationships between
User agency characteristics and the amount of communications traffic sent
and received by the agency. Once these relationships are developed, the
final step involves using these relationships to predict future traffic
distributions.

5.5.2	 Input Data

Data required for the traffic distribution task included, for
each current system user:

(1) Number of communication messages sent and received

(2) User characteristics

(a)	 Population served
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(b) Number of personnel

(c) Crime rate

(d) Agency type

(e) Type of communication line.

Communication message volumes were obtained from automatically generated
statistics describing system performance in Texas. The latest available
three: months of message volumes were averaged. to reduce the effects of.
abnormalities in one month.

Information concerning user characteristics was generally
available. Sources included user surveys, Uniform Crime Reports, the
state survey, and state almanacs. We had the most difficulty obtaining
data on the number of personnel. The complicating factor was that often
an agency with a terminal into the state criminal justice telecommunica-
tion system will provide service to adjacent agencies that do not have
their own terminals. Thus the user survey asked respondents to report the
number of personnel requiring information available over the state
criminal justice telecommunications system through the responding agency.
Not all user agencies in the model states responded to our survey but
for those agencies not responding we were able to obtain data on the
number of personnel employed from the Uniform Crime Reports. However,
for these non-responding agencies, we were unsuccessful in determining
which agencies with terminals were serving agencies. without terminals.
Thus for those agencies not responding to our survey, there may be
errors in the number of personnel statistics.

Additional data were required concerning changes in user
characteristics that would affect future traffic distributions. We
assumed that population, number of personnel., and crime rate would be
distributed in the future as they are now. However, we did account for
future changes in communication line types. All low-speed lines were
assumed to be converted to high-speed lines by 1979.

Also, the number of agencies served by the telecommunications
system was increased if the state expected to add new agencies. User
characteristics were collected for the new agencies so that estimates
could be made of the future traffic to and from each new agency.

3.5.3	 Data Analysis

3.5.3.1	 General Traffic Flow. Traffic flows can be determined by
examining the functions of the state criminal justice telecommunications
system. They are:

(1) To provide access to information contained in state
data files

(2) To allow for general distribution messages to be
sent to law enforcement agencies in the state
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(3) To allow for communication between two law enforcement
agencies.

Approximately 90% of all messages in Texas were data base related. Thus
the major traffic flow involves messages from users to data bases and the
subsequent response. In Texas the major data bases are currently located
in Austin, however, access is allowed to a limited number of state users
into the Dallas City and Dallas County regional data bases. San Antonio
also has plans to allow state users to access its city data base. Thus we
must establish traffic flow between each terminal and multiple data bases.

A general distribution message is issued when an agency needs
to pass on information to many other agencies. Generally states establish
sectors and allow users to send a message to all user agencies in the
appropriate sector or sectors. A general distribution message sent to all
system users and called an "all points bulletin" message generates a large
volume of traffic so operators of the state telecommunication system
review the message before it is distributed. In Texas APB messages must
also come to Austin for approval. However general distribution messages
originating from agencies served by the Garland or San Antonio switcher
and only going to other agencies served by the Garland or San Antonio
switcher need not travel to Austin for approval.

Administrative messages are free form messages sent between
one user agency and another. In Texas the Message goes to the nearest
switcher which sends it to the appropriate agency.

The only way to completely describe traffic flows on the state
networks is to identify the amount of traffic going from every terminal to
every other terminal. Recall, however, that this becomes impractical
because of the large number of system users. Using our knowledge of
traffic. functions and major traffic flows, we can reduce the size of the
traffic distribution matrix.

In describing traffic flow we must insure that our distri-
bution matrix presents traffic statistics that can be used by the design
team to test the major design parameters which are:

(1) The number of switehers

(2) The switcher locations

(3) The communication line sizes

(4) The communication line configuration.

Thus, for example, in Texas we should not attempt to describe traffic
between users and the San Antonio switcher because our design team will be.
examining options where there is no switcher located in San Antonio. The
location of data bases is not a design parameter so we can assume data
base locations remain unchanged. Also, we will assume that there will be
switching capacity located at the state capitol. Keeping these design
parameters in mind we now discuss methods for describing data base
messages, general distribution messages, and administrative messages.
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Since data base location is not a design criterion the
number and location of data bases is fixed. We can thus describe the
number of messages between each user agency and each data base. Thus,
currently in Texas where there are data bases located in Austin, Dallas
and San Antonio and 431 user agencies; a 431 x 3 matrix is required.

Messages into the NCIC and NLETS national systems have flow
characteristics similar to messages into the central data base. Recall
these messages originate from a user agency, flow into the state capitol,
are switched to the national system, return from the national system to
the state capitol, and finally are switched back to the original user
agency. National traffic between users and the state capitol and
between the state capitol and the national systems is treated as traffic
between users and the central data base. Thus NCIC and NLETS are con-
sidered to be system users.

General distribution traffic and administrative traffic are
both dependent on the location and the number of switebers. To describe
accurately these message flows we need to know the exact communication
system configuration. In addition, since these are messages between
agencies we would require the complete origin - destination traffic matrix
to describe traffic distribution. In order to avoid the need for this
information we assume:

(1) General distribution and administrative messages flow
as do data base queries to the state capitol

(2) Each user agency sends the equivalent number of
administrative messages that it receives

(3) The ratio of general distribution messages sent and
received is the same for all user agencies and is equal
to the system-wide average.

These assumptions obviate the need to separate administrative and APB
message types from data base message types. We need only report the
amount of communication traffic between each system user and each data
base. Administrative and general distribution messages are included in
the count of messages between user agencies and the central data base.
These assumptions, of course, lead to errors in the description of traffic
flows.

Figure 3-9 shows a user agency that communicates with the
state capitol via a regional switcher. An administrative or general
distribution message would travel from the user to the regional switcher
and then be sent out to the appropriate reeipient(s). We assume, however,
that the message is sent from the regional switcher to the state capitol
and distributed from there. This leads to an overestimation of traffic on
the communication line between the regional switcher and the state
capitol. An example of the magnitude of this overestimation can be
obtained by examining traffic on the existing Texas system. Actual
traffic on the line between the Dallas and Austin switchers is 36,000
msg/day; while using the above assumption we would estimate traffic to be
40,000 msg/day, an 11% error. We feel this error is acceptable because:
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Figure 3-9. Communication System Configuration with
Regional Switcher

(1) Overestimates of traffic will occur only on lines
between regional switchers and the state capitol.

(2) There is a low probability that overestimates will
affect communication system design.

(3) If there are design errors they will be in the direc-
tion of excess communication capacity.

We should mention that the above error could be alleviated if
in reporting traffic from each agency, administrative and general
distribution messages were reported separately. For any proposed system
configuration, a closest switeher could be identified for each user agency
and traffic could be described as flowing from the user agency to this
closest switcher. An unattractive feature of this approach is that the
design program would be required to describe traffic between each terminal
and a variable number of locations 4ihich would be dependent on the number
of switchers. It was our opinion that the errors associated with the
assumptions were sufficiently small so that the added work required for a
more accurate description was unnecessary.

Figure 3-10 shows existing . major traffic flows in. Texas. NCIC
and ISLETS have been shown as separate user agencies because of their high
traffic volume. The number of data base messages and administrative and
general distribution messages between all user agencies and the central
data base(s) are shown. Traffic between user agencies and the regional
data bases is shown and currently is small: in comparison to total traffic.
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3.5.3 . 2	 User Characteristics. In order to design the communication
line configuration and the line sizes, we .must describe traffic in
more detail than is shown in Figure 3-10. The amount of traffic between
each user agency and data base must be specified. Recall that these
statistics are available for the present systems and that we attempt
to establish relationships between user agency characteristics and
these traffic statistics so that future traffic distributions can be
estimated. User characteristics are agency type, communication line
type, population served, number of personnel and crime rate.

Agency types are police, sheriff, state patrol and all others.
The category "other" includes such agencies as university police
departments, bureaus of criminal identification and federal agencies such
as the Federal Bureau of Investigation, the Drug Enforcement Agency, the
Internal Revenue Service, etc. Distributions of user agencies for Texas
are shown in Table 3-2.

Line types currently in use in Texas are 75-bit/sec lines, 110
bit/sec lines, 1200 bit/sec lines and 2400 bit/sec lines. Designating
line types of 300 bit/sec or less as low-speed lines and line types of
1200 bit/see or greater as high.--speed lanes, Table 3-3 shows the current
line type distribution for Texas.

Figure 3-10. Existing Texas Traffic Flow
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Table 3-2. Distribution of Texas Users by Agency Type

Agency Type	 Number of Users

Police Terminals	 229

Sheriff Terminals 	 135

State Patrol Terminals 	 46

Other Terminals	 21

	

Total	 431

Table 3-3. Distribution of Texas Users by Line Speed

	

Line Type	 Number of Lines

Low--Speed	 315

	

High-Speed	 116

Total	 431

Texas plans. to replace all low-speed Lines with high--speed lines.

Table 3-4 shows statistics describing the three remaining
agency characteristics.
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Table 3--4. Texas User Statistics:	 Population,
Number of Personnel, Crime Rate

Agency Number of
Character- Agencies Standard

istic. Reporting Average Value Deviation.

Population 347 31,472 107,038

Personnel 295 78 236

Crime Rate 348 3,746 2,919

There is considerable variation in the characteristics of the agencies
served by these communication systems, especially in population served and
number of personnel as these characteristics have standard deviations
considerably larger than their mean. To further investigate variations in
user characteristics, frequency tables were constructed showing the number
of agencies falling within population` and personnel categories. (See
Tables 3-5 and 3-6).

Table 3-5. Population Distribution of Texas User Agencies

Population
Category Frequency % of Total

Less than 5,000 72 21
5,000 - 10,000 83 24

.10,00G - 20,000 10.2 29
20,000 - 30,000 30 9
30,000 - 50,000 24 7
50,000 - 100,000 20 6
100,000 -- 200,000 8 2.:
200,000 - 500,000 5 1

500,000f 3 1

Total 347 100
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Table 3-6. Number of Personnel Distribution of Texas User Agencies

Personnel
Categories.	 Frequency	 of Total

Less than 10	 41	 15
10	 20	 80	 27 .
20 - 30	 49	 17

30 - 144	 29	 10
140 - 50	 21	 7
50 - 100.	 36	 12
100 - 200	 22	 7
200	 500	 10	 3

500+	 7	 2

Total	 295	 100

In both states a large percentage of users are small agencies	 {
with 75% of all Texas terminals being located in agencies serving 20,000
cr fewer people..

User characteristics clearly demonstrate the tremendous
diversity existing between agencies served by the state telecommunication
system.: The methodology used in distributing traffic to these diverse
agencies is covered in the next section.

3.5.4	 Traffic Distribution

3.5.4.1	 Regression Techniques. Regression analysis is a technique
that identifies potential functional relationships between independent
and dependent variables. In our case we attempt to develop a relationship
between. the dependent variable of the number of communication messages
and independent variables consisting of different forms of the parameters

Population -- POP

Personnel - PERS

Agency Type -. AT

Communication Line Type - LT -	 -

Crime Rate - CR

We considered the following forms of the above parameters in attempting to
explain the number of communication messages between each. user ..and the
data bases.
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POP (POP)2 (POP)1/2 POP -PERS	 PERS • AT	 AT - LT	 LT - CR
PERS (PERS)2 (PERS)1/2 POP- AT	 PERS • LT	 AT- CR
AT (AT)2 (AT) 1/2 POP- LT	 PERS - CR
LT (LT)2 (LT)1/2 POP • CR
CR (CR)2 (CR)1/2

The variable selection procedure of stepwise regression was
applied to these independent variables. Stepwise regression selects from
our total set of independent variables, those that are mast highly
correlated with the number of communication messages. lu then utilizes
the standard least squares technique to develop a functional relationship
between comm,m ication message volumes and the chosen independent
variables. The usual procedures were followed in determining the best
coefficients for the model relations. (See Draper and Smith.)

3.5.4.2	 Results. Lime user characteristics, communication traffic
levels vary greatly between system users. This increases the difficulty
of the modeling task because even though we may be able to explain
a substantial percentage of the variance, the standard error of our
estimate may be high with respect to the mean.

In order to alleviate this problem, we have chosen to divide
the user agencies into more homogenous groups in terms of information
needs. In Texas the following groups were formed:

(1) Police Departments (PDs) and Sheriff Offices (30s)
serving fewer than 20,000 people

(2) Police Departments and Sheriff Offices serving between
20,000 and 100,000 people

(3) Police Departments and Sheriff Offices serving; more
than 100,000 people

(4) All offices of the Department of Public Safety

(5) All others

Police departments and sheriff offices were combined because they perform
similar law enforcement functions and thus have similar information needs.
State patrols on the other hand concentrate their law enforcement
activities on traffic enforcement only. Other terminal groupings were
tried such as combining terminals by agency and line type and by line
type only. However, regression models developed for these groupings had
larger standard errors and explained a smaller percentage of the variance
than our final classification procedures,
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Values used for line type and agency type were:

Independent
Line or	 Variable

	

Agency Type	 Values

	

75 bits/sec	 1

	

1.10 bits/see	 2

	

1200 bits/sec	 3

	

2400 bits/sec	 4

Police Dept.	 1

Sheriff Office	 2

Crime rate is a measure of the incidence per 100,000 popula-
tion of the seven major index crimes (murder and nonnegligent manslaugh-
ter, forcible rape, robbery, aggravated assault, burglary, larceny, and
auto theft) .

Personnel is a measure of the number of employees whose in-
formation needs are being served by the computer terminals. Population is
the size of populace served by the agency.

Table 3-7 shows the expressions which best describe the re-
lationship between user characteristics and communication message volumes
in Texas. These are complex expressions that in many cases contain
different forms of the same variable. The following conclusions can be
reached.

Personnel number is an important variable in determining the
number of communication messages as it appears in all four expressions.
As the number of personnel increases, the number of communication messages
increases. The rate of increase of communication , messages as personnel
increases slows down for smaller agencies, and in general, stays constant
for other groups.

Population appears in one of the four expressions. Since
population and personnel are positively correlated, and since personnel
is more highly correlated with communication message volume, population
is often excluded from the regression equations. In the expression
containing population, the coefficient is sufficiently small such that
the magnitude of the term containing population is small compared to
the magnitude of the total expression.
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Table 3-7. Regression Results -- Communication Message Volumes
(Messages per Day)

P.D. and 5.0. < 20,000 People.

70.3 + 12.0 (LT) 2 + 0.549 (PERS)(LT) - 0.002((PERS) 2 - 15.83 (LT)(AT)7

P.D, and S.O. 20.000 - 100,000 People

563 + 0.028 (PERS) 2 + 195 (PERS) 1/2 - 1.05 (PERS)(AT)
- 15.0 (PERS) + 0.002 (POP)(LT)

P.D. and S.Q. > 100.000 People

-671 + 87.6 (LT) 2 + 0.002 (PERS)(CR) - 13.3 (PERS)

Department of Public Safety (D.P.S.)

--88.46 + 197.6 • LOG (PERS)
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Line type is important in determining communication traffic
volume. The only places where it does not appear are those groups in
which all agencies have the same line types. In all groups where a
fraction of the agencies have low-speed lines and a fraction have high-
speed lines, the high-speed line agencies display significantly higher
message volumes.

Agency type enters into the expressions of only two groups,
small- and medium-sized police departments and sheriff offices in Texas.
In these instances, sheriff offices have less traffic than police depart-

ments.

Finally, crime rate appears in only one of the expressions and
is not highly correlated with communication traffic levels.

These expressions, although different for each state, yield
information useful to all states in determining traffic distributions.
Conclusions are:

(1) Personnel and line type are important in determining
traffir; levels.

(2) Crime rate does not affect traffic levels.

(3) Personnel and population to a large extent measure the
same thing, i.e., the size of the agency. Since
personnel is entered in the above expressions, there is
no need for population to play a significant role.

(4) Police departments and sheriff offices should be treated
separately from state patrol offices.

(5) Sheriff offices and police departments may or may not
have different traffic levels.

The expressions developed cannot be applied per se to any
other states. However, the data collection and analysis procedures
leading to the development of similar expressions is the same for all
states. The steps of the procedure are:

(1) Determine general traffic flow. If a large percentage
of messages are data base messages, describe message
flow between each system user and data bases.

(2) Compile a user agency data base. Information on number
of personnel, size of population served, size of com-
munication line, agency type and any other parameter
that may impact traffic volume should be collected for
each user agency.

(3) Determine the number of messages sent and received
from each terminal over a recent three month period.
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(4) Develop relationships between traffic volume and user
characteristics. Develop one relationship for each of
the following groups.

(a) Police Departments and Sheriff Offices serving
less than 20,000 people

(b) Police Departments and Sheriff Offices serving
between 20,000 and 100,000 people

(c) Police Departments and Sheriff Offices serving
more than 100,000 people

(d) State patrol.

(5) 'Use these relationships to predict future traffic dis-
tributions.

3.5.4.3	 Accuracy of Results. The expressions developed in the pre-
vious section attempt to describe the number of communication messages
originating from each user agency as a function of user agency character-
istics. After the expressions are developed, we must assess their accuracy.
Table 3-8 presents statistics describing the effectiveness of the regression
equations.

Standard error is a measure of the differences in the actual
communication traffic levels, and the levels calculated using the re-
gression expressions. If:

yi = Actual values of the dependent variable

n
yi = Predicted values of the dependent variable

n = Number of observations

Then the standard error is:

n	 1/2
( yi - Yi)2

If the standard error (SE) is small, we can be assured that
our regression equations yield communication traffic volume close to the
actual values. In our case, the standard error values are significant.
However, the standard error should always be evaluated in relation to the
mean value. If the standard error is small with respect to the mean, then
our regression equations help us in assessing the amount of traffic
originating from each user agency. The ratio SE/Mean is shown in Table
3--8. These ratios lead to fairly large error terms around predicted
values, but the predictions are sufficiently accurate for our network
design purposes.
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Table 3--8. Accuracy of Regression

Standard
Agency Categories 	 Error

P.O. and 5.0. < 20,000	 48

P.O. and S.O. 20,000 -- 	 98
100,000

P.O. and S. 0. > 100,000 	 658

Depart. of Public Safety 	 120

Mean
R2 Traffic F-Ratio SE/Mean

0.68 106 3? 0.45

0.98 266 384 0.37

0.99 2,580 307 0.26

0.21 312 3.45 0.38
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The statistic R2 is a measure of the amount of variation in
the dependent variable explained by the regression equations. An R 2 value
of 1.0 would mean a perfect fit between observed and calculated values.
The closer R 2 is to 1.0, the larger the proportion of total variation
about the mean is explained by the regression equations. In Department of
Public Safety agencies in Texas, the regression equations explain very
little of the variation.

After the regression is performed, statisticians always con-
sider the possibility that their entire approach was wrong. They ask
themselves whether or not any of the independent variables should be in-
cluded in the regression equation. This is equivalent to testing the
hypothesis that all coefficients are zero. The F-ratio allows them to
test this hypothesis. The larger the F-ratio, the more confident stat-
isticians are in rejecting this zero coefficients hypothesis. In all
cases, our F-ratios are sufficiently high such that we can reject the
hypothesis with a high degree of confidence.

3.5.4.4	 Future Traffic Distribution. Once these expressions for
distributing traffic have been developed, they must be applied to the
future traffic projections. The expressions are used to determine,
at each future point in time, the percentage of total communication
messages from and to each user agency. We have developed distributed
traffic projections for years 1977, 1979, 1981, 1983 and 1985. A new
user characteristic data base is used for each of these future time
periods so that expected changes in line type, population and personnel
can be reflected in future traffic levels.

Also, in the future there will be improvements to the com-
munication system for a small number of user agencies that will cause
their message volumes to increase. These increases will not be due to any
factors contained in the regression expressions but will be caused by:

(1) Establishment of Regional Information Systems

(2) Mobile Digital Terminals. (See Section 3.4.4.2.)

For these few user agencies, the percentage of total traffic will be in-
creased to account for the above system improvements.

The last step in the traffic projection process is the con-
version of traffic volume units from average messages per day to peak
characters per minute. Messages are converted to characters as follows:

if

Tm = Average Traffic in Units of Messages/Day

L = Average Message Length in Characters

To = Average Traffic in Units of Characters/Day

then:
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Te=LxTm

This is then converted to peak characters per minute.

If:

P = Peak-to-Average Ratio (See Section 3,3,4)

Tp = Peak Traffic in Units of Characters/Minute

then:

1 day
Tp=TexPx

144o min

We are thus able to specify the traffic to and from each user terminal in
units of peak characters per minute.
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SECTION 4

TRAFFIC MODELING AND GROWTH PROJECTIONS:
NEW DATA TYPES

	

4.1	 DATA DESCRIPTIONS

New data types whose volumes are projected into the future in
this section are summarized below. They are:

(1) Law enforcement use of state CCH/OBTS files

(2) Court use of CCH/OBTS files

(3) Corrections use of CCH/OBIS files

(4) Parole agency use of CCH/OBTS files if the agency is
distinct and if the parole officers would not use law
enforcement terminals in their areas

(5) A state judicial information system

(6) An offender--based state corrections information system

(7) A juvenile records system if the model state believes
that it is feasible to include these data on a statewide
criminal justice information system

(8) An automated fingerprint encoding, classification and
transmission system

(9) State investigation bureau data conversion traffic.

The growth in traffic from these data types is shown in
Figure 1-2. Descriptions of the files, users, hardware, facilities, and
functions are provided in Section 2. This section outlines the
methodology used to forecast traffic in these data types for the next
decade. Other data types were considered, such as boat registrations and
state parks department files, but were rejected because it is likely they
would be used infrequently compared to those included in the study and
would contribute an insignificant amount of traffic to the system. 'These
minor data sources would therefore not alter the state network signifi-
cantly, nor would they change the network performance.

	

4.2	 SECURITY .-ND PRIVACY CONSIDERATIONS

To comply with Section 524(b) of the Omnibus Crime Control and
Safe Streets Act, the National. Criminal Justice Information and Statistics
Service (NCJISS) of the Depart+went of Justice's Law Enforcement Assistance
Administration (LEAA) has published regulations in the Federal Register
(40 FR 149789 of October 24, 1975, as amended by 41 FR 11714 of March 19,
1976) designed to assure the privacy of information on individuals

J
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contained in state criminal files and to assure the security of the files
and means of access to them. The regulations seek to maintain the
integrity of state criminal justice files by focusing on five major
concerns:

(1) Assuring the completeness and accuracy of the informa-
tion kept in the files

(2) Limiting the dissemination of information in criminal
files to criminal justice and other lawful purposes

(3) Auditing the state agencies to assure compliance with
the LEAA regulations

(4) Protecting the physical security of state criminal
files from destruction and unauthorized access

(5) Allowing individuals whose records are contained in
state criminal files to review and correct any erroneous
information contained in them.

V: states are required to submit plans for assuring the
proper handli, and operation of state criminal files. Texas is in the
process of complying with these regulations, and it is expected that all
local criminal justice agencies in the state will likewise be required
to comply, since the regulations apply to all state and local agencies
that have received LEAA funds after July 1, 1973, for criminal records
systems.

These LEAA regulations are expected to have very little effect
on traffic through a Texas criminal justice telecommunications system,
since many of the state's criminal justice agencies already have their own
individual security policies, and all users will be asked to comply with
user agreements designed to assure compliance with LEAA requirements. For
purposes of the traffic projections in this study, it has been assumed
that the Texas state plan for assuring the integrity of criminal records
will be accepted by LEAA and that agencies responsible for the records,
and user agencies, will comply with the approved state plans. It appears
that none of the information transfers that have been identified as
generating new data type traffic will be inhibited by security and privacy
regulations. Traffic is therefore assumed to be unconstrained by security
and privacy.regulations. It is likely that other states will also comply
with the federal guidelines and that their criminal justice communication
system traffic will be similarly unconstrained. Such compliance will
allow states to obtain maximum utility from the system.

4.3	 DATA GATHERING TECHNIQUES AND RESULTS

4.3.1	 Traffic Volume

Information on what future traffic levels in new data types
might be was gathered primarily from state officials who have been
administering criminal justice information systems in Texas for the last
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several years, and from officials (often the same people) who are planning
for the future of these systems. Responses from these data system
administrators and planners were gathered in the form of written answers
to formal written inquiries, by informal personal conversations, and by
formal personal presentations to large groups of state officials who were
invited to criticize the assumptions and analyses used in projecting
future traffic in new data types.

.In addition to talking with administrators and planners at.t.he
state level, data on the future of the state criminal justice information
system were also obtained from speaking with local users in city police
departments, and other local agencies such as county courts and sheriff
offices. The following list summarizes. the .types of agencies visited in
Texas:

State criminal justice information system operators

State criminal justice information system planners

Law enforcement users of the state and local criminal justice
information systems such as city police departments and
county sheriff offices

State judicial system planners and administrators of state
judicial system statistics services

Operators and planners of local judicial information systems
for general jurisdiction courts

Administrators and planners of state corrections information
systems

Operators of state youth agency information systems

Administrators and planners of state parole information
systems.

The following list summarizes the types of vehicles used to
obtain estimates of future new data traffic volume from these several
agencies:

(1)	 Formal written questionnaires (see Appendix A) were
sent to the state criminal justice information system
operators asking their judgment on what new data types
they expected to see on their network in the next
decade. These questions were part of the formal written
questionnaire that asked for detailed traffic statistics
on existing data types.and for past historical trends
in data volume. If the state operators of the ,ri.minal
justice information system indicated there would
likely be another type of data added, this statement
was followed up by a phone call or visit to the agency
which would provide the expected data in order to
obtain better estimates of when the data might appear
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on a state system and what its volume would be over
a period of time.

(2) Formal, meetings were held with operators, administrators
and planners of the criminal justice information systems
in Texas to present the STACQM team's assumptions
and forecasts for the future of the traffic volume.
These "advisory committee" meetings consisted of presen-
tations by the team.members concerning the team's
assessment of what future traffic in new and existing
data types would be, and how this would affect the de-
sign of the state information system over the next
decade. After the formal presentations, participants
from all agencies were invited to discuss the material
presented and offer suggestions on how the traffic pro-
jections could be made more accurate. These discussions
also usually led to further individual discussions with
present or potential users to obtain more accurate pro-
jections of how each agency thought its traffic level
would change over the years.

(3) Individual discussions were held, often several dis-
cussions, with all of the agencies Listed above. Visits
were made to the state offices of all agencies involved
in criminal justice and to several representative local
agencies that either use or administer automatic data
processing facilities. A single visit was usually
insufficient to obtain all the information required to
gather realistic data traffic volume projections, so
several telephone calls were generally made to clarify
the estimated future traffic and to obtain user response
to assumptions and projections that the STACDM team had
made based. on earlier formal discussions or written
responses.

It should be emphasized that future traffic volume estimates
were usually obtained from individuals within the criminal justice com-
munity who were advocates of the effectiveness of automatic data proces-
sing, or at least convinced that it was a benefit to their agency. Crit-
icism of the existing systems was heard from several individuals, but it
was usually accompanied.by suggestions for improvements that are already
planned or that are likely to be made. There was no opposition to the
basic idea that automatic data processing use would become more extensive
in criminal justice or that it was a significant benefit to the record
keeping and rapid communication required of law enforcement, court and
corrections institutions.

Discussions with state agencies and with users of the state
criminal justice information system were held in the context of trying to
determine what could happen to traffic volume on the system over the next
decade, not what should happen ur what will happen. It was therefore
Important to get the best judgment of state officials concerning present
state policies and budges and their ideas about what future policies and
budgets might be. Whenever these projections left room for scenarios that
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would lead to low or high traffic volumes, or to the addition of a new
data type or not adding it, it was usually decided to assume the higher
traffic volume so that communication lines and computers would be adequate
to handle the higher load. Except for CCH/OBTS estimates, a low or high
estimate for traffic in a single data type made little difference in the
statewide network design or in the size of the required computing facility
since these d:ta types are projected to account for a small fraction of
the total traffic volume Thus, large variations in the estimates of
traffic for these new data types have very little. effect on the design of
the statewide system.

In the discussions with both operators of the state systems
and with the individual user agencies, questions were always asked con-
cerning the functions of both. the agency itself and of the data which were
being transmitted on the statewide system. From the answers to these
questions, it was possible to estimate two of the factors which are used
in the following sections to forecast future traffic volumes. By
obtaining a qualitative estimate of the implementation•schedule for a new
data type, a "technology penetration factor" was estimated which is used
to specify the fraction o" the total statewide potential use of the
specific data type. By di:=.cussing the functions of the agency and its
information needs, it is possible to estimate the number of transactions
the terminals assigned to the agency will have with the state information
system per arrest or per inmate per day or per court case disposition or
per whatever measure is used for the agency's activity: level.

User discussions also brought out whether the data used by the
agencies are needed in real time or whether a slower means of transmission
is acceptable. For instance, in the case of judicial statistics, it is
likely that these need not be transmitted to a state judicial statistics
center in near real time, but it was decided that, since large information
systems are available at both the courts and at the state data center, it
would be wise to connect them and avoid the cost and manual processing of
the statistics by including this type of data on -`he state system. On the
other hand, in some cases it was decided not to include certain data types
on the state system because of the high cost involved for only marginal
convenience.or benefit. An example of this is the decision to assume that
only the four or five largest cities in the state would have fingerprint
volumes high enough to justify the great cost of automatic fingerprint pro-
cessing equipment. Cities with smaller arrest and fingerprint volumes would
therefore have to rely on facsimile transmission or communication by mail.

In Texas user and operator discussions were useful in trading
off regional data bases versus a central state File and in estimating the
effects this would have on the traffic over a statewide network. In Texas
it was decided, for example, that court information systems that kept
track of offender processing to the detail of court calendar control would
best be handled on a local or regional level as it already is in several.
jurisdictions, and that only court statistics would be transmitted on
the statewide networks. It was also assumed that the three major metro-
politan areas in Southeastern Texas, Houston, Dallas-Ft. Worth, and
San Antonio, would each have their own large regional data bases..used
by local criminal justice .agencies much of the time, thus reducing the
traffic on the state network.
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The techniques of written survey, individual discussions
with operators, planners and users of the criminal justice information
system, and presentations to advisory groups of criminal justice infor-
mation system experts from the model states can, of course, be used
on any state and with any potential user agency in the state. Texas
cooperated fully with these methods of determining their information
processing deeds and we believe that the projections are therefore
as realistic as it is possible to be when dealing with the uncertain
future.

i

	

4.3.2	 Traffic Distribution

The techniques used for obtaining estimates of future state-
wide traffic volume were also used to project the distribution of that
total data volume between the users throughout the state. As discussions
were held with both state officials and data system users, comments were
solicited concerning how much data traffic would flow to each of the
offices of an agency. In some cases simple mechanical estimates were made
such as prorating the 'total traffic to the correctional agency between the j
several institutions according to the number of inmates in: each facility.
In other cases the uniform proration according to arrests or offender
volume was tempered by past experience to arrive at estimates that sug-
gested, for instance, that certain facilities such as reception centers.
for correctional agencies generated far more information than those with
no offender processing function. Thus, at the same interviews and pre-
sentations, data were obtained which allowed projections of both total
statewide ..,riminal justice information system traffic volume and the
distribution of that traffic throughout.the state.

	

4.3.4	 Texas Results

Discussions with Texas officials, questionnaire responses, and
the criticism: of members of the Texas advisory committee suggested a
slightly broader list of potential new data type users of-the state.
criminal justice information system than in Ohio. These users are:

Law enforcement use of a CCH/OBTS file

Court use of the CCH/OSTS ftle

Use of the state CCH/OBIS file by the Texas Department of
Corrections

Use of the CCH/OBTS files by the Texas Boards of Pardons
and Paroles

Regional.SJIS systems oonnected to a state system for the
purpose of transmitting court statistics

An OBSCIS system operated by the TD.0 and with access by the
Texas BP  for the purpose of maintaining current offender
release date information
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An on--line system for the records of the Texas Youth Council

A network for transmitting automatically processed finger-
prints from the state's largest cities to central state files

A traffic component associated with the conversion and main-
tenance of present manual CCH/OBTS files to computerized files.

Other types of data that were considered include a boat registration file
and a file for the state parks and wildlife agency, but these types of
traffic were thought to be small compared to traffic associated with other
files, so these data types were not included in the analysis.

Texas already has a CCH file maintained by the TCIC which is
available to all TLETS users. The file can be queried by TLETS terminals,
and local users can obtain brief criminal summaries in near real time or
complete criminal histories in the mail. Discussions with the operators
and users of this system indicate it will be expanded and improved in the
future and that it is possible for additional data. elements to be added
such that it could become a complete OBTS system. Although it is likely
that more users who do not presently have terminals will be added in small
communities and that present user data volume will increase substantially
when improved faster lines and terminals are added, the system is not
expected -to reach its full potential utilization during the period of the
STACOM study. This less than complete utilization will result from the
extensive local use of regional data bases which already exist in Texas
and which will allow local law enforcement officials to obtain the infor-
mation they need . from.local files without querying the state CCH data.
base. For this reason the maximum use of the Texas CCH /OBTS files has been
set at about half its full potential toward the end of this study period.

The TCIC also maintains the present capability to convert
manual criminal histories to automated entries and to update those auto-
mated entries as manual records are received from local-law enforcement
agencies throughout the state. This capability is likely to remain at
about the same level during the period of this study since state-official
point out that present Texas law requires that criminal histories be
updated only upon receipt of a validated fingerprint card. This condition
will probably exist for several years into the future, and, if criminal
activity continues to grow as it has in the past, it would suggest that
this data conversion and file maintenance traffic from the Identification
and Criminal Records (ICR) Division of the Department of Public Safety
(DPS) will increase also. However, in this study such traffic was kept
constant on the theory that as the demand for this service.grows, and as
the capability of the state criminal justice information network grows,
state policy will be modified to allow direct file updates from local
agencies in the field. This is certainly not the present attitude of law
enforcement administrators in Texas., but.labor or.spac.e ceilings at the
ICR Division may contribute to a change in policy.

The ICR Division is also the office of state government that
would administer any system of automated fingerprint processing in Texas.
In discussing this potential with DPS officials, it was learned that Texas
is very interested in applying this capability as soon as a standardized
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system is available that would. be  compatible with FBI equipment. .Texas
officials have., in fact, held extensive discussions with several manufac-
turers of fingerprint processing equipment and will likely acquire such
capabilities during the early years of this study period, at least on an
experimental, basis: Because of the high investment in equipment required,
however, it is unlikely that automatic fingerprint processing and trans-
mission to state files would ever be extended beyond the largest cities.
This study, therefore, assumed that only Dallas-Fort Worth, Houston,
San Antonio, and El Paso would be Large enough to justify the purchase
of automatic fingerprint processing equipment, and that it would be
introduced gradually with Dallas-Fort Worth being the first experimental
link to the DPS in Austin.

Discussions with administrators of the Texas Judicial Council,
which is charged with compiling and publishing judicial statistics for the
state, indicate that, because of the fragmentation and independence of
courts throughout the state, any implementation of a statewide judicial
information system or of extensive use of a CCH/OB.TS system by the courts
of Texas will be far into the future. This estimate is supported, in the
opinions of the state judicial information system and state judicial statis-
ti_es system planners, by the low priority given.to judicial statistics by
the state legislature and the consequent small budgets allowed for this
function. Therefore, in this study, any use of state CCH/OBTS files by the
courts, and any operation of an SJIS system to transmit court statistics
from regional.court data systems to the Texas Judicial Council (TdC) has
been delayed until well into the next decade. Nowever, this projection
aces not consider the effects of current proposals, still in the federal
legislature process, that would increase federal assistance to state judi-
cial systems. It was assumed that the court record- and calendar management
functions of an SJIS system would be maintained at a local or regional
level in several of the largest metropolitan areas, and that only court
statistics would be sent to the states. The same court terminals that were
used for statistics transmission could also be used for entries and inqui-
ries into the CCH/OBTS system. However, because of the low probability
of such a system being implemented in the near future, the first operation
was shown as an experimental system in the Dallas--Fort .Worth area.in.1983
with the other four largest metropolitan areas being added in 1985.

The Texas Department-, of Corrections (TDC) is an independent
state agency with its headquarters remote from Austin, in Huntsville, and
with an already operating, sophisticated, automatic data processing capa-
bility. Discussions with state planning personnel and with TDC data pro-
cessing managers indicate great satisfaction. with the present system, which
is a heavily utilized batch operation with a few.on--line terminals, and. a.
reluctance to join any broader -'ate aata system to prevent unauthorized
access to the TDC files. This s iy, therefore,, assumes that', although_
TDC terminals will have access t' .ate CCH/OBIS files to inquire and
update:.offender , records, no othE_ . ate agencies. can obtain entry into the
TDC files, which will remain under the control of the TDC and be physically
located in Huntsville. This projection includes corrections use of the
CU /OBTS files, and a separate OPSCIS system for the exclusive use of the
TDC. The OBSCIS.system`control i;s.located in-Huntsville, far: from the
other criminal justice information system data bases. One exception to the
exclusion of other state agencies from the TDC fil:es is the Texas Boards
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of Pardons and Paroles, which will have access to a limited amount of
inmate data so that it can compute parole eligibility dates and release
dates. This will be a single interface between the BPP headquarters in
Austin and one of the inmate status files in Huntsville. It is estimated
that this system will first be implemented at TDC headquarters and at
BPP offices near the midpoint of the 10-year study period; and that it
will be fully operational to all of the TDC institutions toward the end
of the study interval.. This implementation estimate was applied to both
the. access to the. CCH/OBTS . files and to the OBSCIS system.

Another state agency which could use a criminal justice infor-
mation system is the Texas Youth Council, which maintains homes and schools
for juveniles throughout the state. The TYC does indeed automatically pro-
cess much of its student and administrative data, but it is done in a
batch mode on the Texas Water Development Board computer. TYC data.pro--
cessing administrators appear very interested in participating in a state-
wide criminal justice information system study. Thus, for purposes of the
STACOM study, TYC traffic was assumed to start within the first few years
of the study period, initially on an experimental basis from the TYC head-
quarters in Austin, and then to expand to all the TYC homes and schools
throughout Texas toward the middle of the period. It is likely that the
.system would be an on-line component of the total state system, but, as
in the case of the TDC, the TYC will probably control its own files to
preserve the privacy of the student records.

The .final state agency which would participate in the state
network is the Texas Boards of Pardons and Paroles., which was ?mentioned
previously in connection with its access to the TDC inmate records to
compute inmate parole status. At the same time an interface is estabw•
li.shed with the TDC, it is likely that the BPP could also be provided
access to the state CCH /OBTS file for inquiry and update purposes. The
BPP would probably be a small user of the CCH/OBTS file compared to the
large volume of traffic from the law enforcement agencies, but it should
be included to complete the spectrum of appropriate agencies in the crimi-
nal justice process. The BPP interface with the CCH/ORTS files was assumed
to coincide with its access to the TDC files at about the midpoint of the
STACOM study period. The BPP already has a data processing operation in
its Austin headquarters,, but like the TYC, it is run batch at night on the
Water Development Board computer. Presently, its inmate status program is
only updated once a week by tape from the TDC file, and the Board's data
processing operators are enthusiastic about implementing a more frequent
on--line file updating operation.

4.4	 DATA ANALYSIS TECHNIQUES AND NEW DATA FORECASTING METHODOLOGY

4.4.1	 General Methodolog,*

The components of new data that were estimated through 1985
are. the nine listed in Section 4..1. Section 4.4 describes the approach
taken to predicting new data type traffic in. Texas. The calculations
based on these techniques and the results of the calculations are given in
Section 6. The procedure that was used to analyze the data gathered
from the model-states and to estimate future traffic was:
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(1) Determine average messages per day for each component
of traffic for the entire state between the user
agencies and the central files

(2) Compute an average message length for each new data
component for messages to and from the state files,
and an average for both directions combined

(3) Determine the aggregate peals characters per minute for
each component of new data for traffic to and from the
state center to the users .

(4) Distribute the aggregate traffic in peak characters per
minute to and from the state files between the individual
users of the system.so that traffic volumes to the
localities throughout the state can be determined.

This process is shown schematically in Figure 4--1. The fol-
lowing paragraphs describe how this process worked for each of the com-
ponents of new data types.

4.4.2	 Arrest-Dependent Traffic

4.4.2.1	 CCH/GETS.

4.4.2.1.1	 Average Messages Per Day. Aggregate statewide CCH/ OBTS
traffic was determined by estimating the total criminal activity in
future years, determining how many offenders flow through each step of
the criminal process from the criminal procedure diagram of Figure 4-2J
and estimating the information needs at each step from the message use
matrix of Figure 4-3. This process is shown schematically in Figure 4-4.

A complete list of the factors used in computing future
CCH/OBTS traffic is given below, and the Factors are explainedin the
following paragraphs:

COMPUTE STATEWIDE	 COMPUTE STATEWIDE	 ^
COMPUTE AVERAGE	 ALLOCATE NEWAVERAGE MESSAGES	 PEAK CHARACTERS
MESSAGE LENGTH	 DATA TRAFFICPER DAY FOR EACH	 PER MINUTE FOR

DATA TYPE	
FOR EACH DATA TYPE	 EACH DATA TYPE	 TO USERS

Figure 4--1. New Data Type Analysis, Forecasting . and
Distribution Methodology
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Figure 4-4. Traffic Forecasting Process

3Estimated_atatewide arrests per year

X Technology penetration factor
Total Statewide CCH/OBTS Traffic

X Number of transactions With the CGH/OBTS files per arrest
in Average Messages per .day

X Number of messages per CCH/OBIS transaction

X Time conversion to convert from years to day

For purposes of this study, statewide arrests were projected
to .increase linearly at a-rate equivalent to about 2 of. 1.9.75 arrests per
year between 1975 and 1985. This has been the national rate of increase
during the past decade, although this growth has been very erratic.
Figure 4-5 shows national arrest trends over the past decade based on
figures from the .FPI,Uniform Crime Peports.(UCR) and "United . States
Statistical Abstracts." The upper curve is estimated total arrests
throughout the nation while the bottom. line is actual reported arrests.
As noted in the figure, estimated total arrests were either computed by
the FBI using information about the population and arrest statistics of
jurisdictions that do and do not report arrests or they were computed in
the. course of this study (those with a subscript ti c") by multiplying.
actual arrests reported by the ratio of total national population to
population in the jurisdictions reporting arrests. These reported arrests
grow at approximately 6.2% per year, but much of that increase must be
caused by improved. reporting :since :the estimated . actual arrests only grow .
at linear rate of about 193,000 arrests per year, which is 2.08% of the
9.27 million estimated arrests in 1975. This growth rate in arrests was
then applied to Texas, which yielded an arrest increase of 11,286 per year
from the 542,574 arrests in Texas.in:..1975;.

Consideration was given during this study to using total_ FBI
index crimes as a method of projecting future criminal justice information
system. traffic. However, traffie.w ll:likely b.e a function:of police
activity as measured by arrests, rather than of criminal activity as
measured by reported crimes, since it is the criminal justice agencies
using the information system that generate traffic, not the offenders or
victims of crime

4-14
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Total arrests in Texas were computed from FBI UCR data in
1975, which showed that, on a national level, 0.82 arrests for felonies
and nontraffic misdemeanors were made per index crime. This ratio was
applied to the index crimes estimated for 'texas in 1975 to determine the
estimated statewide arrests

The technology penetration factor accounts for the extent to
which hardware is available to users, for the gradual familiarization
process user agency personnel go through, and for the availability of
funding to implement the several types of new data. In most cases, this.
-factor, which varies from 0 to 1, was estimated based on the suggestions
of state criminal justice information system experts about when the
several types of new data would be implemented in the state. In Texas,
the technology.penetration factor for law enforcement use of the CCH/.OBT.S
system reaches a peak of 0.5 since it is assumed that local .computer
systems in the major cities will be used in many cases,.thereby avoiding
the need to use the state system.

The number of transactions with the CCH/OBTS files can be
determined by estimating the number of transactions per arrest from
Figure 4-3. The criminal procedure flow diagram of Figure 4-2 shows the
number of offenders through each step in.the criminal justice process per
arrest, and Figure 4--3, the messages use matrix, uses this information to
derive the information needs at each step, per arrest. Multiplying by the
total number of arrests in the state yields the total transactions with
the CCH/OBTS Files. Summing . these. transaction volumes over any part of
the criminal justice establishment -- say courts or corrections, for
example - one can then compute the traffic generated by each institution.

The number of transactions with the CCH/OBTS files per :arrest'	 j
will be noted to be quite high, especially for law enforcement and court
activity: In the case of law enforcement, this is caused by the expected
large number of inquiries prior to arrest that never result in an arrest.
Statistics from the FBI Uniform Crime Reports. . for 1975..show.that only 21%
of index crimes were cleared by arrests, implying that.most crimes are not
cleared by arrests or that arrests that are made do not clear crimes and
result in dropped charges. Thus, in deriving the message use matrix and
assi nin the. number: of transactionsg g	 per arrest that occur prior: to an
arrest, a large multiple is included to account for these interactions
with the state criminal justice information system that never result in
arrests. In the case of the courts, the relatively large number of
transactions. per arrest is.due to the multiple hearings: and.appearances,
including continuances and re-hearings that are part of the judicial
process. Both. in the case of law enforcement and judicial interaction
with the state data.system, the values derived . in this study are close.to
those estimated independently by Texas officials.

Since each transaction requires a message to the state files
and an accompanying response, there are two messages per transaction.
This accounts for an inquiry and response for each inquiry transaction,
and an update and acknowledgment for each data entry transaction.

The time conversion factor is either 365 . days . per year for
law enforcement agencies or 250` day s per year (to delete weekends and
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holidays) for other agencies. This factor is necessary to convert from
total arrests per year to messages per day.

4.4.2.1.2. Average Message Length in Characters.. Average message length
of CCH/OBIS traffic is computed by weighting the length of the various
types of messages by the fraction of the traffic that each message type
provides. Inquiries are considered to be brief: usually one to 'three
lines of whatever high-speed terminal is in use. Responses can be of
widely varying length, depending upon whether the inquiry resulted in a
"hit" or "no-hit." "Hit" responses are taken as a large fraction of a
terminal page - perhaps 1000 characters while the percentage of "no-hit"
responses and their length are derived from the experience of the opera-
tors of the present state systems, :or from their estimate of future
traffic. The fractions of message types generated by the various insti-
tutions in the criminal justice system- e.g., the fraction of data
entries by law enforcement agencies or the fraction of inquiries into the
CCH/OBIS system by the courts - are derived from the message use matrix
of Figure 4-3. The weighted message lengths are then summed to obtain.
1) average message length to the central state files, 2) average message
length. from the state files . to:the users, and 3) the .average.length of
messages traveling both directions on the state network.

4.4.2.1.3 Peak Traffic in Characters Per Minute. Traffic volume in
average messages per day has been computed above, and this can be converted
to peak characters per minute by multiplying by average message length and
several other time and peak-to-average conversion factors. The complete
relationship between average messages per day and. peak characters per
minute is:

CCH/OSTS traffic in
peak characters	 = Average messages per day
per minute

x .Peak=to-average ratio (taken as 2 throughout this
study)

Number of messages per transaction to or from the
state files (taken as 2.throughout this study
because inquiries generate responses and entries
generate acknowledgments)

Time conversion factor for changing daily rate
to rate per minute (taken as 1440 minutes per
day for law enforcement inquiries and updates
and. . 480 minutes per day for all other traffic)

Average message length to state files
X or

Average message length from state files

Peak characters per minute to state files
or	 P

Peak characters per minute from state files

4-17



77-53, Vol. III

The peak-to-average ratio of 2.was determined by obtaining
current daily traffic statistics from Texas, computing the daily average
traffic volume, and observing that the .average was about half the peak
traffic.

This technique for converting average messages per day to peak
characters per minute was used for all new data types considered in this
study. Different message lengths and time conversion factors were used
where appropriate, but peak--to-average ratio and the number.of messages
per transaction always were assumed to be 2.0.

4.4.2.1.4	 Traffic Distribution to User Agencies. The final step in pre--
dicting criminal justice information system traffic from new data types is
the distribution of the traffic to the local users throughout the state.
This calculation is done by computer in the. case of law enforcement use of
CCH/OBIS files, because there are several hundred law enforcement terminals
in Texas presently connected to the state systems. The-distribution of
CCH/ObTS traffic to courts, corrections, or parole agencies is done
manually, since, in the early years, there is usually only one regional.
terminal or headquarters terminal operating, and when the systems are
completed there are not usually more than a dozen terminals.

New data traffic to law enforcement agencies is distributed
according to the ratio of index crimes in the jurisdiction served by the
agency to the total number of index crimes in all appropriate jurisdic-
tions with terminals. This traffic iG distributed to local police and

sheriff departments and is not assigned to 6tate police stations or
federal offices. Traffic from these other offices is allowed to grow at
a rate predicted by the growth algorithm for existing data types. The
existing data traffic and new data type traffic are then added for each
terminal, and the result printed for review and provided to the network
designers on tape. Distribution of law enforcement CCH/OBTS traffic
according to index crimes in each jurisdiction was made because such data
are readily available each year from both state and national law enforce-
ment statistics agencies and because criminal activity is a reasonable
measure of the need for information in law enforcement agencies. Other
measures such as the number of personnel in a local law enforcement
office or the population, or the x,umber of arrests in the jurisdiction
could be used, but, except for raw population data, these other measures
are less readily available and less current, so distribution was made
according to local index crimes.

Court CCH/CELTS traffic is distributed according to the popu-
lation served by each of the regional court systems in Texas. One region
is assumed to be an experimental facility in the early years and the
remaining large metropolitan areas are added within a few years.

Traffic between the corrections facilities and the CCH/OBTS
files is distributed according to the number of inmates in each institu-
tion, except that a larger percentage of traffic is assigned to the
corrections department headquarters.

i4"1.8.
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Any traffic to or from. the state parole agency was assumed to
flow entirely between that agency's headquarters and the state CCH/OBTS files.

4.4.21-2	 Automated Fingerprint Traffic_.

44. 44.2.2.1	 Average Messages Per Day. Within the next decade it is
anticipated that Texas. will implement some sort of automated fingerprint
encoding, classification, and transmission process. It is likely,
however, that equipment for this will be available only in the largest
cities since it is quite expensive and requires a large fingerprint
volume 'to justify it. For this reason, the factors used for computing
the average fingerprint message volume per day, which are the same
factors used in the relationship of Section 44. 44.2.1.1 above, include
a technology penetration factor that begins with just one large city
participating in the program in the early years and expands to several.
of the largest metropolitan areas at maturity.

The number of fingerprint transactions per arrest is an
estimate based.on 1973 FBI crime statistics which showed that about 21.2%
of index crimes were closed by an arrest, or 44.72 crimes were committed
per arrest. If latent fingerprints are associated with 25% of these
crimes, approximately 1. 18 fingerprints would be transmitted per .arrest
for the purpose of identifying the latent. print. In addition, every
arrestee would be fingerprinted and a 10-print card would be processed and
sent to state files. The total number of transactions including both
latents and full. cards, then becomes 2.18 per arrest.

As with the CCH/OSTS average traffic volume, two messages per
fingerprint transaction.are .assumed because each transaction would include
a message to the state files and an acknowledgment. Fingerprint trans-
mission was assumed to take place during a normal workweek, so a value of
250 working days per year was assumed for the time conversion factor.

The other factors used in the computation of average finger-
pri nt volume per day are the same as those used in the derivation of
average CCH/OBTS traffic in Section 44. X4.2..1 . 1 ..

44. 44.2.2.2 Average Message Length. To compute average message length for
digital fingerprint transmission, a decision must first be made about
which steps in the fingerprint processing should be performed in the local
agency and which steps should be done at a central state facility. The
process for fingerprint analysis based on the analysis of minutiae (ridge
ends and ridge bifurcations) is shown. in a. simple schematic in. Figure 44--6.

The data volumes shown are those for systems such as those
sold by Rockwell International, Anaheim., California, and Calspan Techno-
Logy Products, Buffalo, New York. The.. Sperry system presently in use
in Arizona produces an 8-bit byte of information at every point of a
30 x 30 matrix on each print, based on ridge slope analysis, The 72,000
bits thus generated for each set of 10 prints are then reduced to 2440
8-bit bytes per card for permanent storage. For the purposes of this
study, the Rockwell-Calspan system was assumed to be the one that would

44-.19
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CLASSIFICATION
BY TYPE AND
RIDGE COUMT

'	 REARING	 ENHANCEMENT 10 bits PER PRINT

SEARCHING AND
2 x 106 bits	 0,5 x 106	 MATCHING
PER PRINT	 bits PER PRINT

ENCODING
MINUTIA£

2500 bits PER PRINT

Figure 4-b. Automated Fingerprint Processing Diagram

be used, because it would produce a larger volume of data and would
therefore yield a conservatively designed system.

The alternative to transmitting 2 million or 0.5 million, or
2,500. bits per print from a minutiae-based processor to a central file is
to have only one minutiae-based system at a central location and send raw
or enhanced fingerprints From the remote agencies by digital or analog
facsimile equipment such as that manufactured by Harris Corp., Melbourne,
FL, or by Dacom, Inc., Santa Clara, CA. Such equipment presently scans
fin ger print .images at between 100 and 400 lines per inch, quantizes the
gray scale into 2 to 16 shades (1 to-4 bits), and compresses the data by
a factor of 2 or 3. This still leaves on the order of a few million bits
that must be -transmitted per 8-in. x 8--in. fingerprint.card. Over a
2400-baud line, this takes about 10 to 20 minutes which would allow a few
dozen cards to be processed per 8-hr work day at each terminal_ This is
inadequate for a large police agency like Cleveland which had 52,022 index
crimes committed in 1974• If w.e.assume 0.82 felony and misdemeanor
arrests per index crime (the 1975 nationwide ratio from FBI UCR reports),
and a growth rate of 900 arrests per year (the average nationwide rate
applied to Cleveland) Cleveland would have 52,558 arrests in 1985 or 210
arrests per Work day. If we further assume that ever* arrest requires
that a set of fingerprints be sent to the central files, this is 210 sets
of fingerprints Der day. In addition, if we assume that there are 4.72
felonies and misdemeanors per arrest, and.that 25% of these crimes have
latent prints : associated . with them; this is an additional 1.18 prints per
arrest that must be sent to the state files. The resulting 400 or more
images that must be sent: each day are therefore not compatible with_a
facsimile capability that requires 10 or 20 minutes per image. Note that
facsimile speeds..ar.e,.now approaching 1 minute per fingerprint card from
some vendors, but even this speed would only marginally satisfy the needs
of a large city in the next decade
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The answer to this problem might be to use special wideband
microwave links between the major cities and state files. This, however
would remove fingerprint transmission from the state telecommunications
network to such a special high data rate system. For the purposes of
this study, therefore, it was decided to assume that the largest police
agencies would each have equipment to read, enhance, encode minutiae, and
classify fingerprints, so that they would only need to transmit about 2500
bits per print to the central state facility, which could be done over a
lower speed state telecommunications line. This analysis is supported by
one manufacturer who suggests that having a reader/classifier is appropri-
ate for agencies processing more than 50 fingerprint cards per day, serving
populations about 0.5 million. He estimated each reader/classifier would
cost about $150,000.

With this decision, average message lengths for fingerprint
transmission were computed by assuming that one full 10-print card and
1.18 latent prints were transmitted per arrest. A card was assumed to
require 25,000 bits (2500 characters) for the 10 prints , plus 960 charac-
ters for the alphanumeric data. The response was assumed to require 240
characters. For transmission of latent prints, one print was assumed to
require 2500 bits (250 characters) plus 240 characters of alphanumeric
data. The response was calculated by assuming 10% hits at 960 characters
and 90% no-hits at 240 characters for an average of 312 characters.
Averaging both types of transactions over the 2.18 transactions per arrest
yields the average: message Lengths of 'fable 4-1.

Table 4-1. Computation of Average Automated Fingerprint
Message Length

Message Length Weighted Message Length
in Characters Computation

Trans-
Message actions To and
Type Per Arrest To From To From From

State State State State State
Files Files Files Files Files

Card 1.0 3,460 2140 1;587 110 849
input

0.1 x 96o
Latent 1.18 490 265 169 217
input 0.9 x 24o

Totals	 2.18	 1,852	 279	 1,066
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4.4.2.2.3 Fingerprint Traffic Distribution. Automated fingerprint.
traffic was distributed in Texas according to the population of the major
metropolitan areas having the equipment required to .proc.es.s the prints..
It was assumed that the largest city would obtain the necessary equipment
earlier than the others, but that several of the largest areas would be
processing prints automatically by 1985-

4.4.3	 Offender-Dependent Traffic

4.4.3.1	 OuSCIS.

4.4.3.1.1 Average Messages Per DF31. The OBSCIS system is devoted almost
exclusively to the needs of the departments of corrections, with the excep-
tion that in Texas the BPP will be able to access the inmate commitment
records to compute current parole status. OBSCIS traffic will be from the
several corrections institutions to the corrections department's headquar-
ters. In Texas, the TDC is in Huntsville, remote . from other state agencies.
This is therefore a new location for a data base in Texas, since most of
the other traffic flows to and from data bases in Austin.

Instead of being based on the number of arrests, OBSCIS traffic
is determined by the number of transactions with the system per inmate--day.
An estimate is made of the frequency of inquiry or update for each inmate,
and this is converted to the number of transactions per inmate--day. The
relationship for converting this to average messages per day is:

OBSCIS traffic in average
messages per day	 -	 Total inmates in corrections department

x Technology penetration factor

x Transactions per inmate--day

x Messages per transaction

The number of inmates in state correctional institutions was
assumed to grow at a rate estimated by state: correctional system planners.
In Texas, state planners provided an estimate of 28,000 inmates in 1980.
and 37}000 in 1985 from. a 1976 level of 21,000 inmates.

In .Texas, implementation of an OBSCIS system on a state
network was estimated to take place after 1980, although Texas presently
has data processing capabilities in their headquarters. For purposes of
estimating communications traffic, however, the technology penetration
factor does not reach a significant value until early in the next decade.
For the first few years, the traffic was confLied to the headquarters
office, or to the headquarters office and the reception centers. Toward
the end of the study ., the traffic on the state network was distributed to
the institutions.

The number of OBSCIS transactions ` per inmate-day was estimated
by picking the frequency of transactions for each inmate and converting
this to a number of inquiries or entries per inmate--day. In general, it
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was assumed that an inquiry and a record update would occur for each
inmate every 2 to 44 weeks. This rate of between 2 transactions per
2 weeks and 2 transactions per month implies between 0.07 and 0.144
transactions per inmate-day. This range of values was used for this
parameter in Texas.

All new data type traffic was assumed to generate a response
for every inquiry and an acknowledgment for every update, which means two
messages are generated by every transaction.

44. 44.3.1.2 Average Message Length. OBSCIS average message lengths
are again computed by weighting the types of messages according to
how frequently they are sent. The lengths of each transaction type
are multiplied by the fraction of total transactions per inmate-day
used for that data type, and the results summed for messages to the
corrections departments' headquarters, from the headquarters, and for
an average in both directions.

44.44.3.1.3	 OBSCIS Traffic Distribution, In later years when the OBSCIS
system is assumed to be fully operational throughout the state and
using the state communications system, traffic is distributed between
the institutions by the number of inmates in each facility. In addition,
a slightly larger proportion of traffic is assigned to the reception
centers and headquarters, and, in Texas, access is also provided to the
BPP so that it can have commitment records. :available ..for. use in computing.
parole status. In the early years of an OBSCIS system, traffic is
assumed to come only from the headquarters of the corrections department
or from. the reception centers.

44. 44.3.2	 Juvenile Institutions.

44. 44.3.2.1 Average- Messages Per Day. Only the data traffic of the
Texas Youth Council (TYC) was . considered in the new data types for
the state communications.system. Traffic on lines serving TYC homes,
schools, and headquarters will be devoted exclusively to TYC use.
The TYC presently runs its programs batch at night on the Texas Water
Development Board Computer and uses this capability for student records
and administration functions such as personnel records.and accounting.
The average daily message volume was based on the number of transactions
per student-day gust as OBSCIS traffic volume was The expression
for average messages per day is therefore the same as that given in
Section 44. 44.3.1.1 above.

There were about 1,800 TYC students in 1575, and this number
was assumed to increase.linearly at the same . fractional rate as state
Officials estimated for the TDC inmate population. TDC population was
projected to increase by about 80% over the next 8 years, so TYC student
population was assumed to grow from 1,835 to 3,280 over the same period,

Because the TYC already has a batch automatic data processing
capability, its addition to the state system could occur quite rapidly.
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The technology penetration factor was therefore put at.0.5 . in.1979, and
1.O, meaning full utilization, in 1981 and thereafter.

TYC data processing personnel provided an estimate of 0.26
transactions per student-day for expected traffic volume on an on-line
data system. This is equivalent to an average of one message per student
every four days, Although it seems to be a high value, it is probably
appropriate when considering administrative messages as well as student
records.

As with all other data types, two messages were assumed
per transaction to account for acknowledgments to data entries and
inquiries.

44.44.3..2..2	 Average Nessage Length. TYC average.message lengths are
computed identically to OBSCIS messages. Message types are weighted
according to how.freauently they are sent, and the results . are summed
for messages to the TYC headquarters, from the headquarters, and then
in both directions.

44. 44.3.2.3	 TYC Traffic Distribution. In 1979, TYC traffic was assigned
completely to the headquarters office since it was felt that the system
would be new and experimental. In 1981 and thereafter, one quarter
of the traffic was assigned to the headquarters office and to the Brownwood
reception center, and the remainder was prorated between the homes and
schools according to the number of students in each.

44. 44. 44	 Other New Data Types

4. 44. 44.1	 State Judicial Information System.

44.44.44.1.1	 Average Messages Per Day. Instead of being based on the
number of transactions Per arrest as .CCH/OBIS traffic is; or the number
of transactions per person-day as is traffic in the OBSCIS and juvenile
institutions, SJIS traffic is. estimated based on the number of transactions
.per cou4 , t disposition including both criminal and civil cases in the
courts that handle felonies and non-traffic misdemeanors. The algorithm
for computing SJIS traffic is.,

SJIS traffic in average
messages per day.	 -	 Dumber of criminal and C ljil: dispositions per

year from courts that handle felonies
and non-traffic misdemeanors

x Technology penetration factor

x Transactions per disposition

x Messages per transaction

x Time conversion factor from years to days

4-244
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The growth in court dispositions Was assumed to be linear
in Texas, and the annual increase was based on the growth rate for
the past several. years. This. was about 5% of the 1975 dispositions
in Texas. This rate of growth was then extended linearly to 1985.

The technology penetration factor was chosen to reflect the
fact that the SJIS system would likely be implemented first in one major
metropolitan. area and then expanded into a few other large cities. This
factor therefore reflects the proportion of the population served by the
SJIS system as it expands from the first trial city to other areas of
the state in Texas.

Since all SJIS case tracking, record keeping, and calendar
setting functions are assumed to be confined to the local level, and the
state-level traffic will be limited to statistical reporting, the number
of transactions per disposition has been taken as 1.0. This does not mean
that every case will be reported once, but that the average volume will be
at that level.

As with the ether traffic types, each SJIS transaction gen-
erates a data entry and response, so two messages are generated per
transaction. The time conversion factor assumes that there are 250 court	 1
days per year:

4.4.4.1.2 Average Message Length. Since SJIS messages are statistical
inputs, they are assumed to consist of a large amount of data sent to
the state data center followed by a brief acknowledgment. In Texas,
therefore, messages to the state data center are taken as one page
in length, followed. by only. a.few .lines of acknowledgment.

4.4.4.1.3	 Distribution of SJIS Traffic. In Texas, because of the
overlapping .judicial districts and counties, it is difficult to assign
the volume of dispositions to a standard metropolitan area. For this
reason, SJIS traffic was prorated according to the population in each
of the standard metropolitan areas. In the first year of operation,
traffic was assigned to the one experimental city.

4.4.4.2	 State Data Conversion.

4.4.4.2.1 Average Messages Per Day. Texas has offices that convert
the thousands of existing criminal histories to automatic records, and
that enter current offenders into the files, since field users are
not yet able to do .so. In Texas th.e.office is the Identification and .
Criminal Records Division of the Department of Public Safety in Austin.
Traffic from this agency into the state criminal history files was
taken as the current level or a value that state officials estimated
would be reached in the .near future. The traffic level was kept constant
between the presen, and 1985 because it was assumed that, as a gradual
increase in criminal activity takes place, an increasing number of
updates to the records will be made directly from user terminals, thereby.
avoiding the data 'conversion process at the state criminal records
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agency. Texas provided current traffic levels in numbers of transactions
per day. This Value can be multiplied by the number of messages per
transaction to get the average number of messages per day, as was done 	 i

with all new data types analyzed previously.

4.4.4.2.2 Average Message Length. Average message length from the
many.terminals in the central state facilities was likewise computed .

just as it was for the other data types. Each message type was weighted
by the fraction of the time it was sent, and the resulting sum over
all messages going to the state files, from the state files, and in	 j
both directions yielded the average lengths in characters for each
direction. Most messages from the criminal records center to the state
files are data ,entries, and these were taken as a whole page of the
terminal. Acknowledgments were assumed to be a few lines at most.
lf,..before updating an .offender's file, an operator desires to inquire
whether the. offender is a new entry or a recidivist and already in
the .files, this inquiry was assumed to be a few lines and the response

a major fraction of a page. No distribution of this traffic to other
state agencies is required since the only.. source is the group of terminals.
in the state criminal records agency.

i
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SECTION 5

COMBINATION OF NEW AND EXISTING DATA TYPES

The traffic projections for existing data types in Section 3,
and those for new data types in Section 4 were developed under the
assumption that there were no information system hardware or software
constraints to traffic growth. In both cases it was assumed that computer
capacities were sufficient to. handle as much traffic as the users could
generate. In this section, the traffic demands are added together and
constraints are applied, to impose realistic limits to the volume of
allowable traffic based on the capacity of the central, computers pro-
cessing the criminal justice messages.

Besides being assumed to be unconstrained, the new and ex-
isting data types were each computed assuming complete independence. For
instance, an assumption was made that the volume of inquiries into the
wanted persons files from a local law enforcement terminal did not affect
the traffic into the CCH/OBTS files when these files are made readily
available and are in wide-spread use. In this case, the new CCH/OBTS
traffic was assumed to be . independent-from the existing traffic into the
wanted persons files. This assumption of independence also extended to
other existing data types such as license plates and drivers and to all
the new data types from law enforcement, to courts, corrections, and
parole agencies..

The assumption of independence between the data types allowed
the projected traffic simply to be added together throughout the . period of
the study. This traffic sum was . then the total traffic throughout the
state, except in the cases in which the total statewide traffic from new
and existing data types approached or exceeded the capacities of the
central computers. In this situation, the total traffic level was reduced
slightly below the capacity limit as it approached saturation, an assumption
was made that the computer capacity was increased significantly, and
the traffic growth was then allowed to continue in an unconstrained
fashion. After the computer upgrade, new data traffic was. even allowed
.to accelerate beyond its expected growth rate to include the traffic
that was not included during the period near saturation.

This process of constraining traffic growth as it reaches the.
computer capacity is .illustrated in Figure 5 -1	 Unconstrained projected
traffic is computed for each 6-month period throughout the study. When
the expected unconstrained traffic exceeds the computer capacity, it is
reduced to 1 to 2% below . the capacity limit. In . the next 6--month period.
it is. assumed that the computer installation has been upgraded
significantly and presents no constraint to traffic growth. In the period
following the upgrade, the growth rate in baseline existing data types
displays the . slow growth.characteristic.becaus,e of the newness of the
system. The new data types and. existing data type traffic affected by
system improvements are allowed to grow at their expected unconstrained
rate, and an additional increment from these new data types and existing
traffic.. affected by system improvements is. included in . the period fol-
lowing an upgrade.

5-1
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SECTION 6

TEXAS TRAFFIC MODELING

This section presents more detailed information on the
traffic modeling and distribution techniques developed in Texas. Planners
in Texas . will find this section useful as it. discusses details of our
analysis that apply uniquely to their state. The general reader may
find it interesting to observe the types of problems to be encountered
when trying to apply the methodologies discussed in Sections 3 and 4
to a particular state,. Methodologies, data,. and data analysis-discussed
in Sections 3 and 4 will not be presented again in this section. Instead
we will refer the reader to the appropriate Dart of Section 3 or 4.

i

i
6.1	 EXISTING DATA TYPES i

6.1.1	 Data Gathering
I

l:n . Section 3.2 there was a discussion in general terms
of the data collection results. This section will present in further
detail the data collected from Texas in response to the state,level
questionnaire and . the. user agency questionnaire. Recall that copies
of these questionnaires are contained in Appendices A and B. -Readers
should interpret this data as the basic set of :information required
to perform the existing data type analysis.

Responses.to the Texas state level questionnaire follow:

Question 1

--

	

	 Texas provided us with a very complete response to Question 1
which included descriptions of system configuration for every year from
1971 through 1976 and reports on all changes made to the system during
this period. This detailed information helped us to precisely define past
and present system configurations.

Parts of the response describing the 1976 Texas Law En-
forcement Telecommunication System (TLETS) are shown in Figures 6-1, 6-2,
and 6-3. Figure 6-1 . shows the 75 baud communication line. configuration....
The large dark circles represent switchers and are located in Garland/Dallas,
Austin and San Antonio. Figure 6-2 shows 110, 1,200 and 2,400 baud
circuits. Note that the majority of triers are currently served by
.low-»speed circuits.. . Figure 6-.3 shows all_ existing TLETS .circuits.
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Figure 6--1. TLETS 75 Baud Circuit Configuration
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Figure 6-3. TLETS Circuit Configuration
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The Texas. Department . of .Public Safety prepares a report each
quarter of the year that includes any changes to the TUTS system that
occurred during the quarter. These re ports were made available to us
covering the period July 1971 through the present. We used them to
compile information presented in Figure 6-4. Changes to user agencies
served, circuits, data bases and switchers were recorded. This allowed us
to identify past system changes that affected TLETS traffic levels.

Question 2

The second question was expanded to ask for information on the
total number of system users, the average response time and the number of
records in data files. Table 6-1 provided us with this information.
Note the difference in response time between high-speed and low-speed line
users. Also, most of the growth in the number of records in TCIC has been
due to additions to the Computerized Criminal History file.

Question I

Until the beginning of 1976, TLETS traffic .statistics recorded
only the number of messages sent and received by each circuit. Traffic
volumes were not given by message types and, for circuits serving more
than one agency, they did not record traffic to and From each agency. We
did, however, use these circuits statistics to determine total TLETS
traffic and the volume of traffic through switchers and into data bases.
These statistics (an example month is shown in Figure 6-5) were available
from October 1971 to December 1975.

A new management information statistics system was introduced

in 1976• Figure 6-6 shows these statistics for one user agency for July
1976. The number of messages sent from user agencies Into data bases and
the number of responses received by the user agencies from data bases are
shown. G-Codes are the general distribution messages and the category
"other" includes administrative messages and messages into regional data.
bases. Average size represents-message length in units of characters per
message. However, currently, due to an error in software, message length
calculations include only the "other" message types. This error is now
being corrected. The daily distribution of messages is also given.
Similar statistics pages exist for all user agencies and data bases.
Statistics are grouped according to circuits and then by switchers.
Aggregate statistics are given for each switcher.

6-5
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Table 6-1. TLETS Past Data Bases and Number of Users

1971	 1972	 1973	 1974	 1475	 1976

Number of Users	 . 135 266 310 319 1419 J43b

High-Speed Circuits 0 2 7 7 23 28

Low--Speed Circuits 23 25 31 35 35 34

Average System 15 min 15 min 10 min 10 min 10 min 10 min

Response Time

High-Speed Lines 0 0 15 sec 15 sec. 30 see 30 sec

Low-Speed Lines 15 min 15 min '40 min 10 min 10 min 10 min

Number of records in

File Type 1	 MVD 9.1 M 9.6 M 10.1	 M 10.7	 ICI 11.1	 M 11.7	 lei

File Type 2	 TCIC 0 0 392,244 G91,249 1.2 M 2.9 M

--	 NCIC 0 0 obtain from another source

-	 *LIDR 0 7.4 M 7.7 M 8 M 8.3 M 8.5 M

*Our Drivers License rile is currently growing at approximately 300,000

per year.

6-6



711/71-9/30/71

TERMINALS ADDED — 62. IN SEPT

TOT. TERM = 260 LS

CIRCUITS — 23 CIRCUITS INTO AUSTIN SWITCHER

DATA BASES -

2 75 bps LINES TO MVD — AUSTIN

SWITCHERS —AUSTIN ONLY

10/1/71.-12/31/71

TERMINALS ADDED — PD TERRELL, U
S.O. MARLIN, PD FOREST HILL

TERMINALS DELETED —SO BAIRD, CE
RANGERS WACO

TOTAL TERMINALS = 261 LS

CIRCUITS -• NO CHANGE

DATA BASES — NO CHANGE

SWITCHERS — NO CHANGE

10/1/72 —12/31/72

TERMINALS ADDED —ANAHUAC SO,BAY CITY PQ, BAY ` CITY 50,
BELLVILLE 50, CLEVELAND PD, CONROE. PD, CONROE SO,
DANGERPIELD 50, HUNTSVILLE PD, .JACKSONVILLE PD,
LAKE WORTH PD, ORANGE SO, NACOGDOCHES 50,
MOT VEH . THEFT . SEC, RICHLAND VALLEY PD, SPRING VALLEY PD,
SPUR PD, STEPHENVILLE PD, VILLAGE PD, WAXAHACHIE PD.;
WHARTON SO

TERMINALS DELETED — STANTON S. 0.

TOTAL TERM] NALS — 304 LS

CIRCUITS
I GTA6, 3GGT5019, 30GT5020, (LOW SPEED)
30GD566, 30GD556, IGT524 (HIGH SPEED)
27 LOW SPEED AUSTI N 	 10 LOW SPEED DALLAS
7 HIGH SPEED	 3 HIGH SPEED

DATA BASES — NO CHANGE

SWITCHERS —

DALAS REGIONAL SWITCHER OPERATING
11-15-72

1/1/73 —31311'73

TERMINALS ADDED — STRATFORD S.0
MORTONS,O., CROWLEY PD, G
SOUTHLAKE PD

TOT, TERM -- 3 1 1 50 HS
261 LS

CIRCUITS
TCIC — I —GTA9
CITY OF DALLAS COMPUTER — 3(^
LOW SPEED 3OGT548

2810W SPEED ^ AUSTIN	 ^^8 HIGH SPEED:

DATA BASES
TCIC BEGINS OPERATION
CITY OF.DALLAS COMPUTER IN
DALLAS COUNTY COMPUTER
FORT WORTH CITY COMPUTER

SWITCHERS — NO CHANGE	 1



1011171 —12/31/71

TERMINALS ADDED - PD TERRELL, U. S. CUSTOMS — HOUSTON,
S.O. MARLIN, PD FOREST HILLS

TERMINALS DELETED — SO BAIRD, CENTRAL TEXAS COLLEGE,
RANGERS WACO

TOTAL. TERMINALS = 261 LS

CIRCUITS — NO CHANGE

DATA BASES — NO CHANGE

SWITCHERS - NC► CHANGE

1/1/73 —3/31/73

TERMINALS ADDED STRATFO.RD.S.O., KOUNTZEE S.O.,.
MORTONS".0:, CROWLEY PD, GONZALES S.G. ROSENBERG PD,
SOUTHLAKE PD

TOT. TERM -- 311 50 HS
261 LS

CIRCUITS
TCI C -- 1-GTA9
CITY OF DALLAS COMPUTER — 30GD566
LOW SPEED 3OGT548
28 LOW SPEED	 10 LOW SPEED
8 HIGH SPEED AUSTIN	 4 HIGH SPEED DALLAS

DATA BASES
TCIC BEGINS OPERATION
CITY OF DALLAS COMPUTER INTERFACE COMPLETED
DALLAS COUNTY COMPUTER
FORT WORTH CITY COMPUTER

SWITCHERS NO CHA114GE

1)	
\

?I O INER/AfiftE

.I /1 /72.-3/31 /72

TERMINALS ADDED BRYAN PD, COLLEGE = STATION PD,
CARDWELL PD, CENTERVILLE PD, NAVASOTA PD,
HEARNE PD, EDNA SO, PERRYTOWN SO, FORT
BLISS PMO, ARANSAS PASS PD, PORTLAND PD,
NEW BOSTON PD, TAHOKA SO, LAREDO SO,
STANTON 50

TOTAL TERMINALS — 276 LS

CIRCUITS — 85A1 CIRCUIT ADDED
PERMIAN BASIN CIRCUIT DIVIDED INTO TWO.
DPS NORTH CIRCUIT DIVIDED INTO TWO
25 LOW SPED CIRCUITS

2 HIGH SPEED CIRCUITS

DATA BASES — INTERFACE TO NCIC COMPLETE
INTERFACE TO DRIVERS LICENSE RECORDS
COMPLETE

SWITCHERS — NO CHANGE

OTHER --TELETYPE TRAINING MANUAL
COMPLETE

4/1/73 —6/30/73

TERMINALS ADDED —PIERCE DPS, EL PASO . U. S. CUSTOMS.,
MAD.ISONVILLE S.O., ALVIN PD, WOODWAY PD,
MEREDIAN S.O., ODESSA S.O., EL PASO ORG.
CRIMECTL., VEGA S.O., PARKS AND WILDLIFE

TOT. TERM. - 321	 50 HS.
271 LS

CIRCUITS — ADDED
1GTA14 — PARKS AND WILDLIFE AUSTIN
DISCONTINUED
3OGT538
I OGT202
3OG D566

28 LS AUSTIN	 14 Ll DALLASHS
1

DATA BASES - NO CHANGE
J

SWITCHERS —NO CHANGE

a

j1

.1
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1 /72-3 /31/72

:RMINALS ADDED - BRYAN PD, COLLEGE STATION PD,
CARDWELL PD, CENTERVILLE PD, NAVASOTA PD,
HEARNE PD. EDNA SO, PERRYTOWN 50, FORT
BLISS PMO, ARANSAS PASS PD, PORTLAND PD,
NEW BOSTON PD, TAHOKA SO, LAREDO SO,
STANTON SO

DTAL TERMINALS - 276 LS

IRCUITS :. 85A1 CIRCUIT ADDED
PERMIAN BASIN CIRCUIT DIVIDED INTO TWO.
DPS NORTH CIRCUIT DIVIDED INTO TWO
25 LOW SPEED C1RCU ITS

2 HIGH SPEED CIRCUITS

47A BASES - INTERFACE TO III CIC COMPLETE
INTERFACE TO DRIVERS LICENSE RECORDS
COMPLETE

VITCHERS - NO CHANGE

THER -TELETYPE TRAINING MANUAL
COMPLETE

4/1/72 -6/30/72
	

7/12'

TERMINALS ADDED - FARWELL S.O., FREDERICKSBURG S.O., 	 TERMIN
KERRVILLE PD, NEDERLAND MID-COUNTY DISPATCH CTR, 	 EA

BELLAIRE PD
TOT. T

TOTAL TERMINALS -280 LS
CIRCUi

CIRCUITS -- NEW LOW SPEED CIRCUIT
	

2
26 LOW SPEED
	

241
2 HIGH SPEED
	 4

DATA BASES - NO CHANGE
	

DATA
TVI

'SWITCHERS - NO CHANGE	
SWITCI

11/73 -6/30/73	 7/1/73 9/30/73

ERMINALS . ADDED - PIERCE DPS, EL PASO U S.. CUSTOMS, 	 TERMINALS ADDED - ALAMO. HGTS PD, UNIVERSAL CITY PD,
MADISONVILLE S.O., ALVIN PD, WOODWAY PD, 	 FLORESVILLE S.O., FLOYADADA S.O., CANADIAN S..O.,
MEREDIAN S.0.,. ODESSA S.O., EL PASO ORG. 	 SAN ANTONIO FBI, JEFFERSON S.O.HUNTSVILLE CORRECTIONS,
CRIME CTL„ VEGA S.O. PARKS AND WILDLIFE 	 ASPERMONT S.O. SINTON PD JOURDANTON S.O.,

AIRPORT (DALI_ASIFT WORTH),
 PD,

	 S.O.,PHARR PD,
OT. TERM -- 321	 50 HS	 SINTON S.O./iNCOTERMS -:FT WORTH-S.O., FORT WORTH PD,

271 L5	 ARLINGTON PD, GARLAND PD, MESGUITE PD, RICHARDSON PD

1RCUITS -ADDED	 TERMINALS DELETED -PAINT ROCK S.O.
1GTA14 - PARKS AND WILDLIFE AUSTIN
DISCONTINUED:	 TERM. CONVERTED (TELETYPE - IN.COTERM)
30GT538	 GRAND PRAIRIE PD, DALLAS PD, DALLAS S.O.
10GT202
3OGD566	 TOT. TERMINALS --341	 50 HS

170710
27. H5 ^ AUSTIN	 14 HS ^ DALLAS

ATA BASES - NO CHANGE

SNITCHERS - NO CHANGE

CIRCUITS
30GT550 SAN ANTONIO FBI -AUSTIN
30GD536 SAN ANTONIO SWIT. -AUSTIN

DELETED 30 GT551, 30GT518, 30GT519, 30 GT537

28 Ll I AUSTIN	 10 
HS ^ DALLAS 2 l SAN ANTONIO

DATA BASES.- NO CHANGE

SW ITC HERS -
INTERFACE TO SAN ANTONIO SWITCHER
(COMPLETED 8/28/73)
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7/1/72 —9/30/72

- FARWELL S.O., FREDERICKSBURG S.O., TERMINALS ADDED — U. S, CUSTOMS — SAN ANTONIO,
NEDERLAND MID-COUNTY DISPATCH CTR, EAST TEXAS STATE SECURITY, PD COMMERCE (RO)

TOT. TERMINALS — 283 LS
- 280 L5

CIRCUITS -
W SPEED .CIRCUIT 2	 600 bps LINES TO MVD - AUSTIN

24	 LOW SPEED
4	 HIGH SPEED

.RANGE DATA BASES —
n'O 600 bps LINES TO MVD	 AUSTIN

-IANGE
SWITCHERS — NO CHANGE

10/1%73 —12/31/73

TERMINALS ADDED -- BREHAM S.O., DALLAS FBI, LAKE JACKSON PD,
W. UNIVERSITY PLACE PD, PARKS AN D WILDLIFE—HOUS
OLTON PD, CLUTE PD, WAXAHACHIC PD. , .CORSICANA S.O., VERNON PD,
SHERMAN S.O., MARLiN PD, INGLESIDE PD/INCOTERMS - COLLEYVILLE PD,
DALLAS-FT WORTH AIRPORT, DENTON 5.0., DALLAS S.O. No. 2,
RICHMOND S.O,, ANAHUAC S.O., DUCANVILLE PD, DECATUR S.O.,
DALLAS PD No. 2, DALLAS PD No. 3, WEATHERFORD PD, DALLAS S.O. No. s
PARIS S.O., FRISCO PD UNIV. PK . P.D, WHITE SETTLEMENT PD,. ROCKWALL PD, 	 1
LIBERTY PD;SILSBEE P .D/CONVER51ON (TELETYPE--INCO) RICHLAND HILLS PD,	 1

EULESS P6, HALTOM CITY PD, FARMERS BRANCH PD, N. RICHLAND }TILLS PD,
HURST PD, CLEBURN PD, McKiNNEY PD, IRVING PD, BEAUMONT PD,
BEAUMONT S.O., NEDERLAND PD, DENTON PD, LEWISVILLE.PD,
STEPHENVI. LLE PD;,: PLAN. O PD,. TEXARKANA S.O., GREENVI.LLE PD,WA:XAHACHIE S.i
FOREST HILLS PD, SULFER SPRINGS PD, TERRELL PD, TEXARKANA PD,PARIS PD, I
KOUNT2_E S.O., PORT ARTHER PD

DELETED
ARLINGTON PD, FT. WORTH S..O . ., RICHARDSON PD,. MESQUITE PD,
CLARKSVILLE PD, CARROLLTON PD

TOT. TERM - 368	 63 HS
305 LS

- ALAMO HGTS PD, UNIVERSAL CITY PD,
O., FLOYADADA S.O., CANADIAN S.O.,
FBI, JEFFERSON S.O. HUNTSVILLE CORRECTIONS,

O; SINTON PD, JOURDANTON S.O.,
kS7FT WORTH), RAYMONDVILLE S.O., PHARR PD,
INCOTERIAS - FT WORTH S.O., FORT WORTH PD,

GARLAND PD, MESGUITE PD, RICHARDSON PD

—PAINT ROCK S.O.

(TELETYPE ---• INCOTERM)
PD, DALLAS PD, DALLAS S.O.

341	 50 HS

291 LS

,NTON1O.FBI =AUSTIN
1NTONIO SWIT. —AUSTIN

30GT518, 30GT519, 30 GT537
a. 10 H5 DALLAS 2 N5 } SAN ANTONIO

CIRCUITS
1GTA.15- DPS/AUSTIN
30GT553 PKS AND WILDLIFE -- HOUSTON
26 LS AUSTIN 10 LS } DALLAS 6 L5 ^ SAN ANTONIOOHS	 4 HS	 2 HS

DATA BASES - NO CHANGE

SWITCHERS: -..NO .CHANGE

:RANGE

SAN ANTONIO SWITCHER
28/73)

LS = LOW SPED
HS = HIGH SPEED I

Figure 6-4. Texas Past Improvements to Communication 5yz
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1/1/74 -3/31/74 4/11/74 -6/20/74

TERMINALS ADDED -SEABROOK PD, Lo PORTE PD, HEMPSTEAD 5.0., TERMINALS ADDED -S. HOUSTON PD, LANCASTER PD,
ICR AUSTIN No: 2, COLUMBUS S.O., BONHAM PD, ENNIS PD/ ADDISON PD, DONNA PD, FRIENDWOOD PD, 	 J

OTER	 D, FORT ORT	
D LLAS

TILIR	 CSONVEOR510N
PD,

 URLESON
TOMBALL PD, EL PASO FBI, MERCEDES PD, HILDAGO Pl

TERMINALS DELETED _ FORT WORTH PD, FORT WORTH PD,
(RO), VAN HORN S.O.

TERMINALS DELETED -GARLAND PD
TOT. TERM. - 383 	 63 HS

TOT. TERM = 377	 63 HS 320 LS
3.14 LS

CIRCUITS -3OGD575.
CIRCUIT'

i GT816
31 L5 `` AUSTIN	 2 LS ll DALLAS

	 6 
L5	

SAN ANJ

1GDA134
i t HS f	 11 H5 f	 3 HS J

DATA BASES
DELETED -30GT543, 30GD575 SAN ANTONIO COMP?

(i5 AUSTIN	 DALLAS	 SAN ANTONIOII	
11 HS	 3 H5 SWITCHERS - DALLAS SWITCHER MOVED TO

DPS REGIONAL HEADQUARTERS (MAY 311, 1974)
. DATA BASES

INLETS - COMPUTER TO COMPUTER INTERFACE
CITY OF HOUSTON COMPUTER

SWITCHERS - NO CHANGE

4/l/75-6/30/75 7/l/75-9/30/75

TERMINALS ADDED -THP FORT WORTH DiS:OFFICE; HITCHTERMINALS ADDED.-EASTLAND PD, INGLESIDE PD,. KATY PD,
HUMBLE PD, HOUSTON S.O. WARRANT SERVICE, SPEARMAN PD, DALLAS IRS REG. OFFICE, DPS -AUSTI^
GEORGE WEST S.O., GILMER S.O., ROBY S.O. (CONV, L.S. ---HS) DPS-AUSTIN COMM. CTR., DP.

DPS BRYAN, PPS WACO, DP5 DAL/GAR., DPS-TYI
DELETED - DPS TURNPIKE, CISCO PD, DPS AMARILLO, DPS LUBBOCK, DPS ABILINE, DPS- A

LAKE CHARLES, LOUISIANA S.O. D	 DPS EL PASO, DP5 SAN ANGELO, DPS 07ONA, DPS 5
DPS CORPUS CHRISTIE, DPS HARLINGEN, DPS HOUSTC

TOT. TERM. -403	 63 HS
340 LS TOT. TERM -409	 Ill HSI	

328 LS
CIRCUITS - NO CHANGE

CIRCUITS - 1200 bps..
DATABASES IGD4072 (A-24), IGD4073(A-25), IG04074(A-40),

WICHITA FALLS REG. DATABASE -OPERATIONAL 30GD621(A-41), 30GD62B(A-42) 30GD623(A-43),
30GD624(A-44), 30GD625(A-45),10GD( D-18),

SWITCHERS - I0GD70(D-19)
NO CHANGE

110 bps

- 30GT557(A-27), 30GT55B(A-28)
30GT559(A-29) FORM. GT5020, 30GT560(A-30) FORM.

2400 bps
20FDB1(A-34) HARRIS COLIN COMP; 30GD637(A-36)
DALLAS SWIT • 10FD361(D-26)

75 bps
IOGT215(D-2), IOGT216(D-3), 10GT217(D-4)

1200 bps
IGD529(A-37), 1GD528(A-38) (BOTH UPGRADED -600

DELETED - IGTA009, IGTA016, 3OGT532

DATA BASES - MVD LINES UPGRADES	 Epp-1200 bps

SWITCHER -
1)	 A-SWIT's NOVA 1200 REPLACES NOVA 800.
2)	 2nd LINE BETWEEN AUSTIN-DALLAS/'GARLAND SVt
3)	 '10	 1200 bps LINE INTERFACES ON A-SWIT. AND

3 ON DALLAS/GARLAND SWIT; TO ACCOM
20 DATA SPEED 40 TERMS.

4)	 23 TELETYPE TERM. TRANS FROM A-SWIT. TO DAL
GARLAND SWIT.

5)	 SECOND MICRO INTERFACE INSTALLED IN A-SWi
FOR.TCIC

PRECEDJNG PAGB .BZ^	 NOT FILIAM

ti



-R +' RODUCIBILITY C

ORIGINAL PAGE TS

4/1/74-6/30/74 7/1/74 -9/30/74 10/1

STEAD S.O„ TERMINALS ADDED	 S. HOUSTON PD, LANCASTER PD, TERMINALS ADDED - HOUSTON FBI, CLIFTON PD, TERJ
ENNIS PD/ ADDISON PD, DONNA PD, FRIENDWOOD PD; BOERNE S.O., KARNES CITY S.O., JERSEY VILLAGE PD,

)RTH/DALLAS TOMBALL PD, EL PASO F81, MERCEDES PD, HILDAGO PD ANGLETON PD, EL PASO DRUG ENF. AGN,
T07^,4GE PD AUSTIN DPS - SAFETY RESP, GROSBECK PD

TERMINALS DELETED -.FORT WORTH PD, FORT WORTH PD,
(RO), VAN HORN S.O, DEI,ETE0 - NEW BOSTON PD, ORGAN, CRIM E CTL. UNIT - EE- PA50

CIRd

TOT. TERM. - 383	 63 HS TOT. TERM. -390
H5367320 LS DAi.

CIRCUITS -.30GD575 CIRCUITS - NO CHANGE. SWI

31 L15	 AUSTIN	 1 
1	 DALLAS	 b H	 SAN ANTONIO DATA BASES - NO CHANGE

DATA BASES SWITCHERS - CORE SIZE OF AUSTIN SWITCHER f

SAN ANTONIO COMP? EXPANDED FROM 32K TO 62K. ALLOWS I

fON10
FORMAT MASKING OR CALL UP ON ALL TYPES

SWITCHERS - DALLAS SWITCHER MOVED TO OF INQUIRY FORMATS TO DATA BASES

DPS REGIONAL HEADQUARTERS (MAY 31, 1974)

7/1/75 -9/30/75 10/ 1/75 -1Z/3 1  175 1 /l

l PD, TERMINALS ADDED -THP FORT WORTH DIS.OFFICE, HITCHCOCK PD, TERMINAL ADDED- SOUTHSIDE PLACE PD (LS), TERI
SPEARMAN PD, DALLAS IRS REG. OFFICE, DPS -AUSTIN RADIO RM, HIGHLAND PARK PD (HS), NATB DALLAS (HS)
(CONY, L.S.---HS) DPS-AUSTIN COMM.CTR„ DPS-AUSTIN I-C.R.,
DPS BRYAN, DPS WACO, DPS DAL/GAR., DPS-TYLER,DPS WICHITA FALLS, DELETED -SUNDOWN PD, MASON S, p _ DPS

DPS AMARILLO, DPS LUBBOCK, DPS ABILINE, DPS-MIDLAND, DPS
D	 DPS EL PASO, DPS SAN ANGELO I DPS OZONA, DPS SAN ANTONIO, TOT. TERM. -410	 83 HS DP`l

DPS CORPUS CHRISTIE, .DPS HARLINGEN, DPS HOUSTON, DPS BEAUMONT 327 I.S . DP5
DPS

TOT. TERM -409	 81 HS CIRCUITS -
328 LS ADDED 10GD603	 DALLAS/GARLAND 1200 bps TO:

CIRCUITS - 1200 bps DATA BASES - NO CHANGE
1G D4072 (A-24), IG04073(A-25),.1.GD4074(A-40), CIR
30GO621(A-41), 30GD628(A-42) 30GD623(A-43), SWITCHER - NO CHANGE
30GD624(A-44), 30GD625(A-45),I0GD(D.-18),
10GO7O(D-19)

110 bps. DA
3OGT557(A 27)'; 3OGT558(A-26)
3OGT559(A-29) FORM. GT5020, 30GT560(A-30) FORM. GT5019

2440 bps
20FDS1(A24) HARRIS COUN COMP; 3OGD637(A-36) SW1
DALLAS SWIT_,14FD361(D26)

75 bps
IOGT215(D2), IOGT216(D-3), TDGT217(D-4)

1200 bps
1GD529(A-37), IG0528(A-38).(BOTH UPGRADED -600 bps)

DELETED - 1GTA009, 1GTA016, 30GT532

DATABASES - MVD LINES UPGRADED 	 600-1200 bps

SWITCHER --
A-SWIT-s- NOVA 1200 REPLACES NOVA 8130.

2	 2nd LINE BETWEEN AUSTIN-DALLAS/GARLAND SWIT
3)	 .10	 .1200 bps LINE: INTERFACES ON A-SWIT. AND

3 ON DALLAS,/GARLAND SWIT. TO ACCOM
20 DATA SPEED 40 TERMS.

4)	 23 TELETYPE TERM, TRANS FROM A-SWIT.. TO DALLAS,,`
GARLAND SWIT,

5)	 SECOND MICRO INTERFACE INSTALLED IN A-SWIT
FOR TCIC



REPRODUGIEMITY OP THE

ORIGINTAL PAGE IS. P0'11

10/1 /74 -12/31 /74 1/1/75 -3/31/75
, ED - HOUSTON FBI, CLIFTON PD, TERMINALS ADDED - FORT SAM (HOUSTON PMO, TERMINALS ADDED -SAN DIEGO S.O., WEBSTER PD
)., KARNES CITY 5.0., .JERSEY VILLAGE PD, CRYSTAL CITY PD, GOLIAD 5,0,, LFAGUF PD, SMU SECURITY POLICE,
I PD, EL PASO DRUG ENF, AGN, NOLAN

ILLS
 PD

NOLAN 
V LLE 

- SAFETY RESP, GROSBECK PD TOT. TERM - 393	 63 HS
330 LS TOTAL TERMINALS -398	 63 HS

BQ..TON Pl), ORGAN. CRIME CTL. UNIT - EL PASO 335 LS
CIRCUITS - NO CHANGE

^0	 63 HS CIRCUITS
327 LS DATA BASES - NO CHANGE

i l HS
} AUSTIN	 III Hs ) DALLAS	 3 S I SAN

CHANGE SWITCHERS - NO CHANGE
DATA BASES -

EO CHANGE TARRANT COUNTY REG. DATA BASE BEGINS
OPERATIONS.

)RE SIZE OF AUSTIN SWITCHER WICHITA FALLS REG. DATA BASE - BEGINS OPER
FROM 32K TO 62K. ALLOWS BUT LOW TRAFFIC VOLUME DUE TO PROBLEMS.
ASKING OR CALL UP ON ALL TYPES - HARRIS COUNTY COMPUTER
Y FORMATS TO DATA BASES

SWITCHERS -SIX NEW REGIONAL INTERSTATE
HIGHWAY GROUP CODES AVAIL. FOR ALL TELE-

.D - SOUTHSIDE PLACE PD (LS),
PARK PD (HS), NATB DALLAS (HS)

)OWN PD, MASON S,O.

14	 B3 HS
327 LS

D603 DALLAS/GARLAND 1200 bps

10 CHANGE

CHANGE

USERS. NEW GENERAL WANTED PERSONS SUMP,
NOW IN EFFECT

1/1/76-3/31/7676 4/1/%6 -6/30/76

TERMINALS ADDED - LOW SPEED TERMINALS ADDED -LOW SPEED
LEON VALLEY PD, ROCKPORT S.O., GALENA PK PD, HARRIS COUNTY OCU, LIBEFI
CONVERSION HIGH SPEED (ICC 40+) JACINTO CITY PD, HUNTSVILLE . S.O., GATES,

DPS DALLAS/GARLAND, DPS SURPHUR SPRINGS,. DPS SHERMAN, HARKER HGTS PD, LAMPASAS S.O., WINNSB('
DPS TEXARKANA, DPS CHILDRESS; DPS MINERAL WELLS, SOUTHLAKE PD, GRAPEVINE PD, BEDFORD PD
DP5 AUSTIN NARCOTICS SVC., DPS AUSTIN ICR N4.2,DPS PIERCE,
DPS PECOS, DPS LAMPASAS, DPS LUFKIN, DPS VICTORIA, HIGH SPEED - DEA - DALLAS
DPS KERRVILLE, DPS DEL RIO

DELETED -EL DOREDO 5,0., STERLING CITY S. 0.
TOT. TERM. - 412 	 98 H5 SPEARMAN PD

314 LS
TOT. TERM. -421	 105 HS

CIRCUITS	 _ 316 LS
3OGD674 AUSTIN 1200 bps
1GD4137 AUSTIN 1200 bps CIRCUITS
1GD4135 AUSTIN 2400 bps DELETED (ALL BEEN CONV.T.O HSL)

.4GT545
DATA BASE - 30GT526

SECOND 2446 bps LINE TO TC1C I GT509LIDR LINES UPGRADED - 60D bps - 1200 bps
CITY OF AUSTIN DAYA BASE - NO CHANGE

SWITCHER - NO CHANGE SWITCHER -NO CHANGE
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TERMINALS ADDED — SAN DIEGO S.O., WEBSTER PD,
LEAGUE CITY PD, SMU SECURITY POLICE,
NOLANVILLE PD

TOTAL TERMINALS. —348

	

	 63 HS
335 L5

.CIRCUITS
30 L5 l AUSTIN	 8 L5 1 DALLAS 6 LS 1 SAN ANTONIO
11 HS f	 11 HS I	 3 HSJ

DATA BASES —
TARRANT COUNTY REG. DATA BASE BEGINS
OPERATIONS.
WICHITA FALLS REG. DATA BASE — BEGINS OPERATIONS
BUT LOW TRAFFIC VOLUME DUE TO.PROBLEMS.
HARRIS COUNTY COMPUTER

SWITCHERS — SIX NEW REGIONAL INTERSTATE
HIGHWAY GROUP CODES AVAIL. FOR ALL TELETYPE
USERS, NEW GENERAL WANTED PERSONS SUMMARY
NOW IN EFFECT

411175 —6/30/76

TERMINALS ADDED --LOW SPEED ....
GALENA PK PD, HARRIS COUNTY OCU, LIBERTY S.O.,
JACINTO CITY PD, HUNTSVILLE S.O.; GATESVILLE PD,
HARKER HGTS PD; 'LAMPASAS S.O., WINNSBORO PD, 	 —
SOUTHLAKE PD, GRAPEVINE PD, BEDFORD PD

HIGH SPEED — DEA — DALLAS i

DELETED - EL DOREDO S.O-,'STERLING CITY S.O.,
SPEARMAN PD

TOT. TERM.. 421 .. 105 HS
316 Ls

CIRCUITS
DELETED (ALL BEEN CONV.TO HSL)	 —
3OGT545
3OGT526
1 GT5O9

DATA BASE— NO CHANGE

SWITCHER —NO CHANGE

I.E3END`e LS = LOW SPEED

HS=. HIGH SPEED .

s Past Improvements to Communication System

tinuation 1)
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02

03

04

05

06

07

06

09

1a

1i

12

13

14

SS

1s

17

1R

15

20

21

23

24

25:

26

CKT

Date	 Period	 it^UL—/7	 10 _12-3i-75

MREC	 MSEN	 MMON	 TOTAL

IGT507 1261 546 0 1 DU

3OGT526
.Q3	 — 3 140 5, 0 r

3OCT527
7397 9895 0 3292

OGT553 4707 2325 0 7032

1GT506
20243 26 _	 0

I

2026

SGT508
3363 0 0 3363

1GTA15 76 17736 0

i

17B12 'I

3OGT545 12468 8835 0 21303

30GT548
23904 1	 511 0' 43415

30GT516 17255 13 885 0 31140

1GTA16 0 0 0 p

° 0 ° O	 {
30GT520

94-06 7080 0

30GT521 1010

1G7`A5
6IS9 2650 0

1GTA4
0 0

lGT509 376 1206 0

30GT523 14676 12326 0 27002

3OGT524
22269 7769 0

30GT534 14756 11955 0 267 1

30GT535 . 20106	
-..

15977 0 _ 36083

30GT533
12a44 991 Z

0Gr550 1944

30GT540
4

4 7657

5549 0 58407

Figure 6-5.	 VETS Circuit Traffic Statistics
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ORIGINAL P n t^ r- -- -

Oats	 -- -- Prr.u . I 	 12-0.1-75_ 1^.	 !1—ai—i?

LING	 CXT	 MREC	 M5EN	 AAMON	 Ir.T A.

1 ^ 3ilC,T5S7 17664

13394	 --

14 3 47

10211

0

0

33011

236652S
--

3OGT5551

-^ 30.uT559 20996 16134 0 37130

30 30GT560 14610 10334 0 24953

31	 130GT539 8165 6294 0 i44 59

31 1GDA134
107521 108131 0 215652

33
0 0 G 0

34
2 0l= D --
0081 10199 7446 0 17645

35 3OGD556 239953 205246 0 445199

36 30GO637 280869 21.4958 0 495827

37 tGDS:e 150121 150053 0 I	 300174

38 1GD529
15	 540 155523 0 311063

39 30GD536 142735 120421 0 26315G

aA 1GD4074 12145 7154 0 19299

41 13 0GD621 5855 4144 0 9999

42 30GD622 5959 3937 0 9896

43 3OGD628 13421 9431 0 22852

44 3OGD623 26245 18081 0 44326

45 30GD624 0 0 0 0

46 30G0625 12973 9471 0 22444

47
0 0 0 0

48 3000559 64037 50651 a	 . 11.4 688

49 1GDA5 420921 421170 0 842091

165384 183729 0 349113

51
FOASN22
015 33005 33182 0 66187

52 (TCIC)
0

0 0 0

6 MT  —14 —1	 566

TOTAL
2,2 02,264 4 174	 94 ___

rigure 6-5. TLETS Circuit Traffic Statistics (Continuation 1)
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REPORT PERIOD TLETS USED MANAGEMENT REPORT US/07/76
07/01/76 THRU 47/31/76 MESSAGES SENT AND RECEIVED BY

- AZJF
EL PASO PD

LIOR	 TCIC NCIC MVD	 NLFTS	 STA ERR	 G-CODES OTHER AV. SIZE TOTAL	 DAILY AVG
SENT 120	 1283 0 778	 302	 180 1 99 320 2163 89
RECEIVED 112	 1247 1065 766	 351	 180 909 210 414 4843 156
TOTAL 232	 2530 1065 1544	 653	 360 910 309 384 7603 245

TOTAL MESSAGE TRAFFIC AVERAGED-BY HOUR AND DAY

TIME INTERVAL SUNDAY	 MONDAY TUESDAY	 WEDNESDAY	 THURSDAY FRIDAY SATUC04Y HOURLY AV MONTHLY TOTAL
0000--0100 7 5 9	 10	 2 6 14 7 24J
0100-0200 a 4 7	 11	 11 3 9 7 247
0200-0300 9 i8 3	 16	 7 1 fl 9 282
030 }-34E}3 7 17 7	 7	 3 4 9 7 239 a
0407-• 0500 19 14 1.3	 8	 4 2 20 11 359
0500-0600 6 10 7	 23	 3 3 13 9 2S9
0600-0700 8 6 13	 18	 9 8 6 10 311
0700-•0200 5 1 5	 5	 21 12 11 9 292
0833-;}900 2 3 8	 4	 23 23 2 10 319
0900-1000 6 10 8	 10	 10 1.8 7 10 3Z2 0
1000-1100 5 12 IT	 11	 T 1Z 9 113 339
110, 3-1200 10 15 1.2	 11	 6 9 8 10 324
1200--1300 5 22 13	 13	 15 11 6 13 403 >	 r
13,1]-1470 9 13 9	 7	 15 8 9 10 322 F-i
1400-1500 10 11 '17	 10	 11 9 9 11 341
1500-1600 11 28 18	 13	 9 4 8 12 393
16(10-1700 10 2Z 18	 7	 6 8 15 12 383
1700-1800 15 7 Zoo-	 22	 6 7 11 13 404
183)-1900 13 18 26	 20	 4 5 9 13 411
1900-•2000 18 6 18	 8	 5 6 9 10 317
2000-2100 8 6 15	 16	 2 4 5 7 245 Q
2100-2200 9 6 9	 12	 12 3 12 9 293
2200-2300 13 a 9	 8	 10 5 6 8 271
2300--03U0 12 4 13	 16	 4 4 4 8 252 !^

DAILY AVERAGES 230 276 306	 300	 216 184 229 Z45 7603 -'

STATION ERRORS

ILLEGAL ADDRESS 12	 TAPE HUNG	 0 INVALID PRIORITY 0
MISSING EON 55	 TOO MANY ADDRESSES 	 0 INCORRECT FORMAT 0
NO TEXT IN MESSAGE 0	 MORE 7HA14 3 G-CEIDES 	 0 OTHER 113

Figure 6--6.	 TLETS Traffic Statistics

1
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Question 4

The TCIC manual and example drivers license and vehicle
registration Formats were used to determine average message length. Table
6-2 shows the average message length results. Combining these message
lengths with the distribution of traffic by message type allows us' to
calculate an overall average message length of 110 characters per message.

-Question -5.

No information available.

Question 6

Messages are automatically forwarded from the Austin switcher
to the NCIC data base in Washington, D.C.

Question 7

Three planned upgrades mentioned were:

(1) A substantial increase in the number of Computerized
Criminal History records

(2) The expected upgrade of about 300 low speed terminals
(75 bps) to high-speed CRT terminals (1200 bps)

(3) A 20% increase of new users.

Table 6--2.. Texas Average Message Lengths
(Characters per Message)

Message Type In out

TCIC 48 86

LIDR 35 300

MVD 50 175

Adm 500 500

NLHTS=-Adm 310 250

NUTS-Data Base 100 290

NCIC 50 90

6-14
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USER SURVEY

Approximately 270 of the TLETS user agencies responded to our
user surveys. Results from these responses are now presented..

Traffic Statistics_

Traffic statistics obtained from user agencies agreed well
with traffic statistics provided by the state. One statistic of interest
obtained from the user survey was a measure of the peak-to-average traffic
ratio at each terminal. The average peak-to-average ratio over all
reporting terminals was 2.33 and the ratio ranged from 8 to close to 1.25.

Response Time

Acceptable response times were of interest to us because of
the impact response time has on system design. Figure 6-7 shows the
results of the responses by user agencies in the acceptable response time
question. Figure 6-7 is a frequency diagram showing the number of
responses failing within acceptable response time ranges. For example, 18
agencies indicated an acceptable average response time of 10 sec or less.
The two most frequently chosen times were 30 and 60 see. The range was
from 2 see all the way to 300 sec with the .mean being 52 sec. Most
agencies reported the acceptable response time to be very close to the
existing response time.

User Aaencv Characteristics

Because not all user agencies returned their surveys, other
sources were identified to obtain population, personnel and crime rate
statistics. The primary source of data was a listing of uniform crime
reports by county (Figure 6--8). Each county is broken out by incor-
porated and unincorporated areas and statistics are presented on popu-
lation and the FBI's seven index crimes. An example, shown in
Figure 6-8, is Cameron County. There are five cities in Cameron County:
Brownsville, Harlingen, San Benito, La Feria and Port Isabel. The
population and number of index crimes occurring in each of these cities is
presented as well as totals for the incorporated areas. The next line
shows population.and incidence of crime for the unincorporated area of the
County. The unincorporated areas are served by the Sheriff Departments.
Finally the total County population and incidence of crime statistics are
presented. These statistics were available for all counties in Texas.

Additional personnel data were obtained from the uniform crime
reports issued annually by the FBI entitled Crime in the United States.
Under the Police Employee Data section, tables are included showing the
number of full-time police department employees in cities 25,000 and over
in population and in cities 25,000 and under in population.

6--15
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CITY POP INDEX MURD MANS RAPE ROBB ASSLT BURG LARC AUTOS

BURNET 12, 929 170 1 1 3 10 12 i5 10
COUNTY TOTAL 15,337 239 2 3 u 15 96 105 12

RATE PER 100,000 11509.1 7 Z. 6 13.9 37.9 94.7 603.2 u63. 0 75.8

LOCKHART. 6,587 94 1 2 1 58 52

LULING 4,791 I65 1 9 55 94 6

CALDWE.LL 11,463 150 1 1 2 9 64 64 9
COUNTY TOTAL 22.341 409 Z 1 5 19 i5 r' 210 15

RATE PER 100. 000 1 ,790.9 8.8 4.4 21.9 83, 2 u3 ;,4 919.4 65. 7,

:PORT LAVACA 12.91s 55.3 2 2 5 5 156 372 11•

CALHOUN 5.350 218 4 F4 1Z9 11 W
COUPITY TOTAL 13,753 771 2 2 5 9 250 351 22

RATE PER 100, 000 4, 108.1 10, 'r 10.7 26, 6 48.0 1.225. 5 2, 605. a 117, Z^.
CALLAHAN 9,035 23 1 1 14 i

N
COUNTY TOTAL 9 035 23 1 1 14 7

RATE PER 100.000 254. U 11.	 1 11.1 155. 0 77.5 yH > 	 ,
BROWNSVILLE 70,963 Z, 968 3 1 11 41 991 1, 890 232
HARLiNGEN 40. 000 2, 035 2 1 11 1115 471 1,351 104
SAN BENITO 11.618 442 Z3 92 Z97 36

TOTAL 128. 561 5,445 5 2 22 180 11554 3.318 365

LA FERIA 3.544 Z ! 1
PORT ISABEL 4, 200 8 1 1 6

TOTAL 7,744 10 2 Z 5 a	 .

CAMERON 34,529 233 10 1 11 15 38 35 56 IZ F-i
COUNTY TOTAL 170,654 5,658 15 3 11 37 220 1.341 3.550 358 yf	 ►may

RATE PER 100. UOO 3. 329. Z U, 8 1.8 ti. 4 21.7 1 Z8. u 9.60. 5 1.948, 3 7Z4. 8

Figure 6-8. Texas Uniform Crime Reports
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6.1.2	 Analysis Methodology Applied to Traffic Statistics

Two different types of statistics were used in Texas to
determine total system traffic. First, recall that prior to 1976, only
message volumes by circuit were available. These circuit statistics
provided information on the number of communication messages sent and
received by each circuit. Since each communication message is sent and
received, these statistics double counted communication messages.

After 1976, the number of messages was broken out by user
agency and message type (Figure 6-6). Different message types were
counted as follows:

(1) Messages into Texas State Data Bases - TCTC, MVD, LIDR

Each user agency sending a . message into these data bases
has one message -recorded in the sent row and when the
response returns has one message recorded in the receive
row. In addition, each of the data bases has a message
recorded in the receive row when it receives a message
from a user agency and a message recorded in the send
row when it responds. This leads to double counting of
these data base messages.

(2) Messages into tICIC

Each time a response is received from NCIC a message is
recorded as being received by a user agency and sent by
the NCIC computer. There is no ,double counting of NCIC
messages.

(3) Messages into NLETS

All messages sent by user agencies or computers into
NLETS are recorded as being sent by the agency and
received by NLETS while messages sent. by .NLETS.are
recorded as being sent by NLETS and received by a
user agency. NLETS messages are double counted:

(4) G-Code messages

When an agency wants to send a message to many or all
other agencies, the message travels to the appropriate
DPS terminal (Austin, Garland/Dallas, or San Antonio),
The Message is recorded as being sent by the agency and
also being sent by the DPS send terminal.. Each message
sent by the DPS send terminal is received by many user
agencies and each of these receiving terminals records
a message being received. Thus, send messages are
double counted but receive messages are not.

6-1&
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(6) Other messages

These are administrative messages from one user agency
to another. Each other message is recorded as dieing
sent by one agency and received by another. Thus, there
is double counting of these messages.

A set of these user agency statistics is given for all users,
data bases, and switchers directly connected to the Austin switcher and
for all users and switchers directly connected to the Dallas switcher. The
third switcher, located in San Antonio, is not operated by the Department
of Public Safety and thus does not have similar detailed traffic
statistics. However, looking at the set of Austin switcher statistics,
the Dallas. switcher and the San Antonio switcher are included as user
agencies. Thus all traffic coming from terminals tied directly into the
Dallas or San Antonio switcher into the Austin switcher is included in the
set of Austin switoher statistics. This includes all messages into Texas
state data bases, messages into NCZC and NLETS, and a fraction of the G-
Code messages. Those messages not included are the intra-switcher
messages of the Dallas and San Antonio switchers. These include admin-
istrative messages between Dallas users or Sari Antonio users, queries
by Dallas users into the Dallas regional data bases, and G-Code messages
between one Dallas user and only other Dallas users and between one San
Antonio user and only other San Antonio users. Since statistics were
available frost the Dallas switcher, these intra-switcher message columns
were available for Dallas. San Antonio intra-circuit statistics were
obtained from the San Antonio Police Department. Figure 6-9 shows the
flow of messages over the TLETS system in June 1976. Message flows
shown with solid arrows are to and from data bases while dashed arrows
signify G-Code or administrative messages. All data base Messages are
into state or national files except for 1,200 messages from Dallas
terminals into the regional Dallas data bases and 3,9 .00 responses from
the regional data bases back to Dallas terminals. Terminals shown to
the right of the Dallas data base and San Antonio data base are part
of regional or local systems. The terminals and communication lines
serving these agencies are not part of the state TLETS system. However,
traffic from these terminals is reformatted by regional computers and
sent into the state system.

Administrative traffic is shown. between Dallas Terminals and
other Dallas Terminals, between Austin Terminals and other Austin
Terminals, between San Antonio Terminals and other San Antonio Terminals,
between Dallas Terminals and Austin Terminals and between San Antonio
Terminals and :Austin Terminals. We show that there are many more G--Code
messages from switchers to users than from users to switchers.

Using the above interpretations of the Texas traffic
statistics we were, able to establish past traffic growth patterns from
1971 to the present, which was used to establish Texas baseline growth.
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6.1.3	 Peak/Average Traf fib Ratio

Recall that the peals-to-average ratio is the ratio of traffic
volumes during the peak hour and average traffic volumes. We use the
computer's peak/average ratio to describe traffic variations of the entire
system (see Section 3.3.4).

In Texas one-average. peak/average ratio . was used for all state
.data bases. Traffic into state data bases was 4,522 messages per hour
during the busiest hour of July 1976 and averaged 2,565 messages per hour
in the same month. The peak/average ratio is

4,522
_ = 1.76
2,565

To insure that we would not underestimate traffic, a peak-to-average value
of two was used in Texas.

6.1.4	 Traffic Growth Modeling

6.1. E€.1	 Past Traffic Growth. ,After interpreting the Texas traffic
statistics we were able to construct the curve of past growth in communi-
cation messages which is shown in Figure 6-10. The curve shows a pattern
of continuing growth.

.
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Figure 6-10. Texas Past Communications Traffiv Growth
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The sharp increase in traffic that occurred between April and July of 1973
was caused by the addition of the TCIC data base. In our analysis of past
growth we only go back as far as 1973. Our justification is that prior to
1973 the TLETS system was so much different than in later years that
comparisons would be inappropriate.

6.1.4.2	 System Improvements. A portion of past traffic.growth can
be related directly to system improvements. Past improvements were:

(1) Addition of new system users

(2) Addition of new data files

(3) Substitution of low"speed communication lines with
high-speed lines and new terminal equipmenD

(4) Implementation of local and regional information
systems.

Between January 1, 1973, and the present, there have been 106
new agencies joining the TLETS. system.

Table 6-3 shows the increases in traffic caused by the
addition of new terminals which are all serving law enforcement agencies.
The fact that significant traffic increases.were occurring in 1976 due .
to new agencies suggests that not all potential law enforcement agencies
are subscribers to the TLETS system.

There were three periods in Texas when lines were upgraded.
from low speed to high speed. The first occurred in October 1973 when 60
agencies were provided with high--speed service. The benefitting agencies
were Police Departments and Sheriff Offices, and the estimated resultant
traffic increase was 3,700 messages per day. The second upgrade began in
July 1,075. Twenty Department of Public Safety Offices were provided with
high-speed lines leading to an increase in traffic of 3,900 mess:ASes per
day. Finally in January 1976, 15 additional Department of Public Safety
Offices were given .high.-speed lines. The accompanying traffic increase
was 2,550 messages per day.

The addition of the TCIC data base in July 1973 had a major
impact on traffic which was discussed in Section 3.4.3.1.

Finally, the implementation of local and regional systems
caused an increase in traffic. Small increases in traffic were identified.
from. the. city of Houston, Harris County, Wichita Falls and Tarrant County.
All together these increases totaled _1,650 messages/day.
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Table 6-3. Texas New Agency Traffic Impact

Time Period	 Total Traffic	 Increase

January 73 - February 74	 5045

February 74 -- February 75	 2023

February 75 - Present	 4081

Total	 11,149

Table 6-4 summarizes the effects on traffic. of improvements
to the communication system. The impact during each 3--month period caused
by all system improvements is shown in the right-hand column. Note that
the largest increase occurs in late 1973 because of the addition of the
TCIC data base. Substantial increases are also indicated in the third
quarter of 1975 and the first quarter of 1976 due to the conversion of
low-speed lines to high-speed lines.

To obtain. baseline growth we subtract out all past traffic
increases caused by system improvements. Figure 6-11 shows graphically
this subtraction process. The top line represents total TLETS traffic
averaged over 3-month periods. The next line down is TLE'TS traffic
with increases due to the addition of new terminals subtracted out:.
Successive lower lines represent the subtracting out of traffic caused
by implementation of regional systems, the addition of the TCIC data
base and high--speed lines.

6.1.4.3	 Traffic Projections. The baseline growth curve developed

in the previous section is used to project future baseline traffic.
We have shown that, in the past, baseline growth displayed an S-shaped
curve with growth being slow before and after system upgrades and linear
between these periods. In order to predict future traffic growth we
must make assumptions rewarding actions to be taken by Texas decision
makers in upgrading communication capacity. Conversations with Texas
planners led us to the assumption that it is not likely that the state
will increase capacity before saturation effects begin to occur. However,
once these effects become. .evident, funding necessary for increasing
capacity will be obtained rapidly.
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Table 6-4. Texas Impacts of
.
 System Improvements - Average Messa ges/DayrD

New High-Speed. Regional.
Terminals Lines Data Bases Data Bases Total

January-March, .1973 817 U 0 0 817

April-June,	 1973 1,041 0 0 0 1,041

July-September, 1973 1,764 0 13,500 1,000 16,264

October-December, 1973 1,400 3,718, 4,000 0 91118

January-March, 1974 496 0 900 0 1,396 w
rn

April-June, 1974 623 0 0 11500 2,123 0

July-September,	 19714 700 0 0 0 700	 ..

October-December, 1974 204 0 0	 :. 0 204
HH

..January-March; 1975 492 0. 0 650 -1,142

April-June,. 1975 526. 0 0 0 526

July-September, 1975 821. 3,920 1,000 0 .5,741

October-December, 1975 1,067
-

0 0 0 1,067 

January-March, 1976 130. 2,549 1,300 0 3,979

April-June,	 1976 1,o45 0 0 0

11,139 .10,187 20,700 3,150 .54,600



100

40

B(

7{

1



77-53, 'Vol. III

Texas baseline growth displays less of an S-shaped curve
than other states because of the distributed nature of the TLETS system
(see Section 3.4.4). However, we can identify periods of constrained
and unconstrained growth. Figure 6-12 shows the Texas baseline growth
data points. Lines are fit to the data points of the unconstrained
growth period of January 1974 through March 1975 and the slow growth
period of April 1975 through December 1975• The slow growth period
line has a slope of 2,120 messages /3-month period which is interpreted
as an increase Df 2,100 messages per day each 3-month period. When
projecting traffic growth after an upgrade, we will assume an increase
of 4,200 messages per day during the 6-month period after the upgrade.

The "best fit" regression line during the unconstrained growth
period has a slope of 3,840 messages/3-month period. Thus during periods
of unconstrained growth we will project average daily traffic increases of
7,700 messages per day each 6--month period.

Using these linear expressions we can project baseline traffic
between January and June of 1976. The line drawn in Figure 6--12 during
this time period represents the projection. Notice that we project a
traffic level of 54,980 messages per day during April-June 1976 while the
actual value is 54,600 messages per day.

In addition to increases in traffic volumes caused by baseline
growth, there will be increases caused by communication system
improvements. In Texas, five areas of improvement were identified:
addition of new users, conversion to high-speed lines, regional infor-
mation systems, mobile digital terminals, and NGIG access.

Texas plans to offer a high-speed link to any law enforcement
agF:ncy in the state within the next year. The agency must pay for the
communication terminal however the state will pay for the communication
line. The state expects all current system users to remain users and they
also expect many new agencies to join. We assumed that any law
enforcement agency currently without a TLETS terminal and which serves a
population of 5,000 or more people will join. There are 133 such agencies
in Texas. A user characteristic data base was constructed for these 133
agencies containing information on population served, number of personnel,
crime rate, and agency type. The expressions shown for Texas in Table
3--7 were then used to estimate traffic from these potential new users.
We projected 7,300 messages per day from the new system users.

The conversion to all high-speed lines is expected to be
completed by late 1977• In the past, when agencies in Texas have been
provided with high--speed lines, a 50% increase in traffic was observed.
Assuming this rate of increase continues in the future, an increase of
31,300 messages per day will be caused by the high-speed line upgrade.
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Regional information systems have historically increased
traffic into a state telecommunication system. To determine the status
of such systems and their potential impact on future traffic we con-
ducted a telephone survey of all existing and planned regional systems
in Texas. We asked. the following questions:

(1) Is your system an existing one or ,just in the planning
stages?

(2) What types of criminal justice agencies are served by
your agency?

(3) What type of data files do you maintain?

(4) Which particular agencies does your system serve?

(5) How many terminals tie into your system?

(6) Are messages automatically forwarded from your system to
TLETS?

(7) Do you allow access to your data files by the general
TLETS user?

(8) Other

What are your future plans?

Any other comments?

Responses were obtained from 12 of the 13 regional systems and are shown
in Figure 6-13.

In regard to traffic increases caused by regional information
centers, we forecast increases from El Paso, Waco and Garland when they
become fully operational.. Increases were also predicted from Houston
because 130 new terminals are being added, and Tarrant County because they
are allowing access to their data file by all Police Departments in
Tarrant County. The total increase by 1985 will be 11,000 messages per
day.

Currently, there are no law enforcement agencies in Texas
equipped with mobile digital terminals. In estimating their future
implementation schedule,. we talked with police department planners and HDT
vendors. ;tie concluded that by 1985, MDTs would be implemented in Dallas,
Houston and San Antonio but not in smaller departments. This corresponds
to between 1,000 and 1,500 MDT units by 1985 and will result in an
increase in traffic of 23,000 messages per day.

The topic of the one port per state NCIC requirement was
discussed in Section 3.4.4.2 with the increase in TLETS traffic being
13,800 messages per day.
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HOUSTONS P.D.

1) EXISTING

2) LAW ENF.

3) STOLEN VEH.
BICYCLE REGISTRATION
MASTER NAME. FILE
a) WANTED PERSONS
b) ALIASES
c) LIC. PLATES ASSOC.

WITH WANTED PERSONS
GEOGRAPHIC

4) HOUSTON P.D.

HARRIS COUNTY

1) EXISTING

2) COURT, CORRECTION

3) BOOKING REC.
JAIL INMATE RECORDS
COURT ACTIVITY
a) DOCUMENTS
b) APPEARANCES
c) WITNESSES

4) HARRIS CO. COURTS
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7) ACCESS
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TLETS USER
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DIRECTLY TO
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2 yr
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LEVELS INTO
TLETS
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AUSTIN P. D. CORPUS CHRISTIE EL PASO WACO

I) EXISTING I) EXISTING 1) PLANNED 1) PLANNE
1973-195

2) P. D. 2) P. D.
2) WILL BE P. D. 2) P. D. O^

3) WARRANTS 3) WARRANTS
STO. VEH. 3) WILL HAVE 3) JAIL REC
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WICHITA FALLS

1) EXISTING

2) P. D., COURT
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GARLAND P. D.

I) EXISTING

2) P. D.

3) ARTICLES
EVENTS
CRIM. HIST.
STO. PROPERTY
GEOCODING

4) GARLAND P o D.

5) 14

6) NO

)URT

OURT REC.

FALLS P. D.
DURTS

FORT WORTH P o D. TARRANT COUNTY

1)	 EXISTING

2)	 COURTS

3)	 WARRANTS
SUBJECT IN PROCESS
(COMPLETE COURT
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5)	 55

6)	 NO
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NONE

8) OTHER
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COURT INFO. SYSTEM
SERVICING GARLAND

SYSTEM WILL BE
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7) ACCESS
NONE CURRENTL(.
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POSS. OF DIRECT
COMM. BETWEEN REG.
SYSTEMS

8) OTHER
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['ARRANT COUNTY

1) EXISTING

2) COURTS

3) WARRANTS
SUBJECT IN PROCESS
(COMPLETE COURT
RECORDS)

4) COURTS, DIST. ATTN.,
JUST. OF PEACE

5) 55

6) NO

7) ACCESS
NONE CURRENTLY.
PLAN TO ALLOW
P.D.s IN TARRANT
CO. TO ACCESS FILES

FOSS. OF DIRECT
COMM. BETWEEN REG.
SYSTEMS

8) OTHER

n) NO CCH UPDATING.
THIS 15 DONE. BY
ARRESTING AGENCY

DALLAS P. D.

1) EXISTING

2) PQ D. —COURTS

3) REG. WANTED PERSONS
STOLEN ARTICLES

4) DALLAS P. D*
OTHER P.D. I s  8 OR 9
COURTS

5) DALLAS P. D. — 90
OTHERS — ?

6) YES

7) ACCESS
11 ADJACENT COUNTIES
BORDERING DALLAS AND
TARRANT COUNTIES.
50 AGENCIES

NO PLANS FOR
EXPANSION

8) OTHER

a) MDT's
10 IN-CAR-TERMINALS
EXPANSION TO
250 .300 POSSIBLE

6) FEELS TRAFFIC
FROM HOUSTON,
SAN ANTONIO, FT WORTH
WILL INCREASE

c) UNACCEPTABLE .TCIC
RESPONSE TIMES
DURING PEAK HOURS

SAN ANTONIO

1) EXISTING

2) P. D. AND COURTS

3) NAME FILE
BOOKING RECORDS
JUDICIAL REC. SYSTEM
WARRANT. SYSTEM
MUNI. COURT WARRANT
ARREST DISPOSITION

4) SAN ANY. P. D.
COURTS
FBI
SECRET SERVICE

5) 200

6)

7) ACCESS
WOULD LIKE TO HAVE
ACCESS TO HOUSTON,
DALLAS DATA

Figure 6-13. Regional Texas Information System Survey
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In this section we have presented the baseline rate of traffic
increase and increases due to system improvements. '.f;er discussing
growth in tr;;ffic due to new data. types in Section 6.^ we will use the
increases of this section and combine them with the new data type
projections to give total future Texas traffic growth in Section 6.3.

6.2	 NEW DATA TYPES

Tables 6-5 through 6-26 present the projected new data
traffic volumes in Texas for 1977 through 1985. Traffic volumes are shown
in average messages per day and in peak characters per minute. Traffic
volumes of each type of new data are displayed separately. The total
traffic from new data in average messages per day is shown in tabular
form in Table 6-25, and in graphical form in Figure 1-2.

Table 6--5 is a guide to the tables describing the Texas new
data type traffic projections. In addition to summarizing the contents of
each table, it lists the sections in this report which explain the
derivation of the traffic volumes.

Table 6"5. Guide to Texas Criminal Justice Information System
New Data Type Traffic Projections with
Reference to Methodology

Table	 Description of
Humber	 Topic	 Methodology

6-6	 Computation of Average Messages per Day for 	 4.4.2.1.1
Texas CCH/OBTS Use

6-7 Texas Law Enforcement CCH/OBIS Average Message 4.4.2.1.2
Length Computation for 1977- and 1979

6-8 Texas Law Enforcement CCH/OBTS Average Message 4.4.2.1.2
Length Computation for 1981 through 1985

6--9 Average Message Length Computations for Texas 4.4.2.1.2
Court, Corrections and Parole Use of CCH/OBTS
Files

6-10 Statewide Texas CCH/OBTS Traffic to and from 4.4.2.1.3
Austin TCIC for 1977 through 1985 in Peak
Characters per Minute

6-11 Distribution of Texas Court CCH/OBIS Traffic in 4.4.2.1.4
Peak Characters per Minute

6-12 Distribution of TDC CCH/OBTS Traffic in Peak 4.4.2.1.4
Characters per Minute

REPRODUCIBILITY OF TFiB
6--31	 ORIGINAL PAG7+1 IS POOR
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Table 6-5.	 Guide to Texas Criminal Justice Information System
New Data Type Traffic Projections with
Reference to Methodology (Continuation 1)

Table Description of

Number Topic Methodology

6-13 Computation of Texas Average Automated Finger- 4.1.2.2.1
print Messages per Day and

6.4.2.1.1

6-14 Distribution of Texas Automated Fingerprint 4.4.2.2.3
Traffic in Peak Characters per Minute

6--15 Computation of Average Messages per Day for 14.4.3.1.1
ObSCIS System

6-16 Computation of Average Message Length for 4.14.3.1.2
OBSCIS Data

6-17 Distribution of Texas OBSCIS Traffic in Peak 4.4.3.1.3

Characters per Minute

6-18 Computation of Average Texas Youth Council 4.4.3.2.1
(TYC) Messages per Day

6--19 Computation of Average TYC Message Length 4.4.3.2.2

6--20 TYC Traffic Distribution in Peak Characters 4.4.3.2.3
per Minute

6-21 Computation of Texas Average Messages per Day 4.4.4.1.1
for SJIS System

6-22 Distribution of Texas SJIS Traffic in Peak 4.4.4.1.2,

Characters per Minute and
4.14.4.1.3

	

6-23	 Distribution of Combined Texas Court CCH/OBIS
and SOTS Traffic in Peak Characters per Minute

	

6--24	 Texas ICR Data Conversion Traffic: Average 	 4.4.4.2
Messages per Day, Peak Characters per Minute,,
and Computation of Average Message Length

	

6-•25	 Summary of Total. Texas New Data Type Traffic in
Average Messages per day for 1977 through 1985

	

6-26	 Summary of Texas New Data Type Average Message
Lengths by Data Type and by Year

6--32
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Table 6-6. Computation of Average. Nessages per Day for Texas CCH/OBTS Use

(Refer to Section 4.4.2.1.1 for Methodology)

Factor 1977

Year

1979 1981 1983 1985

Estimated Arrests per year: 565,1146 587,718 610,290 6321862 655,434

Technology penetration factor:
Law enforcement 0.08 0.1 0.2 0.5 0.5

Courts 0 0 0 0.207 0.538

TDC 0 0 0.1 0.3 1.0

w	 BPP 0 0 0.1 0..3 1.0

CCH/OBTS transactions - per arrest:
Law enforcement 12.1 12.1 19.91 19.91 19.91

Courts 6.08 6.08 6.08 6.08 6.08

TDC 0.25 0.25 0.25 0.25 0.25

BPP 0.24 0.24 0.24 0.24 0.24

Number of messages per transaction: 2 2 2 2 2

Time conversion factor: convert
annual to daily average
Law enforcement 1%365 11365 1/365 1/365 1/365

Courts 1/250 1/250 1/250 1/250 1/250

TDC 1/250 1/250 1/250 1/250 1/250

BPP 1/250 1/250 1/250 1/250 1/250

i
i
w
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Table 6--6.	 Computation of Average Messages per Day for Texas CCH/OBTS Use (Continuation 1)

(Refer to Section 4.4.2.1.1 for methodology)

Year

Factor 1977 1979 1981 1983 1985

Result:	 average messages ner
day for CCH/OBTS usage
Law enforcement 3,000 3,897 13,317 34,523 35,75+
Courts 0 0 0 6,367 17,138
TDC 0 0 122 380 1,311 w
BPP 0 0 122 380 1,311

-	 - -- - - a
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Table 6-7.	 Texas Law Enforcement CCH/OBTS Average Message Length Computation for 1977 and 1979
in Characters.	 Assumes inquiries only and hits on one-third of inquiries

.(Refer to Section 4.4.2.1.2 for Methodology)

Weighted Average
Message Lengths Message Lengths.

Average .

Transactions to/from

Operation per Arrest To TCIC From TCIC To TCIC From TCIC TCIC

Police inquiry 11.1 80 0.67, x 8:0 73 339. 206
i 0.33 x 960

Prosecutor.inquiry . 0.8 80 4.67 x 80 5 24 15 o
^ 10.33 x 9 60 l

^II

Jail inquiry 0.01 80
1 0.33

0. 67 x 80 0 0 0
 x 960

Probation:inquiry 0. 19 80 0.67 x 80 2 7 4

M 1: 0 33  x 960

Totals 12.1 80 370 225



Characters. Assumes inquiries and entries from users.

(Refer to Section 4.4.2.1.2 for Methodology)

Weighted Average
Message Lengths Message Lengths

Average

Transactions to/from

Operation per Arrest To TCIC From TCIC To TCIC Fro,.-n TCIC TCIC

Police inquiry 11.1 $o 0.6 x 960
{0.4x801

45 379 212

Policy  entry 4.9 960 80 236 20 128

Prosecutor inquiry 0.8 80 .960 3 39 21

Prosecutor entry 2.5 960 .121 10 66

Jail inquiry 0.01 80 960 0 0 0

Jail entry 0.02 960 80 1 0

Probation inquiry 0.19 80 96o 1 9 5

Probation entry 0-39 960 80 2 10

Totals 19.91. 426 459 443

Table 6-6. Texas Law Enforcement CCH/OBTS Average Messa ge Length Computation for 1981 through 1985 in



Table 6--9. Average Message Length Computations for Texas Court, Corrections, and
Parole Use of CCH/08TH Files in Characters

(Refer to Section 4.4.2.1.2 for Methodology)

Weighted Average
Message Lengths Message Lengths

Average
Transactions to/from

Operation per Arrest To TCIC From TCIC To TCIC From TCIC TCIC

Court CCH/OBIS Use

rn	 Inquiry 1.29 80 960 17 204 111
Entry A, 79 960 80 .x,56 Ja 40q.

Totals 6.08 773 267 520

Corrections CCH/OBTS Use

Inquiry 0.04 80 960 13 154 84
Entry ,0.21 960 80 806 „--kz A3_6_

Totals 0.25 819 221 520

BPP CCH/OBTS Use

Inquiry 0.04 8o 960 13 16o 87
Entry 0.2 960 80 800 67 413

Totals 0.24 813 227 520

i
In
W

c
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Table 6-10. Statewide Texas CCH/OBIS Traffic to and from Austin TCIC for 1977-1985 in Peak Characters per Minute

(Refer to Section 4,4,2,1.2 for Methodology,)

Year

977	 1979	 1981	 33
Traffic
Component	 To TCIC From TCIC To TCIC From TCIC To TCIC From TCIC To TCIC From TCIC To TCIC From TCIC

W
Law	 167	 771	 217	 1,002	 3,942 	 4,248	 10,219	 11,013	 10,583	 11,406
enforcement	 -
CCH/OBTS
use H'	 H
Court CCH/	 0	 0	 0	 0	 0	 0	 10,251	 3,540	 27,592	 9,529	

H

OBIS use

TOC CCH/	 0	 .0	 0	 0	 207	 57	 646	 179	 2,229	 616
OBIS use

BAP CCH/	 0	 0	 0	 0	 207	 57	 646	 179	 2,229	 616
OBTS use

3.^
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Table 6-11. Distribution of Texas Court CCH/OBTS Traffic. in
Peak Characters per Minute
(Refer to Section. 4.4.2.1.4 for Methodology)

City	 To TCZC	 From TCZC

1983

Dallas-Fort Worth 10,251 9,540

Total 10,251 3,540

1985
Dallas-Fort Worth 10,350 3,660
Houston 9,464 3,268
San Antonio 4,466 1,439
El Paso 1,656 572
Austin _ 1,656 _5L2

Total	 27,592	 9,529

Table 6-12. Distribution of TDC CCH/OBIS Traffic in Peak
Characters per Minute
(Refer to Section 4.4.2.1.4 for Methodology)

To From
TCIC TCZC

?2^ ^
Huntsville TDC Headquarters 207 57
1983

Huntsville TDC Headquarters 646 179
1985

Institution Town County Inmates

TDC Headquarters	 Huntsville Walker 1,840 741 206
Coffield Palestine Anderson 2,316 183 50
Eastham Yodice Houston 2, 304 182 50
Ellis Riverside Walker 2, 094 165 46
Ferguson Weldon	 . Houston 1,922 15.1 42
Wynne Huntsville Walker 1,800 142 39
Ramsey I Angleton Brazoria 1,632 129 36
Clemens Brazoria Brazoria 1,119 88 24

6-39



Town County Inmates

Angleton Brazoria 981 77 21
Alvin Brazoria 844 67 18
Stafford Ft. Bend 844 67 18
Angleton Brazoria 767 60 17
Stafford Ft. Bend 767 60 17
Huntsville Talker 664 52 14

Huntsville Walker 1483 38 11
Coryell Coryell 34 q 2Z 7

20,717	 2,229	 616

77-53, Vol. III

Table 6-12. Distribution of TDC CCH/OBIS Traffic in Peak
Characters per Minute (Continuation 1)
(Refer to Section 4.4.2.1.4 for Methodology)

To	 From
TCIC	 TICIC

Institution

Ramsey II
Darrington
Jester
Retrieve
Central.
Huntsville

Diagnostic
Goree
Mountain View

Totals

Table 6--13. Computation of Texas Average Automated Fingerprint
Messages per Day
(Refer to Sections 4.4.2.2.1 and 4.4.2.1.1 for Methodology)

Year
Factor	 1977	 1979	 1981	 1983	 1985

Estimated arrests in Texas	 565,146 587,718 610,290 632,862 655,434
per year:

Technology penetration 0 0 0.207 0.392 0.506
factor:

Fingerprint transactions 2.18 2.18 2.18 2.18 2.18
per arrest:

Messages per fingerprint 2 2 2 2 2
transaction:

Time conversion; annual 1 20 1/290 1/250 1/250 1/250 
to daily average:

Automated fingerprint 0 0 2,203 4,326 5,784
traffic in messages per day:

6--40



Table 6-14. Distribution of Texas Automated Fingerprint Traffic in Peak Characters per Minute

(Refer to Section 4.4.2.2.3 for Methodology)

4

Source

Dallas--Fort Worth

Houston

San Antonio

El Paso

Totals

1281
To TCIC	 From TCIC

	

8,504	 1,278

	

8,504	 1,278

Year

1983
To TCIC	 From TCIC

	

8,921	 1,340

	

7,777	 1,169

	

16,698	 2,509

1985
To TCIC From TCIC

9,263 1,392

8,075 1,214

3,563 535

1,425 214

22,326 3,355

w
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Table 6-15. Computation of Average Messages per Day for
Texas OESCIS System
(Refer to Section 4.4.3.1.1 for Methodology)

Year
Factor	 1977	 1979	 1981	 1983	 1985

TUC inmates 20,717 24,773 28,849 32,925 37,000

Technology penetra-- 0 0 0.1 0.3 1.0
Lion factor

Transactions per 0.175 0.175 0.175 0.175 0.175
inmate-day

Messages per 2 2 2 2 2
transaction

0$SCIS traffic 0 0 1,010 3,457 12,950
(average messages per
day)



I
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Table 6-16. Computation of Average Message Length for Texas OBSCIS Data

(Refer to Section 4.4.3.1.2 for Methodology)

Messagge Length	 Average r3essage Length
Transactions

per	 Average
Message Type	 Inmate-Day	 To TDC	 From TDC	 To TDC	 From TDC	 to/from TDC

`	 TDC data entry 0.071 480	 80	 195 32 114

TDC inquiry 0.071 80	 960	 32 389 210 v,

C	 BPP inquiry 0.093 80	 480

Q	 LTotals 0.175 .242 512 377

r

H	 j
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Table 6 .-17. Distribution of Texas OBSCIS Traffic in
Peak Characters per Minute
(Refer to Section 4.4.3.1.3 for Methodology)

To From
TDC TDC

1981
TDC Headquarters 409 876
BPP Headquarters 96 2091

Totals 505 1,081
1983
TDC Headquarters 1,400 2,.996

BPP Headquarters 329 703

Totals 1,729 3,699
1985

Institution ']down County Inmates

TDC headquarters Huntsville Walker 1,840 1,745 3,734
BPP Headquarters Austin Travis bone 1,230 2,633
Coffield Palestine Anderson 2,316 429 919
Eastham Fodice Houston 2,304 427 914
Ellis Riverside Walker 2,094 388 831
Ferguson Weldon Houston 1,922 356 763
Wynne Huntsville Walker 1,800 334 714
Ramsey I Angelton Brazoria 1,632 303 648
Clemens Brazoria Brazoria 1,119 207 444
Ramsey II Angelton Brazoria 981 182 389
Darrington Alvin Brazoria 844 157 335
Jester Stafford Ft. Bend 844 157 335
Retrieve Angelton Brazoria 767 142 304
Central Stafford Ft. Bend 767 142 304
.Huntsville Huntsville Walker 664 123 263

Diagnostic.
Goree Huntsville Walker 483 90 192
Mountain View Coryell Coryell 340 61 135

Totals 20,717 6,..47.5 13,857

6.44
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Table 6.18. Computation of Average Texas Youth Council (TYC)
Messages per Day
(Refer to Section 4.4.3.2.1 for Methodology)

Year
Factor	 1977	 1979	 1981	 1983	 1985

TYC students 1,835 2,196 2,557 2,918 3,280
Technology penetra- 0 0.5 1.0 1.0 1.0

tion factor
Transactions per 0.26 0.26 0.26 0.26 0.26

student-day
Messages per 2 2 2 2 2

transaction

TYC traffic in 0 571 1,330 1,517 1,706
average messages
per day

Table 6--19. Computation of Average TYC Message
Length in Characters
(Refer to Section 4.4.3.2.2 for Methodology)

Message	 Average Message Length
Length

Transactions	 Average
Message	 per	 To	 From	 To	 From to/from

Type	 Student-Day	 TYC TYC	 TYC	 TYC	 TYC

Entry 0.13 480	 80	 240 4o 140
Inquiry .—la 80	 960	 40 480 260

Totals 0.26 280 520 400



Table 6-20. TYC Traffia Distribution in Peak Characters per Minute

(Refer to Section 4.4.3.2.3 for Methodology)

Institution Town County

TYC Headquarters Austin. Travis

Brownwood Brownw.00d Brown

Gatesville Ga#;esville Coryell

rn
Gainesville Gainesville Cooke

Giddings Giddings Lee

Corsicana Corsicana Navarro

Pyote Pyote Ward

Waco. Waco McLennan

Crockett Crockett Houston

Totals

1979
Number

of To From To From To From To From

Students TYC TYC TYC TYC TYC TYC TYC TYC

0 333 618 194 360 221 411 249 462

200 0 0 194 360 221 411 249 462

600 0 0 139 258 156 295 177 332

275 0 0 62 115 71 131 80 148

270 0 0 62 115 71 131 80 148

130 0 0 31 58 36 66 40 74

130 0 0 31 58 36 66 40 74

130 0 0 31 58 36 66 40 74

100 0 0 _-3 58 -36 66 40 74

1,835 333 618 775 1,440 884 1,643 995 1,848

i
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Table 6-21. Computation of Texas Average Messages per Day
for SJIS System
(Refer to Section 4.4.4.1.1 for Methodology)

Year
Factor_	 1977	 1974 	 j-981	 j_q8	 1985

Court dispositions	 656,66o	 718,013	 179,366	 840:719	 902,072

Technology	 0	 0	 0	 0.207	 0.538
penetration factor

Transactions per	 1	 1	 1	 1	 1
disposition

Messages per	 2	 2	 2	 2	 2
transaction

Time conversion	 1/250	 1/250	 1/250	 1/250	 1/250
factor

SJIS traffic	 0	 0	 0	 1,392	 3,883
(average messages
per day)

Table 6--22. Distribution of Texas SJIS Traffic in
Peak Characters per Minute
(Refer to Sections 4.4.4.1.2, and 4.4.4.1.3 for
Methodology. This table-assumes 192.0--character
data entries to Austin and 80-character
acknowledgments to courts)

Traffic
City	 To Austin	 From.. Austin.

198
Dallas-Fort Worth	 5.,5.68	 232

,1985
Dallas-Fort Worth	 51981	 249
Houston	 5,327	 222
San. Antonio	 2,345	 98
El Paso	 947	 39
Austin	 932

Totals.	 15,532	 647

6--47
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Table 6-23. Distribution of Combined Texas Court CCH/OBIS and
SJIS Traffic in Peak Characters per Minute

Traffic
Gi.ty and Year To Austin From Austin

198.E

Dallas-Fort Worth 15,819 3,772	 i
185

Dallas-Fort Worth 16,331 3,909
Houston 14,791 3.,1490
San Antonio 6,811 1,537	 f
El Paso 2,603 611
Austin 2,588 611

i
Totals 143,124 10,176
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Table 6-24.	 Texas TCR .Data Conversion Traffic:	 Average Messages per Day, Peak Characters per Minute,

E	 Computation of Average Message Length in Characters

(Refer to Section 4.4 . 4. 2 for Methodology)

Traffic Volume.
Inquiries per day:	 1,500
Data entries per day:	 1,500
Total average transactions per day:	 3,000
Average messages per day:	 6.,.000
Peak characters per minute: 	 4, 698 to TCIC

4 ,302 from TCIC

Average Messaize Lenjzth Com utation:
rr

Message Length Weighted-Average Message Lengths

Transactions Average.
per to/from

Operation	 Arrest	 To TCIC	 From TCIC To TCIC From TCIC TCIC

Inquiry	 1.0	 800.6 x 960 40 304 172
l o-4 	 4 x	 80

Entry	 1.0I0.6 x 480	 80 336 40 188
10.4 x 9601

Totals :	2.0 376 344 360

I
Ln
w

0

H
H
H
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Table 6-25. Total Texas New Data Type Traffic in
Average Messages per Day

Data Type	 1977	 1979	 1981	 1983	 1985

ICR data conversion	 6,000	 67000	 6,000	 6,000	 6,000
Law enforcement	 3,000	 3,897 13,317	 34,523	 35,754

CCH/OBTS .
Court CCH/OBIS	 0	 0	 0	 6,367	 17,138
Corrections CCH/OBIS 	 0	 0	 122	 380	 1,311
BPP CCH/OBTS	 0	 0	 122	 380	 1,311
SJIS	 0	 0	 0.	 1,392	 3,883 .
OBSCIS	 0	 0	 1;010`	 3,457	 12,950
TYC	 0	 571	 1,330	 1,517	 1,706
Automated	 0	 0	 2,203	 4,326	 5,784

fingerprints .

Totals	 9,000	 10,468 24,104	 58,342	 85,837

Table 6-26. Summary of Texas New Data Type Average Message
Lengths by Data Type and by Year in Characters

To	 From
State	 State	 Average to/from
Center	 Center	 State Center

By Data Type:
ICR data conversion	 376	 344	 360
Law enforcement CCBIOBTS 80/426* 	 370/459*	 225/443*
Count CCH/OBTS	 773	 267	 ..520.
Corrections CCH/OBIS	 819	 221	 520
Parole CCH/OBIS	 813	 227	 520
SJIS	 .1,920	 80	 1,000
OBSCIS	 242	 512	 377
Texas Youth Council.	 280	 520	 400
Automated fingerprints	 1,852	 279	 1,066

By Year for All New Data Types:

1977	 278	 352	 315
1979	 261	 363	 312
1.981.	 531	 417	 474
1983	 588	 403	 496
1985	 638	 384	 511

.*First number is average message length in 1 .977 and.1979.; second
is average message length in 1981, 1983, 1985.
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6.3	 EXISTING AND NEW DATA TYPES COMBINED

This section combines the projections for the growth of
existing criminal justice information data types from Section 6.1 with
the estimate for future new data type traffic from Section 6.2 to obtain
a. total criminal justice information system traffic projection for Texas.
The methodologies used to project future growth in existing traffic types
are explained in Section 3, and the techniques used to estimate the
start and growth of traffic in new data types are described in Section 4.

6.3. 1	 Traffic P;,o jections

The three growth components are baseline growth, growth due to
system improvements and traffic into new data bases. Table 6--27 presents
potential new traffic caused by system improvements and new data type
traffic. The values in the table are the.increases in traffic above the
previous 6-month period.

The word potential is used because if these traffic increases
cause total traffic to exceed system capacity then the increases will be
delayed.

We will now summarize procedures used for projecting future
growth and show the results. Procedures used are:

(1) Periods of 6--month duration will be used.

(2) Due to baseline ,growth, traffic is 4,200 messages per
day higher one period after an upgrade, 10,200 messages
per day higher two periods after an upgrade and 17,900
messages per day higher three periods after an upgrade.
After the third period traffic is 7,700 messages per day
higher each subsequent period.

(3) System improvement traffic growth and new data type
traffic growth occur as specified in Table 6-27.

(4) Current system capacity in Texas is 150,000 messages per
day.

(5) Traffic grows each period until a period is reached
where projected traffic exceeds system capacity. At
this point, all three components of traffic growth are
reduced so that total traffic is less than system capa-
city by 3,000 messages per day. During the next period
a 150,000 average message per day increase in system
capacity is assumed. The increase. in average daily
message volume due to baseline growth is 4,200 messages
per day. Growth due to system improvements and new data
type traffic is the sum of the growth specified in
Table 6--27 and the amount of the reduction during the
previous period. In subsequent periods traffic continues
to grow until once again system capacity is reached.
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Table 6-27. Increase in Texas Average Daily Communication
Messages

Six Month
Period

System Improvement
Traffic

New Data Type
Traffic

77 46,300 1100

77/78 9,500 400

78 2,400 40o

78/79 1,400 400
79 14,200 400

79/80 200 3400

80 600 3400

80/81 400 3400
81 400 .3400
81/82 400 8600

82 400 8600

82/83 0 8600

83 10,500 8600

83/84 0 6900

84 0 6900

84/85 0 6900
85 C 6900

Tables 6-28 and 6-29 show the application of these pro-
cedures to Texas. Note that capacity increases are required in periods

'77 and 1 82. Table 6-29 shows that by 1985 almost 400,000 messages
per day will be transmitted over the TLETS system. 'Traffic projections
are also presented in peak characters per minute to show how the longer
message lengths of the new data types cause them to contribute a larger
portion of the traffic in units of characters per minute.

a:
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Table 6-28. Texas Traffic Growth Each Six Months 	 1975-1985

Starting 110,000

76/77 BG	 7,700
SU	 0
NDT 1,-140

8,800 118,800

77	 BG	 7,700
sU 46,300
NDT 1,100

55,100 173,900*

BG	 3,940
SU 23,700
NDT	 56o

28,200 147,000

77/78 BG	 4,200
SU 32,100
NDT	 240

37,200 184,200

78	 BG	 63 000
SU	 2,400
NDT ,400

8,800 193,000

78/79 BG 7,700
SU	 1,400
NDT	 400

9,500 202,500

79	 BG	 7,700.
SU 14,200
MDT	 400

22,300 224,800

79/80 BG	 7,700
SU	 200
NDT 3,400

11,300 236,100

80	 BG	 7,700
SU	 600
NDT 1,?100

11,700 247,800

	

80/81 BG	 7,700

	

SU	 400
NDT 3,400

11,500 259,300

81	 BG	 7,700

	

SU	 400
NDT 3,40 0

11,500 270,800

	

81/82 BG	 7,700

	

SU	 400
NDT 8,600

16,700 287,500

82	 BG	 7,700

	

SU	 400
NDT 8,600

16,700 304,200*

	

BG	 4,38o

	

SU	 230
NDT 4,890

9,500 297,000

	82/83 BG	 4,200

	

SU	 170
NAT 12,300

16,700 313,700

83 BG 6,000
SU 10,500
NDT 8,600

25,100 338,800

	

83/84 BG	 7,700

	

SU	 0
NDT 6,900

14,600 353,400

84	 BG	 7,700

	

SU	 0
NDT 6,900

14,600 368,000

84/85 BG 7,700
SU 0
NDT 6,900

14,600 382,600

85	 BG 7,700
SU 0
NDT 6,900

14,600 397,200

LEGEND:

BG -- Baseline Growth
SU -- System Upgrade
NDT -- New Data Type

*Exceeds capacity.
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Table 6-29. Texas Traffic Growth by Two Year Periods

Traffic Summary: Average messages per day

Existing Law New Data Total
Enforcement Traffic Type Traffic Statewide Traffic

77 138,490 8,400 146,900
79 214,1go 10,600 224,800
81 246,600 24,200 270,800
63 280,200 58,500 338,700
85 311,000 86,140 397,100

Traffic Summary: Peak Characters per Minute

Existing Law New Data Total
Enforcement Traffic TVDe Traffic Statewide Traffic

77 21,160 3,700 24,860
79 32,720 4,670 37,390
d1 37,670 15,960 53,630
83 42,810 40,220 63,030
85 47,510 61,010 108,520

6.3.2	 Traffic Distribution - Texas Traffic Distribution Results

Distribution of messages to users in Texas is discussed in
detail in Section 3 and needs no further discussion here. however, the
results of the distribution task are presented in Table 6-30 for 1985. The
table shows the projected traffic in units of peak characters per minute
to and from TLETS data bases for each of the approximately 600 terminals
projected to be in the state criminal justice telecommunications system.
The six traffic entries represent traffic to and from Austin, to and from
Lallas and to and from San Antonio. Only terminals in close proximity to
Dallas or San Antonio will have access to their data files.

In addition to determining the amount of traffic to and from
each terminal., we must determine the distribution of f-otal traffic by
message type. This is needed to calculate the overall message length into
and out of the computer° and also over the communication network. It is
also used to determine computer transactions given communication messages.

Table 6-31 shows our projections for this distribution in
1985. Units are average messages per day and peak characters per minute.
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Table 6-30. Texas 1985 Traffic To and From Each User Agency

Two lines of data are shown for each user agency. The 1st line shows
user agency	 name, city identification number and traffic from user agency to
Austin and from Austin to user agency. The Znd line shows traffic from user
agency to Dallas, from Dallas to user agency, from user agency to San Antonio,
and from San Antonio to user agency. In all cases, traffic is given in units of
characters per minute and represents traffic during the busiest hour.

•00	 .DO .OQ ,00
PALE5TINE PO 1 24.65 60.16 ALVIN PO 25 16.13 33.95

_00	 all .00 .00 .00	 .00 .00 :.00
ANr^EWS SC 2 8.71 18.86 ANGLETON PO 26 10.55 25.34.00	 .00 .00 no .D0	 .00 .00 .00
LUFKIN OPS 3 28.7{ 91.02 ANGLE7ON SO 26 43.4Q 100.48.011	 .013 .00 .00 .00	 .110 .00 .n0L7FKIN PO 3 .40.317 83.06 CLUTE PZI 27 10.3!4 23.01.00	 .00 .00 no .CID	 .00 ,00 no
ROCKPORT PD/S0 4 6.7x 21.25 FREEPORT P 28 16.45 31.99

.00	 .00 .00 no .00	 .00 .DO .n0
ARCHER CITY SO 5 2. Big 7.39 LAKE JACKSON PD 29 13.310 29.10

.Do	 .00 .00 .00 .00	 .00 .00 .00
.OURDAN7OH SO 6 14.25 35.30 PEARLANU PO • 30 10.75 25.04

.00	 .00 1.32 2.74 .00	 .00 .CC no
BELLVYLLE SO 1 5.11 12.16 BRYAN UPS 31 24.22 76.69

.00	 .00 .00 no .00	 .QO .00 .110
MU ESHOE PO 8 7.35 19.23 BRYAN PO 31 52.69 103.04

.00	 .00 ..00 .00 .CO	 .00 .00 .n0
SEYMOUR SC 9 5.03 21.54 COLLEGE STATION PO 32 23.04 40.93
.n 0 	 .00 .OD .n0 .00	 .00 .00 .n0

BE!VILLE FU In I4.97 30.39 ALPINE PD 33 9.36 26.90
.00.OD .00 .00 .O0	 .00 .DO .00

BELTON PC 11 11.27 25.60 FALFURRIAS SO 34 5.51 23.68
.00	 .OD. .aD no .00	 .00 .00 .n 

BEELTON SO 11 3.4.55 83.88 BROWNHOOD PO 35 16.72 32.88
.00	 .00 .00 .00 .00	 .00 .130 .OD

FORT HOOD PKO 12 18.16 57.50 CALDWELL SO 36 4.64 10.67
.00	 .00 .00 .00 .00	 .00 on no

HARKER	 HEIGHTS PD 13 9.36 21.95 PORT LAVACA PO 37 15.92 31.68
.00	 .00 .00 .n0 .00	 .OD ..00 .0U

KILLEEN PU 14 76.78 131.8~ PORT LAVACA 50 37 9.97 24.17
.00	 .110 .00 .PC .00	 an .00 .00

NUL• ANVILLE PO 16 7.16 20.90 BROWNSVILLE PU 36 86.5£ 173.53
.00	 .00 .110 .00 .00	 .00 .00 .00

TEMPLE PO 16 72 . 58 131 . 913 BROWNSVILLE SO 38 21.70 60.82
.00	 .00 .0U .n0 .n0	 .00 .00 .00

ALA`tO HEIGHTS PO 1I 11.23 23.51 HARLINC;EN DPS 39 .12 .38
.00	 .00 1.01 1.51 no	 .00 .00 .00

FT SAM HOUSTON PMC 18 11 . 01 34 . 64 HARLINGEN PO 39 56 .49 116.23
.00	 .00 2.04 •9.06 .00	 .00 .00 .110

LEON VALLEY PO 19 I6.n2 3:..33 PORT ISABEL PO 40 S.67 17.68
.o0	 .00 1.611 7.40 .00	 .00 .00 .QQ	 .

SAM ANTONIO	 COMP 20 II50.69 3393.58 SGN BENITO PO 4I 14.86 32.0
.00	 .00 .00 .00 .00	 .00 .00 .00

SAN ANTONIO CSTMS ZO 8.95 28.35 LINDEN SO 42 6.67 15.89
.00	 .00 1.56 2.49 .00	 .011 .00 .00

SAN AN70NIC UPS 20 24.166 78.10 DIHMI7 SO 43 3.53 7.82
.DO	 .00 4.57 5.85 ..00	 .00 .00 .00

SAN ANTCNrQ FBI 20 5.04 15.98 ANAHUAC SC 44 6.10 13.48
.00	 .00 .93 1.40 .00	 .00 .00 .00

SAN	 ANTONIO PG 20 6.03 19.25 JACKSONVILLE PO 45 15.83 37.12
.00	 .00 .110 .no .00	 .00 .00 .00

SAN ANTONIO PO CAN 20 3.16 111400 CHILDRESS UPS 46 1.2.22 38.6.7
.00	 .00 .00 .00 .00	 .011 .Do n 00

SAN ANTONIG PO INT 20 7.30 25.00 NORTON SO 47 4.38 10.58
.00	 .n0 .0U .00 .00	 no an .00

SAN	 ANTONIO SO 26 4.05 12.63 ROBERT LEE SO 46 Z. ID 5.4)
.00	 .110 .75 2.13 .00	 .00 .UQ .00

UNIVERSAL CIT Y PO 21 20.66 42.55 COLEMAN P Q At3 6.48 19.03
.00	 .00 1.79 7.69 .09	 .00 .00 .110

CLIFTON P7 22 5.81 17.31 FRISCO PD 50 6.49 17.55
.00	 .00 .00 .00 .94	 1.42 on no

MERIDIAN SO 23 4.55 10.51 MCKINNEY PO 51 22.70 41.01
.00	 .00 .00 no 1.46	 2.19 .00 .00

TEXARKANA UPS 24 19.92 63.07 'PLANO PO 52 45.77 89.00
.00	 .00 .00 .DO 3.41	 5.11 .00 .n0

TEXARKANA PO Z4 49.95 101.22 UELLING70N-So 53 3.58 7.61
.00	 on .00 .00 .0U	 600 600 no

TEXARKANA SO 24 35.87 7n.06
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Table 6--30. Texas 1985 Traffic To and From Each User Agency
(Continuation 1)

LULUhUU) NU S4 K.U1 LU.10 LAML tAA	 1'J !ts 14.11 SS.lti
.On .DD .00 .00 .Dc .00 .00 .n0

NEW FRAUNFELS PD 55 24.06 142.04 L14ESA SD 7E 3.74 1.52
.00 .00 1.42 2.13 .00 .00 .00 .n0

CrrANCHE FU 56 5.06 17.84 HEREFORD PO 79 9.43 25.68
.00 .00 .00 .00 .00 .00 no no
iNESVILLE PD 57 16.18 34.51 HEREFORD SO 75 S.13 14.73
.0E .00 .00 .00 .00 .00 400 .Do

COPPERAS	 COVE PD. 58 19.15 35.13 7ENTON PO 8o 53..3.9 IOG.4D
.no .00 .00 .nO a.32 6.48 On no

,A[FSVILLE PO 59 8.95 21.25 DENTON SO Bo 39.88 78.05
.L'0 .00 .nn .00 ?.l0 ;.65 .011 .00

GATESVILLE SO 59 29.16 52.02 LEWLSVILLE PO B1 26.36 44.30
.00 .00 .00 .no 1.40 2.10. .00 .00

CPANF	 PD 60 5.B2 18.10 CUERO SG B2 4.09 10.52
.00 .00 .00 .nD .00 .1113 .00 .n no

OLONA	 UPS 61 18.50 58.58 SPUR PO 83 6.28 11.80
.ro .DD .00 .n0 .nn .00 .OD no

D4,L11ART	 PD fit 7.95 21.47 SRN DIEGO SO B4 6.22 ;1.13
.00. .00 .013 .vo •00 an .00 .nD

ADDISON PO 63 8.55 19.89 EA57LAUD PO 85 5.53 1»..99
.94 1.42 an .00 .00 .n0 .00 .00

CCDAR HILL PO 64 12.24 23 n 110 COESSA PO BG 125.57 220.7I
.90 1.35 .00 no .00 .OD 4'00 .00

DALLAS	 CITY	 COMP 65 %157.09 995k.29 OUESSA 50 06 21.69 35.88
.no .00 .00 .n0 .00 .110 .011 .130

DALLAS COUNTY COMP 55 345.25 Io4O.OZ ENNIS PO B7 14.1E 30.42
54.213	 88.80 .00 .DU 1.34 2.01 .On no
DALLAS	 DEA 65 33..40 105.75 WAXAHACHIE PD Be 16.05 33.58
6.18 9.28 .n0 no 1.44 2.16 .OD .

DALLAS	 UPS CONTROL 65 1.11 22.52 1; AXAHACHIE SO EB I111.59 19.44
1.32 1.98 .OD .00 _61 .92 .00 no

DALLAS UPS INTCPT 65 .11 .34 EL PASO DEA 89 1.97 6.Z's
.n7 .03 .130 .0O .00 .00 .00 .n0

DALLAS	 oPS RADIO 65 33.17 105.04 EL P A SO UPS Be 26.96 85.39
G. 14 9.2I .00 , on .00 . 00 . 00 .110

DALLAS	 OPS TWX 55 35184 113.40 EL P450	 FBI Be 4.11 13.00
6.64 9.95 .00 .00 .00 .00 .00 no

'ALL AS	 FBI 65 3.98 12.60 EL	 PASO PD 89 505.58 145.U5
.14 1.11 .00 no .00 .00 on no

DALLAS IRS 2.98 9.45 EL PASO SO 89 25.02 55.13
.55 .83 .On no .00 .00 .DD .00

DALLAS NATS 65 32.40 102.60 EL PASO US CUSTOMS 89 3400 5.50
6.no 9.00 on .110 .130 .D0 .00 .Ca

DALLAS	 PO 65 11.31 as-an FORT BLISS PNO 89 9.00 28.50
.00 .00 .00 no .nn .oC .00 .ro

04LLAS PO DRUG 65 1.91 1`.25 STEPHENVILLE PO 90 13.75 39.16
.00 .011 .00 no .DO .00 .110 r,C

DALLAS PQ I0 55 7.50 23.15. HARLIN PO 91 8.02 22..96
.OE• .130 .00 .00 .n0 .00 .100 .RD'

DALLAS 50 65 I0.09 31.95 HRRLIN SO 91 4.07 8.13
1.81 2.80 On .110 no .00 .00 .CO

3TSO10 PC GS 13.63 28.22 BON14AM PC 92 11.10 26.19
1..1 0 1.79 .CO .nU .PD .00 .00 .n0

OUNCANVILLE PC 5.1 23.45 41.60 ROBY SO 93 3..0.9. 1. 60.
.1.44 2.16 .013 .00 .00 .00 .00 no
FARH,RS BRANCH PC 68 39.61 81.41 FLOYOAOA SO 94 5.60 11.91

3.42 5.13 .00 413 .00 .00 .00 .ro
GtRLAN3 P7 69 190.20 413.313 FAIR>"IELD SO 95 4.85 10.61
10.47 17.63 ,00 .nD .DO .00 .00 no
F,-AND	 PRAIRIE PO 10 100.15 169.04 PE4RSRLL SO 96 7.46 14.9.4

5.30 G..07 .110 no .CC .Do .00 .00
HI6mt A1.(+	 FORK Po 11 14.'52 33.03 RIC14HGNC	 SO 91 27.34 56.12

1.54 2.31 400 .00 .06 .UD .00 .00
Ir+l'_!.G	 PO 72 136.8'4 115.12 RCSENSERG PD 98 18.08 31.19

?. 39 3.58 .013 , no .00 no .00 . nn:
L04CtSTER FU 73 16.BB 32.20 SEMINOLE	 SO 99 70:28 19.29
1:24 1.86 .1113 .00 .00 .DO .00 .nO

HfS7UITE	 PO 74 97.19 116.07 FRIrNDSWOCD PO in 9.75 22.37
1,.23 9.35 .GO .no .00 .D0 .00 .00

RI^_,14 g aS0N P; 75 74.41 142.96 GALVES T ON PD IGI 124.28 200.98
S.F.4 8.31 .00 P. .G0 .00 .130 .00

S:t.12YILLE PO 76 L3.91 25..93 oALYLS70N SO 101 38.22 13.38
. 97 1.45 .00 . Qn . Do .110 .Cn .130

sVu	 5ECURITY POL 65 10.20 19.20 HTTCHCOCK PO 102 6.46 19.07
.12 1.09 on no .U11 .00 .00 .00

L%!VFF.ITY P4RF	 PO 71 7T, 43 59.91 LA HAP1UF PO 1C,3 13.18 30.00
4.n3 On .nU .DC .00 on no

6-56



it!I 1.

D^^C^LL^IiIr xs^^xL' l^, ,'tJjOlt

77-53, Vol. III

Table 6--30.	 Texas 1985 Traffic To and From Each User Agency
(Continuation 2)

LEACUE CITY PO 104 14.07 31.%1 HOUSTON US CUSTOMS 128 .39 1.25
.ov .DD .on .n0 .on-	 .00 .O0 .00

TEXAS	 CITY PO IDS 62.90 114.81 HUMBLE Po 129 13 23.00
,.fln	 .00 .On .04

► 00 .no .00 ..Dq JACINTO CITY PD 130 1.1.49 25.31
;T.So 106 ,x.86 1.16 .1111	 .00 .00 .00
.00 .0D .00 on J.RSEY VILLAGE PO 131 5.75 19.54

FREDERICKSBURG SO 10.7 6.10 13.61 .00	 on .00 On
.00 .00 .00 .00 KATY PO 132 11.27 2I.15

GoLTAO So 108 2.9S 1.24 .00.QO .00 .OD
.00 .00 .00 .n0 LA PORTE PD 133 .17.73 35.43

GCHZALES SO 109 6.96 15.57 .00	 .00 .00 .00
.00 .00 . 11 1.07 PASADENA PD 134 127 . 35 168.84

PAMPA PO 110 29.49 65.69 .n0	 .00 .00 .Do
.10 .00 .00 .nD SE49ROOK PO I35 13.32 27.82

DENISON PD 1.11 34.32 70.13 .00	 .00 .00 .no
.00 .00 .00 .DO SOUTH HOUSTON PO 136 18:7.9 36.33

SHCRHAN OPS 112 15.18 61.38 .00	 .00 .a  .00
.00 .00 .011 no SCUTHSIOE PLACE PO 137 I.25 19.66

SHERNAN PC 112 40.42 82.03 .00	 .00 .00 .00
.00 .00 .DO .00 SPRING VALLEY PO 138 9.63 21.98

SHERMAN SO 112 25.91 59.50 .00	 .00 .00 .00
.U0 .00 ,00 rDO TOMBALL PO 139 8652 20.23

GLAOEVATER PO 113 10.93 26,27 .DO	 .00 .DO .00
.00 .00 .00 .nD VILLAG E PO 140 25.4;9 42.55

KILGORE PD 11% 15.23 31.44 no	 .00 .00 .QD
.00 .00 .00 no WEBSTER PD 141 9.80 23.75

L.ONGVItk PO L15 56.10 123.87 no	 .00 .Go .00
.00 .00 .00 .00 WEST UHIV PL PO 147 12.87 28.89

LONGVIEW SO 115 12.76 2+0.,7'5 .00	 .00 .00 .GO
.on .00 .00 no MARSHALL PO 113 31.49 69.40

NAVASOTA PD 116 8.4.7 22.83 .GO	 .00 .00 .00
.00	 - .00 .00 .Co MARSHALL SO 143 17.02 04.92

SEGUIN PO 117 21 . 417 43.83 .Do	 . 011 .00 ,n0
.no .011 1.B3 7.74 HASKELL SC Ik91 12.24 35.12

PLAINVIE- PO 118 25.27 55. 61 .00	 .00 .00 no
.CO .00 .01 .Do SAh HARCOS Po 145 34.12 54.5:

PLAINVIEV SG Ill 7.67 14.67 . 00	 .00 .Do .00
.00 e00 no no CANADIAN so 146 4.114 5.Q1

4MILTO .H 50 119 103 4.53 .00	 . Oil .00 .00
.00 .00 .00 no ATHENS PO 147 15.19 3&.42

SPEARHAN PO 120 6.03 18.07
.OD .n1. .On .CG

.DO	 .00 .00 +,OG6
SPEARMAN S0 1Z0 2.33 5.19

DONNA PO 15Sh 11.11 25.46

.D0 .00 .n0 .1111
.00	 .Do .Go .DO

OU. 00 .S.O 121 3 . 5D 8.8.4
EDINBURG PO 149 18 . 15 36.90

.n0 .00 .00 .no
OD	 .OQ

ED -CIOURG 56
.nQ

149
.n0
58.95 145.21KOUNTZE SC 122 21.92 38.28

.00 .00 .00 no HIoALGo Pn 150 6.12 17.10SILSBEE PO I23 10.17 24.15 .00	 .00 .00 .n0.10o
nAYTOUN PD

one an
124

no
74.95 1%3. 75

HCALLEN PO 151 73.53 137.02

.G1 .0Q .OD
,00	 .DD .00 .n0

EELLAERE PD 125
•17
17.66 36 . 31

H.ERCEOES PD 152 12.77 30.50

.00 .01 .00 •0O
.Do	 .00 .00 no

DEER PARK PO 126 9.72 26.76
MISSION PO 153 18.93 3S.71

.OD .00 .00 . 710
,00	 .00 on .00

GALENA. PARK PO 127 15. .95. 3.1 . 7.1 PHARRPO I54 22 . 51 39.66
.00 .00 .00 ,00

.00	 . OD .D0 .DO

HOUSTON CITY COMP 128 2771.15 5650423
WESLACO PD. I55 13•*44 31.55

4o0 000 .00 no
.00	 .o0 .Do .00

pov'S^ON cNTY ' TdmP
.W. w

 4,14.773
HILLSBORO PO

•DO	 .00
156

.00
10.76

.00
25.92

opQ $00 .	 q .op LEYELL& N D P3 157 10.45 27.80.
HOUSTON DPS I29 44.51 1%o.96 .00	 ,00 .00 an	 .

.00 no .GO no SULPHUR SPRGS UPS 158 21.50 68.10
HOUSTON FBI 121 4_5.6 14.75 no	 .00 .Do no

.40 .00 .00 .00 SULPHUR SPRINGS PD 158 21656 44.54
HOUSTON P AND V 128 12 . 00 38 . 00 no	 . 00 .00 no

.013 .00 .130 .00. B.IG SPRINGS PD 159 48.12 91.88
Houston PD 128 B...E1 27.25 •n0	 .00 .00 .00
.00 .170 . 00 .n0 BIG SPRINGS 5o 159 3 . GG 10.32

HOUSTON SO 128 5013 16.25 -00	 .DO .00 no
.Do .00 .00 .no C4w4HERCE FO1.173

1SO
.01 23.83

HCUSTON SO 0 C 128 3.32 10.50
.00 .00

_O0 no .On .00 GR£ENVtLLE PO .161 19.70 71.92
HCUSTON SO 1:ARRAOY 1.2 .00 .00 2.51	 3•.86 .10 no
.00 .n0 .00 .n0 BORG°_R P4 162 16.92 35.96

.00	 .01 .00 no
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J&CKSBORO	 SO 163 3.04 2.55 LUnnULK PU 191 242.28 3~0.69
,On .pG .00 .n0 -00 .170 .00 .00

E011A	 S0 164 5.&M 13.911 LUBBOCK SO 193 39.61 59.13
.00 .OD .00 .00 on .00 .00 .00

BEAURONT	 13PS 765 .12 «38 SLATON PD 194 10.01 23.71.
.RU .00 .00 on an .00 «OD no
AUKOhT PD 365 220.23 312.38 TANOKA PD 195 5.72 17.21
.011 .00 . on .00 - 0n , 00 .tin .00

BEAU H DNT SO I65 38.59 97.63 TAHOKA SO 195 4.C3 9.94
.r0 .00 .00 .00 .00 .00 .00 .110

NEOERLAND PD 166 16.7.8 32.07 P401SOHVXLLE SO 196 4.54 10.67
.00 .00 .00 .00 .00 .GU no no

PORT	 ARTHLR PD 167 72.13 141.23 JrFFERSON 50 137 6.G6 11.35
.GO .00 .00 .00 .OD .00 .00 .00

ALICE PD 158 29.E3 61.63 SAY	 CITY	 FO 198 I0.21 27.29
.n0 .00 .00 .00 •00 .00 .00 .00

OURLESON PD 169 12.76 2 6. 11 BAY	 CI. TY 50 ISE 5.05 11.50
1.09	 1.64 .00 .110 .00 .00 no .00
CLEBURNE PD 170 24.29 56.47 EAGLE PASS FO 199 16.83 34.71
2.68.	 4.112 .00 no no .00 .00 .Do

ANSON 59 3,^^ 21. r,7 DRACY PO 200 8.69 22.54

.00 .DR •{70
.^i•,115

^P!
,n0

BELLmEAD PD
.00 .CO

201
.n0
13.1.7 27.92STANFORD PO 112 7.17 19.311

BEVERLY HILLS P0. 2112 7.34 18.69
KAR14ES	 CITY SO 173 5.71 13 oz

,Go .00 .00 no
.00 on .On .00 WAC.O	 UPS 203 .12 .38

KAUFMAN 5o 114 13.96 2o.8% ,nn .00 .00 .RO
.51 .7.6 .00 •n0 WACO PD 203' 233.55 467.27

7_RRELL PC }75 21.22 38.95 no .00 .GO no
1.42	 z.,3 .00 .110 WACO SO 203 24.16 65.09
BOERNE SO 176 2.95 7.98 .00 .00 .00 .Do
.00 .00 .43 .64 LCOOWAY PC 204 3.94 22.8%

JAYTON SO 177 2.51 5.37 ,00 .00 an no.00 .00 .00 400 HCNDD SO 2115 15.+69 39.16
XERRVELLE OPS 178 29.9,8 9%.53 .00 .00 2.02 *.n4

.on .00 .00 .00 MENARn SO 206 1.80 4.87
KERRVILLE PD 178 25.69 116.07 .DG .00 .00 .n0

.OP .00 .00 .00 MIDLAND BPS 207 .12 .38
JNCTION SO 179 2.18 7.n1 ,00 .00 .110 .no
.n0 .00 .00. ..00 MIDLAND PB 21 37 68.40 144.61

KINGSVILLE PD 180 46.66 95.26 .DO .00 .DO .110
.DC .00 .00 no MIDLAND SC 207 1.15 17.92

KINGSVILLE SO 1811 29.80 SS-12 .DO .00 on .00
.nD ..B .00 •00 CAMERON 50 208 4.73 10.70

BENJAKIN SO 181 2.80 7.25 .00 .DO an no.nn .00 .0n no ROCKDALE PO 205 7.51 19.4`1
PARIS PO I82 43.!31 I9.41 .00 .00 .00 .OD

'011 On .00 •00 COLORADO CITY PD 2111 9.07 22.43
PARIS SO 182 5.63 12.93 .00 .00 .00 .DO
.OLD .00 .00 .00 COLORADO CIIY SO 210 5.48 9.40

L:TILEFIELO PD 183 8.87 21.9% .00 .DO .DO .n0
.DO .D0 .00 .00

BO..IE PD 211 9.27 23.69 
LITTLEFIELD SO 183 4.57 11.05 .011 .OD .00 .00.00 .110 .00 .00

212 4.14 9.27
BLTON PD 184 5.36 16.01

MoNvnGUE 50

•0n .1111 .011 .00
.CEO	 .00

LAMPASx5	 BPS
.00

165
.00
14.55 46.07 CoNbbE PD 213 'M51 %2.139

.00 .00 .00 no .00 .00 .QO An

L44PASAS SO 185 3.84 8.95 CONROE So 213 68.29 140.65

.On .110 .00 .oB .00 .00 .OD no

HALLEIISVILLE 50 IB6 6.65 14.50 DUMAS PD Z14 10.00 25.52

.00 .00 .00 .00 .00 .00 .011
an

YCAKUK PD 187 7.50 2D.12 OAINGCRFI°_LO $O 215 3.14 9.24

460 .DO .00 .00 .00 .00 .00 no

CCNTCRVILLE SO ;BB 4.20 10.39 u4cdGO0C11E5 PD 216 33.87 74.50

.ar .OD .011 .130 .ro .00 .11D no

CLEVELAND PD ;89 9.03 22.91 NACOGDOCHES SOIROI 215 8.37 19.25

.r0 .00 .00 no .00 .00 .00 .011

LIBERTY PO 190 16.87 33.22 CORSICANA PD X17 25.15 60..44

.On .00 .00 no .OD .D0 .00 .00

LIBERTY	 SO 1911 13.24 21.47 CCRSICANA 50 217 8.13 14.38

.vn .00 no no on .no .00 400

HExIA PD 191 9.43 24.12 SWUETWATCR PD 218 I5.G1 31.46

.Cn no .00 no .00 .00 On .00

GEORGE HEST SO .	 192 2.64 7.39 SWEETWATER SO 218 7.12 15.50

.L*0 . D O .Do .00 .GO .DO .n4 .Co

LU°BOCK	 CPS 193 31.12 98.55 CORPUS CHRISTI UPS 219 22.53 71.36

.Do .00 •or) .ou .OD .1111 .110 .r0
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CORPUS, CHRISTI PO 219 319.73 959.04 TYLER so 247 54.25 10a.17

.00	 .n0. .AO .DO
.0o	

.00 .0D .DO

CORPUS CHRISTI SO 219 30.62 71.41 BRECKENRIDGE PD 249 10.55 29.17

.n0	 .00 .Da no -00	 .00 .00 .00

RDBSTOWN PD 220 45.51 68.04 STERLING CITY SO 249 5.12 15.75

.011	 .00 .DO .na .no	 .00 .00 . 0 0

ERRYTaN PD 221 10666 24.42 ASPCRNON7 SO 250 2.54 6. 2.1

.110	 .00 .00 no .00	 .00 .00 .00

PERRYTON SO 221 3:16 5.82 TULIA PO 251 10.97 29.37

-00	 .00 .00 .00 .00	 .00 on .00

VEGA	 SO 222 Z.17 5.54 ARLINGTON Pa 252 1.11.53 195.31

.DO	 .00 .00 .n0 2.84	 4.26 .GO .OG

ORANGE PO 223 42.95 81.61 BEDFORD P9 253 23.5.6 38.97
.On	 .On .00 .00 1.20	 1.79 .aO .00

ORANGE 50 223 32'-6% 74.13 COLLEYVILLE PD 254 Yb.72 22.95
.00	 .00 .Oa no '1.01	 1.51 .D0 .Gb

MINERAL WSLLS CPS 224 26.00 82.32 CROWLEY PO 255 6.58 17.99
_00	 .00 .00 .Oa .9.7	 1.45 .00 .On

MINER+L HELLS CPS 224 23_%71 74.09 OFW REG AIRPORT 258 28.56 90.45.
4.335.50 .00 .00 5.29	 7.93 .00 .00

CARTHAGE Pa 2225 7.68 21.45 EULESS PC 256 35.89 70.54
.00	 .00 .00 .DO 2..81	 4.22 .00 .00

WEATHERFORD PO 226 14.46 30.27 FORREST HILL PD •257 13.04 26.41
1.30	 1.95 .00 no 1.119	 1.64 .00 no
FARWELL Sc 227 4.13 9.54 FORT WORT4 COMP 258 527..30 7115.86

.OP	 ,00 .00 .00 •11.97	 11.95 .00 no
FRIONA PC 12B 6.53 16,62 FORT WORTH OPS 258 9.87 28.08
.On	 .00 ,00 .11.0 I.64	 2.46 .00 -(]a

FORT 3YOCTON SO 229 2.41 6.3 . '1 FORT WORTH PC 258 6 . 25 19.80
_On	 .00 .00 no 1.16	 1.74 .00 no

A4AR7LLO OYS 230 . 12 .38 FORT NORTH SO 1 258 29 . 77 94.28
.00	 .00 .00 .00 5.51	 9.27 .00 .00

A"ARILLO PO 210 197 . 50 2L7.23 FORT WORTH SO 2 258 29 . 20. 92.46
.On	 .00 .00 .Do 5.41	 .	 8.11 or on

%?iARILLO	 SO 230 236.97 326.65 FORT WORTH SO	 3 259 23.45 74.25
.110	 000 .00 on 4.54	 6.51 40 .110

CANYON SO 131 ZO.6B 33.82 GRAPEVINE PO 259 17.03 31.90
.011	 .00 .00 .00 1.20	 1.79 .00 .n0

'%ARKSVILLE PO 232 6.1B 17.9I HALTOM CITY PD 260 44.16 74.86
.011	 .130 on .00 2.40	 3.60 .GO no

PiCOS CPS 233 26.25 63.13 HURST PO 261 49.88 92.18
.n0	 .00 .00 .00 3.39	 5.09 .00 no

F-COS	 PO 233 14.75 29.09 LAKE WORTH PD ZG2 10.4;5 23.61

.00	 .00 .00 .00 1.09	 1.64 .G0 .011
urca5 SO 22 33 2.49 6.16 NO RICHLAND HLS PC 263 34.56 65.77

.an	 no .00 .00 2.52	 3.70 .00 .GO

DIG LAKE SO 234 2.01 4.87 RICHLAND HILLS PO 264 12.73 26.5%

-Cn	 .00 .011 .00 1.13	 1.70 400 .0a

HEARUE Ad 235 10.72 2:7.8% SOUTHLAKE PO 265 6.71 18.37

.OP	 .013 .110 no .99	 1.48 .00 no

ROCKWALL PD 236 7.05 22.24. TARRANT CO COHP 258 79.16 247.51

1.30	 1.95 .00 .f no 14.47	 21471 .00 no

BALLINGER PD 237 7.32 21.32 TURNPIKE TNP 258 15.13 47.93'

.00	 .011 .410 .00 2. 90	 4.20 .D0 . no
HENDERSON FD 238 10.26 ZZ.3,3 WHITE SETTLMNT PO 266 16.22 30.33
.00	 .00 .00 .00 1.13	 1.70 an .00

ARANSA-, PASS PO 239. 13:.21 .27.69. RBILrNE.OFS
.00267

.25 .64..25
.00	 .00 .00 .00 .O0

,00

GREGORY PO 240 6.25 17.51 AnILENE PC 267 117.44 233.62
.00	 00 .D0 .aO .00	 .00 .011 .00

INGLESIRE PO 24?' 6.45 22.54 ABILENE SO 261. 9.25 19.70
.00	 .00 .00 .00

n
o 	 .00 .00 no

PORTLAND PC 242 14 ..22 29.31 SANDERSON 50 269 1.52 4..31

.00	 .110 .00 .n0 .O0	 .00 .00 .00

SINTON SO 243. 13.7A 31 . 76 BROWNFIEL1 Pa 269 17 . 09 40.89
.00	 .00 .00 no .00	 .011 .00 X D

ELOOR400 50 244 1.71 5.09 BROW11FIELO SO 269. 4.03 a.36

.00	 .OG .D0 -GO .DG	 o00 .DO no

SNYDER PD 2.45 14.91 32.3B' HT PLEASANT PD 270 9.9,2 25.18

.00	 .00 -Co .00 -00	 .00 .00 .0a
SNYDER SO 245 4.4.S 9.61 SAN ANGELD BPS 271 31.G6 100.26

.n0	 .D0 .00 .OD 00	 ..0a .00 .rin
STRATFORD SO 246 2.57 6.51 SAN ANGELU PO ,	 271 IO1.44 168.28

.00	 .00 .00 .00 Oa	 .CO .00 .00
TYLER	 DPS 24.7 .12 .38 SAN ANGELA SO 271 7.61 15.69

.00	 .00 .00 . an .00	 .00 .00 .130
TYLER PC 247 100 . 18 191 . 2 6 A'li7IN	 UPS -CONTROL 272 2. 8.4 9.00

.or	 .00 .00 .00 .n0	 .00 .00 XD
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A'JIIN	 UP.	 UST	 OFF 211 .12 .S/ WICHITA	 FALLS	 PO 288 9.55 30.25
.00	 .all .DO .00 .an	 .Cc .00 .CD

AJ;TIN OPS	 ICR 272 .12 .3A WLCHTTA FALLS 50 268 4.8.9 1.5.50
OQ	 .aO .Oa no .00	 .00 .00 .00

1 :11H UPS	 ICR 272 .12 .38 VERNON PO 285 12.87 28.11
.n0	 .00 .00 no ,00	 .00 .011 .00

fiTIN	 UPS	 INTCPT Z12 21.24 67.25 RAYHONOVILLC 56 290 7.09 12.74
.^fa	 .00 .00 .00 .ro	 .00 1110 no

AUSTIN OPS NARC 272 .12 .38 FLoRE"SVILLE	 SO 291 6.04 12.97
.On	 .CG .00 .DO no	 .00 .57 .B6

AUSTIN OPS RADIO 272 34.74 'CB-75 HERMIT	 SO. 292 2.53 5.13
.nP	 .00 .00 no .110	 .00 .O0 no

AUSTIN UPS	 R07R 272 1Q.66 33.75 DECATUR SO 293 3.24 8.29
.on	 .00 .00 .00 ..43	 .64 .00 .nC

AUSTIN OPS	 SEND 272 23.29 73-75 WINNS90RO PO 294 7.69 23.02
.oC	 .00 .00 no ..00.00 .00 .Oa

A1JSTIN UPS	 TWX 212 17.58 119.01 DENVER CITY Pa 295 1.39 20.87
.n0	 .00 .00 .00 .nu	 .013 .00 .00

e •JSTIN	 HEALTH	 DEPT 272 1.42 4.50 GRAHAM Pa 296 11.39 25.98
.no	 .00 .00 .00 on	 .Do .an .00

A'J57IN	 MV75 272 10.90 34..50 GRAHAM SO e96 3.16 5.35
.n0	 .00 .00 .n0 .00	 .00 .00 .00

AUSTIN P AHa W 272 15.11 49.75 OLNEY Pa 291 6.23 18.03
.BC	 .DO ,00 .110 an	 .00 .art .00

AUSTIN PO 212 451.77 706.BG CRYSTAL.CIYY	 PO 298 7.88 21.40
.LS O	 .00 .00 no .00	 .00 .00 .n0

AUSTIN SAFETY	 RESP 272 E. 7:9 21.5a NCIC 0 2147.47 6600.31
.00	 .IiG .Do .n' .00	 .Do .CC no

AUSTIN SO 272 b'	 ^T 123.87 NLE7S 0 102.64 325.01
.VC	 .00 .LID .n. .00	 .OQ .cD no

UNIV OF	 TSXAS PO 212 9, 31e50 PALESTINE	 S.C. 1 3.67 11.63
.CC	 .Oa .00 no

GILHCR SO 273 9.57 19.29
.sa	 .00 .00 .00

.DO	 .00 .00 ,no ANOREU5 A.D. 2 6.30 19.95

RANRIN SO 274 3.9:2 8.22 .a0	 ,n0 .00 .nu
ARAN5AS PASS P.O. 299 6.43 20.35.CC	 .00

UV.ALDE PU
.00

275
.n0
12..4.5 28.18 •DO	 .00 .00 .n0

PLEASANTON P.O. 300 5.Z1 16.:5.1
.00	 .00 .00 no

•an	 .cc .97 7.45
EL RIO OPS 276 31.45 99.61 RULESHOE S.O. 8 1.66 5.26
.a[1	 .00 .00 .00

.OD	 .aD .oQ .Q0
CA147'0N	 SO 277 19.06 52.98 BAfrUER4	 S.O. Ipl 1.84 5.83

.00	 .00 .00 .00 nn	 .00 .34 .51VICTORio	 CFS 22B 18.34 58.08 3ASTRUP	 S.O. 302 3.42 10.85

.nn	 .O0 On .00 ,PQ	 .00 .00 .na
VICTORIA	 PO 278 56.72 111.63 8S EVVIZLLE S.G. 10 2.80 8.91
.Un	 .00 .00 . no  .00 .OD .00

VICTORIA SO 278 13.27 31.I6
aFiT 3 N	 S.O. 31 2.311 7.28

-lie	 .00 .00 no , Q n	 .00 .00 .DO
HUNTSVILLE Pa 279 32.45 69.65 ALPTHE S.C. 33 1.28 4.U4

.nn	 .00 on .011 .an	 .oa .Qn .1111
14UN7 `SVILLE	 SO 279 X3'Ss C.70 FALFURRIAS	 P.D. 34 5.19 18.35

.DO	 .00 lea .0[5 .0[1	 .00 .DO .00
HUNTSVILLE	 TOC 279 4.97 15.75 EROWNW000 S.C. 35 2.93 9.27

.nn	 .CC. .110 .00 .nn	 .00 .0n .00
4-r HP577Aa SO 280 12.76 21.73 HARELE FALLS	 S.O. !03 3.3a 10.45

.CC	 ,00 .00 .0a .an	 .Oa on .Do
1'.ONAHAIIS	 PO 281 10.39 21.99 LOCKHART	 5.0. ;o4 3.05 9.67

,1a	 .00 .00 no .00	 .00 .00 .00
BRENf{AH	 50 282 2.02 5.39 LULING P.Q. 305 5.15 16.32

.[fn	 .00 .00 .r0 .no	 •Oa .0n no
LAREDO PO 283 aE.00 180.85 LaCKHAR7	 P.O. ?04 5.eB 16.03

.CC	 .00 .Ca UU .CO	 .00 .110 no
LARroo	 SO 283 12.39 35.92 BAIRD	 5.0. 306 1.53 4.96

.nO	 .pa .GO .ro .00	 .cc .00 no
p l"I CE DPS 234 19.52 61.82 PITTS3URG	 S.O. •307 1.79 5.67

.n0	 .00 .00 no .DG	 .00 .Ou .Cc
WHARTDN	 SO 285 .20.10 .49 .03 PITTSUURO P.D. 30.1 5.28 1.6.73

.I . O	 .00 .00 .Ca CO. 	 .00 C. .CG
SHAMROCK P7 ?as 6.45 19.05 P At, HANOLE	 S.O. 708 2.11 6.88

.00	 .00 .00 .Go .Va	 .00 .00 .00
OrkxE-LRNITI	 PD 287 13.12 27.67 ATL4NTA	 P . O. ?09 5.30 19.95

.or	 .00 Or .no .(,n	 .Do on .00
u:0QT4 FALLS	 COMP F88 125. 81 186.3o DI Vm ITT	 P.O. 43 5.28 16.73'

. E!['	 .00 .00 .00 . [fr. 	 . a0 . a0 .011
k1f' O ITA	 r ALLS	 UPS 2268 ; r„76 65.73 RUSx „ C. '.10 4 . ko 13.9;

.rr	 .0P Or .00 .nn	 .00 .CC .11C
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17.14	 SILVER SPRS S.O.
	.00 	 .00

	

3.13	 CROCKET% S.D.

	

.00	 .D0

	

17.95	 CROCKE? . T P.O.
	.110 	 .00

	

4.04	 GRECNVILLE S.D.

	

5:67	 STINNETT 5.0..

	

.GD	 .00

	

54.31	 EONA P.D.

	

.QO	 .011

	

7.ZI	
JASP=R P.D.

	

.on	 .	 .no

	

7.65	
JASPER S.O.

	

.00	 .00
	a.87	

GROVES P.D.
	.00 	 .00

	

S.ZS	
POR7 NECHES P.G.

	

.nn	 .a0

	

30.94	
ALICE S.O.

	

.0 n 	.0D
CLEnUv1 S.D.

	

6.07	 .90	 1.35

	

17'.14	
KZRRVILLE S.D.

	

XG	 .DO
	18.35	

LAMPASAS S.D.

	

.On	 .00
COTULL.A S.D.

	

10.06	 no	 no
GIDDINGS S.D.

	

18.35	 ,nn	 .00
GROESBECK S.D.

	

7.29	 .00	 .00
LL 010 S.D.

	

23.^n	 .04	 .00
EAGLE PASS S.a.

	8,08	 .DO	 .nn

	

11.53	
BRADV S.D.

	

X04	 .00

	

12.79	
DUMAS S.G.

	

.110	 .nn

	

6.07	
NEiTON S.D.

	

.0C	 .a0

	

13.95	
BRIDGE CITY P.D.

	

. On	 .00

	18.75	
VInOR P.D.

	

.On	 .DD
HIN.CRAL WELLS P.D.

	18.15	 .00	 .00

	

17.95	
PALO PINTO S.O.

	.n0 	 .a0

	

la.35	 CARTHAGE S.3.
	.00 	 .DO

	

6,07.	 F7, STOCKT0.14 PeD•

	

.00	 .0C
	7.28	 LIVINGSTON S.D.

	

.no	 .00

	

6.91	 CANYON A.D.
	.00 	 .00

	

4.85	 CL;RMSVILLC S-G.

	

.On	 .DO

	

7.fa	 REFUGIO S.C.

	

.00	 .00

	

13.95	 FRANKLIN S.O.

	

. no	 .0a

	

16.32	 RCCKI;ALL S.G.

	

.25	 .3a
	17.82	 BALLINGER S.O.

	

.nn	 .0u
HCUDERSON S.O.

	

8.4a	 ..Do	 .00
HEMPHILL S.O.

6.91 {	 Xo	 no

158
.0D

323
.Da

323'
.4n

161
no

3Z4
.Ga

164
.00

3.25
,DO

325
.on

2-46
.00

32 7.
nu

168
MUri

17D
.q0

118
.0D

185
.00

328
.00

Tz.9
. LID

330
.Dn

331
.00

199
.on

zoo
.00

214
.00

337
.Do

333
X00

334
.00

224
an

335
.00

225
.00

Z29
.00

336
.00

231
.OD

232
.00

I37
.00

338
.On

e739
.an

237
.a0

238
.DO.

339
.a0

2.80
no
3.05

.00
5..41

.Do
4.40

.no
2.55

.00
5.6!1

.no
6.43

.aO
10.53

.00
5.17

.00
. 6:3D
.00

2.80
.00

4.05
.no
2.43

.n0
2.30

.00
1.92

.na
2.17

.00
2.68

.00
2.68

.00
1.53

.no
1.53

LID
1.66

.00
3.1B

.no
5.79

.00
G. 80

.00
6.52

.00
1.53

.00

3.05
.1311:

b. 55
.a0

3.47
.n0
6.43

.00
3.57

.00
2.68

.00
2.55

.a0
I.38

. 00
1.79

.nC
12..112
.00

2.30
.rTL+

1.87

9.67

17.14

13.95

8.08

17.95

z0.3s

33..34

19.55

1.95

8.87

1s.34

7.68

7.26

S.D?

6.88

8.48

8.48

4.86

4.86

5.26

1n. 06

18.35

21.54

26..97

4.86

9.57

20.75

In. as

20.35

11.63

9.48

8.08.

4.3T

5.67`

3.8..05

7.28
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RUSK P .0.

	

. 0 0	 .00
CH14DRESS S.D.

	

an	 .D0
.DRESS P.D.

	

.nn	 .00
14ENRIE77A S.O.

	.nn	 .co
CGLEHAN 5.0.

	

.00	 no
HCKINNEY S.D.

	

3.18	 4.71
NEW 9R A LNF4LS 5.0.

	

.00	 .00
COMANCHE S.O.

	

.00	 .00
CAINESVILLE 5.0.

	

.nn	 .Oa
CROSBYTGN S.O.

	

.n0	 .00
CARROLLTON P.G.

	

1.81	 2.71
COOPER S.D.

	

.DO	 .00
CUERO P.D.

	

.no	 .00
CARRIZO SPRS. P.D.

	

.110	 .DO
CARRIZO SPRS. S.O.

	

.00	 .00
CISCO P.D.

	.U4	 .00
EASTLkND S.D.

	

.ra	 .00
UNIV. TEXAS P.O.

	.00	 .00
EPHENVILLE S.D..

	.O0	 .00
BONHAM S.O.

	

.On	 .en
LA GRANGES.D.

	

.LI
D
	 .00

HT VERNON S.G.

	

.On	 .00
PEARSALL F.D.

	

. an	 .00
RICHMOND F.O.

	

. D(r	 .00
SE"FNOLE P.F.

	.OD	 .OD
FREDERICKSBURG P.D.

	.a0	 .00
GONZALES P.D.

	.no	 .DO
PAHPU S.G.

	

.00.	 .00
ANDERSON S.G.

	

.Dn	 .D0
SEQUIN S.O.

	

.n0	 .00
HEJORT5 S.O.

	.00	 .00
SAN MARCOS S.O.

	

.00	 .00
ATHrNS S.O.

	

.0D	 .00
AL AN.O P.D.

	Do	 .00
HILLSBORO S.O.

	

.LO	 ..00
LEY -, , LAND S.D,

	

.Cr.	 .or
GRAN :  RG S.O.

	.411	 .61

	

310	 5. 41
.00	 .D0

	46 	 1.15
.on	 no

	

4fi	 5..'67
.00 	.Da

	

311	 1.21
.00	 no

	49 	 T.79
.Co	 no

	

51	 17.17
.00	 .00

5S.43	 .6-in

	

5S	 2.43
.00	 no

	

5I	 2.80
.00	 .DD

	

212	 1..66
.On	 .00

	

313	 9.77
.00	 .Do

	

314	 1.92
.00	 no

	

82	 5.41
.D0	 .0 q

	

315	 5.79
.00	 no

	315	 3.18
.00	 no

	

316	 S.73
. R D

	

85	 2.3.n
.On	 .00

	89 	 7.42
.00	 .00

	

911	 2.55
.04	 .110

	

92	 3.67
.D0	 no

	317	 4.04
.00	 .On

	

318.	 1.92
.00	 .00

	96 	 4.41
.az	 1.22

	

97	 5.92
.On	 no

	

99.	 5.92
•00	 .00

	

107	 5.67
.00	 .Do

	

109	 5.19
.on	 .40

	

314	 1.92
.DO	 .00

	

319	 2.30
.00	 .nU

	117	 2.18
.40	 .61

	32D.	 1.53
.D0	 no

	

145	 2.43
.00	 no

	147	 4.40
.110	 .4D

	i23	 5.15
.D0	 .00

	

I56	 3.79

	

is?	 . Z. G o
.011	 .00

	

327	 2.1.8
.00	 no
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Table 6-30. Texas 1985 Traffic To and From Each User Agency
(Continuation 7)

SAN	 AUSUSTINE 5.0. 340 2.04 6.48
.n0	 .DD .Oft .00

CCLOSPRING 5.0. Ikl 3	 `+5 8.06
.nn	 .QQ _Q0 .00

FAN SABA	 S.O. 3112 1.92 6.01
.00	 .00 .OD .00

MATkIS	 P.O. 343 5ZGI 17.95
. 00	 . GG . 00 .013

SINTON P.D. 143 5.67 1]..95
. rill	.00 .OQ . 00

CTNICR S..C. 2114 11.41 36.12
.0D	 .00 .on .00

PIc GRANGE	 C7Y	 P.O. 345 5.79 16.35
.0n	 .00 .00 .00

RIO CRANOE CTV	 S.O. 345 11.I3 35.25
.0P	 .00 .00 .00

BRECKENR13G ;__5.0. 24E 1_41 4.45
.Gt1	.00 .L0 .r_n

TvLI ;	S.O. 251 1.92 6.07
.CC	 .00 .00 .00

3INDROOK P.O. 346 6.57 20.80
I.72	 1.52 :QO .00

EVLRM4N P.D. l4.7 5.44 17.24
1.01	 1.51 .00 .00

RIVEROAKS	 F.D. 318 5a90 18.6I
1.119	 1.64 .00 e00

MY.	 PLEASANT	 S.O. 2210 2.43 7.6E
.tan	 .00 ..QQ	 . .QQ

GROVCTON	 S..D. 349 2.43 7.G8
.Cc	 .00 .00 .00

WCOOVILLE S.O. 2.50 3012 10.65
.00	 .00 .00 .00

GILH(R	 P.C. 273 6.30 15.95
.0O	 .00 on .0.0

UVALOL	 S.C. 275 2.53 9.271

.00	 900 400 .Q0 r
DEL RIO P.O. . 276 15.161 45.43

.00	 .00 .00 .PO
Oct	 RIO	 S.C. 2IG 2.55 E.OB

.121	 .QO on .00
1404%CARS	 P.O. rat 6.55 20.75

.L'	 .00 .QO .00
ORCr= 1 1H 	P.O. 782 G..8.0- 21.5%

.n"	 on .00 .co
EL.	 CstPO P.O. 351 6.43 20.35

.CC	 ,.00 .CO .nc
w4ART 11l	 P.O. 205 6.68 21.14

.(a	 .00 .00 .n0
w Ili:tt u	S.D. 352 2.101 6.4B

1130	 .00 .00 .00
ICkA FkRK	 P.O. 353 6,.C5 19.15

.nn	 100 .00 .aO
VER 14al.	 S.C. 2a9 1.79 S.6T

.nc	 .00 •00 .00
PAYMONOVILLE P.O. .90 6.43 ZD.35

.rc	 .00 .00 .CO
G"nNUMM S.C. 354 Z.27 7.18

.CO	 .00 .00 .r0
GEORILTO11N	 p .7. 354 6.1I 19.55

.CP	 .00 .CC .r0
TAYLrQ	 P.). 355 6.55 20.75

.CC	 .Cc .DC .00
9.R .4 IT	 P.7 1 292 6.55 20.75

.rr	 .00 .00 .00
0 1JIIHAN	 S.O. 3SG 3.79 12.02

.rr	 ,CC .00 100
PtA:u.5	 S.O. 357 1.53` 4.B5

.rt	 .0L .00 .r0
ZA P A T A	 S.7. 358 1.92 &.01

.rte	 .00 .Go .110
CPT'.'Et	 CITY	 S.O. .^98 3.05 9.67

.rl.	 .00 .00 .n0
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Table 6-31. Distribution of Texas 1985 Traffic by MessagE: Type

Number of	 Message
Messages	 Length.

LIDR - In 12,100 35
- out 11,100 300

TCIC - In 43,100 60
- out 40,9ao 86

MVD	 - In 26,400 50
- Out 26,400 175

NCIC
NCIC-TCIC-NCIC 26,000 50
NCIC-NCIC--TCIC 26,000 90
NCIC--TCIC -user 262000 90

NLETS
To LIDR 300 35
From LIDR 300 300
To MVD 1,600 50
From MVD 1,600 175
User-Other Data Base 1,300 50
NLETS--Ault-Other Data Base 11300 .5.0
Other Data Base-NLETS-Rust 1,300 200
Other Data Base-User 1,300 200
Adm.to Texas 1,300 300
Adm from Texas 11300 300
NLETS--Aust-Other Adm 1,300 300

Adm	 - In 10,200 500
- Out 10,200 500

G--Code - In 400 3.00
-- out 23,800 300

Dallas DB - In 3,100 50	 1
- Out 9,900 90

San Ant. DB - .In 1,300 50
-- Out 1,300 90

Law Enf. CCH - In 17,877 426	 +
- Out 17,877 459

Courts CCH	 In 8,569 773
- Out 8,569 267	 j

Corrections CCH - In 656 819
- Out 656 221

S JIS - In 1,942 1,920
-- Out 1,942 80

OBSCIS - In 6,475 242
- Out 6,475 512

L.E. Fingerprints	 In 2,892 .1,852	 .
-- Out 2,892 279

Texas Youth Council - In 853 280
.- out 853. 51	 .
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SECTION 7

NETWORK ANALYSIS AND DESIGN TOOLS

This section describes the principal network and analysis
design tools developed and utilized during the STACOM Project.

Section 7.1 discusses the Network Topology Program. Section
7.2 develops the approach to network reliability and availability
analysis. Sample calculations are presented for the Ohio LEADS and Texas
TLETS systems. Section 7.3 derives the approach to network queueing
analysis that leads to the development of network response time analysis
techniques. Sample calculations are also given.

7.1	 THE STACOM NETWORK TOPOLOGY PROGRAM

Two types of analysis are involved in designing a communica-
tion network. The first is concerned with arriving at acceptable line
loadings; the second involves the achievement of optimal (least cost)
line configurations. The STACOM program has been developed to accomplish
both types of analysis.

Before describing the STACOM program itself, we will examine
a state criminal justice information system and its communication network
as an example of a typical communication network. We will then discuss
the goal of the STACOM program.

7.1.1	 State Criminal Justice Information System

An information system is usually developed to provide a
systematic exchange of information between a group of organizations. The
information system is used to accept (as inputs), store (in files or a
data base) and display (as outputs) strings of symbols that are grouped in
various ways. While an information system may exist without a digital
computer, we will consider only systems which contain digital computers as
integral parts.

Information systems can be classified in various ways for
various purposes. If classification is by type of service rendered, the
type of information system which serves a criminal justice community in a
state can be considered as an information storage and retrieval system.
This type of information system is the subject of our interest. For
example, the state of Texas has an information system with data base
located at Austin. The data base contains records on wanted persons,
stolen vehicles, licensed drivers and stolen license plates. Also
stored in a separate computer are files of the Motor Vehicle Department
(MVD) which contain records on all and motor vehicles in the state.
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7.1.2	 State Digital. Communication Network

For a given state information system, storage and retrieval
of data to/from the data base can be accomplished in various ways for
different user requirements. In general, the users of a state criminal
justice information system are geographically distant from the central
data base computer. Since fast turn-around time is a necessity for
this particular user community, direct in-line access to the central
data base by each criminal justice agency constitutes the most important
user's requirements. In addition, it is required to quickly move message
data from one agency to another at a different location. All of these
goals require a data communication network. Because the computer deals
only with digital data, only digital data communication networks are
considered here.

A digital communication network consists mainly of a set of
nodes connected by a set of links. The nodes may be computers, terminals
or some type of communication control units in various locations, while
the links are the communication channels providing a data path between the
nodes. These channels are usually private or switched lines leased from
a common carrier. A simple example of a network is given in Figure 7-1,
where the links between modems are the communication lines leased from a
common carrier. The communication control unit in city E is used to
multiplex or concentrate several lower speed terminals onto a high-speed
line. The line which connects cities C, D, and others is called multidrop
line which connects several terminals to the data base computer.

	

7.1.3	 A STACOM Communication Network

For the purposes of the STACOM study, a communication network
is defined as a set of system terminations connected by a set of links.
Each system termination consists of one or more physical terminals or
computers located at the same city.

	

7.1.4	 Communication Network Configurations

The communication network for an information system with a
central data base computer will be one of three basic network
configurations: the star, the multidrop, or distributed connection.
These three types are shown in Figure 7-2.

As shown in the figure, the star network consists of four
direct connections, one for each system termination. Each connection is
called a central link. The multidrop network has one line with two system
terminations and two central links. In the distributed network shown,
more than one path exists between each individual system termination and
the central data base.
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DB	 DATE BAST* COMPUTER

CC	 COMMUNICATION CONTROL UNIT

MODEM.

TERMINAL

Figure 7-1. &sample of a Digital Communication Network
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STAR NETWORK	 MUL.TIDROP NETWORK

DISTRIBUTED NETWORK

Figure 7-2. Basic Communication Network Configurations
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7.1.5	 Network Optimization

Given a communication network, the operating costs for the
various .types of lines.or common carrier facilities required are governed
by tariffs based upon location, circuit length and type of line.
Experience suggests that the operating cost of a network can often be
substantially reduced by an initial investment in a configuration
analysis. In other words, some efforts in network optimization generally
provide cost-saving.

There are two ways of constructing a communication network in
a geometrical sense.. One can divide a communication system into several
regions, construct a minimum cost regional communication network for each
region, and then build an inter-regional network connecting all of the
regional centers to the central data base center. Each regional center is
responsible for switching messages issued from and returned to each system
termination in the region. Alternatively, one can consider the whole
system as a region which is entirely made up of system-terminations, and
perform optimization for that region.

	

7.1.6	 The STACOM Program and its Purposes

One.of the objectives in the STACOM study is to design minimum
cost and effective communication networks which will satisfy the predicted
suture traffic load for both selected model states, Ohio and Texas. In
order to achieve this objective, the STACOM program was developed and
utilized.fo .r the analysis and.synthesis.of :alternative network topologies.
It is also the project's goal that the final product be a portable soft-
ware package which can be used as a network design tool by any user.

In network design, two major problems are the selection of a
cost-effective line configuration for given traffic, and the design of a
least cost network to arrive at lower operating costs.

The goal of the STACOM program is to provide a user with a sys-
tematic method for solving both problems. In other words, the main purpose
of the STACOM program is to provide the network designer with a tool which
he can use for line selection and for obtaining least-cost line.connections.

	

7.1.7	 Functions Performed by the STACOM Program

The STACOM program is a software tool which has been developed
for the purpose of designing least cost networks in order to achieve
lower operating costs. It utilizes a modified Eaau-Williams technique
to search for those direct links . between system terminati.ons . and a
regional switching center (RSC) which may be eliminated in order to
reduce operating costs without impairing system performance below that
specified. The ESC either provides a switching capability or is a data
base center or both.

Inputs for the STACOM program contain data such as traffic,
terminal locations, and functional requirements. The network may be
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divided into any number of desired regions in any given program run. Each
region has an RSC which serves terminals in its region, RSCs are finally
interconnected to form the complete network. Upon receipt of a complete
set of input data, the program first performs formations of regions and,
if needed, selection of RSCs. The program then builds a regional network
in which only system terminations in the region are connected. The
program then optimizes the regional network for each region requested by
the user.

The formation of regions is performed by the program on the
basis of attempting to arrive at near equal amounts of traffic for all
regions. After finding the farthest unassigned system termination from
the system centroid (a geographical center), the program starts formation
of the first region by selecting unassigned system terminations close to
this system termination until the total amount of traffic for that region
is greater than a certain percentage (90% in this implementation) of the
average regional traffic. The average regional traffic is simply the
total network traffic divided by the number. .of desired regions. The same
process is repeated by the program in forming the rest of the regions.

The selection of an RSC is based on the minimal traffic-
distance product sum. In .the selection process, each system termination
is chosen as a trial RSC and the sum of traffic-distance products is then
calculated. The location of the system termination which provides the
minimal sum is then selected as the RSC. The location of the RSC for a
given region may also be specified by the user. The optimization process
consists of two basic steps, i.e., searching for lines whose elimination
yields the best cost saving, and updating of the network. The two steps
are repeated until no further saving is possible.

Before performing network optimization., the STACOM program
constructs an initial star network in which each system termination is
directly connected to the regional center. It then starts the optimi-
zation process. At the termination of this process, a multidrop network
is generally developed. In a multidrop network, some lines have more than
one system termination; these are called multidrop lines.

When needed, the STACOM program will continue to form an
interregion network, which consists of a set of regional centers and has
a direct link between any two region centers. The program then performs
optimization on the network.

The process for interregional network optimization involves
the same two steps: searching and updating. However, the searching step
is. primarily for finding an . alternate route to divert traffic between two
regional switching centers with the best saving.

Based on the data provided, a successful run of the STACOM
program generates a . regi,onal. printer output and, if requested, a Cal Comp
plot. The printer output contains data such as initial regional network
and optimized network, assignments of system terminations, etc. The
CalComp plot shows the geographical connections of the optimized network
in which multidrop lane actually connects all of the system terminations.
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Figure 7-3 gives examples of regional star networks and
initial -inter -regional network] Figure 7-4 gives examples of optimized
regional networks and inter-regional network obtained from Figure 7-3.

7.1.8	 Main Features

As described in Paragraph 7.1, the STACQM program has been
developed for the purpose of performing analysis and synthesis of
alternative network topologies. The following is a list of features which
characterize the STACOM program:

(1} The Esau-Williams routine has been morUified, tested, and
utilized for determining near optimal.. (least cost),
network topology.

(2) A tree type structure is used as the storage structure
in the program.

(3) The program execution has been made flexible; for
example, constraint on response time for a multidrop
line is an input parameter.

(4) A response--time algorithm has been implemented in the
program.

(5) A Cal Camp plotting routine has been included for drawing
resulting multi.dropped networks.

In the rest of this subsection, these main features are
discussed in detail..

7.1.8.1	 Structure

7.1.$.1.1	 Storage. Since a multidrop network can be viewed as a tree
composed of sub trees, it was determined that a tree-type data structure
would be appropriate and convenient for representing a multidrop network.

A tree-type storage structure is therefore needed in the
program. This tree-type storage structure is implemented by defining a
set of storage cells.

Each system termination (data) is represented internally by a
storage cell in the program. Each cell consists of five fields and each
field occupies one word (i.e., a 36-bit word for UNIVAC 1108 computers).

7-7	 -

Yr



77-53, Vol.. III

f

0 REGIONAL SWITCHING CENTER

O SYSTEM TERMINATION

- LINE CONNECTION BETWEEN SYSTEM TERMINATIONS

LINE CONNECTION . BETWEEN RSCs

:._._ REGIONAL BOUNDARY LINE

Figure 7-3. Example of Initial. Region Network and Initial
Interregion Network
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i

t

♦ 	 yam.

°

°

d REC-:ONAL SWITCHING CENTER

O SYSVM TERMINATION

LINE CONNECTION BETWEEN SYSTEM TERMINATIONS

---LINE CONNECTION BETWEEN RSCS

_.._._REGIONAL BOUNDARY LINE

Fight e 7-4. Example of Optimized Regional Networks and Optimized
Interregion Network
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Defining that system . termination.X as a successor of Y,
and Y a predecessor of X if X branches out from Y, and defining X as
the root of a tree if it has no predecessor before it, then the basic
storage cell for system termination A can be described as follows:

A
IA

f7	 f2	 f3	 f4	 f5

Let c(fi) _ content of i=th field in a storage cell I A , where

IA is an internal index for a system termination A (data), then

c(f l )	 no. of system terminations under A

c(f2) = a, pointer which points to the first successor of A

C(f3) - a pointer which points to the next system
termination whose predecessor is the same as A's

c(f4) a pointer which points back to the previous system
termination whose predecessor is the same as A's

c(f5) = a pointer which points to A's predecessor

When there is a "zero" in a field, this indicates there is no
one relating to A under that specific relationship. Given a tree as
Figure 7-5. , A . is root of the :tree; it has 4 descendents., i.e., B, C, D;
and E. Figure 7-6 is the internal representation of that relationship
among- i.ndi.ce IA, Z D , IC , ID and IE which are internal cardinal numbers for
system terminations A, B, C, D and E.

The first field of storage cell IA indicates that there are 4
system terminations under IA the pointer to Ig says that Ig is its first
successor. Since IA is the root of the tree, the other three fields are
left with zeroes.

In the case of IC , IT) is its next successor of IA, and its
previous successor of IA is IB. Its third field has a pointer pointing to
Ip, and its fourth field a pointer pointing to TB.
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A

e	 C 	 D

E

Figure 7--5. A Tree with A as its Root

Ie

IA = INDEX FOR A

Figure 7-6. Internal Representation of the Tree in Figure 7.5

7.1.8.1.2 Program. The STACOM program consists of twelve functionally
independent routines. Figure 7--7 shows the basic: structure of the
program. The functional interrelationship is . indicated by arrows.

An arrow from routine A to routine B indicates that routine B
will be called upon by routine A during its execution. In addition, all
of..the,se.routi.nes communicate. to each other. through the COMMON block
besides the normal subroutine arguments.

Major functions of these eleven routines are given below:

(1) M-AIN Routine
This is the master routine of the STACOM program. In
its execution, it reads in all the data required from an
input device (card reader or demand terminal) and
performs calculations. of distances between any two
system terminations. It assigns system terminations to
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regions, and, if necessary, selects the regional
switching center by finding the system termination in
the region with the minimal traffic-distance product
sum. It calls upon routine RGNNET to build a star
network and then performs network optimization, if
required, for each of these regions.

It also performs the construction of an inter-regional
network and its optimization by calling subroutine
IRMOP.

In addition to these processings, the MAIN routine.also
prints out distance matrix, traffic matrix, and lists of
system terminations by region.

(2) RGNNET Routine
This routine is called upon to act only by the MAIN
routine. Its main functions are the formation and
optimization of regional star networks. During the
formation of a regional star network, each system.
termination is linked directly to the designated or
selected Regional Switching Center (RSC) by assigning
the RSC index. to the last field of .ach associated
storage cell. 'Tree relationships are built among
system terminations by assigning pointers to the
third and fourth fields of each storage cell. The
resulting sta.° network is then printed on the printer.

The optimization process utilizes the Esau-Williams
algorithm with some modifications. It consists of
two steps: searching for a central link (a.direct link
from a system termination to RSC) with best cost savings
under constraints (such as response-time requirement),
and subsequent network updating. This network optimiza-
tion process is executed only upon request. When
no further cost improvement is possible, this routine.
prints a resulting network with data such as number
of system terminations and the response tame, traffic,
cost, etc., associated with each . multidrop line.
Routine PLOTPT is then called upon to plot the resulting
network layout.

(3) IRNOP Routine
This routine is called upon to act by routine MAIN. It
forms an interregional network and then performs its
optimization. The interregional lanes are assumed to be
full-duplex lines. During the optimization process, no
line between two RSCs can be eliminated if traffic
between them cannot be handled through only one inter-
mediate.RSC. Also each RSC requires at least two lines
to other RSCs.
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(4) LINNUM Routine
This routine provides an estimated line configuration
required to satisfy a given traffic and is mainly called
upon by routine RGNNET. During its execution, utiliza-
tion of selected lines are calculated against the
given traffic by calling RHOFUN so that effective line
utilization is less than the pre-determined number.

(5) RHOFUN Routine
This routine calculates the line effective utilization
for a given traffic and line configuration.

(6) ICOSTJ Routine
Given the line configuration and indices for any two
system terminations, this routine calculates the
installation costs and annual recurring costs for
the line and other chargeable items required. In
calculating line costs, it calls upon routine DIST
for distance data between two given system terminations.
Resulting cost data are arranged by chargeable item
type.

(7) DIST Routine
This routine retrieves distance data between any two
system terminations by calling routine PACK. When the
distance is greater than 510 miles, it retrieves
distance data by calling routine RECOVR.

(8) PACK Routine
This routine stores or retrieves distance data between
any two system terminations. It is called upon by
routine MAIN for distance data depositing, and called
upon by routine DIST for its retrieval. For the purpose
of saving storage, distance data has been compressed,
and each 36-bit word has been divided into four sub-
words of 9 bits. Therefore, any distance datum with
value equal to or greater than 511 is stored in another
specified area; its retrieval calls upon routine RECUR.

(9) RECUR Routine
During distance data retrieval in the execution of the
DIST routine, if the return value from routine PACK is
511, this routine will be called upon to provide the
actual distance data, which is equal to or greater than
511.

(10) LINK Routine
Since the distance between any two system terminations
I and J is independent of how I and J are referred to,
the routine LINK provides a mechanism for preserving
such an independency by mapping I and J into an absolute
index.
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(11) PLOTPT Routine
This routine provides instructions for plotting a given
point on a Cal Comp plotter. Location of a point is
calculated by its associated V-H coordinates.

	

7.1.9	 Response Time Algorithm - RSPNSE Routine

There is a limit on the number of terminals which can be
linked together by a multidropped line due to constraints on reliability
and response time. However, it would be an oversimplification to just use
a particular number as the maim constraint in determining how many
terminals a multidrop line can have. In reality, the response time of a
given multidrop Line depends on the amount of traffic, the number of
terminals on the line, and very heavily, on the number of transactions to
be processed in the data base computer system.

In the STACOM program, a response time algorithm is imple-
mented in such a way that during the network optimization process it
is used to accept or reject the addition of a given terminal to a multi--
drop line. This response time routine calculates the average response
time on the given multidrop Zane, given the number of terminals and
amount of peak traffic on the line. Before its inclusion in the STACOM
program, the fidelity of this algorithm was evaluated by simulation
and found to be acceptable.

	

7.1.10	 Flexibility

At the outset of the STACOM project it was anticipated that
the STACOM program Would be used for states with varying traffic
requirements; it was decided that the resulting program should be as
flexible and general as possible. With this in mind, the STACOM program
has been implemented with the following Features which make it flexible
and thereby enhance its capabilities;

(1) Rate Structures, Line Types, and Chargeable Items

Because a state can have more than one rate structure
(tariff) applicable at any one time, the STACOM program
has been designed to accommodate this.

Under a specific rate structure, any combination of line
types with their names, line capacities, and basic cost
figures can be prescribed to the program. In addition
to the line cost, any number of chargeable items
associated with each line type can be prescribed to the
program. For example, any combination of cost items
such as service terminals, drops, modem and others can
be used. Furthermore, under the Mul.tischedule Private
Line (MPL) tariiffs given by AT&T for interstate communi-
cation lines, the monthly line charge between any two
terminals is now a function of both the inter--city dis-
tance and the traffic densities of both terminal cities.
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The STACOM program has been implemented in such a way
that it can take line-cost figures based on MPL tariffs
or other tariffs.

(2) Region Formation, Switcher Selection, and Network
Optimization.

Given a set of system terminations dividing them into
regions can be performed in either of the following ways:
the user can preassign some or all of the terminations
into preselected regions, alternatively the user can let
the program perform the region formation by simply pro-
viding the system centroid. Following the formation
process, the STACOM program will start selecting
regional switching centers for regions without a
preassigned switching center. The process of regional
network formation and its optimization will then follow.

(3) Number of Terminals per Multidrop Line and Average
Response Time

It may be desirable to set a limit on the number of
terminals on a multidrop line. In its implementation,
the STACOM program takes this number from the user's
input data as a constraint during its optimization
process.

Besides the limit on the number of terminals allowed on
a multidrop line, a good network design also requires a
constraint on the average terminal response time on a
multidrop line. The STACOM program allows a user to
specify the limit on a run basis.

	

7.1.11	 Programming Language

The STACOM program is implemented with the FORTRAN V language
of UNIVAC systems, compiled with the EXEC-8 FORTRAN Preprocessor and
mapped by its MAP processor.

	

7.1.12	 Operating System Requirements

The EXEC-8 operating system of the UNIVAC 1108 computer has
been used in the development of the. STACOM program.. The current edition
of the STACOM program can only be executed under the EXEC-8 system.
Furthermore, since a CalComp routine is linked with the program, the
plotter must be part of the operating system. If such a hardware unit is
not included in the system, the STACOM program must be updated to reflect
this environment.
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In addition, the current STACOM program has been designed with
the feature that all the desired output be put into a FORTRAN file
designated as 100. Before executing this program, a file with the name
100 must be assigned. Otherwise, regular WRITE unit b will be the
destination output file, e.g., print output will go to the user's demand
terminal when it is run as.a demand job.

As an example, the following is a complete list of EXEC-8
control statements which need to be prepared or typed in after the run
card for properly executing the STACOM program.

@ASG,UP 100
@SYM,P PUNCH$,,G9PLTF
@XQT File.Element

(data)

GI
@BRKPT 100
@FREE 100
@SYM 100 „ T4

The @SYMi,P command directs the resulting plot card images to
a Cal Comp plotter designated G9PLTF. The last @SYM command directs
print output to the slow hardcopy printer designated T4.

7.1.13	 Functional Limitations

While the STACOM program has been designed and implemented
with the intention that it be applicable as widely as possible, it does
have certain limitations. These are due mainly to the limit of program
size (sum of I and D bank) allowed under the EXEC--8 system for simplistic
programs. The maximum program size allowed is 65k words per program.
Although it is more convenient for later use to assign all parameters with
maximum values as long as the overall program size is within limits, this
results in greater expense in later use of the program due to the higher
core-time product. Therefore, it is recommended that all parameters be
set at values just high enough for anticipated use.

After setting parameter values, the STACOM program capabili-
ties are then limited to these assigned values. If a run requires that
ce-tain parameter value be exceeded, the STACOM program must be recompiled
and remapped.

7.2	 SYSTEM RELIABILITY AND AVAILABILITY ANALYSIS

While cost may be a major concern in deciding the option for
network implementation when several alternatives are available, the factor
of system reliability (survival probability) and availability as a function
of alternate option does deserve some considerations; The reliability
and availability of a system not only depends on how the system is built
up, it also depends on how each component of the system behaves as time
passes by. In the following sections, we will present assumptions and
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definitions of terms and equations which are to be used later in calculating
system reliabilities and availabilit.ies. The constraints of subsystems
to be investigated and results from applying these equations for both
Ohio and Texas are then presented.

7.2.1	 Assumptions

The true reliabili'6y ( survival probability) of a given
component as a function of age is impossible to describe exactly and
simply. However, in many cases, a component's reliability can be practi-
cally and usefully .represented as a unit with a "bathtub" shape failure
rate function as shown in Figure 7-8. In other words, a component can
be well described as having a failure rate that is initially decreasing
during the infant mortality phase, constant during the so--called "useful
life" phase, and, finally, increasing during the so--called "wear-out" phase.

X

Max

m
`o
x
a

Min

t

0	 Ti  	 Useful Life	 --- 72

Figure 7--8. "Bathtub" Failure Rate Function
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In this study, we assume that all components are to be operated within the
constant failure rate phase. Several distribution functions do have such
a constant failure rate case. However, in the following discussions, we
use the exponential distribution to represent the reliability function for
each individual component. An important property of the exponential
distribution is that the remaining life of mused component is independent
of its initial age (the "memoryless property"). With the exponential
distribution it follows that:

(a) Since a used component is as good as new
(statistically), there is no advantage in following a
policy of planned replacement of used components known
to be still functioning.

(b) The statistical estimation data of mean--life,
percentiles, reliability and so on, may be collected on
the basis only of the number of hours of observed life
and of the number of observed failures; the ages of
components under observation are irrelevant.

7.2.2	 Definition

For the purpose of convenience in later discussions, we give
definitions to the following terms and notations:

(a) Xi Failure rate for component i

(b) µi = Mean time between failures (MTBF) for component i

{c) vi = Mean time to repair (MTTR) for component i

(d) R(t).= Reliability function as a function of time, t

(e) A(t) = Availability function as a function of time, t

(f) Aav .= The limiting average availability

(g) 'Yi_ vi /lLj

(h) A = System failure rate

(i) µ= System MTJ3F

Q) . v = System VITTFi
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7.2.3	 System Reliability and Availability

.Given a system with n (>2) components, it is in general
impossible to derive its exact reliability and availability. However, if
the statistical interrelationship among its components can be described,
we can then relate the system reliability and availability to the
reliabil.ities and availabilities of the components. For the simplest
case, if all of the components are statistically independent and each of
them has a constant failure rate hi, then the overall system reliability
R(t) for a series system (a system which functions if and only if each
component functions) is

R 	 = e --kt	 (1)

.	 n
where A =	 Ai

n = number of components in the system

If the system has a parallel structure (a system which
functions if and only if at least one component functions), its
reliability becomes

n
R{t)	 i	 II	 i - e-Ait
	

(2)z..1

where7rdenotes the multiplication operation.

Furthermore, for a series system, its limiting average system
availability can be described as

n	 -i

A avg = 1 +	 (3)

and the average of system downtime (MTTR) becomes

n
V . µ	 Yi	 ()

where µ = system NTBF

	

n	 -i	 n

7-20



77-53, Vol. III

7.2.4	 System Reliability and Availability for the Texas Network

7.2.4. 1 	 Reliability System Structures. The existing communication
network for Texas consists of two central data base computers at Austin,
one central switcher at Austin and two regional switching computers at
both Dallas and San Antonio.

With this in mind, the reliability system. structures for an
individual user terminal can be described as follows:

Case 1: User Terminal Austin Switcher - Austin Data Lase
Computer

Figure 7 -9 shows the reliability system structure for the
user terminal. when its communication with the central data bases has to go
through the Austin switcher only.

Since line L2 is a very short one and it is. an in-house line,
its reliability is considered to be 1. This also applies to the following
cases.

Austin

L1	 L2

T M ^---^ RSC ^i M DB

Figure 7-9 4 Texas Reliability Structure for Case 1

Case 2: User Terminal- -» Dallas Switcher - Austin
Switcher -- Austin Data Base Computer

Figure 7-10 shows the reliability system structure for the
user terminal when its communication with the data base has to go through
both Dallas and Austin switchers.

(c) . Cash: 3. Uses Terminal -- San Antonio Switcher - Austin
Switcher Austin Data Base Computer

Case 3 is similar to Case 2, with the exception that San
Antonio switcher is the local switcher instead of Dallas
switcher. It is shown. in Figure 7-11.
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Dallas	 Austin	 Austin

^^^ h] RSC M ^ M RSC M M DB

Figure 7-10. Texas Reliability Structure for Case 2

San Antonio Austin Austin.

T M C -^— n^—^— ^	 M FSC M	 DB

Figure 7-11. Texas Reliability Structure for Case 3

	

7.2.4.2	 Enntrical_ Components! Failure Statistics. Table 7-1 shows
Failure statistics for all of relevant components as given in
Texas reliability system structures. These data are provided
by different sources as indicated on the Table.

	

7.2.4.3	 aystem Reliabilities_and Availabilities.

(a)	 Case 1

The effective system failure rate is equal to

A l = AT + 4AH + AL + ARSC + ADB + AENV

= 0.02786

Its reliability function as a function of time becomes

R,(t) = e -0.02786t

Applying

t = 24, R1(24) = 0.512

Since Al = AT + 4AM + AL + ARSC + ADB + AENV

= 0.0832

and its average availability is equal to

Al = 0.9134

Given a 24-hour operation period, the system will have a sum
of .110.6 minutes of outage.. These results are tabulated in
Table 7 -2.
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Table 7-1. Empirical/Estimate Components' Failure Statistics

Ai

Failure Ai

l-Li Vi Rate Avai.la-
Component MTBF MTTR (X10'3 ? t)ility Yi Source

1. 'Terminal 900 0.667 1.11 0.99926 .074 Int.

Comm.
Corp.

2. Modem 5000 3 0.2 0.9994 0.6 Ohio WU

3. Line 668.5 1.4 1.496 0.099791 2.1 Ohio WU

4. Data Base 350.8 0.57 2.85 0.9984 1.62 Ohio
Environment

5. Austin S/W 143.9 .1.:17 6.94 0.9920 8.13

6. Dallas S/W 145..0. 0.95 6.89 0.9935 6.53 Texas

7. San Antonio 145.4 0.56 6.88 0.4962 3.86 DPS
S/W

8. Data Base 68.3. 4.67 14.64 0,936 68..4

(b)	 Case 2

The effective system failure rate is equal to

A2 = Al + 2Am + AL -+- ARSC at Dallas
J

0.03664

and its reliability function becomes

R2(t)	 e-0-03664t

Applying t = 24., R2 (24)	 0..415

Since 'Y2 = 0.0930, its average system availability is
equal to

A2 = 0.915

Given a 24-hour operational period, the system will have
a sum of 122.5.m notes of outage. These results are
tabulated in Table 7-2.
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Table 7-2. Texas System Reliabilities and Availabilities for a
24-Hour Operation Period

	

System 1	 System 2	 System 3 ...

1) Reliability	 0.512	 0.415	 0.415

2)
. Availability	 0.9232 	0.915	 0.917

3) Daily Outage	 11 0. 6 minutes	 122.5 minutes	 119.3 minutes

(c).. Case .3

The effective system failure ,rate is equal to

'^3	 Ai. + 2AM } XL + 2^RSC at San Antonio

0.03663

and its r=eliability Function becomes

R3 (t)	 e -
0.03663

Applying t = 24 , 83(24) = 0.415

Since Y3 = 0.09036

its average system availability is equal to

A3 =0917

Given a 24--hour operation period, the system will have
a sum of 119.3 minutes of outage. These results are
also tabulated in Table 7-2.

7.3	 RESPONSE TIME ALGORITHM

This section describes a network response time algorithm which
models mean response time values at network user} terminals. Response time
is defined as that time interval between the time a network user initiates
a request for ftetwork service and the time at which a response is
completed at the users inquiring terminal.

Section 7.3.1 describes a general approach to network response
time modeling, Following this background material., specific models used
in 'Texas are .discuss.ed . in Sections 7.3.2.
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7.3.1	 General Response Time Modeling Approach

7.3.1.1	 Approach. Components of the model described in this section
can be assembled to mimic response time behavior at any terminal imbedded
in any network configuration incorporating terminals, lines, message
switching com puters and data base computers.

To facilitate discussion, we shall consider the components for
a response time model for the general network depicted in Figure 7-12,
although the principles of model component development apply.to  any
network configuration.

In the network shown, Regional Switching Computers, (RSCs),.
service terminals within their defined regions. RSCs from each region
are connected to a central RSC which provides a data base for inquiry/response
transactions.

The longest response time at a system termination will occur
on a multi-dropped line served by a remote RSC. The response time model
discussed here treats this condition.

Figure 7-13 presents a simplified drawing of the configuration
of interest. The remote RSC services a multidrop of.M terminals and
receives a single regional traffic load from all other terminals in the
region. In our discussion, intraregion lines are half .duplex and
interregion lines are full duplex. Again, the general approach is not
limited to these specific choices.

The central RSC connected to the data base receives traffic
from the remote. RSC of interest, and from both terminals in its region,
and other RSCs in the network.

In this scheme, messages transmitted from multidrop terminals
to the data base and back to the appropriate multidrop terminal, encounter
a series of queues.

The total time spent in any queue is defined as the time spent
waiting for service from a facility plus the time spent by the facility in
servicing the transaction. The response time model developed
here considers average or mean values for all variables, so that,

E(Queue Time) = E(Wait Time) + E(Service Time)

Facilities in the model consist of transmission lines and
computers..

Figure 7-14 shows seven distinct queues encountered by a data
base inquiry and response operation from a multidropped terminal. The
wait time and .service time components of each queue are delineated in the
figure. Inquiry input to the data base moves across the top of the figure
from left to right. Response output from the data base moves across the
bottom of the figure from right to left. Each of the queues, seven in
all, are numbered for later easy reference when specific equations are
discussed.
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Figure 7-14. System Message Queues
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Each of the queues is considered to be a single server
queue, with the exception of the data base RSC computer which may be
treated as a double server queue (dual CPUs) if desired.

7.3.1.2	 General EQuations. We shall now develop a set of general
equations for a response time model. In this model, response time is
defined as that time from initiation of a request for network service at
a terminal to the time that a response is completed at the requesting
terminal. We wish to develop equations for the queues outlined in
Figure 7-14 for a network capable of handling three types of message
priorities. In addition, for purposes of this discussion, output from
the computer onto the multidrop line is given priority over input messages
to the computer from the multidrop line.

Thus, there are really 4 types of priorities to deal with.
Consider the three message priority ty pes as being

Priority 1 = Message type A
Priority 2 = Message type B
Priority 3 = Message type C

Then, on the multidrop, the model will need to handle the
following four priority types

Priority 1 = Output of Message type A
Priority 2 = Output of Message type B
Priority 3 = Output of Message type C
Priority 4 = Input of all Message types

This approach is necessary since messages cannot be prioritized
until they reach a computer, at which point, message types can be examined
and appropriate priorities assigned to each. It is assumed here that it
is not desirable to allow network users to assign priorities to messages.

On interregion full duplex lines, output does not interfere
with input so that the model need deal with input and output of the three
priority types, messages A, B, and C only.

The following assumptions are made for model development:

(1) Traffic arrival patterns at facilities are Poisson.

(2) Inter-arrival times of messages are Exponentially
distributed.

(3) Output messages from the computer to the multidrop line
have priority over input messages from the terminals to
the computer.

(4) Message dispatching is first in, first out, (FIFO).

(5) No messages leave queues without first being serviced.
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(6) Polling is cyclic on the multidrop with equal weighting
for each terminal.

(7) Message handling is on a non pre-emptive basis, that
is, messages are not interrupted once they are placed
on a transmission line.

(8) When dual CPU's are considered, they.are assumed to be
evenly loaded.

(9) Users on the multidrop line do not hold the line for
more than one message. before polling is resumed.

Under conditions of the above assumptions, the mean waiting
time, E(tw), in a single server queue is

pE(ts}
E(tw) _

	

	 (1)
1 - P

where	 E(ts) = mean service time (see)

and	 p = E(n) x E(ts)

where	 E(n) = average number of transaction arrivals per second

The mean queue time is therefore

E(tq) = E(tw) + E(ts)

pE(ts}
or	 E(tq) =	 + E(ts)

1 -- P

or simplified	 E(tq) = 
E(ts)	

(2)
1 - P

The term, p, is a measure of facility utilization and. is equal
to the fraction of time that a facility is in use serving transactions.
The term, p, takes on values betwen 0 and 1. When p = 1 it means that the
facility is 100% utilized. We shall see that p values should generally
not exceed 0.700.

For dual server queues, such as computers with twin processors
where an incoming transaction is serviced by the first processor which is
not busy, the waiting time. for service, .E(tw), is given by
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p 2	 E(ts)
E(tw) =	 --

1+P 1 --P

and in this case the traffic value, E(n), should be halved in
calculating p; that is

E(n)
P =	 E(ts)

2

Before presenting specific equations for the queues outlined
in Figure 7-14, we shall consider the general equations for waiting times
when it is desired to handle messages of different priority types.

The ability to prioritize messages can be an important network
feature When. there is a mixture of long. and short messages on the network,
that is, when there is a wide range of average message lengths for
different message types. For example, in the law enforcement environment,
when long message types such as digital fingerprint data, Computerized
Criminal History data, digital facsimile data or long administrative
messages are included in a network along with shorter inquiry/response
messages related to officer safety, it may be expedient to transmit the
latter message types with a higher priority over the network to insure
shorter response times for these more important message types.

The response time model is capable of handling up to four
message priority levels. The mean wait time components of mean queue
times for the four priority levels are given below. Priority 1 is the
highest priority.

Mean wait time, Priority 1,

pE(ts)
E(tw1) = PE(ts)	 (4)

1 - P1

Mean wait time, Priority 2,

pE(ts)
E(tw2) =	 (5)

(1 - P1) (1 - P1 - P2)

Mean wait time, Priority 3,

E(tw3)	
pE(ts)	

--	 (6)
0-P1-P2) (1-P1,..P2--P3)

(3)
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Mean wait time, Priority 4,

s)
E(tw4) =	 --

 PE (t
-(t -----------=	 (7)

(1 -- P1 - P2 - P3) (1 - P)

In the above equations.

p i = facility utilization due to priority i message type

i = 1, 2, 3, 4

and	 Pi = E(ni)XE(tsi).

where	 E(ni) = arrivals per second of priority i type messages

and	 E(tsi) = service time for priority i type. messages

so that the total facility utilization

P = p1 + P2 + P3 + P4.

and the total message arrivals per second

E(n) = E(n1.) + E(n2) + E(n3) + E(n4)
Finally, in the model, there are two types of service times

to be calculated. One is service time for message transmission over
communication line facilities and the other is service time for message
switching and data base acquisition by computer facilities.

For the four priority types, service times for messages on
communication lines are given by

.E(tsi) = (L,mi + OH) x Be + MPSE
	 (8)

C

where	 i = 1, 2, 3, 4,

and

	

	 L,mi = average message length of a priority i type message in
characters

OH = number of overhead characters that accompany a messa.me on
the network

Be = number of bits per character

C = line capacity in Hauds

MPSE = time spent fir pauses in transmission due to modem line
turnaround time or other factors
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The unsubscripted service time term, E(ts), (which appears
with the unsubscripted p term in the numerators of equations 4 thru 7), is
calculated similarly; but uses the overall network average message length,
Lm, in place of Lmi,

Lm = P1(Lml) + P2(Lm2) + P3(Lm3) + P4(Lm4)

where	 P1 = the percentage of priority i 'type messages on the network
i = 1, 2, 3, 4

The mean service time for a`negati.ve poll on the multidrop
network is given by

POH x Be
E (tPOLL) _ - + PPSE	 (9)

Cm

where	 POH - number of polling characters including overhead characters

Be = number of bits per character

Cm = line capacity in Bauds

PPSE = total line pauses during a negative poll due to modem
turnarounds, etc. There are two line turnarounds for
a negative poll on a half duplex line.

Note that communication line service times do not include
terms accounting for line transmission delays as a function of distance.
These contributions to total response time are negligible and are not
included in the model.

Mean service times for computers are estimated from data
supplied by computer system vendors. Of interest is the average time
required to process a transaction. For an RSC the time is that required
to perform message switching. For a remote single server RSC, the mean
queue time E(tgRC), is

E(tgRC) _ E(ts.RC)
	

(1C)
1 -- pRC

where	 E(tsRC) = mean service time for switching per transaction in
a regional computer

pRC = Facility utilization for a regional computer

and	 pRC = E(nRC) E(tsRC)

where	 E(nRC) = total transaction arrivals per second at the
regional RSC
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For an. RSC connected to a data base, we shall assume that the
computer is a dual processor so that it behaves as a dual server queue. In
this case, the mean queue time for the data base switcher computer, E(tgCD),
is

P2CD	 E(tsCD)
E(tgCD) =	 ------ + E(tsCD)	 (11)

1 + PCD 1 - PCD

where	 E(tsCD) = mean service time for switching plus data base
access per transaction

PCD = facility utilization for an RSC.with data base

E(nCD)
and	 PCD = ------- E(tsCD)

2

where	 E(nCD) = total transaction arrival rate per second at the data
base RSC

Mean service times for computers are hardware and software
configuration dependent, which necessitates vendor consultation in each
case. Generally, computer mean service times will range from 100 ms to
700 ms.

In arriving; a
is important to visualize
dzspite the fact that the
in reality, One approach,
of program steps executed
accesses per transaction,

t values for computer mean service times, it
the computer facility as a single large queue,
operating system may involve many queues
for example, may consider the mean number
per transaction and the mean number of disc
Typical numbers may be:

ITEM	 SPEED	 TIME

	

150,000 instructions	 8 1 microsecond mean	 0,150

	

per transaction	 instruction execution
time

	

6 disc accesses per	 @ 47.5 milliseconds per	 0.28

	

transaction	 access

MEAN.COMPUTER SERVICE TIME = 0.435 sec

Ideally, vendors or system users may have actual measurements
available from operating statistics.

7,3.1.3	 Inputs/Outputs. The general model requires the input data
listed in Table 7-3. Table 7-4 describes the terms calculated by the
model , Figure 7-»1.5.clarifies where various terms apply in the model.

7-34



77-53, Vol. III

Table 7-3. Model Inputs

Item Symbol Meaning and Units

1 Cm Line capacity of the multidrop (Baud)

2 CR Line capacity of interregion line (Baud)

3 OH Overhead characters in line protocol (CH)

4 MPSEM Total line turn-around time on multidrop (see)

5 MPSER Total line turn-around time on interregion line
(sea)

6 M Number of terminals on multidrop

7 ITC Units per character (bits)

8 L1 Priority one output average message length (CH)

g L2 Priority two output average message l.ength.(CH)

10 L3 Priority three output average message length (CH)

11 L4 Input .average message length (CH)

12 L5 Priority one input average message length (CH)

13 L6 Priority two input average message length (CH.)

14 L7 Priority three input average message length (CH)

15 Lm Overall system average message length (CH)

16 E(nml) Mean arrival rate of priority one output messages to
multicrop (msg/sec)

17 E(nm2) Mean arrival rate of priority two output messages to
multidrop (msg/sec)

18 E(rm3) mean arrival rate of Priority 3 output messages
to multidrop (msg/sec)
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Table 7-3. Model Inputs (Continuation 1)

Item Symbol Meaning and Units

19 E(nmU Mean arrival rate of all input messages from
multidrop (msg/sec)

20 E(nRI1) Mean arrival rate of Priority 1 input messages on
interregion line (msg/sec)

21 E(nR12) Mean arrival rate of Priority 2 input messages on
interregion line (msg/see)

22 E(nR13) Mean arrival rate of Priority 3 input messages on
interregion line (msg/sec)

23 E(nR01) Mean arrival rate of Priority 1 output messages on
interregion line (msg/sec)

24 E(nR02) Mean arrival rate of Priority 2 output messages on
interregion line (msg/sec)

25 E(nR03) Mean arrival rate-of Priority 3 output messages on
interregion line (msg/sec)

26 E(nCR) Mean number of transactions/sec at RSC (trans/sec)

27 E(nCD) Mean number of transactions/sec at the RSC with
a data base (trans/sec)

28 E(tsCR) Mean service time. per transaction for the RSC
computer (sec/trans)

29. E(tSCD) Mean service time per transaction for the RSC data
base computer (see/trans)
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Table 7--4, Calculated Values

Item	 Symbol	 Meaning and Units

1 E(tsmi) Mean service time . for messages on the multidrop
i = 1-7 line (sec/msg)

2 E(tsm) Mean service time for messages on the multidrop
using overall average message length (Lm) (see/msg)

3 E(twmi) Mean wait time for service on the multidrop lane
J. =	 1-4 ( sec/msg)

4 :pmi Mean utilization of multidrop lane for each
i = 1-4 priority type

5 .pm Total mean utilization of multidrop line for all
messages

6 E(tgCR) Mean queue time of RSC (see/mss)

7 E(tsRIi) Mean service time for input messages on
i = 1-3 interregion lane (sec/msg)

8 E(tsROi) Mean service time for output messages on
i = 1-3 interregion line (see/msg)

9 E(tsRI) Overall mean service time for input messages on
interregion lane (sec/msg)

10 E(tsRO) Overall mean service time for output messages on
interregion line (see/msg)

11 pRli Mean utilization of interregion line for input
i =	 1--3 messages for each priority type

12 pROi. Mean utilization of interregion line for output
i = 1-3 messages for each priority type

13 pRI 'Total wean utilization of interregion line for all
input messages.

14 pRO Total mean utilization of interregion line for all
output messages

15 E(twRIi) Mean wait time for input service on intn-
i = 1-3 regional line (sec/msg)

16 E(twROi.) Mean wait time for output service on inter-
i = 1-3 regional line (see/msg)

17 E(tgCD) Mean queue time of RSC with data base (see/msg)
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Once the calculated values are Pounds it is a simple matter
to sum up the desired components of the seven queues involved, (outlined
in Figure 7--14,) to arrive at desired values for response times by priority
type, It is also possible to use the model for simpler network-configura-
tions which may or may not involve message prioritization. The following
two examples will clarify model use.

EXA14PLE 1

Suppose we wished to find response times for the network shown
in Figure 7-14 under the following conditions:.

e	 There are three priority type messages on the network,
A, B, and C, with A being the higher priority

s	 Output of messages to the multidrop line has priority
over input messages from the line. multidrop

®	 Inquiry messages flow from the multidrop line through an
RSC, over interregion lines to a data base RSC and
response messages flow back

The .equations for response time. are presented below. There
are three equations shown.

E(trA) = mean response time for a priority A message

E(trB) = mean response time for a priority B message

E(trC) = mean response time for a priority C message

Each equation is comprised of the appropriate: wait and service
time components calculated by the model. The equation for E(trA) is
presented in more detail. The equations for E(trB) and E(trC) are of
similiar construction, however, the wait times in queues are longer since
they are of lower priority and the l-ne service times are different since
average message lengths are different. These differences are evident in
the use of different subscripts. Note that the wait time for line service
for an input message on the multidrop line is the same in all equations
since input from the multidrop is visualized as priority 4 on the multi--
drop line, that is, input waits for all output onto the multidrop.

Queue No.
Term	 Explanation	 (See Figure

(See Table 7-4)	 7-14)

E(trA)	 Response time of priority A messages 	 Not applicable

M - I
E.(tpoll) Mean waiting. time for poll at a terminal.	 1

2
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Queue No.

Term Explanation (See Figure

(See Table 7-4) 7--14)

+ E(twm4) Mean waiting time for other input messages 1
on multidrop that may be polled before
terminal of interest.

+ E(tsm5) Mean service time for Priority A input 1
message on multidrop line

+ E(tgCR) Mean queue .time at RSC 2.

+ E(twRr1) Mean waiting time for Priority A message 3
for interregion line service

+ E(tsRI1) idea. service time for Priority A message 3
on interregion line

+ E(tgCD) Mean queue time at . RSC with data base 4

+ E(twR01) Mean waiting time for Priority A message 5
for interregion Line service

+ E(tsR01) Mean service time for Priority A message 5
on interregion line

E(tgcR) Mean queue time at RSC 6

+ E(twM1) Mean wait time for output service of 7
Priority A message onto multidrop line

+ E(tsM1) Meann service time for output message of 7
Priority A on multidrop line

M	 -	 1
E(trB)	 - E(tpoll) + E(twm4) + E(tsm6) + E(tgCR)

+ E(twRI2) + 8(tsR12) + E(tgCD)
+ E(twR02) + E(tsR02) + E(tgCR)
+ F(twm2) + E(tsm2).

and

M
E(trC). r..^ E(tpoll) + E(twm4) + E(t.sm7} + E(tgCR).

2

+ E(twR13) + E(tsR13) + E(tgCD)
+ E (twR03) + E (bs R03) + E (tgCD )
+ E(twm3)	 + E(tms3)

77-53, Vol. III
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EXAMPLE 2

Suppose we wish to deal with the simpler network configuration
shown in Figure 7-16. As before, the longest response time in this
network will occur on one of the multidropped limes. Therefore, consider
the simplification of Figure 7-17 where we consider one such line.
Consider, also, the following characteristics of interest.

•	 There is no prioritization of messages.

0	 Output of messages to the multidrop has priority
over input messages from the multidrop

•	 A single RSC with data base is used in the network

Cinder these conditions, the response time, E(tr), for messages
is given by

[!-2
E(tr) =	 E(tpoll) + E(twm2) + E(tsm2)

+ E(tgCDI- + E(twml ) + E(tsml )

In this equation, output is given priority one and input is
given priority two.

7.3.1.4	 Model Validation. The reader will note that simplifications
have been introduced into the model. For example, mean queue time at
computers is calculated without regard to average message lengths of
transactions. This assumes that the mean number of software operations
carried out per transaction (hence, mean time), as well as time for disc
accesses, is fairly .insensitive to the lengths of messages which are being
handled. These and other simplifying assumptions are best tested by
comparing model outputs with simulation. This exercise was performed with
a GPSS program that simulated a network with the characteristics of
Example 2 of the section entitled Model Iriputs/Outputs, but with two
priority message types, A and B, instead of no prioritization. Results
are shown in Figure 7-18. These results show the model to be sufficiently
close to simulation results to be of meaningful value as a design tool.
Values used in.these specific tests are shown in Table 7--5. Values in
Table 7--5 for E(nCD), E(nml), E(nm2), and E(nmV . correspond.to.a total.
network transaction level: of  90.,720 transactions per day. The curves
of Figure 7-18 were generated by increasing, (or decreasing), these values
proportionately to generate x coordinate values.
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Table 7-5. Model Validation Input Values

Term Value

Cm 2400 Baud
OH 13 characters
POH 10 characters
MPSEM 0.150 sec
PPSEM 0.150 sec
M 10 terminals
Uc 10 bits
L5 18 characters
L6 250 characters
L1 170 characters (output Priority 1)
L2 250 characters (output Priority 2)
L3 39 characters (input)
LM 108 characters
E(tsCD) 0.700 seconds
E(nm1) * 0.046
E(nm2) * 0.0042
E(nm3 )* 0.0502
E(nCD) ** 0.525

*Values for multidrop traffic used at E(nCD) = . 525 (see text)

**E(nCD) = .525 for evenly loaded dual processors total computer
transaction load = 2 x .525 = 1.05 transactions/sec or
90,720 transactions/day

The equations for response times in this model were

M - 1
E(trA)	 E(tpoll) + E(twm3) + E(tsm5) + E(tgCD)

2

+ E(twml) + E(tsml)

and

E(trB)	 M-----1 E(tpoll) + E(twm3) + E(tsm6) + E(taCD)
2

+ E(twm2) + E(tsm2)
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The dotted line in Figure 7--18 represents the time spent
in queue in the computer ( see Equation 11). Note that the overall
Life of the system in terms of ability to handle throughput is limited
by the computer performance. In the system shown, the computer utilization,

PCD, reaches 0.700 at approximately 173,000 transactions per day.
At this point, excessive queues can develop in the computer with small
variations in throughput demand. Consequently, designers should be
well into planning an upgrade when mean computer utilization hovers
near 0.700. The model can be used to find the new required computer
mean service time to handle throughput demand for any number of years
in the future. Mean service times may be reduced in any number of ways,
the most typical being use of fixed head discs, improving communications
softwar o, obtaining faster core, and implementing multiple processing
units.

7.3.2	 The Texas Response Time model

The response time model for the State of Texas requires the
development of further terms to handle the queueing analysis of data base
terms.

The present system in Texas employs three regional switchers
- one in Garland, one in Austin and one in San Antonio. Each switcher
serves terminals in its general region. The Garland and San Antonio
swLtchers are connected through communication lines to the Austin
switcher. The Austin switcher, in turn, is connected to state data bases.
Response time models developed in Section 7.3.1 are useful in treating
response times from terminals into the Austin switch. The nature of
communications between the Austin switch and the Texas data bases in
Austin, however, require the development of additional queueing equations.

Figure 7-x 19 presents a simplified block diagram of the TLETS
System and shows specific connections between the Austin switch and the
three data bases providing service to the TLETS Network - the Texas Crime
Information Center, ( TCIC), the Drivers License Records, ( LIDR), and the
Motor Vehicle Department (MVD).

When the Austin switch accesses these data bases, the line
over which the inquiry passes to the data base is held in reserve until
the response is constructed, and then used to return the response from the
data base back to the Austin switch.

In analyzing this type of "Holding" operation, it is useful to
treat the data base line facilities together with the data base facility
as a single system. For example, Figure 7-20 shows the TCIC system as it
appears to the Austin Switch.. The system has a characteristic mean
waiting time, E ( tW)s, a mean service time, E(tS)s and a utilization, ps,
where

E(n)TCIC
Ps = ----^-^-

2	
E (ts) s
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and

E(n)TCIC = mean arrivals per second of TCIC inquiries

Since there are two lines available to the Austin switch for
service to the TCIC, the system appears to the Austin switch as a dual
server queue. Thus, the value for system utilization, Ps, is halved by
dividing the mean transaction arrival rate by 2, (see equation 3).

The TCIC computer is also loaded by LIDR traffic and traffic
from in-house DPS terminals used for file update purposes. 'Thus, the
total number of telecommunication transactions per second at the data base
computer, E(n)CD, is

E(nCD)	 E(n) LI:DR + E ( n)TCIC + E(n)DPS

And the computer utilization, from the telecommunications standpoint, PCD,
is

PCD = E(nCD) E(tSCD)

where E(tSCD) is the mean service time per transaction of the IBM 370/155
single server data base computer.

The total mean queueing time for the TCIC system, E(tQ)TCIC,
is equal to the mean system waiting time plus the mean system service
time,

E(tQ)TCIC = E(tW)S + E(tS)S
	

(12)

From a system standpoint, the Austin switcher sees two 2400
Baud lines available for service to the TCIC system. Thus, from equation
3, the mean system waiting time for this dual server queue is given by,

E(tW)	
PS2E(tS)S

S = --------	 (13)
1 -- PS2

The mean service time in this equation, E(tS)S, consists of
the following components:

E(tS)S = line transmission time to TCIC from the Austin switch

+ wait time at the TCIC computer for data base service

+ mean service time per transaction at the TCIC computer

+ line transmission time back to the Austin switch
from the TCIC

Note that there is no waiting time for the Line when a
response message is to be returned to the Austin switch from the TCIC
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since the line is "held' for return service once an input inquiry message
begins transmission.

The components of the above equation are listed in the
following paragraphs.

Let the line transmission time, (service time), from the

Austin switch to the TCIC computer for input inquiries be E(tS)ATT• Then,

Wm) TCIC IN + OH) Be } PAUSE
	 (14)E(tS)ATI =	

C

where

L(m) TCIC IN = average message length of a TCIC input message,
(inquiry).

OH	 = message overhead characters

Ue	 = bits per character

C	 = line capacity in Bauds

PAUSE	 = total pause time per message due to modem turn
around time, etc.

The waiting time at the TCIC computer for a TCIC transaction
is calculated by considering the probabilities that either another TCIC
transaction is in front of it, an LIDR transaction is in front of it or a
DPS in-house terminal transaction is in front of it, and/or all
combinations of these possibilities exist. This analysis indicates that
in the worst case, the wait time, E(tW) TCIC, for a TCIC transaction in the
TCIC computer can be approximated by,

E(W TCIC = E(tSCD)X PCD X 1.1
	

(15)

where PCD = TCIC computer utilization

E(tS)CD = Mean transaction service time of the TCIC computer.

Since the value for PCD cannot exceed 1, the multiplicative
factor of 1.1 suggests that the waiting time for TCIC service for a TCIC
transaction after it has arrived at the TCIC computer will never exceed
one TCIC computer mean service time plus 10% of one mean service time on
the average.

This finding is not unreasonable considering that the single
LIDR and the two individual TCIC lines from the Austin switch are "held",
as described above, so that queuing is limited at the TCIC computer.
Further, LIDR and TCIC inquiries enjoy a non-preemptive priority interrupt
over DPS in-house terminal messages.
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The mean service time per transaction at the TCIC computer
was arrived at by analyzing software statistics which provided means
of determining total computer and disc time devoted to telecommunications
and a measure of total transactions over a given period. The mean,
service time per transaction for the TCIC computer has been determined
to be 394 milliseconds.

Line transmission time, E(tS) ATO, for an .output from the TCIC
to the Austin Switch is given by:

(L(m) TCIC out + OE ) Be	
PAUSE	 (16)E ( tS )ATO =	 C ---

The terms in this equation are identical to those in equation
16 with the exception of the average. message iergth, L(m) TCIC out, which
is the average message length of a TCIC response moving from the TCIC
computer to the Austin switch.

We can now construct an equation for the mean service time for
a transaction to the TCIC from the Austin switch as the system appears to
the Austin switch. Using equations 14, 15 and 16 and a knowledge of the
computer mean service time, E(tSCD), the equation for system mean service
time, E(tS)S: is

E(tS)S E ( tS)ATI + E(tSCD) X PCD X 1. 1
(17)

+ E(tSCD) + E(tS)ATO

Now, substituting equation 13 into equation 12, the desired
expression for total queue time, or response time, E(tQ)TCIC, for the
TCIC system as it appears to the Austin switch becomes,

PS2 E(tS)S
E(tQ)TCIC	 E(tS).S + E(tS)S	 (18)

1 w pS2

E(n)TCIC X E(tS)S
where PS	 . .

2

and E(n) TCIC = the mean arrivals per second of TCIC inquiries.

Equation 18 is used to analyze TCIC turn-around time from the
Austin switch in the analyses carried out in Section 11 of this report.
For the remainder of the network, that is, from multidrops to the Austin
switch and back; the following equation is applicable.

The total response time equation for a terminal whose multidrop
is connected to the Austin switch is:

E(tr)	 M•--1 E(tpoll) + E(tF?M2) + E(tSM2)	 (19)
2
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+ E(tQAS) + PS  
E(ts)S 

_F E(tS)S
1 -- p g2

+ E(tQAS) + E(tWM1) + E(tSM1)

where E(tQAS) = mean queue time for the Austin switch and
other terms are as they are presented in equation 18.

The response time for terminals mul.tidropped from the Garland
or San Antonio switches would include additional terms accounting for
remote switcher queues and interregion line queues i.e., E(tWRI1),
E(tsRI1), E(twR01), and E(tSR01).

Thus far, we have developed an equation for the treatment of
TCIC data base inquiries and responses. A similar set of equations must
be developed to treat LIDR and MUD traffic.

In the case of the LIDR data base, a single line provides
service for message flow between the Austin switch and the data base. For
this system, as for the MVD system, a slightly different set of equations
will apply. For each . of these systems, as for the TCIC system, there will
be a system queue time, that is, a system wait time plus a system service
time. In the discussion of the TCIC system, we simply used the subscript,
S, to denote the system Let us now expand our terminology for clarity by
using the following terms:

E(tQ)ST = system queue time for the TCIC system

E(tQ)SI = system queue time for the LIDR system

E(tQ) SM = system queue time for the MUD system

Each of these systems has a wait time and a service time as
viewed from the standpoint of the Austin switch, so that, we caay write

MO ST = E(tW)ST + E(tS)ST	 (20)

E(tQ)SI = E(tW)ST + E(tS)ST	 (21)

E(tQ)SM = E(tW)SM + E ( tS)SM	 (22)

For the LIDR system, we have a single line which competes
for data base service with the TCIC lines and the in-house DPS terminals.
The LIDR system appears as a single server queue to the Austin switch
with a mean service time E(tS)SI and a system utilization of pSI.
Therefore, the mean wait time for this system, E(tW)SI, is

pSI E(tS)SI
E(tW)SI =

PSI	
(23)

1 -- . 
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where PSI = E ( n)LIDR X E(tS)SI

The value for E(tS)SI is the sum of the following components:

E(tS)SI = line transmission time to LIDR data base

+ wait time at the data base computer for service

+ mean service time for the transaction at the data
base computer

+ line transmission time back to the Austin Switch
from the data base computer

Let the line transmission time, (service time), from the
Austin switch to the LIDR. data base computer for input inquiries be
E(tS)AII . Then

E(tS)AII(L(m) LIDR IN + OR)Be
 =	 + PAUSE	 (24)

C
Where all terms are as they appear in equation 16 and L(m)

LIDR IN is the average message length for a LIDR inquiry.

The waiting time of the data base computer is calculated by
considering delay times for each possible combination of TCIC, LIDR, and
DPS in-house terminal messages, weighting these by their probability of
occurrence, and summing these weighted probabilities. The procedure
follows that carried out for: the TCIC system earlier. For the LIDR, this
analysis indicates that the wait time, E(tW) LIDR, for service for an LIDR
inquiry in the data .base computer is a function of -PCD and can simply be
written as:

E(tW)LIDR = E(tS)CD X PCD .^ 	 (25)

The mean service time for the data base computer E(tQ)CD of
394 milliseconds is, of course, also employed here.

Line transmission time, E(tS)AIO, for an output from the data
base to the Austin switch is:

E ( tS
)AIO = (L(m) LIDR OUT + OH)Bc + PAUSE
	 (26)

C

where terms are as they appear in equation 16 and L(m)(LIDR)OUT
is the average message length for an LIDR output response message.

Equations 24, 25 and 26 are combined to give an expression
for LIDR mean service time as it appears to the Austin switch:

E(tS)SI = E(tS)AII + E(tSCD) k PCD . + E(TSCD)
(27)

+ E(tS)AIO
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Now, substituting equation 23 into equation 21, the desired
expression for total queue time, or response time, E(tQ)LIDR, for the
LIDR data base system as it appears to the Austin switch becomes;

PSI E (tW) ST
E ( tQ) LIDR

pSY
=	 + E(tS)SI	 (28)

1 - 

Equation 28 is used to carry out the-LIDR analyses presented.

in Section 11.

For the MVD, we have two lines providing service to the
MVD data base, which is separate from the.TCIC/LIDR data base., (s.ee

Figure 7-19).

This system is analyzed in a similar way as the TCIC and

LIDR systems above. For the dual server MVD system. queue .as it: appears .
to the Austin switch, the mean waiting time, E(tW)SM, i.s,

P 23 E(tS)SM	
(29}E(tW )sM

1	 p2SM

	

E(n)MVD	 E( tS)SM
where ASM =	 X

2	 1

and E(n) MVD = Arrival rate of TLETS traffic

The equation for E(tS)SM , follows the rationale developed for
the.TCIC and LIDR systems above. Thus

E(tS)SM = E(tS)AMI + E(tW)MVD + E(tS)CM 	 (30)

+.E(tS)AMd

where

E(tS)AM line transmission time to the MVD database

E(tW)MVD wait time at. the MVD data base computer
for service

E(tS)C14 = mean service time per transaction at the
MVD computer

E(.t5)AMO = line transmission time from the MVD data base ..
to the Austin switch.

For the MVD system, the wait time for service for a

transaction at the MVD computer, E(tW)MVD, must.consid.er the fact that

agencies other than those associated with the TLETS network also use the
MVD database. TLETS, however, has non-preemptive interrupt priority over
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other users. To treat this case, we consider the total arrival rate of
telecommunications messages at the MVD data base.to be comprised of TLETS
MVD inquiries, E(n) MVD , and "other" arrivals at a rate of E(n)MO. Thus,
the total arrival rate of messages, E(n)MT , is given by

E(n)MT = E(n)MVD + E(n)MC

Therefore, utilization of the MVD data base due to TLETS
traffic, PML, is

I
PML = E(n)MVD x E(tS)CM	 I

and the utilization due to "other" traffic, Ma, i„

PMO = E(n)Ma x E(tS)CM

So that the total utilization of the MVD database computer
due to telecommunications traffic, P CM , is

PCM PML + PMO

Under these conditions, the mean waiting time for a TLETS
MVD inquiry at the MVD data base computer is,

PCM:E(tS)CM

E(WMVD	
ML1 - P	

(31)

The mean service time for the MVD 370/.155 computer per	 a
transaction is similar to the TCIC/LIDR data base computer, i.e., 394
milliseconds.

xY ..

Thus, the total system mean queueing time, E(tQ)MVD ,.for MVD	 i
data base system as it appears to the Austin switch is

P2SM E(tS)SM	 1
E(tQ)MVD= 1 -.P2 	

+ E.(tS) 5M 	 (32).

SM

Equation 32 is used in the analyses of the MVD system carried
out in Section 11. i

Sample Calculation i

Hy way: of.example, let us consider the.total.mean response.
time for a terminal connected to the Garland switcher into the TCIC system
and back to the terminal. In this sample calculation we shall use TLETS
circuit 4 out of Garland - a 75 Baud multidropped line with 10 terminals.
The communication path is over the multidropped line, through the Garland
switch; over a dual server set of interregion lines, through the Austin
switch, through the TCI:C system_ as it appears to the Austin switch and
back through each component to the inquiring terminal.

The equation components are shown in Table 7--6.

755 a
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Table 7-6. Equation Components

Equation Comp_o_nent	 Meaning

h1-1
E(tr) = — E(::poll) + E(tWM2) + E(tSM2)	 Wait on multidrop for
2 service (priority 2,

input) plus service
time on multidrop to
Garland switch

+ E(tQ)Cg	 Wait plus service time
at Garland switch for
TCIC input message

+ E(tQ)RI	 Wait plus service time
for dual server inter-
region lines - input
message - one priority

+ E(tQ)CA Wait plus service time
at Austin switch for
input message

+ E(tQ)TCIC Wait plus service time
for TCIC system as it
appears to Austin
switch

+ E(tQ)CA Wait plus service time
through Austin switch
for output message

+ E O RO	 Wait plus service time
for dual server inter-
region lines - output
message - one priority

+ E(tQ)CE	 Wait plus service time
at Garland switch for
TCIC output message

+ E(tSM1)	 Wait plus service time
for output message
onto multidrop line -
(priority 1, i.e.,
output over input)

7-56
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The sample calculation presented here makes use of numerical values
listed in Table 7-7.

The Equation components o.L Table 7-6 then become;

M-1	 Mw1	 POH • Uc

	

2 E(tpall} = 2
	

PPSEM =	 3.15 sec
Cm

em E(tSM2)
E(tWM2) _	

-
_	 5.9 see

(1-em1) (1-em1-•em2) 

(Lm2 + OH) Uc
E(tSM2) _	 + MPSEM =

Cm

E(tS)CR
E(tQ)CR _

1-PeR

E(tS;TiI
E(tQ)RZ =	 2

1- PRI

E(tS)CA
E(tQ)CA =

1- PcA

pST E(tS)ST
-E(tO) TCIC =	 + E(tS)ST =

1-PST

E(tQ)CA = See Above =

E(ZS)RO
E(tQ)RO =	

r

1-PRO2

E(tQ)CR = See Above =

Pm E(tS)MI
E(tWMI) =	

r(1- m1)

15 see

0.35 see

0.55 see

0.86 see

2.1 see

0,86 sec

0.g sec

0.35 sec

4.7 sec

(Lm1 + OH) Uc
E(tSM1) _	 + MPSEM =	 22,4 see

Cm

Thus the total response time, E(tR), in this sample calculation is the sum
of the above terms:

E(tR) = 57.1 see
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Table 7-7.	 Sample Calculation Input Values

Term Meaning Value

M Number of terminals on multidrop 10

Cm Line capacity of multidrop 75 Baud

POH Polling overhead 3 char

PPSEM. Total line turn around time for 0.4 sec
a poll

MPSEM Total line turn around time for 0.$ sec
a message

OH Message overhead on multidrop 12 char

Uc Units per character on multidrop 7.5. bit/char

Lm2 Input average message length from 134 char
multidrop - priority 2

Lm1 Output average message length 208 char
to multidrop - priority 1

Lm Overall average message length 177 char
on multidrop

E(nNI) Arrival rate of output messages 0.006/sec
to multidrop

E(nM2) Arrival rate of input messages 0.005/sec
from multidrop

E(tS)CR Mean service time of Garland 0.300 see
Switcher

E(n)CR Total arrival rate of messages at 0.5 sec
Garland Switcher

Cr Line capacity of interregion lines 2400 Saud

MPSER Total line turn around time per 0.056 see
message on interregion lines

LmRI Average message length of messages 134 char
from Garland Switcher to Austin
Switcher
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Taule 7-7. Sample Calculation Input Values (Continuation 1)

Term Meaning Value

LmRO Average message length of messages 208 char
from Austin Switcher to Garland
Switcher

E(n)RI Rate of message flow from Garland 0.2/see
to Austin

E(n)RO Rate of message flow from Austin 0.22/sec
to Garland

UcR Units per character on high speed 8 bits/char
lines

E(tS)CA Mean service time of Austin 0.400 see
Switcher

E(n)CA Total arrival rate of messages at 1.34/sec
Austin Switcher

CAT Line capacity for lines between 2400 Baud
Austin Switcher and TCZC

OHH Overhead characters on high speed 13 char
lines

PSAT Total line turn around time per 0.032 sec
message on TCZC lines

LmATI Average message length of 183 char
messages from Austin Switcher to
TCZC

LmATO Average message length of messages 168 char
from TCIC to Austin Switcher

E(tS)CD Mean service time of TCZC computer 0.400 sec
(data base computer)

E W) !Arrival rate of messages to TCZC 0.23/sec
data base

E W). Arrival rate of messages to LDIR 0.12/sec
data base

E(nT) Arrival rate of transactions from 1.27/sec
DPS in-house terminals
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Table 7-7. Sample Calculation Input Values (Continuation 1)

Term Meaning Value

LmRO Average message length of messages 208 char
from Austin Switcher to Garland
Switcher

E(n)RI Rate of message flow from Garland 0.2/see

to Austin

E(n)RO Rate of message flow from Austin 0.22/sec
to Garland

UcR Units per character on high speed 8 bits/char
lines

E(tS)CA Mean service time of Austin 0.100 sec
Switcher

E(n)CA Total arrival rate of messages at 1.31/see

Austin Switcher

CAT Line capacity for lines between 2100 Baud
Austin Switcher and TCIC

OHH Overhead characters on high speed 13 char

lines

PSAT Total line turn around time per 0.032 sec
message on TCIC lines

LmATI Average message length of 183 char
messages from. Austin Switcher to
TCIC

LmATO Average message length of messages 168 char
from TCIC to Austin Switcher

E(tS)CD clean service time of TCIC computer 0.400 sec
(data base computer)

E(nT) Arrival rate of messages to TCIC 0.23/see
data base

E(ni) Arrival rate of messages to LDIR 0.12/sec
data base

E(nT) Arrival rate of transactions from 1.27/sec
DPS in--house terminals

7-60
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SECTION 8

STACOM/TEXAS NETWORK STUDIES

STACOM/T.EXAS Network Studies consist of examining five
optional network configurations, and the execution of three additional
network studies.

Options 1, 2 and 3 investigate potential cost savings in
trading off network line costs with regional switcher costs. Options 4
and 5 examine cos', tradeoffs between construction of a separate network to
accommodate predicted growth in New Data Type traffic, and the integration
of New Data Type criminal justice traffic with TLETS traffic into a single
network.

Three additional network studies consider. (1) network cost
increases as terminal mean response times are decreased., (2) the impact on
network cost and performance due- to adding digitized classified
fingerprints as a data type, and (3) the relative difference in network
costs between maintaining and abandoning network line service oriented
toward the existing regional Councils of Government.

The following paragraph discuss these studies in more detail.

8.1	 OPTIONS 1 THROUGH 3

As the number of regional switchers serving terminals within
their regions is increased, total network line costs may be expected to
decrease due to the fact that total network line length has decreased.
The placement of additional regional switchers, however, imposes an
additional network cost which may or may not offset cost savings due to
decreased line lengths.

Options 1 through 3 seek to understand the effects of the
placement of regional switchers throughout the State of 7:=xas on costs.

Option 1 considers the use of a single regional switcher
located in Austin.

Option 2 analyzes the use of two regional switchers. One
switcher is located in Austin and the second switcher is located in one of
four different cities in an attempt to search . for a minimum cost two
region configuration. The four locations considered were restricted to
the major candidate cities of Dallas, Midland, Lubbock and Amarillo.

Option 3 considers costing effects of the use of three
regional. switchers. Two of the switchers are located in Austin and Dallas
respectively and the location of the third is varied from Houston,
Midland, Lubbock, Amarillo and San Antonio. The San Antonio location is
included to provide a.comparison of optimized networks with an optimized
network with switchers located as they are in the present TLETS system.

8-1
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8.2	 OPTIONS 4 AND 5

The New Data Type traffic communication requirements
can either be met by constructing a separate network dedicated to these
needs or by integrating this traffic flow with the TLETS Network.

Option 4 considers cost totals for operating separate networks
for the TLETS System and the New Data Types.

Option 5 considers total costs for meeting traffic
requirements of both TLETS and New Data Types in a single integrated
network.

1« both cases., the TLETS network considered will be.the least
cost network identified from the studies of Options 1 through 3.

	

8.3	 COST SENSITIVITY TO RESPONSE T114E

A study designed to clarify the extent to which total network
costs increase as terminal response times are reduced is to be carried
out. As response times are reduced from the 9 second goal specified in
the STACOM/TEXAS Functional Requirement, networks will be called for that
drop fewer terminals on given multidrops hence, require more lines.
Higher speed lines may also be required as res ponse time requirements are
made more stringent. These factors will tend to increase overall network
costs.

This study will determine the extent of cost increases as a
function of decreasing network response times for the least cost TLETS
network that results from studies of Options 1 through 3.

	

8.4	 IMPACT OF ADDING FINGERPRINTS AS A DATA TYPE

Estimates of fingerprint traffic in Texas assume the use of
automated digital classifying equipment at strategic locations throughout
the state. The potential impacts of the addition of such data types to
the TLETS Network in terms of cost and performance are a matter of inter-
est. From the performance standpoint the principal consideration is the
extent to which the addition of fingerprint data may affect response time
characteristics of higher priority officer safety type messages,

This study determines the extent of such impacts on the least
cast TLETS Network. which develops from Options 1 through 3.

	

8.5	 COG SERVICE STUDY

In the present TLETS system, mult i-dropped lines providing
service to agencies throughout the state are generally organized such that
single multidrop lines service agencies in jurisdictions of a single
Council of Governments, (COG).
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This study investigates the potential for line savings
if network multidropping is carried out without the restriction of
serving COG agencies on separate lines.

The specific COGS considered in this study are shown in
Section 11 of this report, Figure 11-4.

8-3



77-53, Vol. III

SECTION 9

TEXAS NETWORK COST ANALYSIS

. This section presents assumptions and bases for costing
STACOM/TEXAS Network Options. Total network costs are comprised of
recurring costs and one-time installation costs. Table 9-1 shows the
basic cost items considered and describes the meaning of each item.

The costs considered here include the primary items that
affect relative costs between network configurations involving different
numbers of switchers and different traffic types. Costs foi e required
upgrades of the central data bases in Austin and in the Austin Switcher
are not included, since these costs are present to the same degree in all
of the alternative network configurations studied. Detailed costing of
data base computer upgrades is not within the scope of the STACOM Study
which is primarily oriented toward network alternatives. Basic data
base computer performance requirements, however, are treated in Section 12
of this report.

The following paragraphs develop costing values for each item
listed in Table 9-1.

9.1	 LINE, MODEM, AND SERVICE TERMINAL COSTS

The line tariff structure used for costing of lines, modems
and service terminals for the Texas computer network topology runs was
supplied by Southwestern Bell Telephone Company. Table 9-2 displays

Table 9-1. Cost Items and Descriptions

On-Time
Item Recurring Costs Installation Costs

Lines, Modems, Annual Tariff Costs Modem and Service Term
Service Terminals final Installation
Terminals Maintenance Costs Purchase Costs
Regional Switchers Maintenance Costs Purchase Costs
Switcher Floor Space Regional Switcher Regional Switcher Site

Site Rental Costs Preparation Costs
Switcher Backup Maintenance Costs Purchase Costs
Power

Switcher Personnel Regional Switcher Not Applicable
Personnel Salaries

Engineering Not Applicable Network Procurement
Costs

9-1
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Table 9-2. STACOM/Texas Line Tariff

Service*
Line	 Cast/mi/mo 	 Modems	 Terminals	 Drop
Speed	 Charge
(Baud) IXC $ Tel.pak $ Inst $ Month $ Inst $ Month $ Month $

1200 3.00 0.60 50.00 22.00 10.00 15.00 10.00
2400 3.00 0.6a 100.00 54.00 10.00, 15.00 10.00
4800 3.00 0.60 100.00 135.00 10.00 15.00 10.00

*For TELPAK the term Channel Terminal is used
For IXC the term Connection Arrangement is used

installation and monthly charges used. For 1200, 2400 and 4800 Baud lines
the table shows costs per mile per month for the Inter eXchange Charges
(IXC) when a non-TELPAK city is involved. The TELPAK column shows cost
per mile per month for connections between any two cities in the TELPAK
inventory. Cities in the TELPAK inventory do not stay constant over Jong
periods of time, however, for the purposes of this study, the TELPAK
cities listed in Table 9--3 were used.

	

9.2	 TERMINAL COSTS

The State of Texas has recently procured replacement terminals
for the TLETS system capable of operation at 12.00 Baud and at higher
rates. It is planned that these terminals will be placed at user agencies
within the next few years. The STACOM/Texas Network study assumes that
564 terminals will be operational by 1978 and continue operation through
1985. Since the life of the system is greater than 3 ' years, it is assumed
that the cost effective policy of purchasing the terminals and carrying a
Monthly maintenance charge would be carried out.

In this costing exercise, the unit cost per terminal is known
to be $8,847 and the annual maintenance charge is $1,260 ($105/month).

	

9.3	 REGIONAL SWITCHER. COSTS

The purchase price for regional switchers now in use in the
TLETS system in Garland and San Antonio range between $320,000 and
$380,000. It is assumed that similar 'regional switching facilities would
be incorporated in any future network making use of them. For simplicity
in network topology comparisons, a purchase price of $350,000 is assumed.

The annual maintenance charge for regional switchers is
estimated at $"-,000 ($1,500 per month).

9••2'
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Table 9-3. Texas Telpak Inventory Used in
STACOM/Texas Study

1. Abilene 25. Donna 49. Pharr
2. Alpine 26. Edinburg 50. Plainview
3. Amarillo 27. El Paso. 51. Port Arthur
4. Angleton 28. Euless 52. Richmond
5: Arlington 29. Fort Stockton 53. Rusk
6. Atlanta 30. Fort Worth 54. San Angelo
7. Austin 31. Galveston 55. San Antonio
8. Beaumont 32. Gonzales 56. Seguin
9. Belton 33. Greensville 57. Sherman

10. Big Spring 34. Harlingen 58. Sweetwater
11. Brenham 35. Houston 59. Tahoka
12. Bridge City 36. Huntsville 60. Temple
13. Brownsville 37. Kilgore 61. Terrell
14. Brownwood 38. Killeen 62. Texarkana
15. Bryan 39. Kingsville 63. Texas City
1.6. Canyon 40. Laredo 64. Tyler
17. Childress 41. Longview 65. Veraon
18. Colorado 42. Lubbock 66. Victoria
19. Commerce 43. Midland 67. Waco
20. Conroe 44. Mcallen 68. Weslaco
21. Corpus Christi 45. Mt. Pleasant 69. Wharton
22. Corsicana 46. Nacogdoches 70. Wichita Falls
23. Dallas 47. Odessa 71. Yoakum
24. Denton 48. Paris

	

9.4	 REGIONAL SWITCHER FLOOR SPACE

It is assumed that 1000 ft 2 of floor space is sufficient for
housing a regional switcher facility including personnel office space.
Facility preparation costs are Estimated at $30,000 per switcher facility.
These preparation costs do not appear in cases where switchers are located
in Dallas or San Antonio. Monthly rental is estimated at $0.40 per ft 2 so
that monthly rental per switching facility is $400.

	

9.5	 SWITCHER BACKUP POWER

Uninterruptable power supplies, (UPS), are considered necessary
at each regional switching facility to ensure commercial power continuity
during momentary power transients as well as over extended: periods.

Solid--state static inverter type UPS including a rectifier/
charger, and autobypass switch are available at approximately $13,000 per
unit.. Batteries for the unit are estimated to cost $2,500. A gasoline
engine generator for use when lengthy outages occur include weatherproof
housings and auto transfer switches that operate: when commercial power
fails. These units are priced at $ 14,500. each.
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The total one-time purchase price for each installation
is, therefore, $20,000. A maintenance contract for both the UPS and
engine generator is estimated at $500 per month.

	

9.6	 ENGINEERING COSTS

Engineering costs associated with network implementation were
estimated for single and multiple region configurations. Table 9-4 shows
manpower estimates in man-months for assumed engineering costs. The
values shown for the single region separate New Data Network are reduced
with respect to other single region networks since the network is
considerably smaller. Cost per man-month including overhead and benefits
is estimated at $4,000.

	

9.7	 PERSONNEL COSTS

Regional switching facilities require supervisory, programming
and computer operations personnel. This study assumes that each regional
switcher facility requires one supervisor, two programmers and six
computer operators. Two computer operators are provided per shift for
safety reasons so that. at no time during a 24-hour day the facility is
manned by one person alone. Table 9-5 presents estimated salaries for
the required personnel.

	

9.8	 COST SUMMARY

Table 9-6 summarizes recurring and one-time installation
costs developed in this section for convenient reference.

	

9.9	 TEXAS NETWORK IMPLEMENTATION

The networks presented in this section are designed to meet
TEXAS traffic requirements through the year 1985. A cost analysis on the
feasibility of constructing an intermediate network to meet 1981 traffic
level requirements, and then upgrading this network in 1981 to meet 1985
traffic level requirements, as opposed to building a single network to
meet traffic requirements through 1985, was carried out. It was found
that building a single network now to meet 1985 traffic requirements would
not involve additional costs over intermediate phasing of network
upgrades. A single exception to this rule occurs in the cases of networks
Where New Data Types are involved, (Options 4 and 5).

Growth in new data type traffic volumes from the present
through 1985 is such that it is less costly to implement one network to
handle traffic volumes up to 1980 and to then add to the network to meet
traffic demands from 1981 through 1985.
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Table 9-4. Engineering Cost Estimates (in man months)

Task

Final Functional Requirements
Switcher Design Spec/RFP
Network Design Spec/RF'P
Switcher Facilities RF P
Switcher Procurement Monitor
Network Procurement Monitor
Facilities Procurement Monitor
Switcher Test Plan
Switcher Testing
Network Test Plan
Network Testing
Documentation
Supporting Analysis
User Operators Manual

Totals (Man Months)

Approximate Cost at $4K/MM ($K)

1 Region
.2,	 3 and 4 New Data 1 Region

Regions Types Others

2 7 2
4
4 1 4
4 _ -
6
6 3 6
6
2 - -
2 w ..

2 1 2
2 2
6 1 6
6 2 6
6 2 6

58 12 34

230 50 130

Table 9-5. Fersonnel Costs

($K) ($K)
Personnel. No. Required Annual Salary Annual Cost

Supervisor 1 20 20
Programmers .2 18 36	 .
operators 6 12 72

Total Personnel Annual Cost

F

$128K
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Table 9-6. Cost Summary by Item

Annual	 One-,Time
Recurring Cost	 Installation Cost

Per Unit	 Per Unit
Item	 ($K)	 OR)

j
Lines,. Modems, Service 	 See Tariffs and	 See Tariffs and
Terminals	 Costs; Tables 4-2,	 Costs; Tables 4-2,

4-3, and 4_4.	 4-3.., and 4-4
Terminals	 1.260	 8.847
Regional Switchers	 18.0	 350.0
Switcher Floor Space	 4.8	 30.0
Switcher Backup Power	 6.0	 20.0
Switcher Personnel	 128:0	 None
Engineering	 None	 50/130/230

See paragraph 11.6

For these reasons costs presented in Sections 13 and 14
are based on the construction in 1978 of networks that will accommodate
predicted traffic levels through.1985 with the exception of networks
involving new data types that are phased as indicated.

Thus, TEXAS Networks can be regarded as involving costs over
a.period of eight years. Therefore, total eight year costs including
installation and recurring costs are used as a basis of network option
cost comparisons.



77-53, Vol. III

SECTION 10

STACOW TEXAS NETWORK FUNCTIONAL REQUIREMENTS

This section presents the Functional Requirements for the
Texas State Criminal Justice Telecommunications (STACOM) Network as
developed by the JPL/TEXAS STACOM Project Study.

The Functional Requirements document is the top level network
specification and serves as a base for all lower level design specifica-
tions for the total network, including functional and design specifica-
tions of network elements. All subsequent documentation must be consis-
tent with this specification.

This section provides a basic description of the Texas STACOM
network, definition of network elements, and defines the required functions
of the total network as well as the network elements. The description is
intended to provide a succinct overview of network functions and require-
ments. Further details related to how the functional requirements shall
shall be implemented shall be contained in later requests for proposals.

The use of the term STACOM Network refers to either a single
network or a group of networks that meet the functional requirements
outlined herein.

	

10.1	 NETWORK PURPOSE

The purpose of the STACOM Network is to provide efficient
telecomm ,,mi.cations capable of transporting information between Texas state
criminal justice agencies on a statewide scale and to and from specific
interstate criminal justice agencies. Criminal justice agencies are
agencies whose primary functions encompass law enforcement, prosecution,
defense, adjudication, corrections and pardon and parole. The network
shall be designed to handle communication requirements among these
agencies projected through the year 1985.

	

10.2	 STACOM USERS

The STACOM Network shall be comprised of one or more networks
serving user requirements, to be determined during detailed network
analysis and design phases of the STACOM Project. Users shall consist of
the present and future users of the Texas Law Enforcement Telecommu-
nioations System, (TLETS), and other authorized criminal justice agencies
within the Texas State Criminal Justice System.

	

10.3	 NETWORK CONFIGURATION DEFINITIONS

The basic configuration of the STACOM Network is an array of
network system terminations connected through Regional Switching Center,
(RSC), facility(s) to data base facilities.
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Each system termination on the STACOM Network shall be defined
as one of three types:

a. individual terminals

b. groups of terminals in cities

c. interfaces to regional criminal justice systems

Any of the system terminations within a network shall be able to commu-
nicate with any other system termination. Each system termination shall
not be routed through more than one RSC in gaining access to the Austin
data bases, not including the Austin switching facility, during normal
network operation.

10.4	 14ESSAGE CHARACTERISTICS

10.4.1	 Digital Message Types

The STACOM Network shall handle the following six basic types
of messages.

•	 Data File Interrogations/Updates

These messages shall be inquiries, entries, modifiers,
cancels, locates, clears and responses to and from a
data file at the state or national level. The text
is generally in fixed format.

a	 Administrative Messages

These are messages between network users which do not
involve data file access. The text is in a less
restrictive format.

s.	 Network Status

These messages shall provide information at terminals
initiating messages in the event that destination
terminals or intermediate switchers or lines are unable
to function or specific files or portions of files are
not functional.

•	 Error Messages

These messages shall contain information regarding the
nature of errors detected in transmitted messages.
Messages in which errors are detected are not
automatically retransmitted on the network, but are re-
sent at the users discretion.
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•	 Diagnostic Messages

Messages of a diagnostic nature shall be included with
or shall accompany network status and error messages
when feasible.

s	 Fingerprints

Digitized representations of fingerprints shall be
included on the STACOM Network.

10.4.2	 Message Content

Criminal justice messages shall contain the following
information in known locations:

Internal TLE"TS messages shall contain

4	 Message Origin

s	 Message Type

External. TLETS messages shall. contain

•	 Message Type

•	 Message Sequence Number

e	 Message Origin

10.4.3	 Message Lengths

Digital messages transmitted over the STACOM Network shall not
exceed 500 characters in length. Actual messages exceeding 500 characters
shall be blocked in message segments which shall not exceed 500 characters
each. Multisegment messages shall have a single overall message number
and distinct message segment numbers. Each segment shall be transmitted as
a separate message. Personnel at destination terminal(s) must reassemble
the overall message upon reception.

Multisegment fingerprint, multisegment file update messages,
and other multisegment messages whose final destination is a computer, or
data base file, shall be reassembled by software at the destination point.

10.5	 NETWORK MESSAGE HANDLING

10.5.1	 Message Routing

The STACOM Network shall provide communications routing for
all Messages between any of its system terminations.
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The following specific routing capabilities shall be provided:

i	 Data base inquiry/update messages shall be routed from
the originating terminal to the Austin data bases
through no more than one intermediate Regional Switching
Center, not including the Austin switcher, under
normal network operation. Interface routing to NLETS
and the NCIC shall be maintained as in the present
Texas TLETS system.

v	 Administrative messages shall be routed From the
originating terminal to the destination terminal, through
no more than two RSCs under normal network operation.
Administrative messages shall also have a capability for
ALL POINTS routing as currently employed by the Texas
TLETS system.

•	 Digitized fingerprints data shall be .routed from the
originating terminal to the Identification and Criminal
Records Division of DPS, Austin, through no more than
two RSCs under normal network operation.

Message routing shall be accomplished by the regional
switcher(s) utilizing the destination information in the message. Single
messages destined for the same region in which they originate shall be
switched to the appropriate system termination by the regional switcher
servicing that region.

When more than one system termination is specified as the
destination point, the message shall first be routed to appropriate STACOM
Network Management who may exercise the option to grant message approval.
The appropriate messages shall then be generated and transmitted.

10.5.2	 message Prioritization

Prioritization of messages shall be incorporated in the STACOM
Network to the extent required to meet the message reeponse time goals
outlined in paragraph 10.5.3.

Messages shall be handled on a non-preemptive priority basis.
In this scheme, messages or message segments in pro,.ess of being
transmitted shall not be interrupted, but allowed to complete before
higher priority messages are honored.

Under the above conditions, the STACOM Network shall be
capable of recognizing and handling message types in accordance with the
following prioritization:

Priority 1: Items that may be directly related to officer
safety, such as inquiries into TCIC, LIDR, MVD,
and NCIC files and NUTS messages.
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Priority 2: Administrative messages related to officer safety
or tactical needs, and CCH Summaries.

Priority 3: Administrative messages not related to officer
safety, fingerprints, SJIS, LETS, CCH Rap Sheets,
and other criminal. justice data consisting of
large numbers of message segments.

The assignment of message types by the STACOM Network to a
given priority level shall be under computer software control so that such
assignments may be altered by STACOM Network Management as needs arise.

	

10.5.3	 Response Time Goals

Response time for the STACOM Network is defined as the time
duration between the initiation of a request for service of an inquiry
message by the network at a system termination and the time at which a
response is completed at the inquiring system termination.

The response times shown below are maximum times for mean
response times and for response tames of messages 90% of the time. These
response tames represent maximum allowable goal values on the STACOM
Network.

	

10.5.4	 Line Protocol

The STACOM/TEXAS Network shall employ standard Bell 8A1 line
protocol. All network equipment shall be capable of conversion to Bell
85A1 protocol.

i	 Half duplex

m	 The standard interface to system terminations shall be
half duplex

f	 Full duplex

STACOM Response Time Goals Maximums

Message	 Mean Response	 90% of Responses to Inquiries
Priority	 Time	 Received in Less Than

1	 9 sec	 20 sec
2	 1 min	 2.3 min
3	 2 hrs	 4.5 hrs
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a

	

	 Pull duplex line discipline may only be used inter--
regionally

10.5.5	 Message Coding

All STACOM Network messages shall be coded using the American
Standard Code for Information Interchange (ASCII), USAS X3.4-1968.
Message coding for interaction with NCTC, and NLETS systems shall conform
to existing practices of the Texas T.LETS Network.

10.5.6	 Error Detection

The STACOM Network regional switchers shall provide for bit
error detection of erroneous messages. Error messages shall be
transmitted to system terminations in accordance with present practices of
the Texas TLETS Network. The computer shall detect format errors and
transmission errors on incoming messages and notify the sending terminals
appropriately. The computer shall also detect off-line or inoperative
terminals.

Messages shall not be automatically retransmitted upon error
detection. Messages may be retransmitted at the discretion of the user.

10.5.7	 Network Status Messages

The STACOM Network shall provide for notification to system
terminations of any conditions which prevent operation in the normal
specified manner. System terminations shall receive such status message
upon attempting to use the network when the network is in a degraded mode.
Status messages shall include status on conditions of criminal justice
files, portions of files, computer and line hardware difficulties and
message queues, when appropriate.

10.6	 SYSTEM TERMINATIONS

STACOM Network system terminations having interface capability
of 1200 to 2400 BPS shall interface with the network using half duplex
protocol.. Terminals shall have the capability of off--line construction of
input messages and for hard copy production of received messages. Termi-
nal printers shall be capable of 1200 BPS operation.

All terminals shall be pollable, provide for parity error
detection, and employ CRT display screens.

The number of system terminations per multidropped line shall
not exceed 20.
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10.7	 REGIONAL SNITCHING CENTERS

The STACOM/TEXAS Network shall be comprised of one Regional.
Switching Center (RSC) with redundant data bases located in Austin and up
to four additional RSCs without data bases. Regional Switching Centers
shall determine for each message the:

•	 Message type

s	 Message destination

a	 Message number

0	 NCIC Identifiers of sending department

•	 Sending authority

The following further describes the capabilities of each type
of RSC.

10.7.1	 Switchers Without Data Bases

10.7.1.1	 Communication Line Interfaces. An input communication
line interface shall convert incoming serial bit streams into assembled
characters and furnish electrical interface for the modem and logic
required for conditioning.

An output communication line interface shall convert
characters into a bit stream. It shall also provide logic necessary to
condition the modem for transmission and furnish the necessary electrical.
interface.

RSCs shall be designed to handle either full or half duplex
line protocols on any line interface.

10.7.1.2	 Message Assembly/Disassembly. A Message assembly unit
shall assemble messages by deblocking the character stream.

A message disassembly unit shall segregate messages into
logical blocks for output. It shall also disassemble the blocks into a
character stream for presentation to the communication line interface.

10.7.1.3	 Error Control. The error control function shall provide
error detection capability and initiate error messages in accordance
with requirements outlined in Section 10.5.6. The error detection function
is highly dispersed. Character parity is most efficiently checked during
assembly of characters in the interface. Block parities are checked
upon assembly of blocks. Additionally, all internal data transfers
shall require a parity check.
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10.7.1.4	 Message Control and Routing, The message control and routing
function shall provide logic which examines the assembled messages,
determines its priority, destination, and forms the appropriate pointers
and places them in the proper queue, (the pointers are queued, not
the messages).

Message routing shall be performed by RSCs in accordance with
procedures outlined in Section 10.2.2.1.

In addition, this function shall maintain network status
information for the purposes of determining availability of alternate
communication paths in degraded x odes of operation.

	

10.7.1.5	 Queue Control. This function shall provide buffer and
queue storage used to assemble input messages, buffer them for output
and to form space to queue the message pointers.

Regional switchers shall maintain necessary queues for each
system termination they service and for interregional traffic. These
queues shall hold messages that cannot be sent immediately due to line
Usage conflicts. However, the regional switchers shall not maintain a
long term store and forward capability. In the event that queue space is
full, the regional switcher shall not accept any more messages and shall
notify the other switcher not to accept messages destined for the switcher
in question.

This capability shall be provided through use of upper and
lower queue thresholds specifiable by the regional switcher operator. All
system terminations sending messages to the regional switcher which would
demand queue space in excess of the upper threshold shall be sent negative
acknowledgement responses. Once the upper threshold has been exceeded, the
regional switcher shall enter the input control mode (i.e., the regional
switcher shall output only). Any request for regional switcher service
while it is in the input control mode shall result in a wait acknowledgement
being sent to that system termination. The regional switcher shall
stay in the input control mode until the lower threshold is attained.

Queue control procedures at the regional switchers shall be
comprised of the following basic functions:

R	 Provide three independent queues for each system
termination by priority as required.

Dynamic queue management where a common core pool is
made available for queueing on an as-needed basis.

r	 Queue overflow management as discussed above.

i	 Provide queue statistics for input to statistics
gathering function, as discussed in Section 11.7.1.7.
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10.7.1.6	 Line Control. The line control function shall provide
the capability of controlling and ordering the flow of data between
the various message switchers. It also determines which line discipline
is to be used. Full--duplex, half-duplex, polled or contention line
discipline capabilities shall be possible.

	

10.7.1.7	 Network Statistics. The STACOM NE!twork shall be capable
of collecting statistical data fundamental to the continued efficient
use of traffic level prediction and network design tools developed
by the STACOM Project.

The STACOM Network shall be capable of collecting the
following statistical data:

e

	

	 Number of messages by message type received from each
system termination at State Data Bases.

•

	

	 Number of messages by message type sent to each system
termination from State Data Bases.

s

	

	 Average message lengths by message type received at
State Data Bases.

0

	

	 Average message lengths by message type sent from State
Data Bases.

The STACOM Network shall provide for periodic sampling of the
following statistics:

•

	

	 Origin-Destination message volumes by system
termination.

a	 Percent of "HITS" and "NO-HITS" on each data base type.

a	 Average waiting times of input messages at switching and
data base computers for CPU service.

0	 Average waiting times of output messages at switching
and data base computers for output lines after CPU
service.

0	 Average CPU service time per message at switching and
data base computers.

Y	 Total number of messages received each hour at the State
Data Bases.

s.	 Total response time for data base interrogations/updates
of selected system terminations.
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10.7.1.8	 Operator Interface. The regional switcher shall provide
means of interfacing with the operator. This interface shall be used
to control and monitor the regional switcher and its network. The
following Functions are to be provided:

e	 The regional switcher shall provide a set of commands
for the purpose of communicating with the operator.

r	 The regional switcher shall provide means of outputting
data to the operator at a rate of at least 30 characters
per second.

•	 The regional switcher shall provide means of accepting
operator control input.

o	 The regional switcher shall provide high speed data
output capability. This data output capability shall
not be less than 300 lines per minute. A line shall
have 132 characters.

10.7.1.9 Fault Isolation. Regional Switching facilities shall be
equipped to rapidly isolate network component faults to the level of
lines, modems, communication front ends and switching computers..

10.7.1.10	 Switchers with Data Base. RSCs with data base capability
employ the additional function of providing file search and update
capability. This function involves receiving messages from the switchers
message control and routing function (see 10.2.4.1.), and placing their
pointers in queue by priority for access to data Lase files. Upon
completion of data base access, messages are returned to the message
control and routing function in preparation for output.

RCSs with data bases shall maintain redundant data base
files, each of which is updated in parallel at the time of file update.

10.8	 NETWORK AVAILABILITY GOAD

The availability goal for the STACOM Network shall be 0.9722
for the worst case Origin--Destination, (0-D), pair of system terminations
on the network. The worst case 0-D pair is defined as that link from
system termination to data base computer that employs the largest number
of system components in its path, or the one that is most vulnerable to
failure.

Availability of 0.9722 implies an average outage of less than
or equal to 40.0 minutes per day for the worst case path. Planned system
outage shall be in addition to outages specified here. It shall be a
design goal to allocate a minimum of 20 minutes outage per day,
(Availability = 0.9861), to data base computers and the remaining maximum
of 20 minutes outage per day to terminals, lines, modems and RSCs.
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10.9	 TRAF'F'IC VOLUMES

The STACOM Network shall be designed to handle traffic pro-
jections through the year 1986. These projections shall include traffic
estimates plus design margins for peak vs. average loading. The total
network throughput projected from 1977 to 1986 is as follows:

Total STACOM Network Throughput Average Messages/Day (in 1000s)

Year
	

TLETS
	

New Data Types

1977	 138	 8
1981	 247	 24
1985	 311	 86

10.10	 CONSTRAINTS AND BOUNDARIES

10.10.1	 Data Handling Constraints

All data transmission shall be digital.

No unscrambling or decryption shall be performed within the
STACOM Network. (Some modems perform scrambling in the normal course of
their operation but this scrambling is transparent to the user.)

Traffic loading by network users in excess of the traffic
safety margins for which their system terminations are designed could
result in degraded message response time.

10.10.2	 Data Rate Constraints

The minimum service goal for the STACOM/TEXAS Network shall be
1200 Baud half duplex lines. All available line capacity services above
this rate shall be eligible for consideration in a Bost/performance
effective manner.

10.10.3	 Security and Privacy Constraints

The STACOM Network shall be configured to allow Management
control by an authorized criminal justice agency or group of such agencies.
Only STACOM Network operating personnel who have been authorized by STACOM
Network Management shall have physical access to the network equipment.
These personnel shall have been thoroughly screened. It shall be the
responsibility of the STACOM Network Management to institute and main-
tain security measures and procedures consistent with applicable regulations.
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It shall be the responsibility of the STACOM Network management
to ensure that unauthorized personnel are not allowed access by system
terminations and that authorized personnel do not employ the network
facilities for any purpose other than those for which the STACOM Network
is specifically intended.

STACOM Network design shall assist in the realization of
adequate security to the extent that engineering considerations can
contribute. The STACOM Network shall consider in.its design methods to
prevent any alterations of the content of messages once they have been
routed over the network. All of the equipment comprising the STACOM
Network, except for the communication lines, shall provide :adequate
physical security to protect them against any unauthorized personnel
gaining access to the STACOM Network. The computers and other network
accessing equipment comprising the STACOM Network shall be located in
controlled facilities. Redundant elements should be configured such that
a single act of sabotage will not disable both redundant elements.
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SECTION 11

ANALYSIS OF EXISTING NETWORKS IN TEXAS

The purpose of this section is to compare the performance of
the existing Texas Law Enforcement Telecommunications Network, (TLETS),
with network specifications contained in the STACOM Functional Require-
ments for the State of Texas presented in Section 10.

This section begins with an overview of the present TLETS
system. Section 11.2 summarizes areas in which the present system fails
to meet stated Functional Requirements, and presents a detailed analysis
of the present system in these specific deficient areas.

11.1	 THE PRESENT TLETS NETWORK.

The analysis of the present Texas Law Enforcement Telecommuni-
cations Network, (TLETS), presented here considers service to 431 law
enforcement agencies throughout the state consisting of police depart-
meats, sheriffs offices and State Department of Public Safety, (DPS),
offices. The network is managed by the DPS.

The TLETS network is topologically distributed from three
regional switching centers located in Garland, Austin, and San Antonio.
Terminals on the network are served from these switchers by 75, 110, or
1200 Baud multidropped limes

Network users have access through the Austin switcher to state
data bases located in Austin consisting of the Texas Crime Information
Center, (TCIC), a drivers record system, (LIDR), and the Motor Vehicle
Department, (MVD), records.

Figure 11-1 presents a simplified diagram of the TLETS system.
Detailed TLETS line layouts for 75, 110, 1200, and 2400 Baud lines are
shown in Figures 11-2 and 11-3.

In general, multidropped lines are organized such that
terminals on a given drop are clustered in areas under the jurisdiction of
a single Council of Government, (COG). There are approximately 23 such
COGS in the state of Texas as depicted in Figure 11-4. Figure 11--5
presents a co€noosite of Figures 11-2 and 11-3 showing the complete TLETS
terminal network.

The Garland and Austin switchers commun_'.cate through two 2400
Baud Lines and the San Antonio Switcher is connected to the Austin
switcher through a single 2400 Baud line.

The Austin switcher also provides for TLETS communication with
the NLETS switcher in Phoenix through a 2400 Baud line and with the NCIC
through a 2400 Baud line.
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The Austin switcher is connected to the TCIC data base
through two 22400 Baud lines, to the LIAR data base through a single
1800 Baud line and to the MVD data base through two 1200 Baud lines.
In the present system, the data base lines are held once an inquiry
is initiated from the Austin switch until the response is returned
over the same line.

The TCIC data base computer is an IBM 370/155 and the MVD
employs two 370/155's. The three TLETS switchers are supplied b y Action
Communication Systems of Dallas, Texas.

The total cost of TLETS lines, modems, service terminal
arrangements and drop charges is $320,000 per year, These costs include
charges to central COG points and charges incurred within. COG's.

It is anticipated that total network costs for lines, modems,
service terminals and drop charges for the present network with a minimum
line service of 1200 Baud would cost approximately $495,000 year.

11.2	 COMPARISONS OF EXISTING NETWORK WITH STACOM/TEXAS FUNCTIONAL
REQUIREMENTS

Table 11-»1 summarizes conformity to STACOM/TEXAS Functional
Requirements by the existing TLETS Network.

The two principal areas for discrepancies shown are Network
Response Times and Network Availability. The following sections discuss
these deviations in detail.

11.2.1	 Response Times

Response time for the STACOM Network is defined as the time
duration between the initiation of a request for service for an inquiry
message at a network system termination and the time P IG which a response
is completed at the inquiring system termination.

The response time goal for the STACOM Network for law enforce-
ment traffic is to achieve a mean response time less than or equal to 9
seconds, which insures that 90% of the time, responses to inquiries shall
be received in less than 20 seconds.

Response times at given terminals on the TLETS Network depend
on the number of switchers that messages must pass through to and from the
data bases, and on the line speed servicing the terminal on a multidrop.

Representative circuits at each multidrop line speed, (75, 110,
and 1200 Saud), that carry relatively heavy loads of traffic were selected
for analysis. Circuits selected for analysis were the Garland circuit 4
at 75 Baud, the Austin circuit 27 at 110 Baud and the Garland circuit 15
at 1200 Baud. Normally, in a worst case analysis, circuits would be
selected that grass through the maximum number of switchers - in the Texas
case, two. Austin circuit 27 was selected at 110 Baud because there are
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Table 11-1. Conformity Summary of Existing Network to
STACOM Functional Requirements

Section X Section X
Requirement Requirements Met Requirements Not Met

Message All
Characteristics

Network Message Routing, Protocol, Response Time on 75,
Handling Coding, Error 110 Baud sines

Detection, Status
Messages

System Terminations All
Regional Switching: Dallas, Austin Switch Mean
Centers San Antonio Service Time

Network Availability - TCIC/LIDR Data Base
Goal Availability
Traffic Volumes Average Traffic Peak Traffic Levels

Levels
Constraints and Data Handling Data Rates
Boundaries

no 110 Baud lines in the present system served by the Garland or San
Antonio Switchers. G-. land circuits t4 and 15 were selected for analysis
because their traffic loads are higher than any 75 or 1200 Baud lines
served through the San Antonio switcher. These circuits, then, are
representative of worst case performance for 75, 110, and 1200 Baud
multidrops on the network.

Response times at terminals presented here are estimated mean
values derived from queueing equations presented in Section 2 of this
report.

The solid line in Figure 11-6 presents mean response time for
the Garland circuit 15. At a 1977 average daily traffic level taken to be
116,000 transactions per day through the Austin switcher, the system
performs adequately with a mean response time of 8.6 seconds. However, at
system peak loads, estimated at twice the daily average, response time
becomes excessive. Queueing analysis indicates that the principal con-
tributor to this excessive response time at user terminals is the buildup
of queues at the Austin switcher. This component of total response time
is shown by the dotted line in Figure 11-6. With the present mean service
time per transaction estimated at 400 ms for the Austin switch, computer
utilization of 0.7 is reached at a transaction level of 151,000 per day,
as shown in Figure 11-6. In general, telecommunication systems should be
designed such that switcher utilizations do not exceed 0.70.

Figure 11-7 presents system queue times for circuit 15 at
selected system traffic levels. It can be seen that the Austin switch
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component becomes excessive as traffic progresses from average levels to
peak levels, whereas the remaining components consisting of the multidrop
line, the Garland switch, interregion lines and the TCIC do not increase
as dramatically.

Figures 11--8 and 11-9 present mean response times at terminals
on Garland circuit 4, (75 Baud) and Austin circuit 27 (110 Baud). The
major component of times in these cases is spent in transmitting over the
low speed multidropped lines. It is interesting to note that the 110 Baud
line out of Austin actually has a longer response time at terminals than
the 75 Baud line out of Garland, even though the latter passes through an
additional switcher. There are four principal reasons for this - (1) 110
and 75 Baud lines have the same character rates*, (2) the 110 Baud line
protocol involves more line turnarounds per message, (3) the traffic level
on circuit 27 is higher than on circuit 4, and (4) there are 15 terminals
on circuit 27 and only 10 on circuit 4.

In any case, low speed lines exhibit response times on the
order of one minute during average network transaction levels and of
minutes to tens of minutes during network peak transaction levels. The
low speed lines themselves are major contributors to response time at low
traffic levels and the Austin switch is the limiting factor at higher
levels.

It is also of interest to consider the effect of peak traffic
levels on the TCIC/LIDR and MVD computers. In the case of the TCIC/LIDR
370/155, an exact analysis is made more difficult because traffic levels
from DPS in-house data entry terminals, (DPS traffic), must be estimated
during TLETS average and peak traffic levels. On any given day DPS
traffic peaks may not fluctuate as much as TLETS inquiries to the TCIC and
LIDR, however, over a period of years DPS traffic can be expected to grow
at approximately 40% per year. The analysis presented here assumes an
increase in DPS traffic as TLETS traffic fluctuates, and, in that sense is
conservative.

Increases in DPS traffic, of course, affect the TCIC/LIDR com-
puter utilization. The effect of high computer utilization on TLETS
inquiries, however, is minimized since these inquiries are given priority
over DPS interaction. This TCIC /LIDR computer utilizations of up to 0.8 to
0.9 have fairly small effects on TLETS response time, but do have a
significant effect on in-house DPS terminal operations, (see Figure 11-7).

Total queue times for an inquiry passing through the Austin
switch to the TCIC/LIDR computer and back out through the Austin switch
were analyzed as a function of network traffic load. A similar exercise
was carried out for the MVD computer. Figure 11-10 shows queueing times
for the three data bases including the Austin switch. TCIC is seen to
provide the best service and LIDR the longest. The curves are driven

*110 Baud lines have 11 bits per character and 75 Baud lines have 7.5 bits
per character; thus both lines transmit 10 characters per second.
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upward as TLETS traffic levels increase because of long queueing in the
Austin switch, (high computer utilization).

It is also. of interest to estimate the present system per-
formance of the data base systems alone without the effects of the Austin
switch. This is shown in Figure 11-11 where data base queue times are
presented as they appear to the Austin switch. The TCIC and MVD systems
provide better database turnaround times due to the fact that they
provide service over two lines, However, it is also noted that these
systems begin to degrade rapidly at TLETS peak traffic levels*which adds
to response time degradation at DPS terminals under our conservative
assumption.

From the standpoint of network response time at user
terminals, then, we can conclude the following with respect to the present
TLETS system.

•	 75 and 110 Baud lines do not meet functional requirements
due to their inherent low data rates.

1200 Baud line service mean response time is less
than or equal to 9 sec., (the functional requirements
goal), for traffic levels of under 130,000 transactions
per day at the Austin switcher, (see Figure 11-6).

0	 Network response time limitations encountered above
130,000 transactions per day are due principally
to high utilization of the Austin switch.

6	 The TCIC/LIDR computer also experiences utilizations
near 0.9 at network peak traffic levels.

0.	 During peak traffic loads on the present TLETS system,
the magnitude of user response times at terminals
is measured in minutes to tens of minutes.

Section 12 of this report treats specific network and
computer upgrades required to meet the STACOM/TEXAS Functional
Requirements of Section 10.

11.2.2	 Network Availability

In Paragraph 7-2 of this report, sample calculations are carried
out which derive system reliability and availability for the present TLETS
System. These calculations show that the system availability for a
terminal connected through the Dallas regional switcher is 0.915. This
value implies an average daily outage of the network to any terminal
connected to the Dallas switcher of 122 minutes.

A similar calculation carried out in Paragraph 7-2 for terminals
connected through the San Antonio switeher results in an availability of
0.915 which implies an average daily outage of 134 minutes.
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The Functional Requirements for the State of Texas set an
availability goal of 0.9722 which corresponds to an average daily outage
of 40 minutes. Thus, the present network does not conform to availability
goals. Specific upgrades required for conformity are discussed in Section 12.
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SECTION 12

NEW OR IMPROVED STACOM/TEXAS NETWORKS

This section presents detailed topology, cost, and performance
data for each of the network options outlined in Section. 8. Section 13
of this report presents a comparative discussion of cost and performance
data for the options considered.

12.1	 COMPUTER PERFORMANCE REQUIREMENTS

12.1.1	 Mean Serrice Time Upgraded

STACOM/TEXAS networks are designed to meet response time
functional requirements for all network options at peak network traffic
loads. To this end, computer mean service times per transaction at peals
traffic loads . have been assumed such that switcher and data base computer
utilizations do not exceed values in the neighborhood of .700. It is
important to realize that increasing network multidropped line speeds does
not appreciably decrease network response times when computer utilization
becomes high, i.e., increasing line speeds is not an effective solution
for alleviating computer queueing pressure. Thus, it is of crucial
importance to maintain computer utilizations at less than approximately
0.700 at all times.

The networks presented in this section assume similar data
base line and computer configurations as exist now in Austin, with certain
specific upgrades.

Specifically, the Austin Switcher serves the TCIC through two
lines, the LIDR through one line and the MVD through two lines as in the
present system. The line "holding" procedures in present use with the
TCIC and MVD are maintained.

Table 1.2-1 summarizes traffic loads on the Austin Switcher,
the TCIC/LIDR data base and the MVD data base in terms of computer trans-
actions in 1981 and 1985. Also included are transaction requirements for
handling new data types. The following comments discuss the origins of
values entered in the table.

Values shown for transactions at the Austin Switch include the
total of existing TLETS traffic types plus CCH, new data types and
fingerprint traffic. The TCIC and LIDR entries show predicted levels for
these data bases. The TCIC levels include CCH traffic. That is, it is
assumed that CCH in Texas will continue to be implemented at the TCIC/LIDR
data base.

Values shown for in-house data processing traffic on the
TCIC/LIDR computer assume a growth of 4141 per year from 1977 levels through
1985.

12-1
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Table 12-1. Traffic Loads on Computers by Year

i

1981

Peak
Av Trans	 Trans
Per Day Av Trans Per
(1000)	 Per Sec	 Sec

1 9 8 5

Peak
Av Trans	 Trans
Per Day Av Trans Per
(1000) 	 Per See	 Sec

Austin 230 2.66 5.32 315 3.6 7.2
Switch
TCIC 43 0.5 1.0 47 0.55 1.1
LIDR 10 0.12 0.23 13 0.15 0.3
In House 65 0.75 1.5 74 0.86 1.75
DP
Terminals
MVD from 24 0.28 0.56 30 0.35 0.70
Austin
Switch
NM other 7 0.08 0.16 8 0.09 0.18
Processing
New Data 15 0.17 0.35 25 0.29 0.58
Computer

Traffic shown between the Austin Switch and the MVD computer
is taken from STACOM/TEXAS MVD traffic predictions. The MVD computer
also handles traffic from sources other than the Austin Switch. This
traffic is assumed to amount to 25% of the Austin Switcher MVD traffic
level.

Finally, it is assumed, and recommended, that new data types
be integrated onto a single separate computer facility located in Austin.
These data types include systems used by ICR, OBSCIS, SJIS, fingerprints,
TYC, Pardons and Paroles, and Corrections.

The traffic levels shown in Table 12-1 were run through data
base queueing models discussed in Section 7 of this report in order to
size data base line and computer mean service time requirements. Table 12-2
summarizes the results of that analysis.

It is recommended that all data base lines be immediately
upgraded to 4800 Baud lines. This upgrade will be sufficient to meet line
requirements from the present through 1985. An investigation into the
merits of "holding" or not holding TCIC/LIDR and MVD lines was carried
out. It was found that holding the lines, as is the present practice, is
a bad practice only when line utilizations become excessive. Since data
base lines need to be upgraded to 4800 Baud in any case, the penalty for

12--2

a



77-53, Vol. III

Table 12-2. Computer Mean Service Time and Data Base
Line Requirements for Peak Loading

Line Requirements	 Required Mean Service Time
in Baud Austin	 per Transaction
Switch to Data Base	 (ms)

Years

New
Austin	 Data

TCIC	 LIDR	 MVD	 Switcher TCIC/LIDR MVD Computer

1977	 4800 (2) 4800 (1) 4800 (2)	 130	 250	 400	 2000
to

1980

1981	 4800 (2) 4800 (1) 4800 (2) 	 100	 goo	 400.	 1500
to

1985

continuing the present practice is minimized to an extent that response
time functional: requirements can still easily be met.

Computer upgrade requirements in terms of mean service
time per transaction is also indicated in Table 12"2. To function
properly, the Austin switcher should immediately be upgraded to perform
with a mean service time of 130 ms, and, in 1981, should exhibit a
mean service time of 100 ms. As an example, the Action Model 200 system
with the Nova Model 840 and Century Discs could meet these requirements.

The TCIC/LIDR computer should immediately be upgraded to
provide a mean service time of 250 m.s, and in 1981, provide a mean service
of 200 ms. The 250 ms goal may be approached. by considering the use of an
IBM 370/158 machine and 33.50 Discs with a reduction of mean disc accesses
per transaction from 8 to 6. The 200 ms goal may require a mixed use of
totally faxed head discs and semi-fixed head discs. At this point,
improvements in CPU time per transaction will not appreciably reduce total
mean service time per transaction.

The MVD computer need not be upgraded through 1985. A mean
service time of 400 ms will continue to serve that data base adequately.

The networks presented in this section assume that the data
base line and computer upgrades outlined above will be carried out as
indicated.
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12.1.2	 System Availability Upgrade Requirements

The principal component which causes non-conformity to
STACOM/TEXAS Functional Requirements for system availability is the
TCIC%L1DR data base computer. If the availability of this facility is
upgraded to 0.9814, system availability requirements can be met for
the single region case. The following characteristics provide an example
as to how this might be achieved:

MTBF	 145 hours

s	 MTTR	 1.7 hours

e	 Failure Rate
(x 10-3)	 6.88

s	 Availability	 0.9814

If these conditions are met, the resulting availability of the
single region TLETS. Network would be 0.974 which implies an average daily
system outage from any terminal on the network of 37.4 minutes. The
STACOM/TEXAS goal for availability implies an average daily average outage
of 40.0 minutes.

For multiple region configurations, upgrades are also required
at regional switching sites to improve system availability. In multiple
region configurations, availability of regional swi.tchers should be 0.997
in- addition to the above mentioned data base improvement. By way of
example, this goal could be achieved with;

4	 MTBF	 333 hours

®	 MTTR	 1 hour

•	 Failure Rate	 3.0
(X 10-3)

0	 Availability	 0..997

These improvements will yield a network system availability
of 0.973 which corresponds to an average daily system outage of 39
minutes.

12.2	 OPTION 1 - SINGLE REGION TLETS

12.2.1	 Topology

The STACOM/TEXAS single region TLETS network layout is shown
in Figure 12-1. The network consists of a single regional switcher
facility located in Austin connected to the TCIC/LTDR and MVD Data Bases.
There are 35 multidropped lines serving system terminations. All network
lines are 1200 Baud lines with the exception of one 2400 Baud lane and
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one 4'800 Baud Line. Table 12-3 presents the detailed terminal assignments
for each of the 35 multidrops. Reading from left to right, the Table
shows the line number, (1 to 35), the total number of terminals on
the drop, the alphabetic code name for the first terminal on the drop;
and the remaining code names for terminals on the drop in order.

12.2.2	 Costs

Total eight-year costs for the s:Ingle region TLETS system are
presented in Table 12-4. Total costs baG::d on costing assumptions
outlined in Section 11 amount to $15,800,000. About 68% of this total
cost is due to terminal recurring and purchase costs. Lines, modems and
service terminals amou;.t to approximately 31% of total costs. Engineering
costs make up the remainder. Regional, switchers in addition to the Austin
Switcher are not required in this option.

12.2.3	 Line Performance

Table 12-5 summarizes performance characteristics by line for
the single region TLETS Network. Reading from left to right, the table
presents the line number, the code name for the first terminal on the
drop, the total number of terminals on the drop, the line capacity in
Bauds, the peak line utilization value, total mileage on the drop, and the
mean response time for any single terminal on the drop.

Mean response times on the single region network run between
2.5 seconds to a worst case value of 8.7 seconds depending on the specific
multidrop .line. Of the 35 lines in the network, 33 have mean response
tames of less than 5 seconds.

12.2.4	 lletwork Availability

The availability of the data bases to any terminal on the
network is 0.974 calculated in accordance with the procedure outlined in
Section 8.2, and assuming data base upgrades called for in Section 12.1.2
are implemented. This availability implies an average network daily
outage at any terminal on the network of 37 minutes.

12.3	 OPTION 2 - TWO REGION TLETS

12.3.1	 Topology

For the STACOM/TEXAS two region case, four possible netwcrks
were studied. Each of the four networks consists of one region served by
the Austin Switcher. Candidates for a second region in the network
included, Dallas, Amarillo, Lubbock, and Midland.
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Table 12-3. Terminal Assignments

"jPRODuc]B LXTy or THE

ORIGINAL PAGE Iq POOR

NETWORK OPTI O N :	TLETS/AUSTIN

NUMBER OF REGIONS: 1

TERMINALS
LINE TOTAL

REGION	 NO. N0.	 STARTING REMAINING
1.

1 10	 SXLP
SXFSrS	 rSKRJrSXAYrAZZ1lrSXQSrSXYArSXYHrSXn,Wr

2 20	 AZID
AZICrAZAVrAUB	 ► AUH rAZAV ► AZCS ► AZFHrAYFW;47FLrAAZZHi
AZHNrAZIBrpZTYrAZFXFAZYM*AZSE ► AZUJrAZ1)KPA7PF) ►

3 113	 SXQQ
NABDrSXPRrSXSOrSXKC ► NAAnrSXSNrSXLFrhlAAFrSXQXrSXRSr
NABTrNACWrNARKrSXCCPMAFCrSXQZrNAEKr

4 17	 AZFI
AZFJ. ► AU+SrAZFZrAZH.CrAZLZeAZAWrAZFniAZIArAZArIrAZYPi
AZFBrAZFErAZAUrAZIUvAZIUrAZYQr

5 19	 SXKA
NAB Xr SXGVrSXDJr5XDKr5XHPpc ;XBP#SXRCrSXRDrNAFBrSXRNr
NACSrSXSDrSXBRrNAAKrSXOSrbIACN ► SXDLrSXnNr

6 20	 SXQP
NACA ► SXGCrSXBK ► SXRJtSXBLrgXRTsSXRS ► SxYF rhIAnXobjADNr`
SXADrNADWrSXBI ► NAAHrSXWTrSXITrSXBWrNAACrS%RZr

7 2U	 5XRK
SXRLrSXYJrNACErSXDArSXRSrSHGH ► SXRXrSXRNrSXRPrSXIJLr
SXYKrNA£UrSXRWPSXCDrSXHIrSXRRrSXRQrNAnL ► NAFAr.

8 PC	 SXDP
AZUErAZUDrAZBT:AZBt) ► AZDUrhIADErAZJUrAZKUrNACOrNACRr
AZFU,AZCUrNAOF ► AZEIJrAZLt)rAZUCrSXDFrSXDIrNARJ ►

9 17	 AZTE
AZQIrAZACrAZBCrAZXTrAZhlSrAZAXrAZASPA7TDtA7AArAZRJs
AZUPrAZJLrAZQLvAZTSr A ZOK p AZRI ►

10 18	 AZUN
NAEQrAZASrAZUArhlABtIrAZADPAZFA ► AZAH ► AZLSrAZFFrAZKYi
AZJY ► AZYL ► AZHU ► AZGPrNAEP ► AZIPrAZIF'r

11 13	 NAAN
NAAPrNAAGvNACXrAZYIr NAEOrt.IACErAZIZrAZFRrNAR.RrAZONr
NACCrNAAOv

12 11	 AZUS
AZUSrAZNArAZRKrAZUZrAZZC#AZZArAZZPrAZIlPrAZCNrAZXL.r

13 17	 AZUX
DQJHrDOIY r NACLvDQC'4 Ff)Q41Ys DONtlr p QNHrNAnM tMAAI rI}QGS a
DQKHrNACI#DQEArDQEJrNACnsnQAC+

14 14	 AZBN
AZAEr ALA I rhIAAI r AZAJ s AZZB r hlAEX r hfAEVr NAFWv A71JW r AZAZ r
NADOrNABZrAZBXr

15 2U	 DGHT
DOHPrOQCFFOQHN ► DQITrDGHnrnOHRrDQAn ► DQFTronrTrnnOTr
D()HJ rDQIH r hfADP r OQH W r OGHS+nQHY r hIAHC r N A SH rOn, RY r

15 1	 D.TJ .

17 16	 DTL
DQMJrDQTRrOGTWfOOBVrDOGDrnOCS ► DGRSrDn,hlArOnCTrDAHLi
0QHI rDQBT ► nQRK r CQSU r t]QHZ r
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Table 12»3. Terminal Assignments (Continuation 1)

18	 10 DQHU
DOHX r DQGB FOGNB r DQBE r OOLX PnOCA ► PIARQ r DRL.Z ptlARF ►

19	 17 DQEK
QOEDPDGELPOOEI rNADP PnQoyfhjADI ► NAnYPNIAnTprIADStfiJACOt
NACP ► NAEIrNADOrDQDQr DQtiTrp1AEJr

20	 16 AZXJ
AZOA ► AZXNFtJACYrAZAFrAZXOrAZXPr AZXWrAZGWrAZXSsAZXRr
AZXI ► ALXKrnQCErDQ0Ct00HKr

21	 21 DQGY
DOEE r DQC)Z r nOKY ► PIAEri r ^IAAI_I ► nOGX ► DQLN ► DOL Y r DOER ► DQPF i
DQECFOOEWr PI ASS r DOGS rDQKH#h1ACIrNAEZ ► NAAHWA ASP DQEZr

22	 12 DQJT
DRBHrNACT ► AZUI rI^IAC F ► DQROtnGHCPDQHEtDGHFrDGEY r061VI 6

DOSL ►
23	 Its DQKT

OQCYrnTQ POONWfDOLTrOQHArnOHDiDQHTPDOHHPDnHB,DTC r

DOZY ► NAEF r NAED r D08Z i OQCH r NIAEE a 0Qi3H r

24	 19 AZUF
AZXH a AZYC ► NAAW ► NAAX r DQEM r 11G I]R r a ZG NI r DPFF r D()nW r DQFP i
NAAArAZRZrAZARvWADP#MAnKrfiIAERrNACJrNIACKr

'S1 7 AZPW
NAALrAZPSrNABErAZAZrDOAYrNIABPrMACH+nQOYrDQGJ r DnGJ r

NA0GrNADHrAZPXrNASB ► AZPZrNAD0r
26	 17 AZIJ

AZIK r ALJP r AZJA r AZZP I r SZGi= t SXGR r PIAEL, r NAC M r ;;YRA r NADA r
A ZZJ r AZIL r r IAEN r AZGC r AZ IPI r NAEY ►

27	 19 AZLA
AZLBr AZTI r AZLC ► AZKA rAZLnoFIACGrAZKK rAZ4 I RrP1A.AVr AZYINr
AZWPrAZWQrAZWXrAZLI ► MAAF rAZZKrAZWS ► PIAI;Cr

28	 17 AZIS
AZIWrAZ6birAZIFrAZIIrAZLJrAZKS9AZIX ► AZJK9A7LEPA7LF ►
AZFA ► ALLNrAZIRrNA¢V ► AZIQrMAAH ►

29	 17 AZPN
AZPPrAZPLrAZPIrAZGLPAZLKrAZLLPAZLPrhIAR(ipA7KWrAZPCi
AZYE ► AZXZrAZLQrAZPJ ► AZPKrAZRBr

30	 1B AZWL
PIADLrAZAM ► AZWJrAZWKPMAATrAZWEr4ZWFFhIART,"6CMrAZSP ►
AZWBrAZWArAZSZrAZWDrMAOCrAZWCrAZSXr

3.1	 13 AZGA
AZQBrAZQCrNAAQPNASMN AZGF ► AZPErNAERtAZnE.iA7P0rAZnne
AZPArAZKDo

32	 18 AZAG
AZOArAZAGrAZJQrNADJrAZJEPNAAJrAZMJrAZGEoAZRIrAZJFr
AZJIrAZKJ.rAZJDtPIABO ► AZLRrAZZIrAZZFt

33	 15 OTF
DOGIrAZJRrAZJSrAZKK ► AZKPrAZK.RrAZJWrAZKG ► ^IAIjArAZKPSr
0GEHrAZKLoMAESrAZKF ►

34	 11 AZBF
NAETr.DQGZ.rNAAYrNAAZrNAC90 AZWIrAZWWPNAEHrAZZL ► AZJZT

35	 1b NAAM
AZGGrAZURrNACV tNACZ r SXQR r MA8W ►SXGK ► SXPF rrI4CUo SXHET
NADV u AZZR # MA0B F AZZW F AZZX ►
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Table 12-4. Network Option Costs in Thousands of Dollars

Network: TLETS Number of Regions:	 1
Remarks: Single Region - Austin

One Time
Installation

Recurring Costs Costs .Total

Annual Total. Eight Total Eight Year
No. Cost Annual Year Unit	 Purchase Cost by

Item Reqd. Each Cost Cost Cost	 Cost Item.

Lines,
Modems
Service
Terminals - - 611 4,888 --	 37 4,925

Terminals 564 1,260	 711	 5,700	 8.847	 5,000 10,700

Regional
Switchers 0

Switcher
Floor Space

Switcher
Back up
Power 0

Switcher
Personnel 0

Engineering -	 130 130

Subtotals 10,588	 5,167 15,755

Total Eight Year Cost: 15,800

12w9
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Table 12-5. Network Line Characteristics

Network: TLETS. - -- -- -- -- -- -_- -	 Number of Regions: 1
Remarks: Austin as Regional! Center

1 SXLP 10 1200 0.643 73 8.7
2 AZTO 20 2400 0.611 154 4.6
3 SXQQ 1.9 1200 0..068 374 3.8
4 AZF1 17 1200 0.1.57 313 4.1
5 SXKA 19 1200 0.145 469 44.1
6 SXQP 20 1200 0.181 356 4.2
7 SXRK 19 1200 0.169 433 4.2
B SXDP 20 1200 0.213 415 4.4
9 AZTE 17 1200 0.243 0 4.1

10 AZUN 18 1200 0.101 304 4.0
11 NAAN 13 1200 0.037 218 3.6
12 AZUS 11 1200 0.083 143 3.7
13 AZUX 17 1200 0.115 396 3.9
14 AZBN 14 1200 0.064 255 3.7
15 DQHT 20 1,200 .0.310 297 4.9
16 DTJ 11 4800 0.445 181 2..6
17 DTL, 16 1200 0.556 181 2.5
18 OQFIU 10 1200 0.095 309 3.7
19 DQEK 17 1?00 0.076 441 3.8
20 AZXJ 16 1200 0.145 286 4.0
21 DQGY 19 1200 0.137 4451 4.1
22 DQJT 12 1200 0.123 2544 3.9
23 DQKT 19 1200 0.31.9 213 5.0
241 AZUF 19 1200 0.095 4449 4:0
25 AZPW 17 1200 0.065 356 3.8
26 A?lJ 19 1200 0.1244 698 4.0
27 AZL,A 19 1.200 0.0544 623 3.8
28 AZ2S 17 1200 0.083 523 3.8
29 AZPN 17 1200 0.130 550 4.0
30 AZWL 18 1200 0.172 661 4.2
31 AZGA 14 1200 0.083 386 3.8
32 AZAG 18 1200 0.2447 706 4.5.
33 DTF 15 1200 0.080 4446 3.8
34 AZBF 11. 1200 0.025 489 3.5
35 NAA4A 16 1200 0.051. 317 3.7

ri
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The least cost configuration of these four possibilities is
the Austin-Dallas network shown in Figure 12-2. The Austin region
consists of 16 1200 Baud lines and one 2400 Baud line for a total of 17
lines. The Dallas region is comprised of 18 1200 Baud lines and one 2400
Baud line for a total of 19 lines. A single 4800 Baud line connects the
two regional computers. Table 12-6 details the terminal assignments by
line . for the two region case.

12.3.2	 Costs

Total . eight-year costa for the two region Austin-Dallas
network are shown in Table 12-7. There is no p_cchase cost shown for
the Dallas regional switcher or for an uninterruptable power supply since
these facilities presently exist. The total. cost is $17,000,000 over
eight years. Dote that the annual lime cost of $6.02,000 is reduced from
the $611,000 annual cost in the single region case. Total costs are
increased, however, despite the fact that the second switcher need not be
purchased due to additional switcher, Facility and personnel recurring
costs.

Tables 12-8, 12-9, and 12-10 show costing results of consider-
ing Lubbock, Midland and Amarillo as locations for a second switcher.
respectively instead of Dallas. Note that annual line costs are very
similar in al"L. two region cases. However, non-existent switching facilities
are required in the Western locations.

12.3.3	 Line Performance

Table 12-11 presents line performance characteristics for the
two region case with switchers in Austin and Dallas. Mean response times
vary between 2..2 seconds and 8.7 seconds depending on the particular
multidropped line. Of the total of 36 lines for both regions, 34 show
mean response times.of . less than 5 seconds.

12.3.4	 Network Availability

If data base and switeher upgrades called for in Section 12..1.2
are implemented, the system availability for the two region case is 0.973.
This implies are average daily network outage for terminals connected to
the Dallas switcher of 39.0 minutes

12.4	 OPTION .3 - THREE REGION TLETS

12.4.1	 Topology

For the STACOM/TEXAS three region case, five possible
configurations were studied. Each of the five-networks consists of a .
switcher facility in Austin and Dallas. Candidate locations for a third
switcher were San Antonio, Houston, Midland, Amarillo and Lubbock.
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Figure 12-2. Two Region TLETS	 Switches in Austin and Dallas
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Table 12-6. Terminal Assignments

r WORK UPTTON: TLE TS/AUSTIM -DALLAS 	 ORIGINAL 2AGr

r IUM9FR of REGTO^15: z

TERMINALS
A'JsfiN LIME TOT AL
HEUION	 N0.	 NO. STARTING	 XEMAIMINU

1
1	 20 AZID

AZICrAZAVrAUR	 rAUH	 rAZAVtAZCSrAZFHrA7PVItAZFLrAZZHi
AZHNrAZIB#AZTYrAZFKrAZYNrAZSErAZUJrAZUK#AZPRr

2	 16 AZFI
AZFJrAO+SPAZHC rAZLZrAZAWrA7FG4 AZIArAZAMPAZYP,AZFBr
AZFEr AZAIJr AZIrIr AZIUrAZVQP

3	 2U SXKA
NA9X ► SXGCrSXBKrSXBJrSXBLPgXRTrSXRSrSxYrtt4&oXoFiAnwe
SXAD ► NAD41+SYBI r MA" tCYWTrSXITrSXf14I r6!DACr SXRZr

r+ 	 12 SXOP
NACA r NAAO r NAANPNAAP ► MAAGrNACXsNADRrS XSQ r SXKC r MAD r
SXSNr

5	 21 SXRK
SXRL r SXYJ r PIACE; r 5 XD; F 5XpS 1 SHGH ► SXRX r SXRM t SXRP r SXULT
SXYK rNAEIJFSXRWPSYCDPSXHI tSXRR FSXPOFNADZP PI&EAPtIAPfir

t'	 1b SXDP
SXGV ► SXDJrSXDKrS!CBOrSXBP,SXF3PIrNACSrSX5U ► SYSRrNAAKr
SXDS rNACN rSXOLrSXPN+5XDFrSX4I ► MABJ r

7	 17 AZUE
AZUDrAZBTrAZBU rAZDUr NAOErAZJ11rAZKUr MACGr NoCR rA ZFUr
AZCUrNADFrAZEU ► AZLUr A7_UC rPEADU r

8	 20 AZYI
NAEOrAZBNrAZAEPAZAI rNAAT IAZUF rAZXHrrAZYC rAZRZI A7..AJi
AZZBrAZUWtAZAZtNADOrNACEPAZBXFNABZrAZTZrAZFRP

4	 17 AZON
NAEOrAZAS r AZUArNARllrAZADtAZFArAZAP rA ZFF,A7KY r AZJYP
AZYLrAZHUrAZGP ► NAEF' ► AZIP,AZIEr

10	 12 AZUS
AZUS ► AZUXrNACJ ► NACKrAZNAIAZRKrAZUZrAZ7_C ► AZMGtAZURr
NACVr

11	 10 SXLP
SXFSrS	 rSXRJrSXAYtAZZDtSXQSrSXYArSXYBtSX(ZWP

17	 19 SXPR
SXLErSXBErNAAFrSX0t;XRPtNAgTrNACWF1,1AP.K oH48LF5XCCr
NAFCrSXQZrNAEK rSXRArNIADAr5XGRrNAFLrNAFMr

13	 4 AZGN
NACC ► SXQQrNABDr

I q	 11 AZAG
AZQAr AZAGrAZZJ,SXGFFAZZNrAZJArAZJprAZTLrNAENIAZGOP

15	 17 AZTE
AZOIrAZACoAZ13C,A7XYrAZ1^ISrAZAXrAZAR+AZT(1,A7AA,AZnJi
AZUPrAZJLrAZQLrAZTSrAZQKrAZRI r

16	 15 SXRC
SXRO r A7-JQ r NAD4 r A7JE ► N A AJ r AZ''AJ rAZiE r AZBI rA2JFrAZJI r

AZKJ,AZJDFNAROr AZ.µ r
17	 1'i NAEJ

iNAAPi r tgACZ, SXQR r 61AA'4 r SXGK r SXRF 0 NACU r NADV r AZZR r NA08 i
AZZkgr A-4ZXrNAEX ►
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Table 12-6. Terminal Assignments (Continuation 1)

DALLAS LINE TOTAL
REGION NO.	 NO.	 STARTING	 REMAINING

1	 i	 DTJ

2	 IN	 DTL

DG,MJ r DGTR r OGLTW r DGIDD r PGdGD rDQCS r DQPS r DANA r DG,CT r OaHL i
DCAHIrnUBTrDQRKrOOSUrD0+HZrDQDTrDGHJr

3	 y	 OQHO
DQ I T r nOHI I r GtiQHP r IOCF r DW4T r DQDC r DOH1C r DQCE r

4	 ly	 OOFT
DRET r IDRIH r NADP rDQAD r ROHR i µASH P1306Y r DQ %r I r DQSL r OORO r
OQHCrDQHErOQHFrDAF_ Y rnnH+, I r rlOHSrnQHY r NartC r

5	 11	 DGHU
DQHXrDQGBPDQNBvDQBErOGlYiNACLrDQCWrNAPIrDQGSPDGICHr
MACItPgLXrDgCAvWASQrQQLZrNASFr

6	 16	 DOJH
NAAWPtJRAX P MENeDQDRrAZGNrDQEF r NAEHrNADKrDQDWtDQEPi
NAAArDgAC?QGEArDQEUrNACDr

7	 ?2	 q(OJ7
DQNUrD4KYrNAEErNAAUr4QG3XrDQLHrnOLYrnnFKrogpFri)gEcr
DQEW r NABS:OQGS r OOKW r NAC I r N+AF_Z r f tAAP + NAAS r DG .)EZ r DO OM r

NADM
B	 211	 AZXJ

AZrDA t AZXN r A ;X'K r AZAR O NACY r AZKF rAZXQ I A ZXP r AZXW r AZGW r
AZXSrAZXRrAZXI,AZ-.t!rAZXLPAZZPrAZUfQrAZWZrAZZAr

9	 2U	 OOGY
DOEF_ r DODZ rDQEK r OQFD r DQEL r nQnQ r DQUT r f IAFJ r VaE I r NADR r

UODXP MAD I PNADY rNA0TFNADS rNAC0Fh1ACPrM 0%FI rN4r1Qp

10	 16	 OQJT
NAEErDQBZvD(iCHrDQBhrMACT ► AZUIrNACFrNACHPOLIAYrN ASP r
AZPSrNABEr

11	 1b	 DQKT
DQCYrDTG rDQN%PDQLrr DgH A t	HDrDQHTrD gHHrDCIHFirDTC	 r

DQZYrNAEErNAEO?GQ0HfQQDDr

12	 a	 AZPW
NAALrAZPXrNAPBrAZPZ1NADQr,AZZIrAZZFr

13	 LH	 OOGZ
NAAYrNAAZrAZGLrAZLKrAZLLrAZLRPtIABGvAZKWrAZPCrAZYEr
AZXZrAZLaPNACRrAZWIrAZ;VWrNAERrAZZLr

14	 14	 AZLA
AZLBrAZtWSrNAECrAZTIrAZLCrAZKAaAZLDrhIACGsrAZKKrAZWRi
NA,AVrAZWNrAZWPnAZZKrAZWntAZWXrAZLTPFIAAEr

15	 16	 AZPN
AZPPrACPLrAZPirAZISrAZIWrAZGMrAZTFrAZTIrAZIJrAZIKr
AZINrNAEYrAZPJrAZPKrAZR9v

16	 18	 AZWL
NAOL rAZAM v AZWJ r AZWK r N A A T IAZWE r AZ',rF r hlAP Y r N I1 CM r A75p,
AZWBrAZWArA,ZSZrAZWOFMADCrAZSXrAZ'WCr

17	 14	 AZG;A
AZOR,AZQCaNAAQrNAAM+AZPErNAEBrAZQFrNAPNrAZQErAZP.Dr
AZODrAZPArA.ZKDr

IB	 PU	 DTF
0061?AZJRrAZJSrAZKKrAZKPrAZKRrAZJWYA7kQrDOGJrDQGJr
NAUGoDROJrNADHrPIASArAZ.WNrDQEHrAZKI vNRE5rAZKFr

IQ	 11)	 AZKF
NAETrAZLJrAZKS,AZYX.rAZJKrAZLErAZLFrh1AFArAZLM ► AZIRr
NABV r AZ IWr hlAAS r AZJ,Zr
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Table 12-7. Network Option Costs in Thousands of Dollars

4

Network: TLETS	 Number of Regions: 2
Remarks: Dustin - Dallas

One Time
Installation

Recurring Costs Costs. Total.
Annual	 Total Eight Total Eight Year

No.	 Cost	 Annual Year Unit	 Purchase Cost by
Item Regd.	 Each	 Cost Cost Cost	 Cost Item

Lines,
Modems
Service
Terminals --	 -	 602 4,816 -	 38 4,854
Terminals 5614 1,260 711 5,700	 8,847 5,000 10,700
Regional
Switchers 1 18 18 144	 0* 0* 144
Switcher
Floor Space 1 14.8 4.8 38	 -- - 38
Switcher
Back Up
Power 1 6.0 6.0 48	 0* 0* 248
Switcher
Personnel. 1 Set 128 128 1,024	 - 1,024
Engineering 230 230

Subtotals
	

11,770	 5,268	 17,038

Total Eight Year Cost: 17,000

*Regional Switch Installation Not Required
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Table 12-8. Network Option Costs in 'thousands of Dollars

Network: TLETS	 Number of Regions: 2
Remarks: Austin - Lubbock

One Time
Installation

Recurring Costs	 _ Costs. Total
Annual	 Total	 Eight Total Eight Year

No.	 Cost	 Annual	 Year Unit	 Purchase Cost by
Item	 Reqd.	 Each	 Cost	 Cost Cost	 Cost Item

Lines,
Modems
Service
Terminals - - 606 4,848 38 4,886
Terminals 564 1,260 711 5,700 8,847 5,000 10,700
Regional
Switchers 1 18 18 144 350 350 494
Switcher
Floor Space 1 4.8 _4.8 38 30 30 68
Switcher
Back Up
Power 1 6.0 6.0 48 20 20 68
Switcher
Personnel 1 Set 128 128 1,024 - - 1,024
Engineering' 230 230

Subtotals 11,802 5,668 17,470

Total Eight Year Cost: 17,500
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Table 12-9. Network Option Casts in Thousands of Dollars

Network: TLETS	 Number of Regions: 2
Remarks: Austin - Midland

One Time
Installation

Recurring Costs Costs Total
Annual Total Eight Total Eight Year

No. Cost Annual Year Unit Purchase Cost by
Item Reqd. Each Cost Cost Cost Cost Item

Lines,
Modems
Service
Terminals - - 609 4,872 -	 _ 38 4,910
Terminals 564 1,260 711 5,700 8,847 5,000 10,700
Regional
Switchers 1 18 18 144 350 350 494
Switcher
Floor Space 1 4.8 4.8 38 30 30 68
Switcher
Back Up
Power 1 6.0 6.0 48 20 20 68
Switcher
Personnel 1 Set 128 128 1,024 - 1,024
Engineering 230 230

Subtotals	 11,826	 5,668	 17,494

Total Eight; Year Cost: 17,500
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Table 12-10. Network Option Costs. in Thousands of Dollars

Network:	 TLETS
Remarks:	 Austin - Amarillo

Number of Regions:	 2

One Time
Installation

Recurrinx Costs Costs Total
Annual	 Total	 Eight Total Eight Year

No. Cost	 Annual.	 Year Unit	 Purchase Cost by
Item	 Regd. Each	 Cost	 Cost Cost	 Cost Item

Lines,
Modems
Service
Terminals - - 612 4,896 - 38 4,934
Terminals 5614 1,250 711 5,700 8,847 5,000 10,700
Regional
Switchers 1 18 18 144 350 350 494
Switcher
Floor Space 1 14.8 14.8 38 30 30 68
Switcher
Back Lip
Power 1 6.0 6.0 148 20 20 68

Switcher
Personnel 1 Set 1.28 128 1,024 - 110214
Engineering 230 230

Subtotals 11,850 5,668 17,518

Total Eight Year Cost: 17,500
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Table 12-11. Network Lane Characteristics

Network. TLETS
	

Number of Regions: 2
Remarks: Austin Region

Mean
Line Total Response

Line First No. of Type Line Mileage Time
No. Node Terminals (Baud) Utilization (mi) (see)

1 AZID 20 2400 0.611 154 4.6
2 AZFI 17 1200 0.157 313 4.1
3 SXKA 20 12-00 0.177 352 4.2
4 SXQF 12 1200 0.035 240 3.6
5 SXRK 20 1200 0.170 479 4.2
6 SXDP 18 1200 0.11.2 356 3.9
7 AZUE 17 1200 0.204 338 4.3
8 AZ YI 20 1200. 0.087 352 3.9
9 AZUN 18 1200 0.101. 304 3.9

10 AZUS 12 1200 0.097 224 3.8
11 SXLP 10 1200 0.643 73 8.7
12 SXPR 19 1200 0.077 395 3.9
13 AZQN 4 1200 0.023 46 3.4
14 AZAG 13 1200 0.095 428 3.8
15 AZTE 17 1200 0.243 0 4.1
16 SXRC 15 1200 0.228 841 4.3
17 NAEV 15 1200 0.047 293 3.7

Network. TLETS Number of Regions:	 2
Remarks: Dallas Region

1 DTJ 1 2400 0.472 0 2.2
2 DTL 18 1200 0.325 22 5.0
3 DQHQ 9 1200 0.1140 69 3.8
4 DAFT 19 1200 0.242 106 4.5
5 DQHU 17 1200 0.135 231 4.1.
6 DASH 16 1200 0.099 335 3.9
7 DQJY 20 1200 0.105 363 4.0
8 AZXJ 20 1200 0.156 316 4.1
9 DQGY 20 1200 0.129 336 4.1

10 DQJT 13 1200 0.082 172 3.7
11 DQKT 16 1200 0.308 52 4.8
12 AZPw 8 1200 0.020 272 3.5

13 DQGZ 18 1200 0.125 622 4.0
14 AZLA 19 1200 0.054 567 3.8
15 AZPN 16 1200 0.120 424 4.0
16 AZWL 18 1200 0.172 588 4.2

17 AZGA 14 1200 0.083 368 3.8.
18 DTF 20 1200 0.116 378 4.0
19 AZBF 15 1200 0.044 517 3.7
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The least cost configuration of these five is the network
shown in Figure 12-3 employing Austin, Dallas and San Antonio as switcher
locations, (see Paragraph 12.4.2). The Austin region consists of ten
1200 Baud lines and two 2400 Baud lines.

The Dallas region. services 19 lines, all of which are 1200
Baud lines with the exception of one 4800 Baud line. The San Antonio
switcher has six 1200 Baud lines and one 2400 Baud line. A single 4800
Baud line .connects the Austin switch to Dallas and a single 4800 Baud line
also provides communication from Austin to San Antonio. Table 12-12
provides line topology details for this three region case.

	

12.4.2	 Cost

Tables 12-13 through 12-17 show eight-year cost breakdowns for
the five three region cases considered. The Austin-Dallas-San Antonio
case exhibits the highest annual line host of any of the five alternatives
considered ($639,000). The overall eight-year cost, however, is less by
some $200,000 only because required switching facilities are already in
place.

The remaining four cases indicate virtually identical costs
when totals are rounded off, although the Austin-Dallas-Houston configura-
tion exhibits the lowest annual line cost of all alternatives, ($597,000).

As in the two-region case, the location of switchers in the
Western part of the state appear to be least favorable by slight margins
only.

	

12.4.3	 Line Performance

Line performance characteristics for the three region Austin--
Dallas-San Antonio configuration are shown in Table 12--18. Mean response
times vary from 2.2 seconds to a worst case of 5.0 seconds. Of the total
of 38 lines in the network, 22 have mean response times of less than or
equal to 4.0 seconds.

	

12. z4.4	 Network Availability

If the data base and switcher upgrades called for in Section
12.1.2 are implemented, the three region network will have an availability
of 0.973, which implies an average daily system outage for any terminal
connected to the Dallas or San Antonio switchers of 39.0 minutes.
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2	 17	 AZFI

3	 17	 AZUE

4	 19	 AZYI

5	 18	 AZUN

6 6 NAAN

7 10 AZUS

A 13 AZJQ

9 13 AZAG

lU 17 AZTE

11 lb NAEV

1 17 OTJ

2 3 DTL

3 9 DQHQ

4 19 DAFT

5 17 DQHQ

6 1b DQJH
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Table 12-12. Terminal Assignments 
ORIGINAL PAGE IS POOR

NETWORK OPTION: TLFTS/A-a--SA

NUMBER OF REGIONS: 3

TERMINALS
LINE TOTAL

REGION	 NO,	 ISO. STARTING
	

REMAINING
1

	

1	 20	 AZID
AZICvAZAVvAUB vAUH oAZAVfAZC5oAZFHvAZFWjATFL ► AZZHi
AZHNvAZISPAZTYrAZFKeAZYNtAZSErAZUJrAZUKrA7PBt

AZFJtAU+SrAZFZtAZHCtAZLZrAZAW ► AZFOeAZIAeAZANvAZYPr
AZFBtAZFErAZAU,AZILI ► AZIUTAZYGe

AZUDrAZBTrAZBUsAZOUFMADErAZJUvAZKIItNACQrNACReAZF11v
AZCU v NADF r AZEU*AZLI)rAZIJC i NADU r

NAEOvAZBNtAZAEeAZAIrNAAIrAZUFeAZXHeAZYCrA7RZrAZAJ "r

AZZB ► AZUWi AZAZrNADO e AZI7_tAZI=RvAZSXeNAAZ t

MAEQrALASrAZUAvNAB( l rAZAC)tAZFArAZAH+AZLS.rAZFFtAZKYt
AZJYrAZYLvAZHUtAZGPINAEPt,ZIPrAZIEP

NAAP ► NAAGrNACXtNABRrNAAOt

AZUSrAZUXrAZNArAZRK ► AZUZ ► AZZCtAZGGoAZ0RpNACV:F

NADJtAZJErNAAJrAZMJtAZGFvAZBI ► AZJFeAZJI ► A7KJrAZJDi
NABOtAZJ6 ►

AZGAtAZAGvAZZ%IrS.YGFvAZZNr.AZJAvAZJPrAZILrNAENoAZGQt
AZJCeAZJJr

AZQIrAZACvAZBCrAZXYtAZNSeAZAXeAZARtAZTDeA7AAtAZGJi
AZUPrAZJLtAZQ4FAZTS*AZQKiAZRIv

NAEWtNFAMrNACZo5XQRrNAFIW#SXGt%vSXRF.PNACUvNADV v AZZii i
NADBtAZZW r AZZXrNAEXv

2

DTL toQMJrDQTRvDQTWtD.QDDeDQGD ► DQCSvDfIRSoDONArp(;CTe
DOHLrDQHIr0Q$7rDGRKrDQSUfnQHZr

DODTrDQHJ ►

DQITtDQHNrDQHPtDQCF ► DQHTtnQDCtDQhIK ► DQC.Ev

DQETrD^1iIHrNADPrDQAnPOOHRnNAB^IrOGBYPOOVIrDQSLPOQRD ►
DQHCrDQHErDQHFvDQEYvDQHWvDQHStDQHYrNAIiCt

DQHXvDGGB.rDQNBrDQBEvOQIY#NACLeDQCWeNABIrDQGStDaKHt
NACIrDQLXvDQCArNARQ+DQLZiNABF ►

NAAWtNAAX r nQENrDQDRrAZGNtDQEF r NAEHrNADKPDQDWtDQEP7
NAAA)DQAC ► OQEAtDQEJvNACnv
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Table 12-12. Terminal Assignments ( Continuation 2)

7	 21	 DQJY
DONU ► DGKY a NAEG r NAA) f r f)GGX r nQLHi DQLY r nQFR r D (3EC r r)O%EWT

NABS ? DQGSeDQKHrNACI ► NAEZ ► NAARrNAASrDQEZ > DOtlHrNAOMr
8	 20	 AZXJ

AZDAtAZXNrAZXKtAZARrNACYrAZAFrAZXQPAZXPrA7XWP AZ.GW ►
AZXSrAZXRrAZXI ► AZCNvAZXLrAZZPrAZUQrAZWZrAZZAr

9	 zo	 DQQY
DO EErDQDZ+DQEKPDQEDrDQELrDQD.QrDQUTPMAEJPDQEIrNADR ►
DQDXrNADIrNARYrNADToNADSrNACOrNACPrNREIrNADDr

10	 13	 DQJT
NAEErnQBZrDQC14rDQRHrNACT ► AZUIPNACFrNACHrDc4AYrNABPF
AZP.SrNABE ►

11	 16	 DQK T
DQCYvDTQ PMONWPDQLT PDQ I IAPDOHOYOGHTmOGHHoOOHB , DTC 7
DQZYrNAEFrNAED ► DQDH ► DQDOt

12	 8	 AZPW
NAAL.rAZPXrNABBrAZPZ.vNADP.PAZZIeAZZFr

13	 18	 DQGZ
NAAYrNAAZ ► AZGL ► AZLKrAZLL ► AZLRrNABGrAZKWrAZ.PCrAZYE'r
AZXZrAZLQrNACBvAZWIeAZWWFNAERrAZZLr

14	 19	 AZLA
AZLBsAZWSrNAECrAZTIrAZLCrAZKArAZLD ► NACGrAZKKrAZWRe
NAAV ► AZWNrAZWPrAZZK + AZWOP AZWXrAZLIrNAAEr

15	 16	 AZPN
AZPPrAZPLiAZPIrAZIS ► AZIW ► AZGMrAZIFPA7IIrAZIJ/AZIK7
AZINrNAEY ► AZPJ#AZPKrAZRRf

16	 18	 AZWL
NADLrAZAMrAZWJrAZWKeNAATrAtNErAZWF+NARYrNACMiAZSPr
AZWBrAZWArAZSZrAZWDeNADCrAZSX ► AZWCr

17	 14	 AZGA
AZQBrAZQCaNAAQ rt)ABMr AZPErNAEBrAZQF ► NASNuAZOE ► AZPDi
AZQD .rAZPAvAZKD ►

i8	 213	 DTF
DQGIrAZJRPAZJSrAZKK ► AZKPP AZKRrAZJWrAZXGoO ?GJ ► nOGJr'
NADGPOGDYrNADHrNABArAZKh )rnQEHrAZKLrNAFSrA7.KF ►

19	 15	 AXBF
NAETrAZLJrAZKSrAZIXrAZJKiAZLErAZLFrNAFA ► AZLNrAZIR7
NABV ► AZIQrNAA6rAZJZr

3
1	 10	 SXLP

SXFSrS	 rSXRJrSXAYrAZZD ► SXQSrSXYArSXYBrSXQWr
2	 18	 SXLE

SXBErNAAFrSXQXrSXRBaNABT r NACWr . NARKrNAf3LrSXCCrNAFC7
SXQZ+NAEKrSXRArNAnA ► SXGRrNAELrNAF-Me

3	 20	 SXQP'
NACA;rSXKAoNASXtSXDPrSXGVrSXOJrSXDKP SXDSrNACNrSXDL ò
SXDN ► SXDIrNABJrSXDFrSXQQrNABDrSXPR .rAZON ► NACCr

4	 2U	 SXRK
SXRLrSXYJrNACErSXDArSXRSrSHGH ► SXRXrSXRN,SXRP ► SXULi
SXYKrNAEUrSXRWrSXCf) ► SXHIrSXRRrSXRQ ► NAf)ZiNAEAr

5	 10	 SXBQ
SXBPrSXRCrSXRDrNAFB ► SXBN ► NACSvSXSDISXRRrNAAKr

6	 1 E	 SXGC
SXRK+SXBJrSXBLgtXRTrSXRSrSXYF*NADX ► NAf)W i SXRIeNAAH7
SXWTrNADNrSXADPSXITrSXBW ► NAACrSXRZr

7	 4	 SXSQ
NAAD ► SXSN ► SXKCr

:34567x.?012345P76901234567890123456789nl2345678001234567Agnla34567890iP3u557Bgn123u7
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Table 12-13. Network Option Costs in Thousands of Dollars

Network: TLETS	 Number of Regions.: _3_
Remarks: Austin - Dallas - -San Antonio

One Time
Installation

Recurring Costs Costs	 __ Total
Annual	 Total	 Eight Total Eight Year

No.	 Cost	 Annual	 Year Unit	 Purchase Cost by
Item	 Reqd.	 Each	 Cost	 Cost Cost	 Cost Item

Li. neg,.
Modems
Service
Terminals - 639 5,112 - 40 5,152
Terminals 564 'i ,.260 711 5,760 8,847 5,.000 10 , 700_
Regional
Switchers 2 18 56 288 0* 0* 288
Switcher
Floor Space 2 4.8 9.6 77 0* 0* 77.
Switcher
Hack Up
Power 2 6 12 96 0* 0* 96
Switcher
Personnel 2 128 256 2,048 - 2,o48
9ngineering 130 130

Subtotals
	 13,321

	 5,170	 18,491

Total Eight Year Cost: 18,500

*Switches exist in Dallas and San Antonio
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Table 12-14. Network Option Costs in Thousands of Dollars

Network:	 9.'L,ETS Number of Regions:-3
Remarks:	 Austin -. Dallas -Houston

One Time
installation

Recurrinrz Costs Costs Total.
Annual Total	 Eight Total. Eight Year

No. Cost Annual	 Year Unit	 Purchase Cost by
Item	 Regd. Each Cost	 Cost Cost	 Cost Ttpm

Lines,
Modems
Service
Terminals - 597 4,776 38 4,814
Terminals 564	 1,260 711 5,700 8,847 5,000 10,70O
Regional
Switchers .2 18 36 288 350 350* 638
Switcher
Floor Space 2 4.8 9.6 77 30 30* 107
Switcher
Back Up
Power 2 6.0 12.0 96 20 20 116
Switcher
Personnel 2 Sets 128 256 2,048 2,048
Engineering 230 230

Subtotals	 12,985	 5,668	 18,653

Total Eight Year Cost: 18,700

*New facility required in Houston only
P
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Table 12-15. Network Option Costs in Thousands of Dollars

Network: TLETS	 Number of Regions: _3_
Remarks: Austin ,- Dallas - Midland

One Time
Installation

Recurring Costs Costs Total
Annual	 Total	 Eight Total. Eight Year

No.	 Cost	 .Annual	 Year Unit	 Purchase Cost by
Item	 Reqd.	 Each	 Cost	 Cost Cost	 Cost Item

Lines,
Modems
Service

_Terminals - 604 4,832 - 38 4,870
Terminals 564. 1.,260 711 5,700 8,847 10;_700
Regional.
Switchers 2 18 36 288 350 350 638
Switcher
Floor Space 2 4.8 9.6 77 30 30 107
Switcher
Back Up
Power 2 6.0 12.0 .96 20 20 1.16
Switcher
Personnel 2 128 256 2 048 - - .2 ,048
Engineering 230 230

Subtotals	 13,041	 5,668	 18,709

Total Eight Year Cost: 18,700

*New facility required in Midland only



77-53, Vol. III

Table 12-16. Network Option Costs in Thousands of Dollars

Network:	 TLETS
Remarks:	 Austin - Dallas

-
- Amarillo

Number of Regions:	 i_

One Time
Installation

Recurring Costs Costs Total.
Annual Total	 Eight Total Eight Year

No. Cost Annual	 Year Unit	 Purchase Cost by
Item	 Reqd. Each Cost	 Cost Cost	 Cost Item

Lines,
Modems
Service
Terminals - - -_ 607 4 L856 38 4,894
Terminals 564 - 1,260 711 5,700 8,847

-
5,000

-	 -
10,700

Regional
Switchers 2 18 36 28.8 350 350 638
Switcher
Floor Space 2 4.8 9.6 77 30 30# 107
Switcher
Back Up
Power 2 6.0 12.0 96 20 20 116
Switcher
Personnel 2 128 256 2,048 - - 2,048
Engineering 230 230

Subtotals
	 13,065	 5,668	 18,733

Total Eight Year Cost: 18,700

*New facility required in Amarillo only
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Table 12-17. Network Option Costs in Thousands of Dollars

Network: TDETS	 Number of Regions: _3_
Remarks: Austin - Dallas - Lubbock

One Time
Installation

Recurring Casts Costs Total
Annual	 Total	 Eight Total Eight Year

No.	 Cost	 Annual	 Year Unit	 Purchase Cost by
Item	 Reqd.	 Each	 Cost	 Cost Cost	 Cost Item

Lines,
Modems
Service
Terminals - 602 4,816 38 4,854
Terminals 564 1,260 711 5,700 8,847 5,000 10,700
Regional
Switchers 2 18 36 288 350 350 638
Switcher
Floor Space 2 4.8 9.6 77 30 30* 107
Switcher
Back Up
Power 2 6.0 12.0 96 20 20 116
Switching
Personnel 2 128 256 2,048 - 2,048
Engineering 230 230

Subtotals	 131025	 5,668	 18,693

Total Eight Year Cost: 18,700

*New Facility required in Lubbock only
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Table 12.18. Network line Characsteristies

Network: T.LETS
	

Number of Regions : __3_
Remarks: Austin Election

Mean

	

Line	 Total	 Response
Line First	 No. of	 Tyne	 line	 Mileage	 Time
No.	 Node	 Terminals	 (Baud)	 Utilization	 (mi)	 (see)

1 AZID 20 2400 0.611 154 4.6
2 AZFI 17 1200 0.157 313 4.1
3 AZUF 20 1200 0.220 373 4.4
4 AZYI 15 1200 0.067 269 3.7
5 AZUN 18 1200 0.101 304 3,9
6 NAAN 6 1200 0.012 111 3.47 AZBN 18 1200 0.141 372 4.1
8 AZID 20 2400 0.611 154 4.6
9 AZFI 17 1200 0.157 313 4.1

10 AZBT 20 1200 0.186 437 4.3
11 AZUN 18 1200 0.101 304 4.0
12 NAAG 9 1200 0.021 165 3.5

Network: TLETS
Remarks: Dallas Region

1 DTJ 1
2 DTL 18
3 DQHQ 9
4 DQFT 19
5 DQHU 17
6 DQJH 16
7 DQJY 20
8 AZXJ 20
9 DQGY 20

10 DQJT 13
11 DQKT 16
12 AZPN 8
13 DQGZ 18
14 AZLA 19.
15 AZPN 16
16 AZWL 18

17 AZGA 14
18 DTF 20
19 AZBF 15

Number of Regions: a

4800 0.472 0 2.2
1200 0.325. 22 5.0
1200 0.110 69 3.8
1200 0.242 106 4.5
1200 0.135 231 4.1
1200 01099 335 3.9
1200 x.105 363 4.0
1200 0.156 316 4.2
1200 0.129 336 4.1
1200 0.082 172 3.8
1200 0.308 52 4:8
1200 0.020 272 3.5
1200 0.125 622 4.0
1200 0.054 567 3.8
1200 0.120 424 4.0
1200 0.172 588 4.2
1200 0.083 368 3.8
1200 0.116 378 4.0
1200 0..044 517 3.7
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Table 12-18. Network Line Characteristics
(Continuation 1)

Network: TLETS	 Number of Regions: _3
Remarks: San Antonio Region.

Mean

	

Line	 Total	 Response
Line	 First	 No. of	 Type	 Line	 Mileage	 Time
No.	 Node	 Terminals	 (Baud)	 Utilization	 (mi)	 (sec)

1	 S:X,P 10 2400 0.324 0 2.7
2	 SXLE 12 1200 0.037 220 3.5
3	 SXQP 19 1200 0.095 319 3.8
4	 SXRK 19 1200 0.169 376 4.1
5	 SXBQ 10 1200 0.090 341 3.6
6	 SXGC 18 1200 0.172 310 4.1
7	 SXSQ 4 1200 0.015 82 3.3

12.5	 OPTION 4 - SEPARATE TLETS AND NEW DATA NETWORKS

12.5.1	 Topology

Growth of new data types in Texas is such that communication
facilities for these data types should be implemented in two phases. An
initial network to handle traffic requirements through 1980 is shown in
Figure 12-4. A complete network sufficient to handle predicted new
traffic volumes from 1981 through 1985 is shown in Figure 12 . 5. Both
networks are basically starred networks to provide desired response times
at terminals.

-	 Table 12-19 lists cities included in the network which
functions through 1980 and Table 12-20 shows terminals to be added to make
up the final new data network which functions from 1981 through 1985. The
first network employs. 14 terminals. In the second network 18 locations
are added for a total of 32.
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Table 12-19. Separate New Data Terminals Through 1980

Code Name
	

Terminal Location

ICRA ICR Data Conversion, Austin
TDCA* TDC H.Q., Huntsville
BPPA*- BPP H.Q., Austin
TYCA TYC H.Q., Austin
TYCB Gatesville TYC, Coryel
TYCC Gainesville TYC, Cooke
TYCD Giddings TYC, Lee
TYCE Brownwood TYC, Brown
TYCF Corsicana TYC, Navarro
TYCG Pyote TYC, Ward
TYCH Waco TYC, McLennan
TYCI Crockett TYC, Houston

*2 terminals, 1 each 2br CCH and OBSCIS

Table 12-20. Separate New Data Terminals to be Added to Those of
Table 12.19 to Make up 1981 Through 1985 Network

Code Name	 Terminal Location

CTAD El Paso Courts
TDCC Eastham CCH, Fbdice
TDCG Ramsey I CCH, Angleton
TDCI Ramsey II CCH, Angleton
TDCK Jester CCH, Stafford
TDCO Goree CCH, Huntsville
CTAA Dallas-Ft. Worth Courts
CTAE Austin Courts
TDCD Ellis CCH, Riverside
TDCH Clemens CCH, Brazoria
TDCL Retrieve CCH, Angleton
TDCP Mt View CCH, Coryell
CTAB Houston Courts
TDCE Ferguson CCH, Weldon
TDCM Central CCH, Stafford
CTAC San Antonio Courts
T'DCB Coffield CCH, Palestine
TDCF Wynne CCH, Huntsville
TDCJ Darrington CCH, Alvin
TDCN Huntsville Diag. CCH
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12.5.2	 Cost

Total eight-year costs for the separate new data network
amount to $1,350,000 as shown in Table 12-21. Costs for lines, modems,
service terminals and network terminals are broker down for required
network phasing. It is assumed that the first network is built in 1978
and the second in 1981. As in previous costing, new terminals for the
network are purchased.

It is assumed that new data type files, with the exception of
CCH files, will be implemented at a new single computer facility in
Austin. That is, functions of the TDC, BPP, TYC, OBSCIS and SJIS will be
integrated on a single computer. Required mean service times for this
computer are indicated in Table 12-22.

The costing of this computer is not included in the cost
comparisons for Options 4 and 5. This does not invalidate the cost
comparisons carried out here, since the comparative issue is network
integration with TLETS lines versus separate new data network
construction. In either case, a separate computer facility from the
TCIC/LTDR and MVD Facilities is called for.

12 . 5.3	 Line Performance

Line performance characteristics for the 1981 through 1985 new
data network are shown in Table 12-22. Mean response times vary between
11.9 seconds and 17.7 seconds for the lines. These response times are in
keeping with functional requirements for these data types.

12.5.4	 Network Availability

The network availability for the separate new data network is
calculated at 0.474 which implies an average outage per day of 37.0
minutes. This assumes similar performance as in the single region
TLETS Network.

12.6	 OPTION 5 -- AN INTEGRATED TLETS AND NEW DATA NETWORK

12.6.1	 Topology

Integration of new data type terminals into the TLETS net-
work involves a two-.step implementation procedure as new data terminals
are added to the network in the same manner that the separate new data
network implementation is carried out. The network consists of a single
region TLETS network with new data terminals added at appropriate points.
Table 12-23 lists terminals assigned to the 43 Lines called for in the
integrated network of 1981-85. Six of the new data terminals remain
connected in a star configuration and the remainder of the new data
terminals are integrated into multidropped lines with law enforcement
agencies.
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'Sable 12-21. Network Option Costs in Thousands of Dollars

Network:	 Neer Data	 Number of Regions: _1_
Remarks: Separate New Data Network

One Time
Installation

4	 Recurring Costs	 Costa-

Total ---- —	 Total
Annual	 Purchase	 Eight

Annual _ Cost -- Eight	 Cost	 Year
No.	 Cost To	 1981- Year	 Unit	 Cost by

Stem	 Regd. Each 1980 1985 Cost	 Cost 1978 1981	 Item

Lines, Modems	 -	 -	 51	 121	 758	 -	 1.8	 2.6	 762.4
Service
Terminals
Terminals	 14/32* 1260	 18	 40	 254 8.847 124	 159*	 537
Regional
Switchers
Switcher
Floor Space
Switcher
Back up
Power
Switcher
Personnel.
Engineering	 40	 10	 50

Subtotals	 1,012	 165.8 171.6 1,349.11

	

Total. Eight Year Cost:	 11350

*18 additional units
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Table 12-22. Network Line Characteristics

Network;
Remarks:

New Data TYOe
Austin as Regional

_	 -
Center

Number of Regions:	 1

.Line Total Mean
Line First No. of Type Line Mileage Response Time
No. Node Terminals (Baud) Utilization (mi.) (sec)

1 1CRA 1 2400 0.512 0 14.6

2 CTAA 1 4800 0.631 181 11.9

3 CTAB 1 4800 0.544 147 11.3
4 CTAC 1 2400 0.473 73 13.7

5 CTAB 1 1200 0.364 530 17.7
6 CTAE 1 1200 0..352 0 17.7
7 TDCA 1 2400 0.367 134 13.2

8 TDCB 1 1200 0.180 162 16,0

9 TDCC 1 1200 0.180 154 16.0

10 TDCD 1 1200 0.163 134 15.8

11 TDCE 1 1200 0.150 154 15.6

12 TDCF 1 1200 o.140 134 15.5

13 TDCO 1 1200 0.128 159 15.4

14 TDCH 1 1200 0.088 '159 15.1

15 TDC1 1 1200 0.077 159 15.0
16 TDCJ 1 1200 0.066 161 15.0

17 TDCK 1 1200 0.066 126 15.0

18 TDCL 1 1200 0.060 159 14.9

19 TDCM 1 1200 0.060 126 14.9
20 TDCN 1 1200 0.052 134 14.8
21 TDCO 1 1200 0.038 134 14.7

22 TDCF 1 1200 0.027 80 14.6
23 BPPA 1 2400 0.382 0 13.2

24 TYCA 1 1200 0.082 0 15.0

25 TYCB 1 1200 0.059 80 14.9

26 TYCC 1 1200 0.027 233 14.6
27 TYCD 1 1200 0.027 49 14.6
28 TYCE 1 1200 0.082 124 15.0
29 TYCF 1 1200 0.014 145 111.5

30 TYCC 1 1200 0.014 320 14.5

31 TYCH 1 1200 0.014 95 14.5
32 TYCI 1 1200 0.014 154 14.5
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12.6.2	 Costs

Total eightmyear costs for the integrated TLETS New Data Type
Network are $16,300,000 as shown in Table 12-24. The phasing for line
.reconfiguration and addition of 18 new terminals in 1981 is indicated.

'12.6.3	 Line Performance

Line performance for the integrated TLETS New Data Type Network is
tabulated in Table 12-25. Response times vary from. 2.5 seconds to 8.2
seconds. Line configurations are such that prioritization of law
enforcement message types is not required.

12.6.4	 Network Availability

Assuming data base upgrades called for in Section 12.1.2
are implemented, the availability of data bases to any terminal on
the network is 0.974. This availability implies as average network
daily outage at any terminal on the network of 37.0 minutes.

12.7	 COMPILATION OF COST AND PERFORMANCE DATA - OPTIONS 1 THROUGH 5

able 12-26 compiles cost and performance data presented in
this section for each of the five STACOM/TEXAS Network options.

The next Section discusses these findings and also presents
results of additional network studies carried out in Texas.
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Table 12-23• Terminal Assignments

IIETWORK OPTION: TLETS 'PITTH NEW DATA TYPE

NUMRER OF PFGIONIS: 1

TERMINALS
LI NE TOTAL

REGION	 NOr NO- STARTING REMAINING
1

1 lU SXLP
SXFSrS	 rSXRJrSXAYrAZZDrSXGS+SXYArSXYB.SX"^Wr

2 19 SXKA
h1ABX r SXGV t 5XDJ ► SXDK r SXBQ r SXRP r SXRC r SXPU r NAFS r SXBtI T

MACSrSXSDrSXBRrNAAKr SXDS rNACNr SXDL rSXn"fi

3 2U SX@P
NACArSXGCrS.XSK.SX13JrSXBL_tSXRTr5XF3grSYYI rM1IAOyiAIAONi
SXADrNADWr SX13I rNAAHrSXWTrSXI7rSXBWPhIAACrSYRZr

4 311 SXRK
SXRLrSXYJPNACErSXDArSXRSrSHRIirSXRX ► SXR"IrSXRPrSXIJLo
SXYK rNAEUrSXRWtSXCO I SXH.I r SXRR.rSXRQtNT'DZrNAEAr

5 1`1 SXDP
AZUN r rIAIEO r TDCL ► TDC L r TDCH r TDCG r A ZAII r A ZFA r A 7 AH r AILS r
AZFFrAGGPrNAEPrAZIPrAZIFrSXOFrSXOTthJARJr

6 16 AZUE
AZUD r A ZBT r AZBU r A Zn 1 I r NADE r AZJIJ r AZKU r NACO r NACR r AZFU r
AZCUrNADFrAZEUtAZL11rAZVLi

7 it AZTE
AZQIrAZACrAZBCrAZ%YtAZPIS$AZAXrAZA99AZTDoA74ArAZQJi
AZUPrALJLrAZQLrAZTSrAZOK;AZRlr

8 lt3 AZYI
NAEO r TUC?-' r A ZAS ► AZ_I.IA r PJA!31J r tZKY r AZJY r AZYL r A ZHI I r MACE r
AZI Z r A Z IO r NABR ► TYCD r ^1A AM # RJAC X r AZFP s

9 5 NAAN
NAAPrAZGNoK'ACCrNAAnr

10 1 LCRA

11 1 CTAR

12 1 CTAC

13 ?U CTAE
SXCG r AI A BD r SXPR a SX5Q r SXKC i J I AA D r SXSrI r SXLE r AIAAF r SYQX r

SXR6rNABT0NACWrfIAaK rNARLrSXCC P KJAFCPSXRZrNAU r

14 211 TDCK
AZIC ► AZAVrAUF	 rAUH rAZAVPAZC5r4ZFHrALEWrA7FLrAZZHr
AZHNr AZIBrAZTYrAZFKrAZYNrAZSE ► AZUJt AZiIKiA7Pgr

15 1 BPPA

16 114 TYCA
AZFI r ALFJ r AO+S P AZHC r AZLZ t 42 A14 ► AZFn r A l TA r TDCJ r 4ZAtJ r

AZYPr.AIFBrAZFErAZAUrAZI(JfAZIUrAZYgi
17 13 AZUS

A7_UStAINArAZRKr?iZUZ n OZZCrAZ7ArTYCa,AZC,rJPA7YLrT!)CPr
AZZP t.A Z1JQ r

18 13 AZUX
TYCHrAZAFrAZX9PNACYfAZXN.rAZXKrAZY q.rAZYWI.AZGWfAZYSr
AZXRrAZXIr
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Table 12-23. Terminal. Assignments (Continl^ation 1)

19	 14 AZ8N
AZAE r ALA I t NAA I ► AZA J o ALZ R t 6IAEX PNAEV r NAF t9 P A7 1 )W t AZAZ p
NADO P NABZ P AZBX,

20	 2U DQHT
DDHPrrioCF,DOHNr no IT ► nGHC}tn9HRrnO Ant DMFTtDnFTp0GOTr
DQHJtnOIHi MAD P rnQHW rDOHStnCIHYPhIABCtAIARHtDnRY P

21	 1 DTJ

22	 16 D7L
0QMJ PDOTR r PPTW p-oo i 3D r noon r nQCS r MRS P DA N A r DQCTr DQHLT
©0HIr0UBT ► nQRKr0QS1!r00HZr

23	 16 DQJH
ORIY r NACL pr)QCW, DOJY ► r)PMU r nQNH r MAD M , h1 RR I, DOGS #DQKH i
NACI ► nOEA t 0QEJt NAC0 r DQAC r

24	 ?1 DQGY
OGEE ► nQDZFOQKYPNAF_CtNAALI ► nQGXrOOLMrOnLYtDO RPDMPFr
DOEC tnOEWr rl ABS POOG S PnOI(P pb)ACI rh1A(=ZrNAAHaPIAASrOPEZt

25	 12 DOJT
Dr)BH ► P1ACT.rnZUIrNACFrnQRntnOHCrDGHF ► DOHFrDOEYPOOVI P

DOSLr
26	 19 DQKT

DQCYrnTo rOONWr ►JOLTrnGHA*nOHDPDQHT?DQHHrDOHRPDTC r
DOZY r NAEF r NAED r DOBZ r DOCHr 6fAEEtOODH rDQnU r

27	 10 NAAN

NAAP,DQENPnQDR ► AZGNPOOEFer)GDWPTDCRrDOEPPNAAAr
26	 1 CTAA _

29	 1 TDCA

50	 14 TDCN
AZUF rAZXH r AZYC t AZRZ r AZA m r hiADU P NAnK t PIAEH ► TYC I rTDCE r

TDCC rPjACJtNACK r
31	 20 TDCO

DnEK enOEO rnGELrDQEI rNAnPtnQDXrP'ADT rT'AnT rDIAnTtNADSt

PIACO PV,P ACP r 1+1AEI r NAf)L' r DODO i nOUT ► NAEJP TDCF rTnCO t

ZZ	 17 TYCF
DnHUFDOHXr 0Q(--;Vp'-)Q?,JFt PMREPnQLX rDOCAr	 ARO tTYCCrr1n, LZr
NAHFr ALXJ ► AZDA * C ocEPOODCPnnf4Kr

33	 10 AZJE
NAAJrALMJtAZGErI:,RIrALJFtAZJIrAZKJPAZJnFN&ROt

34	 If AZPW
NAALrALPS P MABEPA,01^ZtDOAY fMABPrNACHFDQf1Y tDsJGJIDQGJT

NADGPNADHtAZPX ► NAV';,AZPZPr.tADQP
35	 20 AZIJ

AZIK ► AZJPrAZJA ► AZZ$iSXGFtSXGRPNAELPhIACMPSXPAtNADA,
AZZJ P TYCG r A7-G Q P AZJ -: ^ AZJJ, AZIt4 t hIAEY P AZIL. r P l AF_N r

36	 it AZIS
AZIWPAZGMrAZTFPA7-T1,IZLJPAZKSPAZIX.tAZ.IKPAZLi=PAZ..LF:
NAFArAZLN,AZIR,NgBV,.^ZIQPhtAARt

37	 17 AZPN
AZPPrALPL#AZPItAZC-L,	 LKPAZLLtAZLQ01ftcGtA?KW?
AZYF_tALXZt A ZL,Qr A ZPJ?l ?PIC ► AZRBP

38	 17 AZWL
NAM' P AGAM P A ZWJ. t AZWK f..N- 'tTr AZWE.r AZWF P hrAR Y t NhCM P AZoP t.
AZWB P A.^WA r AZSZ t o ZN n r A t 1lC r 4ZSX r

39	 14 AZGA
AZQBtA40CrrIAAG,tlAgMrAZ,";7 tf.IABNPAZPF rnIAF7it47QFtAZPDP
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Table 12--23. Terminal. Assignments (Continuation 2)

AZOO r ALFA r A ZKO ►
40	 2t) AZAG

AZOA r ALAGr A ZRFrMAEI ► II O+G7 p hlAAY rAIA iAZf s' A CH r A7 1 VI rAZW'Ar

NAERPAZZLrAZJZrAZJO rNAnJrCTAOrAZJPrAZZIrA77_F ►
41	 15 OTF

UGGIrALJRiAZJSrAZKKrALKPrA7_KRrAZJWrAZXO?NASArAZKrlr
U@EHtALKL.MAESrAZKF+

42	 16 pIAAM J
AZGGrALUR ► MACVrMACLrSXOPrh, AAWrSXGV rSXaF#NACi1rSYBEr

NAOV r ALZR . h 'A,nF r AZZW f a ZZX r

43	 zU TYCE
AZLArALL9rAZTIr.AZLCrALXnr4ZLOrNACrrAZKKrA7.WPrNAAVr

AZWN r ALWP r A ZWO r AZWY r AZLI r ► IAAEr AZZX ► A7 14S rNAEC r
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Table 12-24. Network Option Costs in Thousands of Dollars

Network	 TLETS Network with New Data 	 Number of Regions	 1
Remarks	 A Single Integrated Network

One Time
Installation

	

Recurring Costs 	 Costs

	

Total.	 Total

	

Annual	 Total	 Eight
Annual	 Cost	 Eight	 Purchase	 Year

No.	 Cost To	 1981- Year	 Unit	 Cost	 Cost by
Item	 Reqd. Each 1980 1985	 Cost	 Cost 1978 1981	 Item

Lines, Modems	 -	 -	 620 63 14	 5,030	 38	 2	 51070
Service
Terminals

Terminals	 578/ 1,260	 729 751	 5,942 8,847 5,100 159*	 11,201
596

Regional
Switchers

Switcher
Floor Space

Switcher
Back up
Power

Switcher
Personnel

Engineering

Subtotals	 10,972	 5,138 161	 16,271

Total Eight Year Cost	 16,300

*18 Additional Units
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Table 12-25. Network Line Characteristics

Network	 TLETS with New Data Type	 Number of Regions	 1
Remarks	 Austin as Regional Center

Line Total Mean
Line First Pao.	 of Type Line Mileage. Response Time
No. Node Terminals (Baud) Utilization (mi) (sec)

1 SXLP 10 1200 0.637 73 8.2
2 SXKA 19 1200 0.144 469 4.7

3 SXQP 20 1,200 0.179 358 4.8
4 SXRK 19 1200 0.167 433 4.8
5 SXDP 19 1200 0.431 269. 6.7
6 AZUE 16 1200 0.201 320 4.9

7 AZTE 17 1200 0.241 0 4.8

8 AZYI 18 1200 0.140 352 4.6

9 NAAN 5 1200 0.020 59 3.9
10 ICRA 1 2400 0.524 0 3.9
11 CTAB 1 2400 0.595 147 2.5
12 CTAC 1 2400 0.486 73 3.4
13 CTAE 20 1200 0.437 374 6.3

14 TDCK 20 2400 0.638 156 5.7
15 BPPA 1 2400 0.390 0 3.2
16 TYCA 19 1200 0.305 313 5.6

17 AZUS 13 1200 0.168 143 4.6

18 AZUX 13 1200 0.153 176 4.6

19 AZBN 14 1200 0.063 255 4.2

20 DQHT 20 1200 0.308 297 5.6

21 DTJ 1 4800 0.472 181 2.2

22 DQSU 16 1200 0.296 181 4.8
23 DQJH 16 1200 0.090 394 4.4

24 DQOY 19 1200 0.136 451 4.6
25 DQJT '12 1200 0.122 254 4.4

26 DQKT 19 1200 0.316 213 5.6
27 NAAW 10 1200 0.250 278 5.0

28 CTAA 1 4800 0.668 181 2.9
29 TDCA E 2400 0.375 134 3.2
30 TDCN 14 1200 0.427 279 6.5

31 TDCO 20 1200 0.421 i!73 6.6

32 TYCF 17 1200 0.161 369 4.'i

33 AZJE 10 1200 0.185 549 4.7

34 AZPW 17 1200 0.065 356 4.3
35 AZIJ 20 1200 0.136 698 4.7
36 AZIS 17 1200 0.082 523 4.4

37 AZPN 17 1200 0.129 550 4.6
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Table 1225. Network Line Characteristics
(Continuation 1)

Network	 TLETS. with New Data. Type. 	 Number of Regions __I
Remarks	 Austin as Regional Center

Line Total Mean
Lime First No. of Type Line Mileage Response Time
No. Node Terminals (Saud) Utilization (mi) (see)

38 AZWL 18 1200 0.170 661 4.8

39 AZGA 14 1200 0.082 386 4.3
40 AZAG 20 1200 0.1457 1078 6.5
41 DTF 15 1200 0.080 34146	 . 4.3
342 N.^ W 16 1200 0.051 317 34.2
343 Tl.; E 20 1200 0.135 623 4.6

Table 12-26. Compilation of Cost
for Texas Options 1

Option	 1	 2

1	 2

Network	 Region Region

and Per
Through

3

3
Region

Porpmanee Data

5

34	 5

Separate TLETS
TLETS,	 plus

New Data New Data

Item. Parameter

1 One Time Cost ($K) 5.2	 5.3 5.2 5.6 5.2

2 Eight Year i0.6	 1.1.8 13.3 11.6 11.0
Recurring Cost
($K)

3 Response Time 5.0	 5.0 5.0 5.0/ 6.7
(see) 15.0*

34 Availability 0.979	 0.973 0.973 0.979 0.979

*15.0 on separate New Data Network

12r-43
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SECTION 13

STACOM/TEXAS NETWORK COMPARISONS

This section provides a comparative overview of the five
STACOM/TEXAS Network Options and also presents results of three additional
studies. One additional study assesses the impact on network costs of
reducing response time at terminals to less than the 9 seconds called
for in the STACOM/TEXAS Functional. Requirements. A second study deals
with .impacts on the TLETS network due to inclusion of classified fingerprint
data. The third additional study investigates the potential for line
savings if network multidropping is carried out without the restriction
of serving C.O.C. agencies on separate lines.

13.1	 COMPARISON OF THE THREE TLETS OPTIONS

Each of the three TLETS options, Options 1 through 3 involving
the use of 0 to 2 regional switchers, in addition to the existing Austin
Switcher, have been designed to meet or exceed STACOM/TEXAS Functional
Requirements. The principal issue of comparison between networks thus
becomes cost. Costs presented here, and in the previous Section 12, are
based upon total eight-year installation and recurring costs for the year
1978 through 1985 as developed in Section 9.

Figure 13-x1 presents total eight--year costs for Options 1, 2
and 3. The single region TLETS network is the least expensive. The best
two region case with switchers in Austin and Dallas, and the best throe
region case with switchers in Austin, Dallas and San Antonio, follow with
increasing total costs.

The network with the least recurring line costs is the
three region Austin, Dallas, Houston configuration (see Section 12).
The network with the greatest recurring line cost is found in the three
region Austin, Dallas, San Antonio case. However, the latter case
exhibits lowest overall costs for three regions, since the eight-year
difference in line costs does not justify the movement of switchers.

In any case, the single region network is the least cost
network. These results show that lane savings due to the use of regional
switchers Located throughout the state do not offset the additional
costs incurred for regional switcher hardware, sites, personnel, interregion
lines and increased engineering costs encountered in a more complex
network.

Since all networks meet functional requirements, the conclusion
is that the STACOM/TEXAS single region network is the most cost-effective
option of the first three options.

13-1
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	13.2	 SEPARATE VS INTEGRATED TLETS/NEW DATA NETWORK(S)

Whether integrated with the TLETS Network or not, the
estimated growth of new data types front the present until 1985 calls for
the implementation of 14 terminals through 1980 and the addition of 18
more terminals in 1981, for a total of 32 operational terminals from 1981
through 1985. This means that in either case there is an additional one-
time installation cost incurred in 1981.

When installation and recurring costs are totaled over an
eight-year period for the separate and integrated configuration, the
costs are as shown in Figure 13-2.

If the TLETS and New bata networks were to be implemented as
two separate networks, the , total eight-year comparative cost is
$17,150,000, or approximately 17.2 million as shown. If network lines are
integrated in accordance with Option 5, the total cost is $16,300,000. The
eight year estimated difference is $850,000.

The monetary benefits of integration over an eight-year period
are significant enough to come under consideration in the management deci-
sion to implement Options 4 or 5.

Mean response time requirements are met in the integrated
network without a need for message prioritization.

	

13.3	 NETWORK COST SENSITIVITY TO RESPONSE TIME

The effect of reducing network response time on annual
recurring costs for lines, modems and service terminals in the single
region TLETS case, (Option 1), was investigated. Network optimization
computer runs were carried out at a number of points where the required
response time was set at less than 9 seconds. The program then found
the required networks and produced costs for each run.

Figure 13-3 shoVrs the results of this analysis, which was
carried out with the same mean service times for the Austin Switeher and
Data Base Computers used in Option 1 runs to clarify the effect on network
costs. The figure shows that for the STACOM/TEXAS single region TLETS
network, there is virtually no cost penalty for specifying a response time
down to approximately 7.0 seconds. Stating the case alternatively, a
network that meets a 9.0 second response time requirement also meets a 7.0
second requirement.

A slight increase in cost begins to appear at 6.0 seconds, due
primarily to the reduction of the number of multidropped terminals on some
of the lines. This reduction is required to meet the lower response time
goal.

A substantial increase in cost of about 10% is required to
realize a reduction in response time from 6.0 to 5.0 seconds.. Reductions
in mean response time requirements below 5.0 seconds begin to result in
rapidly increasing costs.

13-3
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13. 4 	IMPACT OF FINGERPRINT DATA ON LEADS NETWORK

13.4.1	 Topology

Predicted growth of fingerprint data types is contingent on
the development and use of digitizer and classifying equipment= located in
major Texas cities. The STACOM Study implementation schedule calls for a
first digitizer/classifier to be located in the Dallas-Ft. Worth area
in 1 981 and three more to be added to the system in 1983 at Houston,
San Antonio and E1 Paso. The incorporation of these facilities involves
A slight modification to the topology of the single region TLETS case,
(see section 12.2). The TLETS Network with fingerprint data added
as specified requires a total of 36 multidropped lines. These lines,
and their principal characteristics, are summarized in Table 13-1.

13.4.2	 Costs

Total eight-year costs for a TLETS Network which handles
fingerprint data are broken down in Table 13-2. Costs for the LEADS
System from 1978 to 1985 are shown separately. In 1981, the incremental
costs for the first terminal in Dallas are shown. These costs are
incurred through 1985. The three-,year costs for the addition of the final
three terminals in 1983 through 1985 are also listed.

Total eight--year costs are $16,537• Costs for lines, modems,
and service terminals, (listed as LINES in Table 13-2), account for about
8% of the eight-year cost increase over the single region LEADS without
fingerprints and the costs for fingerprint processing equipment accounts
for 92% of the additional cost.

As indicated in Table 13-2, the purchase cost for a single
fingerprint digit Lzer-classifier is estimated at $200,000 per unit. Annual
maintenance is assumed to run at $12,000.

15. 4.3	 Performance

The principal performance question of interest when
considering the addition of messages with long average message lengths,
such as fingerprint data, to the TLETS Network is the potential degrading
effect on response times for higher "priority" type messages involving
officer safety.

An analysis of the mean and standard deviation of message
service times on the TLETS Network with fingerprint data added, indicates
that mean response time goals specified in the STACOM/TEXAS Functional
Requirements will be met satisfactorily without the necessity of message
prioritization by the computer.

This result stems from two considerations. First, the
classification of fingerprint data allows for substantial reductions in
the ,a tual amount of data characters transmitted for each fingerprint
(1852 characters). Second, while this message length is still

13-6
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Table 13-1. Network Line Characteristics

Network	 TLETS with Fin e^ rp^ int	 Number of Regions 	 t
Remarks	 Austin. as Regional. ^onter

Line Total Mean
Line First Igo. of Type Line Mileage Response Time
No Node Terminals (Baud) Utilization (mi) (sec)

1 SXLP 10 1200 0.644 73 9.0

2 AZID 20 2400 0.608 154 5.0
3 AZFI 17 1200 0.156 313 4.4
4 SXKA 19 1200 0.144 469 4:4

5 SXQP 19 1200 0.069 344 4.1
6 SXRK 19 1200 0.168 433 4.5

7 AZUE 16 1200 0.202 320 4.6
8 SXGC 18 1200 0.121 350 4.5
9 AZTE 20 1200 0.247 70 4.9

10 AZUN 18 1200 0.100 304 4. 2
11 FPAB 1 2400 0.545 147 3.5
12 FPAC 17 1200 0. 528 375 6.4

13 AZUS 11 1200 0.083 143 4.0
14 AZUX 17 1200 0.114 396 4.2

15 AZBN 14 1200 0.064 255 4.0
16 DQHT .20 1200 0.309 297 5.2

17 DTJ 17 4800 0.549 181 2.7

18 DQHU 10 1200 0 .094 309 4.0

19 DQEK 17 1200 0.076 441 4.1

20 AZXJ 16 1200 0.145 286 4.3

21 DQGY 19 1200 0.136 451 4.4
22 DQJT 12 1200 0.123 254 4. 2
23 DQKT 19 1200 0.318 213 5.3.

24 AZUF 19 1200 0.095 449 4.2
25 FPAA 1 2400 0.626 181 3.9
26 AZPW 17 1200 0.065 356 4.1

27 AZIJ 19 1200 0.124 6.98 4.3

28 AZLA 19 1200 0.053 623 4.1
29 AZIS 17 1200 0.083 523 4.1
30 AZPN 17 1200 0.136 550 4.3

31 AZWL 18 1200 0.171 661 4.5

32 AZGA 14 1200 0.083 386 4.1
33 AZAG 9 1200 0.437 706 6.0

34 DTF 15 1200 0. 080 41€6 4.1

35 AZBF 11 1200 0.025 489 3.8.

35 NAAM 16 1200 0.051 317 4.0

13-7.
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Table 13-2. Cost Summary by Year for TLETS Network
with Fingerprint Data

Annual Total Eight-Year	 Total
Number	 Cost Annual. Recurring Unit Purchase

Year(s)	 Item	 Required Each Cost	 Cost	 Cost	 Cost

1978-
1985

Lines	 -
TLETS
Terminals	 564

-	 615

1,260	 711

4,928

5,700

-	 37

8.847	 5,000

1981- Lines*	 - -	 3.2 16 -	 .22
1985 Fingerprint*

Terminals	 1 12	 12 60 200	 200

1983- Lines*	 - -	 5 15 -	 1
1985 Fingerprint*

Terminals	 3 12	 36 108 200	 600

10,827	 51838

Total Eight Year Cost 	 16.655

*Added Costs in Years Shown

comparatively long with respect to the normal TLETS message types, the
occurrence of fingerprint messages on the network accounts for only
about 1% of the total traffic predicted for 1985.

For these reasons, the mean response time goal of Less than,
or equal to 9 seconds is met for the network topology presented above.

13.5	 LINE SERVICE TO COUNCIL. OF GOVERNMENTS

In the present TLETS system, multidropped lines providing
service to agencies throughout the state are organized such that single
multidrop lines service agencies in jurisdictions of a single Council of
Governments (COG).

A study was carried out to compare costs of the single region
TLETS network, (.Option. 1), in which multidropped lines were not restricted
to servicing single C.O.G. areas only, and costs for a single region TLETS
network in which multidropPed lines were organized to service single
COGS.

13--8
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The resulting COG-oriented network is shoran in Figure 13 -4.
Annual recurring line costs for this network amount of $617,000 as com-
pared with $611,000 for the unrestricted multidropping Option 1 case.
Since all other network costs are comparable, the difference of $6,000
per annum over eight years amounts to $48,000. This difference is
not considered significant when compared to overall network costs.
The result is that significant cost savings are not to be realized
in the abandonment of a COG oriented approach.

Performance characteristics for the network pictured in Figure 13-4
are presented in Table 13-3.
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Table 13-3. Network Line Characteristics

Network	 TLETS Under COG Structure	 Number of Regions	 1
Remarks	 Austin as Regional Center

Line Total Mean
Line First N4. of Type Line. Mileage Response Time
No. Node Terminals (Baud) Utilization (mi) (sec)

1 S 1 2400 0.302 73 2.6

2 AZZD 20 1200 0.102 305 3.9

3 NACA 8 1200 0.030 96 3.5

4 NAEG. 17 1200 0. 095 491 3.9.	 1
5 NAEG 13 1200 0.059 261, 3.7

6 AZRI 17 1200 0.2143 0 14.5
7 NAAP 8 1200 0.025 128 3.5
8 NAEW 5 1200 0.011 107 3.4
9 AZUS 17 1.200 0.119 2145 4.0

SXBP 7 1200 0.052 247 3.5
SXBJ 18 1200 0.173 358 4.2

12 AZAG 12 1200 0 .074. 469 .3.7
13. DQ'DR 1 8 1200 0.083 506 3.9

14 DQEK 20 1200 0.1014 14148 4.0

15 NAA X 8 1200 0.077 264 3.6
16. NABX 14 1200. 0.067 . 22^4 3.7
17 AZXR 15 1200 0.127 249 3.9

18 AUB 1 2400 o.1495 147 3.4

19 AZHN 20 1200 0.241 196 4.5

20 AZIB 18 1200 .0. 157 308 4.1

21 AZYC 6 1200 0.053 185 3.5

22 NAEQ 18 1200 0.098 317 3.9

23 SXRL 18 1200 0.163 399 4.1

24 NAEK 12 1200 o.o48 323 3. 6

25 DQRT 28 1200 0.310 297 4.9

26 DTJ 1 2400 0.472 181 2.2

27 DQSU 16 1200 .0,296 181 4.7

28 AZDA 10 1200 0 .0.61 280 3.:6

29 DQJT 18 1200 0.243 261 4.5

30 DTQ 20 1200 0.266 298 14.6

31 AZ JS . 15 1200 0.081 453 3.8

32 NAET 6 1200 0.017 365 3.4

33 AZWJ 20 1200 0.104 789 4.0

34 NADL 12 1200 0.098 579 3.8-

.36 AZIW . . 5 1200 0.o24 444 3.4

37 AZII 20 1200 0.130 561 .4:1	 .

38 AZDU -	 11 1200 0.156 270 4.0

39 AZLL 18 1200 0.138 617 4.1
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Table 13-3. Network Line Characteristics
(Continuation 1)

Network TLETS Cinder COG Structure Number of Regions	 i
Rer^3rks Austin as Regional Center

Line Total Mean
Line First No. of Type Line Mileage Response Time
No. Node Terminals (Baud) Utilization (mi) (sec)

40 AZKS 6 1200 0.017 388 3.4
41 SXRD 5 1200 0.047 307 3.5
42 AQBE 8 1200 0.060 304 3.6
43 AZPW i8 1200 0.050 462 3.8
44 NAAL 14 1200 0.082 355 3.8
45 NAAV 10 1200 0.187 549 4.1

13-12
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APPENDIX A

STACOM PROJECT
STATE LEVEL QUESTIONNAIRE

Please provide one diagram showing principal components used
in information interchange between all criminal justice 'user
agencies. Principal components are defined as:

Data Bases

Switcher/Concentrators

®	 Data Base and 5witcher

Terminal(s)

Line

Please include line sizes in bands. For example:

Aville

Cci ty 5,___* Cci ty courts
_ ^^ ---- a Cc'i ty P.D.

75
1200

Aci ty
P .D.

150	 1200	 MCIC

2400

Cville

le

Eville
150

©ville	 Bcity

1200

50 ̂  Fville

5

Gville

Please indicate system upgrades that have occurred since January 1971 and
indicate when they have occurred. Also, please indicate system upgrades
that are planned for the future. Make separate diagrams if necessary.
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2) Please provide the information requested below regarding your
state criminal justice information system..

1971	 1972	 1973	 1974	 1975	 1976
Number of Records

in
File 'Type 1
File Type 2

File Type N

3) Please supply past traffic volume data covering the period
1971 to the present. These traffic statistics should be
broken out by user agency and message type.

A-2
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4a) Please provide format details for all message types trans-
mitted over your state criminal justice communications system.

4b) Please provide average message lengths by message type.

5)	 Please provide an origin and destination matrix showing yearly
message volumes from each user agency to each other user
agency in your state.

A-3
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6)	 Are there instances where a query into one data file will
automatically generate queries into other data Files?
If so please describe this process.

7}	 Please indicate any planned upgrade that would affect traffic
against current law enforcement files. Examples are:

a) Increase the number of records in file.

b) Reduce response times.

c) Increase the number of law enforcement users.

A_t4
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8)	 The following is a list of 'new' data types

computerized criminal histories - already in service

-	 offender-based transaction statistics (adult and
juveniles)

-	 criminal court audit and management systems

-	 criminal justice planning information

-	 criminal intelligence data

-	 crime lab data including facsimile transmission,
bibliographic exchange, firearm identification and
spectral analysis

-	 corrections agency data systems (for management,
training, education and rehabilitation which includes
parole, probation, and corrections departments)

-	 criminal extradition and rendition system

-	 prosecutors management information system

-	 automated legal research

-	 video applications (including training, courts and
corrections)

-	 digital mug shot identification

-	 digital fingerprint transmission

-	 boat registration file maintained by Parks and Wildlife
Dept.

Include in this list others you are aware of.

8a)	 In your answers to questions 2). and 3) you have supplied us
with information concerning data base characteristics and
message volumes for the above 'new' data types already
implemented on your state telecommunication system. For each
of these already implemented new data types:

1)	 Do you plan to increase the number of records contained
in the data files? If yes please discuss the phasing of
this increase.

A-5
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2)	 Will the number of users participating in the exchange
of these new data types increase? If yes, please
identify the new users.

8b)	 With respect to each of the 'new' data types in the list above
which you have not yet implemented.

1) Is implementation planned? If yes

2) What is the time phasing?

3) What agencies will use it?

4) Which facilities will maintain data bases with this data
type?

5) Is any state agency studying or testing the feasibility
of one of these data types? If so, describe.

80)	 With respect to all of the above new data ty pes, are you aware
of, or are you using, any new or recent commercial product or
service which is specifically tailored to acquire, process, or
display this data type. An example might be a special purpose
fingerprint analysis and display terminal which sends and
receives digitized fingerprint data.

9.a)	 Please identify either federal or state privacy and security
legislation that currently has an impact on the criminal
justice information system, with regard to such things as data
file update intervals, encryption requirements, personnel
identification at the terminals, dedicated vs. shared
systems, fingerprints supporting each file, etc. Please
characterize these impacts.

9b)	 Are you aware of planned privacy legislation that will impact
criminal justice. information systems? If yes., please
characterize these impacts...

10)	 Please identify administrative and legislative constraints to
system development.

1) Regionalization within your state.

2) Requirements to utilize existing state equipment.

A.-b .
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3) Interrelationships between state criminal ,justice
agencies which may impede development of an integrated
criminal justice telecommunication system.

4) Budget limitations

11)

	

	 Are there other innovations or planning activities in the
state that would aid us in predicting traffic levels?
Examples are:

a) Are you in contact with and aware of the local Bell.
System operating company's (or other common carrierrs)
planning activities for your state? If so, please
describe.

b) Are you in contact with the State Public Utilities
Commission and maintain currency with their decisions on
state tariffs and other related communication matters?
If So, please explain the nature of your contact.

c) Can you provide descriptive material of the state's
organizations dealing with telecommunications in
general., and criminal justice telecommunications in
particular?

12a) Has a criminal justice Flow model been prepared that describes
the offenders progress through your state's criminal justice
system?

12b) Has the information needed to perform functions in the above
flow process been identified? We are specifically interested
in information that could be transmitted over the state
criminal justice information system.

13)

	

	 Please provide information on the number of criminal justice
agencies in your state by agency type.

Agency Tyne	 Number

Law Enforcement

Courts

Corrections

A^7
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14)	 Please provide the following court statistics.

1)	 Number of courts by type.

2)	 For each court type.

Number of Yearly Filing by Case Type

a) Case . Type/Year	 1972	 1973	 1971	 1975

Number of Dispositions by Case Type

Lesser
b) Case Type/Disposition, e.g:.., Conviction Acquittal Charge

3)	 Are there factors in the future that are likely to
change these statistics?

a)	 Normal Growth

b).	Decriminalization

c) Administrative Changes

d) Etc.

A--8
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APPENDIX B

STACOM PROJECT
USER AGENCY SURVEY

USER AGENCY

ADDRESS DATE

RESPONDENT

PHONE

AVG. NO. OF MSG. SENT/?:AY

AVG. NO. OF MSG. RECEIVED/DAY

NO. OF MSG. SENT DURING PEAK HR

CURRENT AVERAGE RESPONSE TIME* (sec).

ACCEPTABLE RESPONSE TIME (sec)

PERCENTAGE DOWN TIME

Please fill out as much as you can in the following table for the
population area served by your terminal..

1975	 1974	 1973	 1972	 1971

Crime Rate per Capita**

Number of Personnel Requiring
Info over State C.J. Tele-
communications System

Your best estimate of average response time. Response time is defined
as time from the moment you request the network to take a message-un',il
a satisfactory reply is completed at your terminal.

*Includes crimes falling in the U.C.R. seven major crime categories.
Murder and non-negligent manslaughter,.forcibl.e rape, robbery,
aggravated assault, burglary - breaking or entering, larceny and auto
theft.


