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FOREWORD

The State Criminal Justice Telecommunications {STACOM) Project
consists of two major study tasks, The first entails a study of criminal
Justice telecommunication system user requirements and system traffic
requiremcuts through the year 1985. The second investigates the least
cost network alternatives to meet these specified traffic requirements.

Major documentation of the STACOM Project is organized in four
volumes as follows:

State Criminal Justice Telecommunications T7-53
(STACOM) Final Report - Volume I: Vol. I
Execut Lve Summarv

State Criminal Justice Telecommunications T7-53
(STACOM) Final Report - Volume II: vol. II

Requirements Analysis and Design of Ohio
Criminal Justice Telecommunications Network

State Criminal Justice Telecommunications T77-53
(STACOM)} Final Report - Volume III: Vol. III
Requirements Analysis and Design of Texas

Criminal Justice Telecommunications Network

State Criminal Justice Telecommunications T7-53
{(3TACOM) Final Report - Volume IV: Yol. IV
Network Design Software Users! Guide

The above material is also organized in an additional four
volumes which provide a slightly different reader orientation as follows:

Iitle Document No.
State Criminal Justice Telecommunications 5030-43"%

(STACOM) Functional Requirements -
State of Ohio

State Criminal Justice Telecommunications 5030-61“
(STACOM) Functional Requirements -
State of Texas

State Criminal Justice Telecommunications 5030-80%
(STACOM) User Reqguirements Analysis

State Criminal Justice Telecommunications 5030—99*
(STACOM) Network Design and Performance
Analysis Techniques

'Jet Propulsion Laboratory internal document,
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This document, No. 77=-53, Volume IV, entitled, "Network Design
Software Users'! Guide," describes techniques that are implemented in the
STACOM program. It then illustrates the application of this program by
providing a run example with detailed input/output listing.

It presents the results of one phase of research carried out
Jointly by the Jet Propulsion Laboratory, California Institute of
Technology, and the States of Texas and Ohio. The project is sponsored by
the Law Enforcement Assistance Administration, Department of Justice,
thm;ugh the National Aeronautics and Space Administration (Contract NAST=-
100).
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ABSTRACT

A ugers' guide is provided in this volume for the network design
software developed during the State Criminal Justice Telecommunications
(STACOM) project sponsored by the Law Enforcement Assistance Administra-
tion (LEAA).

The network design program is written in FORTRAN V and implemented
on a UNIVAC 1108 computer under the EXEC-8 operating system which enables
the user to construct least-cost network topologies for criminal justice
digital telecommunications networks, A complete description of program
features, inputs, processing logic, and outputs is presented. Also
included is a sample run and a program listing.
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SECTION 1

INTRODUCTION

1.1 PURPOSE AND SCOPE

The STACOM (STAte Criminal Justice COMmunication) network
topology program is a software tool which has been developed and utilized
during the STACOM project. This Software Use»s' Guide provides:

(1) A detailed description of the program, i.e., what it
does and how it does it.

(2) Details of the STACOM storage structure and cf its
. program structure so that a user can easily comprehend
its capabilities and limitations.

(3) Details of the options available, a functional block
diagram, and a program listing with comment statements
so that a user can expand/improve the program
capabilities by either changing parameter values or
modifying the program itself.

(4) Details of a sample run stream used as a reference run
for correct operation, and an input/output example, so
that a user can easily operate the program as a tool
for network design.

The STACOM program was developed and implemented with the
FORTRAN-V programming language, which is one of geveral high-level
languages availzb’ e in the UNIVAC 1108 computer systems at the Jet
Propulsion Laborati ry. EXEC-8 is the opeorating system used in these
systems, With this in mind, usage of this program in a similar UNIVAC
gystem may require some degree of conversion effort. For a facility with
computers other than the UNIVAC tvpe, a considerable effort would be
required in converting this program into one compatible with the operating
system of that facility.

The balance of this document consists essentially of two
parts. The first deals with the functional design portion of the STACOM
topology program (Section 2); the other is concerned with the operational
aspect (Section 3).

1.2 SUMMARY
1.2.1 The STACOM Program

The development of the STACOM (S8TAte Criminal Justice
COMmunication) network topology program was performed to support the pri-

mary STACOM objective of providine the tools needed for designing and eval-
uating intrastate communication networks. The STACOM project goals are to:

1=1
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(1) Develop and document techniques for intrastate traffic
measurement, analysis of measured data, and prediction
of traffic growth.

(2) Develop and document techniques for intrastate network
design, performance analysis, modeling, and simulation,

(3) Illustrate applications of network design and analysis
techniques to typical existing network configurations
and new or improved configurations.

(4) Develop and illustrate a methodology for establishing
priorities for cost-effective expenditures to improve
capabilities in deficient areas.

A task involving the development of a software package for the
synthesis and analysis of alternate network topologies was undertaken.

In the following subsections, we describe a typical law
enforcement communication network, what the STACOM program does, how it
does it, and a general operating procedure for using the program.

1.2.2 State Criminal Justice Communication Network and its Optimization

A State law enforcement communication network is defined as a
network which contains a set of system terminations connected by a set of
links. Each system termination consists of one or more physical terminals
or computers located at the same city, called a terminal city. The main
purpose of the communication network is to provide to the terminal users

rapid access to and response from the data base system, and rapid response
time for intra-agency communication,

Various ways of connecting a given set of terminals may be
used, depending on different requirements., Because the operating costs
for a given communication network depend very much on its layout, scme
cost reduction is possible through an initial investment in a
configuration analysis.

The activity of designing a network with the lowest costs
which satisfy loading requirements, called network optimization, uses
various existing techniques which proviie means for such purposes,

1.2.3 Functions Performed by the STACOM Program

The STACOM program is a software tool which has been developed
to design optimal networks that will achieve lower operating costs. It
utilizes a modified Esau-Williams technique to search for those direct
links between system terminations and a regional switching center (RSC)
which may be eliminated in order to reduce operating costs without

impairing system performance. The RSC provides either a switching
capability, a data base center, or both.

1=2
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Inputs for the STACOM program contain data such as traffie,
terminal locations, and functional requirements. The network may be
divided into any number of desired regions in any given program run. Each
region has a Regional Switching Center (RSC) which serves terminals in its
region. RSCs are, finally, interconnected to form the complete network.
Upon receipt of a complete set of input data, the STACOM program first
performs the formation of regions and, if needed, the selection of RSCs.
The program then builds a regional network in which only system
terminations in the region are connected. The program subsequently
optimizes the regional network for each region requested by the user.

The formation of regions is performed by the program on the
basis of attempting to arrive at near-equal amounts of traffic for all
regions. After finding the farthest unassigned system termination from
the system centroid (a geographical center), the program starts formation
of the first region by selecting unassigned system terminations close to
this system termination until the total amount of traffic for that region
is greater than a certain percentage (90% in this implementation) of the
average regional traffic. The average regional traffic is simply the
total network traffic divided by the number of desired regions. The same
process is repeated by the program in forming the rest of the regions.

The selection of an RSC is based on the minimal traffic-
distance product sum., In the selection process, each system termination
is chosen as a trial RSC, and the sum of traffic-distance products is then
calculated. The location of the system termination which provides the
minimal sum is then selected as the RSC, although the location of the RSC
for a given region may also be specified by the usei. The optimization
process consists of two basic steps, i.e., searching for lines whose
elimination yields the best cost saving, and updating the network. The
two steps are repeated until no further saving is possible.

Before performing network optimization, the STACOM program
constructs an initial star network in which each system termination is
directly connected to the regional center. It then starts the
optimization process. At the termination of this process, a multidrop
network is generally developed. In a multidrop network, some lines have
more than one system termination; these are called multidrop lines.

When needed, the STACOM program will continue to form an
optimized interregional network, which consists of inter-connections
hetween regional centers.

The process for interregional network optimization involves
the same two steps: searching and updating. However, the searching step
is primarily to find the alternate route, for diverting traffic between two
regional switching centers, that orovides the best saving.

Based on the data provided, a successful run of the STACOM
program generates a regular printer output and, if requested, a CalComp
plot. The printer output contains data such as initial regional network
and optimized network costs, assignments of system terminations, ete. The
CalComp plot shows the geographical connections of the optimized network
detailing multidrop line connections to all of the system terminations.

1-3
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1.2.4 Operational Procedure

1.2.4.1 Initialization and Setup. When the STACOM program is executed
from an 80-character/line demand terminal, an alternate file, 100, to be
used as a printer output file. must be defined. Otherwise, all printout
data will be directed to the terminal which will produce interleaving
output. The tile is defined by the statement €ASG,UP 100,

In addition to the redirection of output file destination, the
user must direct the punch card file to a proper unit for a CalComp
plotter. As an example, the statement @SYM,P PUNCH$,,G9PLTF will direct
the punch card images to a CalComp plotter designated with G9PLTF.

1.2.4.2 Starting a Run.

1.2.4.2.1 Bateh Mode. Following is a list of control statements
required when running the STACOM program as a bateh run:

€RUN run-ID, account-no., project=-ID, SUP-time, pages/cards
6ASG,UP 100
85YM,P PUNCH$, ,plotter-ID
6XQT file.STACOM
(INPUT DATA)
@BRKPT 100
6FREE 100
63YM 100, ,printer-ID
ariIn

The RUN card gives the following information: designated run
ID, user's account number, project-ID, expected SUP~-time uszge {(sum of CPU
time, I1/0 time, and control/execute request time), limited number of
printer pages, and number of cards which may be generated from the run,
Plotter-1D gives the logical ID of the CalComp pen plotter ind file is the
file which contains the absolute element of the STACOM program. Printer-
ID gives the logical ID of the line printer. INPUT DATA as shown is the
input data required. When all of these data items are in order and ready,
the deck can be submitted to the operator for processing.

1.2.4.2.2 Demand Mode. If program execution is to be performed via a
demand terminal, the user can converse interactively with the program.
The user may also run the program as a bateh job by havin all input data
prepared and added after the @XQT statement.

Under the conversational mode, the user acts as a respondent
who answers the requests for data made by the program. This mode of
operation provides the user with an understanding of how the program is
progressing. A user can very often terminate a run before a complete set
of input data is given if he has some knowledge of the progress being
made. This capability can pravent the user from an unnecessary waste of
time. For example, if a run encounters a system which has more oversized
distance data than allowed, a message from the program will be printed out

1-4
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on the terminal. This will force the user to modify the program in order
to handle the large number of oversized distance data.

1.2.4.3 Normal Termination. When a STACOM program run proceeds
successfully and terminates normally, the normal file unit 6 will contain
messages for each successful regional network optimization. After a
normal termination, the user can direct the output file 100 to a printer
device, and the CalComp plot will be generated by the designated CalComp
pen plotter.

1.2.5 Aborting and Recovering a Run

When a run encounters trouble resulting from incorrect input
data, the user can use the normal aborting procedure to terminaic its
execution if it is a demand job. A statement of €8X after interrupting
the line communication by pressing the BREAK key, will terminate a program
execution at any time. On the other hand, the EXEC-8 may abort a run when
certain serious violations occur during its execution.

If a program run has been interrupted because of a system
cutage, no recovery of the run is possible.
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SECTION 2

THE STACOM PROGRAM

2.1 INTRODUCTION

Two types of analysis are involved in designing a communi-
cation network. The first is concerned with arriving at acceptable
line loadings; the second involves the achievement of optimal line
configurations. The STACOM program was developed to accomplish both
of these types of analysis,

Before describing the STACOM program itself, a State eriminal
justice information system with its communication network is examined
as a typical existing communication network. The goal of the STACOM
program is then discussed.

2.1.1 State Criminal Justice Information System

An information system is usually developed to provide a system-
atic exchange of information between a group of organizations. The infor-
mation system is used to accept (as inputs), store (in files or a data base),
and display (as outputs) strings of symbols that are grouped in various
ways. While an information system may exist without a digital computer, we
will consider only systems which contain digital computers as integral parts.

Information systems can be classified in various ways for
various purposes, If classification is by the type of service rendered,
the type of information system which serves a criminal justice community
within a State can be considered as an information storage and retrieval
system. This type of information system is the subject of our interest.
For example, the State of Ohio has an information system with a data
base located at Columbus. The data base contains records on wanted per-
sons, stolen vehicles, and stolen license plates. Also included in the
same computer are files of the Bureau of Motor Vehicles (BMV) which
contain records on all licensed drivers and motor vehicles in that State.

2.1.2 State Digital Communication Network

For a given State information system, the storage and retrieval
of data to/from the data base can be accomplished in various ways for
different user requirements. In general, the users of a State criminal
justice information system are geographically distant from the central data
base computer, Because a fast turn-around time is a necessity for this
particular user community, direet in~line access tc the central data base
by each eriminal justice agency constitutes the most important of the user's
requirements, In addition, it is required to move message data quickly
from one agency to another at a different location. These goals require
the establishment of a data communication network. Because the computer
deals only with digital data, only digital data communication networks
are considered here,

2-1
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A digital communication network consists mainly of a set of
nodes connected by a set of links, The nodes may be computers, terminals,
or other types of communication control units that are placed in various
locations, and the links are the communication channels providing data
paths between the nodes. These channels are usually private or switched
lines that are leased from a common carrier. A simple example of a
network is given in Figure 2-1, where the links between modems are
communication lines leased from a common carrier, The communication
control unit in city E is used to multiplex or concentrate several low-
speed terminals onto a high-speed line. The line which connects cities C,
D, and others is called a multidrop line, and this line connects several
terminals to the data base computer.

2.1.3 A STACOM Communication Network

For the purposes of the STACOM study, a communication network
was defined as a set of system terminations connected by a set of links.
Each system termination consists of one or more physical terminals or
computers located at the same city.

o ]

I Up
cirye NET- - CITYC CItyD

WORK

DATE BASE COMPUTER

COMMUNICATION CONTROL UNIT

MODEM

[\lo®®

TERMINAL

Figure 2-1, Example of a Digital Communication Network
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2.1.4 Communication Network Configurations

The communication network for an information system with a
central data base computer is one of three basic network configurations:

the star, the multidrop, or distributed connection. These three types are
shown in Figure 2-2.

As shown in Figure 2-2, the star network consists of four
direct connections, one for each system termination. Each connection is
called a central link. The multidrop network has one line with two system
terminations and two central links. In the distributed network shown,
more than one path exists between each individual system termination and
the central data base.

2.1.5 Network Optimization

Given a communication network, the operating costs for the
various types of lines or common carrier facilities required are governed
by tariffs based upon location, circuit length, and type of line,
Experience suggests that the operating cost of a network can often be
substantially reduced by an initial investment in a configuration
analysis. In other words, some efforts in network optimization generally
provide cost-saving.

STAR NETWORK MULTIDROP NETWORK

DISTRIBUTED NETWORK

Figure 2-2, bBasic Communication Network Configurations
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There are two ways of constructing a communication network
in a gecmetrical sense. One can divide a communication system into
several regions, construct an optimal regional communication network
for each region, and then build an inter-regional network connecting
all of the regional centers to the central data base center. Each
regional center 1s responsible for switching messages issued from and
returned to each system termination in the region. Alternatively,
one can consider the whole system as a region which is entirely made
up of system terminations, and perform the optimization for that region.

2.1.6 The STACOM Program and its Purposes

One of the cobjectives in the STACOM study is to design optimal
and effective communication networks which will satisfy predicted future
traffic loads for both selected model states, Ohio and Texas., In order to
achieve this objective, the STACOM program was developed and utilized for
the analysis and synthesis of alternative network topologies. It is also
the project's goal that the final product be a portable software package
which can be used as a network design tool by any user.

In network design, two major problems are the selection of a
cost-effective line configuration for given traffic, and the design of an
optimal network to arrive at lower operating costs.

The gozl of the STACOM program is to provide a user with a
systematic method for solving both problems. In other words, the main
purpose of the STACOM program is to provide the network designer with a
tool which he can use for line selection and for obtaining optimal line
connections.

2.1.7 Functions Performed by the STACOM Program

The STACOM program can be used to generate an optimal network
configuration for a communication system if traffic to/from each system
termination is provided. 1In addition to performing the normal
input/output functions, the program will:

(1) Define regions, based on equal traffic distribution.

(2) Select regional centers, based on minimal traffic-
distance product sum.

(3) Form a regional star network with the selected regional
center as the regional switching center (RSC).

(4) Perform regional network optimization.
(5) Form an optimized inter-regional network if required.
In performing initial network formation and subsequent

optimization, line selection is done by the STACOM program to satisfy the
following conditions:

2-4
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(1) The line utilization factor does not exceed a specific
number

(2) The average terminal-response time is less than a
preselected unit of time

(3) The number of terminals on a multidrop line is less than
a preselected number.

In the process of regional network optimization, the STACOM
program utilizes a modified Esau-Williams method (Reference 1). Starting
with a star network, in which each system termination has a central link
to the regional center, the optimization process searches for a central
link, the elimination of which will provide the best savings in cost; the
program then provides an alternate route for the traffic that would have '
been carried by the link eliminated. The process is repeated until nc
further cost saving is possible. The result of this process is a multi-
drop network.

When a communication system has more than two regions, the
STACOM program can alsc be used to generate an optimal inter-regiocnal
network., It first constructs an initial inter-regional network in which
every Regional Switching Center (RSC) has a direct link to every other
RSC, it then performs line elimination by diverting traffic through other
routes.

Figure 2-3 gives examples of regional star networks and an
initial inter-regional network; Figure 2-4 gives examples of optimized
regional networks and inter-regional network obtained from Figure 2-3.

2.2 MAIN FEATURES

A3 described in Paragraph 2.1, the STACOM program has been
developed for the purpose of performing analysis and synthesis of
alternative network topologies. The following is a list of features which
characterize the STACOM program:

(1) The Esau-Williams routine has been modified, tested
and utilized for determining near optimal network
topology.

(2) A tree type structure is used as the storage structure
in the program.

(3) The program execution has been made flexible; for
example, constraint on response time for a multidrop
line is now an input parameter.

(4) A response=-time algorithm has been implemented in the
program,

{5) A CalComp plotting routine has been included for drawing
resulting multidropped networks.

2=5
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In the rest of this subsection, these main features are
discussed in detail.

2.2.1 Structure
2.2.1.1 Storage. Since a multidrop network can be viewed as a tree

composed of sub-trees, it was determined that a tree-type data structure
would be appropriate and convenient for representing a multidrop network.

. O REGIONAL SWITCHING CENTER
(O SYSTEM TERMINATION
emmem LINE CONNECTION BETWEEN SYSTEM TERMINATIONS
w=—o LINE CONNECTION BETWEEN RS5Cs
..... REGIONAL BOUNDARY LINE

Figure 2-3. Example of Initial Regional Networks and
an Initial Interregional Network
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A tree-type storage structure is therefore needed in the
program. This tree-type storage structure is implemented by defining
a set of storage cells.

Each system termination (data) is represented internally by a

-storge cell in the program. Fach cell consists of five fields and each

field occupies one word (i.e., a 36-bit word for UNIVAC 1108 computers).

(O REGIONAL SWITCHING CENTER

(O SYSTEM TERMINATION
ee LINE CONNECTION BETWEEN SYSTEM TERMINATIONS
———LINE CONNECTION BETWEEN RSCs
— .~ REGIONAL BOUNDARY LINE

Figure 2-4, Example of Optimized Reglonal Networks and
an Optimized Interregional Network
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Defining that system termination X is a successor of Y
and Y a predecessor of X if X branches out from Y, and X is the root
of a tree if it has no predecessor before it, then the basic storage
cell for system termination A can be described as follows:

A
I

f4 fo f3 fq. fg

Let c¢(f3) = content of i-th field in a storage cell I, where IA is an
internal index for a system termination & (data), then

¢(fy) = the number of system terminations under A

c(fz) = a pointer which points co the first successor of A
c(f3) = a pointer which points to the next system
termination whose predecessor is the same as A's
c(fg) = a pointer which points back to the previous system
termination whose predecessor is the same as A's
c(f5) = a poiuter which points to A's predecessor

When there is a 'zero' in a field, this indicates there is no
one relating to A under that specific relationship. Given a tree as
Figure 2-5, A is root of the tree; it has U successors, i.e., B, C, D, and
E. Figure 2-6 is the internal representation of that relationship among

indices I, Ip, Ig, Ip, and Ig which are internal cardinal numbers for
system terminations A, B, C, D, and E.

The first field of storage cell I, indicates that there are
four system terminations under I; the pointer to Ip says that Ip is its

first sucecessor. Since I, is the root of the tree, the other three fields
are left with zeros.

Figure 2-5, A Tree with A as its Root
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!A = |NDEX FOR A

Figure 2-6. Internal Representation of the Tree
in Figure 2-5 :

In the case of Ip, Ip is the next successor of Iy and the
previous successor of I, is Ig. Its third field has a pointer pointing to
Ip, and its fourth field a pointer pointing to Ip.

2.2.1.2 Program. The STACOM program consists of twelve functionally
independent routines. Figure 2-7 shows the basic structure of the
program. The functional interrelationship is indicated by arrows.

An arrow from routine A to routine B indicates that routine B
will be called upon by routine A during its execution. All of these
routines communicate to each other through the COMMON block in addition to
the normal subroutine arguments,

Major functions of eleven of these routines are given below.
RSPNSE Routine is described in the following paragraph.

(1) MAIN Routine

This is the master routine of the STACOM program. 1In
its execution, it reads in all the data required from an
input device (card reader or demand terminal) and
performs calculations of distances between any twc
system terminations. It assigns system terminations to
regions, and, if necessary, selects the regional
switching center by finding the system termination in
the region with the minimal traffic-distance product
sum, It calls upon routine RGNNET to build a star
network and then performs network optimization, if
required, for each of these regions.
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RECOVR ICOST
..... LINK DIsT
PACK g
LINNUM
TRAFFIC .
VH, ETC. MAIN RGNNET RHOFUN
PRINTS, PLOTS PLOTPT
———— : CALLS UPON | i:
ol RNOP RSPNSE

(2)

Figure 2-7, STACOM Program Structure

It also performs the construction of an inter-regicnal
network and its optimization by calling subroutine
IRNOP.

In addition to these processings, the MAIN routine alsc
prints out distance matrix, traffic matrix, and lists
of system terminations by region,

RGNNET Routine

This routine is called upon only by the MAIN routine.
Its main functions are the formation and optimization of
regional star networks. During the formation of a
regional star network, each system termination is linked
directly to the designated or selected Regional
Switching Center (RSC) by assigning the RSC index to the
last field of each associated storage cell. Tree
relationships are built among system terminations by
assigning pointers to the third and fourth fields of
each storage cell. The resulting star network is then
printed on the printer.
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The optimization process utilizes the Esau-Williams
algorithm (Reference 1) with some modifications. It
consists of two steps: searching for a central link (a
direct link from a system termination to RSC) with best
cost savings under constraints (such as response-time
requirement), and subsequent network updating. This
network optimization process is executed only upon
request. When no further cost improvement is possible,
this routine prints a resulting network with data such
as number of system terminations and the response time,
traffic, cost, ete., associated with each multidrop
line. Routine PLOTPT is then called upon to plot

the resulting network layout.

IRNOP Routine

This routine is called upon to act by routine MAIN. It
forms an interregional network and then performs its
optimization. The interregional lines are assumed to be
full-duplex lines, During the optimization process, no
line between two RSCs can be eliminated if traffic
between them cannot be handled through only one
intermediate RSC. Also, each RSC requires at least two
lines to other RSCs.

LINNUM Routine

This routine provides an estimated line configuration
required to satisfy a given traffic lead and is mainly
called upon by routine RGNNET. During its execution,
utilization of selected lines are calculated against the
given traffic load by calling RHOFUN so that effective
line utilization is less than the pre-determined number.

RHOFUN Routine

This routine calculates the line effective utilization
for a given traffic and line configuration,

1COSTd Routine

Given the line configuration and indices for any two
system terminations, this routine ralculates the
installation costs and annual recurring costs for

the line and other chargeable items required. 1In
calculating line costs, it calls upon routine DIST

for distance data between two given system termina-
tions. Resulting cost data are arranged by chargeable
item type.

DIST Routine
This routine retrieves distance data between any two

system terminations by calling routine PACK. When the
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distance is greater than 510 miles, it retrieves
distance data by cecalling routine RECOVR.

(8) PACK Routine

This routine stores or retrieves distance data between
any two system terminations. It is called upon by
routine MAIN for distance data depositing, and called
upon by routine DIST for its retrieval. For the purpose
of saving storage, distance data has been compressed,
and each 36=bit word has been divided into four sub-
words of 9 bits. Therefore, any distance datum with
value equal to or greater than 511 is stored in another
specified area; its retrieval calls upon routine RECOVR.

(9) RECOVR Routine

During distance data retrieval in the execution of the
DIST routine, if the return value from rcutine PACK is
511, this routine will be called upon to provide the
actual distance data, which is equal to or greatsr than
511.

(10) LINK Routine

Since the distance between any two system terminations

I and J is independent of how I and J are referred to,
the routine LINK provides a mechanism for preserving
such an independency by mapping I and J into an absolute
index.

{11) PLOTPT Routine

This routine provides instructions for plotting a given
point on a CalComp plotter. Location of a point is
calculated by its associated Vertical-Horizontal (V-H)
coordinates (defined under Paragraph 2.4.2).

2.2.2 Response Time Algorithm -- RSPNSE Routine

There is a limit on the number of terminals which can be
linked together by a multidrop line due to constraints on reliability and
response time. However, it would be an oversimplification to just use a
particular number as the main constraint in determining how many terminals
a multidrop line can have. In reality, the response time of a given
multidrop line depends on the amount of traffic, the number of terminals

on the line, and very heavily, on the number of transactions to be
processed in the data base computer system.

In the STACOM program, a response time algorithm is imple=-
mented in such a way that during the network optimization process it is
used to accept or reject the addition of a given terminal to a multidrop
line. This response time routine calculates the average response time
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on the given multidrop line, given the number of terminals and amount
of peak traffic on the line, This average response time accounts for
the following types of delays; the wait-for-line time and line s=ervice
time for the inquiry message from a terminal to the central swiicher
(i.e., a switcher which either contains data bases or communicates
directly with the data base computer), the computer turnaround time

at the switcher, and the wait-for line time and line service time for
the returned message to the terminal. When there is an RSC between

a terminal and the central switcher, the turnaround time at the RSC
and the line service time between the RSC and the central switcher

are counted as part of the average response time. Before its inclusion
in the STACOM program, the fidelity of this algorithm was evaluated

by simulation and found to be acceptable.

2.2.3 Flexibility

At the cutset of the STACOM project it was anticipated that
the STACOM program would be used for states with varying traffic
requirements; it was decided that the resulting program should be as
flexible and general as possible, With this in mind, the STACOM program
has been implemented with the following features which make it flexible
and thereby enhance its capabilities:

(1) Rate Structures, Line Types, and Chargeable Items

Because a State can have more than one rate structure
(tariff) applicable at any one time, the STACOM program
has been aesigned to accommodate this.

Under a specific rate structure, any combination of line
types with their names, line capacities, and basic cost
figures can be prescribed to the program. In addition
to the line cost, any number of chargeable items
associated with each line type can be prescribed to the
program. For example, any combination of cost items
such as service termina. s, drops, modem and others can
be used. Furthermore, under the Multischedule Private
Line (MPL) tariffs given by AT&T for interstate
communication lines, the monthly line charge between any
two terminals is now a function of both the inter-city
distance and the traffic densities of both terminal
cities. The STACOM program has been implemented in

such a way that it can take line-cost figures based

on MPL tariffs or other tariffs.

(2) Reglon Formation, Switcher Selection, and Network
Optimization.

Given a set of system terminations dividing them into
regions can be perfcrmed in either of the following
ways: the user can pre-assign some or all of the
terminations into preselected regions, alternatively,
the user can let the program perform the region
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formation by simply providing the system centroid.
Following the formation process, the STACOM program will
start selecting regional switching centers for regions
without a preassigned switching center, The process of
regional network formation and its optimization will
then follow.

(3) Number of Terminals per Multidrop Line.

It may be desirable to set a limit on the number of
terminals on a multidrop line. 1In its implementation,
the STACOM program takes this number from the user's
input data as a constraint during its optimization
process.

(4}  Average Terminal Response Time.

Besides the limit on the number of terminals allowed on
a multidrop line, a good network design also requires a
constraint on the average terminal response time on a
multidrop line. The STACOM program allows a user to
specify the limit on a run basis.

2.2.4 Programming Language

The STACOM program is implemented with the FORTRAN V language
of UNIVAC systems, compiled with the EXEC-8 FORTRAN processor, and
mapped by its MAP processor.

Detailed features of FORTRAN V programming language are
described in Reference 2. '

2.2.5 Operating System Requirements

Because the EXEC-8 operating system of the UNIVAC 1108
computer was used in the development of the STACCOM program, the current
edition of the STACOM program can only be executed under tae EXEC-8
system. Furthermore, since a CalComp routine is linked with the program,
the plotter must be part of the operating system. If such a hardware unit
is not included in the system, the STACOM program must be updated to
reflect this eavironment.

In addition, the current STACOM program was designed with the
feature that all the desired output be put into a FORTRAN file designated
23 100. Eefore executing this program, a file with the name 100 must be
assigned. Otherwise, regular WRITE unit 6 will be the destination output

file, e.g., the print output will go the user's demand terminal when it is
run as a demand job,

As an example, the following is a complete list of EXEC-8

control statements which need to be prepared or typed in after the run
card for properly executing the STACOM program,
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€ASG,UP 100
€SYM,P PUNCH$,,CG9PLTF
€XQT File.STACOM

(d;ta)

.

@BRKPT 100
@FREE 100
esyMm 100,,T4

The @SYM,P command directs the resulting plot card images to
a CalComp plotter designated GIPLTF., The last 6SYM command directs print
output to a slow hardcopy printer designated TH.

2.2.6 Functional Limitations

While the STACOM program was designed and implemented with the
intention that it be applicable as widely as possible, it does have
certain limitations. These are due mainly to the limit of the program
size (sum of I and D bank) allowed under the EXEC-8 system for simplistic
programs. The maximum program size allowed is 65k words per program.
Although it is more convenlent for later use to assign all parameters with
maximum values (as long as the overall projiram size is within the 65K-word
limit) this results in greater expense in use of the program due to the
higher core-time product. Therefore, it is recommended that all
paramzters be set at values just high enough for anticipated use.

After setting parameter values, the STACOM program
capabilities are then limited to these assigned values. 1If a run requires
that a certain parameter value be exceeded, the STACOM program must be
recompiled and remapped.

2.3 INPUT
2.3.1 Data Requirements

A setup of input data is needed before starting a STACOM
program run, The list of data items which need to be provided by the user
are given here in temporal order and explained briefly. Detailed FORTRAN
V formats for these are described in Table 3-1 of Section 3.

2.3.1.1 umber of Re s. The first datum needed by the STACOM

program is the exact number of regions under consideration. This number
(designated internally as NR1) instructs the program to divide all of the
system terminations into NR1 regions.
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2.3.1.2 Number of Sygtem Termingtions, Number of Data Bases, and
Number of Terminal Cities. The number of sys‘em terminations is the actual
number of system terminations to be operated .n by the STACOM program, and
is designated internally as N1. In anticipation of possible multiple data
bases at different locations, the number of data bases (designated
internally as N7) informs the program that each system termination has N7
pairs of data (one pair per data base).

The number of terminal cities (NCITY) informs the program that
NCITY V-H coordinates are to be provided later.

2.3.1.3 Identification of Data Bases and V-H Coordipnates. N7 identi-
fications provides the exact locations of data bases under consideration.
All of the V-H coordinates for NCITY terminal citles are needed for
caleulating distances between any two cities.

2.3.1.4 Descriptions of System Terminations. For each of the system

terminations under consideration, the set of data, i.e., identification,

name, c¢ity location index, and traffic to all of N7 data bases are needed
in order to properly axecute the STACOM program.

2.3.1.5 Bate Structure and its Application Rule. There may exist one
or more line tariffs applicable to different portions of any given state.
The STACOM program has been designed with a capability to handle this
situation. The number of applicable rate structures (line tariffs) and
the rule governing their applications have to be input to the program by
the user.

2.3.1.6 Iraffic Density and Applicable Rate Structure for each System
Termipation. In order to accommodate the fact that costs for lines
between high traffic density c¢cities are much lower than for others, (e.g.,
TELPAK lines), the traffic density index and applicable rate structure for
each system termination informs and directs the program to properly
perform cozting on lines connected to this termination.

2.3.1.7 Descriptions of Applicable Lipes. The user dictates to the
STACOM program the types of applicable communication lines by providing

number of lines, their names and capacities, their desired maximum
utilizations and their uses.

2.3.1.8 Deseriptions of Chareeabse Items. In addition to costs for
lines, there are several other chargeable items such as modems, service
terminals and drop charges., The user must provide the number of
chargeable items and their names, Furthermore, the user has to provide
the STACOM program with installation and monthly recurring costs for each
chargeable item as a function of rate structure, line type, traffic
density, and duplexing mede. This costing information is required to
estimate overall cost of the to-be-designed communication network.
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2.3.1.9 Line Cost Data. Installation and monthly recurring costs for
lines for each applicable line type as a function of rate structure,
traffic density, and duplexing mode are alsoc required.

2.3.1.10 Constraints op Formation of Regions. The user can preload any

number of system terminations to preselected regions if so desired by
assigning them to their specific destinations (regions). He can also put
constraints on preselected regions by not allowing any insertion of system
terminations to these regions,

2.3.1.11 Opticns on Regional Network Optimization. The user can direct
the STACOM program to perform regional network optimization on regions if

required. This is done by simply specifying such requests to the program.

2.3.1.12 Protocel Characterigtics for Multidrop Lines. The user must

provide characteristics of line protocol to the program. For example,
characteristics such as number of polling characters, NAK response
characters, and message overhead characters are required. These data,
along with the other line traffic characteristics data, enable the STACOM
program to estimate the average terminal response time for a given
multidrop line.

2.3.1.13 Lharacterigties of Future Traffic. Characteristies for future
line traffic are also required, Data such as number of message types,
their ratios, and average lengths allow the program to compute line
service time ard line utilization, which, in turn, are used to estimate
the average terminal response time.

2.3.1.14 Preloading Jvstem Terminations to Freselected Regions and
Pre~fssigning Regjonal Switching Centers, If the user wishes to assign

certain system terminations to preselected regions and to pre-assigned
regional switching centers, he can now proceed to do so. Otherwise, the
program will perform these functions automatically.

2.3.1.15 Aspigning System Centroid. If the STACOM program is required
to divide system terminations into regions and to select regional
switching centers, the system centroid is required so that the program can
divide them properly (in a geographical sense).

2.3.1.16 Descriptions of the Central Switcher. Data describing the
central switcher are needed to compute switcher turn-around time for a
given transaction. These data include the estimated message rate at the
switcher, number of transactions entering the switcher for completing a
message, average service time per transaction, and number of processors
available.
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lime. The user can impose a constraint on the number of terminals allowed
on a multidrop line either by limiting the number of terminals on a
multidrop line, or by setting up a maximum average response time iimit to
the multidrop line or both.

2.3.1.18 CalComp Plot. The user can request a CalComp plot of the
final multidrop communication network if so desired. Of course, some
installations may not have such a device and the STACOM needs to be
recompiled without plotting routine.

2.4 PHROCESSING LOGIC

The previous section described the type of input data needed
by the STACOM program. This subsection will be devoted to the processing
logle implemented in the program.

2.4.1 Traffic Calculation

2.4.11 Iraffic Conversion. In the STACOM program, each system
termination is provided with a set of traffic figures which represent
outgoing traffic to and incoming traffic from each data base in the
system. The unit of traffic is specified as characters per minute.

The traffic data for all system terminations are read into the
matrix TRAFD(N1, 2, N7) during the data input phase, where N1 is the
number of system terminations and N7 is the number of data bases, While
the input traffic data are given in characters per minute, the STACOM
program is designed to deal with %“raffic in terms of bits per second
(BPS). Thus, at the time of program execution, all traffic data are
converted into units of bits per second by multiplying them by a factor of
8/60. Here, we assume that synchronous communication is to be used.

2.4.1.¢ Oriein and Destination Traffic by System Terminations.
Summations across the last subseript of the TRAFD matrix are performed to
give total traffic originatirnz from and destined for each system
termination, The resulting data are stored in TRAFIT (N1) and TRAFDN
(N1}, respectively. More specifically, originating and destination
traffic totals are given by

N7
Y. TRAFD (i, 2, J)
J=1

TRAFIT(1)

and

N7
Y. TRAPD (i, 1, J)
3=

TRAFDN (1)
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2.4.2 : Distance Calculation

2.4.2.1 Y-H Coordinates. The length of the line plays a major role in
determining line costs on communication networks. While the common
carrier is free to route the line over any desired path, and may switch
the line to different paths to circumnavigate breakdowns or overloads, the
line charges are normally independent of actual line layout and are based
on the straight line distance between the points connected.

The AT&T has a system in which they have divided the United
States by horizontal and vertical grid lines, By means of these lines,
they give almost every city/location a vertical (V) and horizontal (H)
coordinate, these coordinates provide the layout-free way of distance
calculation.

2.4.2.2 Distances between System Terminations. With V-H coordinates
ag defined by the AT&T, the distance between any two locations is
caleulated as follows (Reference 3):

(1} Obtain the V and § coordinates for these two locations.

(2) Obtain the difference between the V coordinates and the
difference between the H coordinates of these two
locations.

(3) Square each difference obtained in 2 and take a
sumuation of both squares.
"
(4) Divide the sum obtained in 3 above by 10. Round to next
integer number if any fraction is obtained.

(5) Obtain the square root of the result obtained in 4
above., This is the distance between the given locations
in miles. (fractional miles being considered as full
miles.)

For example, to calculate the distance between Austin
and Dallas, Texas, we proceed as follows:

v i - .
Austin 9005 3996
Dallas 8436 Lo34
Difference 569 38
Distance =\/(569)2 + (38)2 iV/353761 + 1444
10 10

=,/32521 = 181 miles
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When a specific location in the United States is not designated
with specific V and H coordinates, it is normally assigned with the
same V and H coordinates as the closest location.

Following the procedures as given above, the distance between
any given two system terminations is calculated and stored in arrays
DSTNCE or IVRD.

2,4.2.3 Distance Data Compression and Overflow Table. Given N system
terminations, there are N(N-1)/2 combinations in choosing two system
terminations from them. Furthermore in any given state, there exist only
a few large inter-terminal distances. These two facts indicate that some
reduction in resulting STACOM program size can be made by performing
compression of distance data. Two efforts have been undertaken for that
purpose,

Under the UNIVAC system, each computer word is 36 bits long.
We divide each word into four 9-bit segments. Fach segment is used to
store one distance datum with values ranging from Q0 to 511. To compensate
for the fact that some distances data may be greater than 511, an overflow
table IVRD is provided to collect oversized distance data. In other
words, given two system terminations with indices I and J, its distance is
recorded into DSTNCE as follows:

(1) Find corresponding V-H coordinates of locations for both
system terminations.

(2) Calculate distance D according to the procedure given in
Paragraph 2.4.2.2.

(3) Find a unique and absolute location L in DSTNCE, by
using the following equation:

L = INPC+J - A(I)

where I
A(I) = Zir
i=1

and
I<Jd

NPC = number of distinctive locations in the
systen

This mapping function is performed by subroutine LINK,
(4} Define

L1
S1

[(L-1)/4] + 1
(L=1) Modulo 4 + 1
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where |x] = the integer part of X and

-

D1

Dif D < 511
511 if D 2 511

(5) Store D1 in segment S1 of entry L1 of table DSTNCE.

(6) If D> 511, store L and D in next available space of
table IVRD.

On the other hand, given two system terminations with indices
I and J, the retrieval of distance is performed as follows:

(1) Caleulate L, L1 and S1 as described above.

{2) Retrieve the content D1 in segment 31 of entry L1 of
table DSTNCE. If D1 < 511, it is the distance.

(3) If D1 = 511, retrieve the second element of the row of
table IVRD, whose first element contains value L. The
retrieval value is the distance.

2.4.3 Formation of Regions

After traffic summations and distance table formation are
completed, the STACOM program starts to form regions. It assigns all of
the non-preloaded system terminations to regions which can accommodate
them. Figure 2-8 illustrates the process of such a function.

The process begins with an estimation of the traffic per
' Iy region, called TPR, which is obtained by averaging the total non-binding
E traffic, i.e.,

TPR = TPR1/ANR1
: with
| .:'
| : TPR1 = z [TRAFIT(i) + TRAFDN(i}]
' B i¢X
11 <M
where
I = the set of system terminations in preloaded
regions which do not allow other system termina-
tions co be inserted to them
ANRI = NR1 - [number of preloaded regions which do not

allow any insertions])
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When the number of regions is 1, all of the system terminations
are assigned to the region and no other region formation process is
performed. O(therwise, the program starts assigning system terminations
to regions (in a cardinal order) which allow their entries.

The following two subsections deseribe the detailed processes
for assigning system terminations to a region either with preloading or
without preloading.

2.4.3.1 signin stem Termi to

When a region NREG is not preloaded with any system termination,
processing continues with the finding of the farthest unassigned system
termination (NS1) from the system centroid (NSCC1). This system
termination is then assigned to the region NREG; its incoming and outgoing
traffic is added to the partial sum traffiec, called TRFS. The resulting
THFS 1s then tested. If it is greater than TPRL, (lower bound), which is
equal to 0.9 x TPR, assignment processing for region NREG ends with re-
estimating TPR and TPRL which are o¢btained as follows:

TPR1 = TPR1 - TPFS
TPR = TPR1/(ANR1 = 1.)
TPRL = 0.9 ¥ TPR

On the other hand, if TPR3 is less than or equal to TPRL,
additional system terminations can be assigned to this region. The next
system termination for addition to this region is selected by finding the
nearest unassigned system termination, called NS2, from NS1. NS2 is then
assigned to region NREG and its traffic added to TRFS. The value of TRF
is again tested against TPRL to determine if other additions are possible.

This process is repeated until partial regional traffic
sum TRFS is greater than TPRL. At this point, the region is considered
full and addition of system terminations to this region stops. However,
if the region being filled is the last one, all remaining system termina-
tions are placed into this last region. Otherwise, the program continues
to work on the next region. Before leaving region NREG, it re-estimates
TPR and TPRL as shown before.

2.4.3.2 Assignineg System Terminations to a Region with Preloading. If
the region NREG is a prelocaded region, i.e., it has been preloaded with
system terminations, the program continues with a test. The test is
needed to determine whether region NREG will accept any additional system
terminations. If other insertions to the region are not allowed, the
processing on this region stops and continues to the next region.

Otherwise, the program starts adding traffic to all preloaded

system terminations to TRFS and finding the farthest unassigned system
termination NS1 from the system centrcid. It then tests whether TRFS is
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greater than TPRL. If it is greater, the program stops here and continues
to process the next region.

When TRFS is less than TPRL, the program checks whether there
is a preselected RSC for the region NREG. If there is, the program uses
the RSC as the NS1. Then it follows the same procedure as described in
paragraph 2.4.3.1 to add more system terminations to the region.

It should be noted that STACOM has been implemented in such a
way that when it is desired to preload some or all regions, the last one
need not be specified. The program will assign the rest of the unassigned
system terminations to the last region.

2.4.3.3 Example for Formation of Regions. Figure 2-9 illustrates the
results of applying the formation of region logle to a Texas communication
system with 265 system terminations. In this example run, neither
preloading ot system terminations nor preselection of regional switching
centers are requested, In other words, the program is asked to perform
automatic regional formations and to select the regional switching
centers. System termination Austin iz chosen as the system centroid.

The total amount of traffic, TPR1 is at a rate of 1585.02/bps,
and the number of regions is 2. Therefore, at the beginning, TPR is given
as 1585.02/2=792.51 bps, and TPRL = 713.26 bps. In the process of
assighing system terminations to region 1, El Paso is found to be the
farthest location from Austin, i.e., NS1 = the internal index for system
termination E1 Paso. With NSt available, the program starts the procedure
of searching for NS2, adding its traffic to partial sum TRFS and testing
whether TRFS is greater than TPRL. It rejeats the same procedure 123
times until TKFS has reached the value of 750.08 bps which is greater than
TPRL .

2.4.4 Selection of Regional Switchers

Selection of regional switching centers follows formation of
regions as described in Paragraph 2.4.3. For a given region, its regional
switching center (RSC) can be either preseliected by the user or be chosen
by the program. In the latter case, the program selects the system
termination within the region such that total intra-region traffic-
distance products are minimized.

The functional flow chart of RSC selection is depicted in
Figure 2-10., Processing begins with assigning 1012 to WCASE (as base for
traffie~-distance product sum), It then calculates the estimated sum of
all traffic-distance products with each system termination in the region
as an RSC site. The sum, called SUMT, is obtained as follows:

NMER

SUMT = 2: [TRAFDN(i) + TRAFIT(i)] ¥ DIST(i,K)
i=1
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vhere
NMER = number of system terminations in the region under
consideration
K = the index of the system termination considered as the

trial RSC =ite

DIST(i,K) = the distance between system termination i and the
RSC trial site K

The resulting SUMT is then compared with WCASE. If SUMT
is found to be less than WCASE, the value for WCASE is replaced by
the value of SUMT and the corresponding index for the RSC trial site

is the updated RSC, called RRSC.
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Figure 2-9. Example of Region Network Formation and
Regional Switcher Selection
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NRSC = INDEX FOR REGIONAL SWITCHING
CENT

NMER
SUMT = ‘ga[TRAFDNhI + TRAFITHY] *DISTU, K)

NMBA = NUMBER QF SYSTEM TERMINATIONS IN
THE REGION

DISTH, K) = DISTANCE BETWEEN SYSTEM
TERMINATIONS i AND K

WCASE = 1x 102

IS RSC
FOR THiS
REGION

PRESELECTED
)

s

INCREMENT
KBy

CALCULATE SUMT

WCASE » SUMT
NRSC = K

N/S
K = NMBR

N

‘ TERMINATE ’

Figure 2-10. Flow Chart for RSC Selection
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After the above processing has been repeated NMBR times,
the resulting NRSC is the index for the selected RSC and WCASE the
region's minimal traffic-distance product sum.

When a regional switching center is preselected by the user,
the program skips the process as described here.

Following the selection of a regional switching center for a
given region, the program continues to perform regional network formation
and network optimization before it repeats the selection of regional
switching centers for remaining regions.

The process of regional network formation and optimization is
discussed in Paragraphs 2.4.5 and 2.4.6.

2.4.4.1 Exa o ecting a Hegional Switching Center. Following
the formation of reglons in the example given in Paragraph 2.4.3.3, the
program has chosen Brownwood of Brown county as the switcher location for
Region 1 and Tomball of Harris county as the switcher location for Region 2.
Both lecations have been found to provide the minimal traffic-distancs pro=-
duct sums for respective regions. These two citles are shown in Figure 2-9.

2.4.5 Formation of Heglonal Star Networks

Formation of a regional network starts with a star network and
then continues with an optimization process which, most of the time, results
in a cost-saving multidrop network. This subsection describes the process
of forming a star network, which is depicted in Figure 2-=11. The initial
regional network is formed by directly connecting each system termination
to the regicn~l switching center. Selection of these intra-region lines
is constr=ined by the rule that each selected line should maintain the line
utilization factor, called RHO, at a value less or equal to a preselected
number, say, 0.7.

For each system termination in the region, the program finds
incoming and outgoing traffic, TRFOUT and TRFIN, and also its distance,
DSTN, from ‘he RSC for « 1 system termination in the region. 7The program
calls subrontine LINNUM, which constructs a line configuration LDUMMY and
calculates its line utilization, based on the values of TRFIN and TRFOQUT
provided. The processing continues to calculate both the cost, COST, for
the derived line configuration LDUMMY and its response time RSPTIM.
Finally, all these data are stored for later printout and comparisons.

The derivation of line configuration LDUMMY by subroutine
LINNUM and the asscciated cost, COST, deserves more explanation. The
program assumes that the duplexing mode for all line types under
consideration to be half-duplexed. Therefore, subroutine LINNUM will sum
up TRFIN and TRFOUT and find an applicable line with the least capacity
which assures less than 0.7 of utilization. When the highest capacity
line cannot handle the traffic, the routine will try to add one additional
line with least capacity until the constraint of 0.7 utilization factor is
satisfied. With line configuration LDUMMY obtained, calculation of cost,
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Figure 2-11. Flow Chart for Regional Star
Network Formation
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COST, for the direct link between system termination K and the RSC is
performed by ICOSTJ. The routine ICOSTJ calculates all of the related
installation and annual recurring costs for lines and other chargeable
items. All of these itemized costs are then summarized as COST. Cost
calculations are performed on the basis of the rate structures applicable
to system terminations at both ends.

2.4.5.1 Examples of Line Selections. Table 2-1 lists some examples of
line configurations results obtained by LINNUM, and illustrates how the
LINNUM subroutine selects lines for given traffic. The first column of
the table represents total traffic (sum of TRFIN and TRFOUT). Imn this
example, it is assumed that only line types with capacities of 300 bps,
1200 bps and 4800 bps are under consideration. Line utilization factor
has been constrained to not greater than 0.7.

2.4.6 Optimization of Regional Networks

After completing the formation of a regional star network, the
program proceeds to the optimization process, 1f requested. The optimi-
zation process basically utilizes a technique developed by L. R. Esau
and K. C. williams (Reference 1) and is used to minimize line operating
costs. The actual implementation of the technique has been made with
several additional constraints for practical reasons.

Before going into detail, here is a brief explanation of the
goal and process of network cptimization of a regional star network,
Figure 2-12 depicts a typical star network in which each system termination
has a direct link, called central link, to the central regional center.
The goal of optimization is to reduce line costs by eliminating as many
central links by connecting the associated system terminations to their
nearby system terminations as possible, until it is no longer cost-
effective to do so. Figure 2-13 shows a typical multidrop network

Table 2-1. Examples of Line Configurations Obtained by
Subroutine LINNUM

Traffic (bps) Line Type
300 bps 1200 bps 2400 bpa 4800 bps
200 1 0 0 0
500 0 1 0 0
850 0 0 1 0
1300 0 0 1 0
2000 0 0 0 1
3500 1 0 0 1
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RSC: REGIONAL SWITCHING CENTER

Figure 2-12, Typical Star Network

Figure 2-13. Typical Multidrop Network of Optimization

after this goal is met, assuming that the line cost is only a function
of distance. While this example as given depicts the main concept

of network optimization, it does not illustrate the process of sizing
each newly formed multidrop line to reflect the increase of traffic
resulting from the addition of new system terminations.

The following section desceribes the logic implemented in this
program.

2.4.6.1 Betwork Optimization by Esau-Williams Technique. Before
explaining the logic for network optimization implemented in the STACOM
program, a brief explanation of the Esau-Williams network optimization
process is appropriate. With a given star network, the basic process of
the Esau-William technique 1s to repeat twc basic steps until it is no
longer possible to derive any cost saving.
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For the convenience of the following discussion we define
a sub-network {(subnet) as a tree-type multidrop line consisting of
one or more system terminations and having a central link connected
to the regional center. Each central link of a given star type network
is a simple sub-network by definition.

The first step involves searching for the best central link of

a system termination, K, so that its elimination and the subsequent
reconnection of the rest of the sub-network to a nearby sub-network L
provides the best cost saving. In other words, for each system termi-
nation, i, with a central link to the regional center, this routine
estimates the best saving, Sj, resulting from eliminating the given
central link and reconnecting the rest of the subnetwork to a nearby
subnetwork beginning with Lj. If we express it as a formula, then

K = i such that Sj = Max {Sj}
jeC

Lj = J for which the integration of K and L sub-networks

provides Sy which is the best saving
where

C = the set of system terminations with central links
to regional center

~j = the first system termination of sub-network L

The other step involves network updates after it has been
determined that the central link from system termination K is to be
eliminated; this step will integrate remaining subnet K with subnet L
utilizing an alternate route.

it should be noted that although this network cptimization
process will generate the best network most of the time, it does not
always provide the best one. In other words, this technique generates the
local optimal solution rather than the global solution. This is because
the first selection of a central link for elimination dictates the final
network to be created by repeating the process as described above.
However, as shown in Reference Y4, the process does provide a solution
which is always close to, if not, the beat.

2.4.6.2 Network Optimization Logie in STACOM Program. The
optimization logic as implemented in the STACOM program basically utilizes
the Esau-Williams technique. However, constraints have been incorporated
into it in order to satisfy project requirements and to eliminate
unnecessary searching. Figure 2«14 shows the functiocnal flow chart for
the overall logic.

The optimization process starts with the test to see whether
there is only one sub-network left. 1If this is true, it stops.
Otherwise, the program, utilizing four variables K, L, M and KI, starts
evaluating possible cost saving by eliminating central link K and
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Figure 2-14, Flow Chart for Subroutine ESSWIL
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reconnecting the rest of sub-network K to sub-network L through system
terminations M of L and KI of K as shown in Figure 2-15.

Selections of values for variables K, L, M, and KI are in the
following way. For each processing cycle, searching and updating, K is
assigned the index values from the first sub-network to the last one of
the existing network., For each K, L is assigned index values from the
first sub-network to the last one except K ®# L. With values for K and L
chosen, M is assigned the index values of all the system terminations on
sub-network L, and KI the index values of all the system terminations on

the sub~network K.

For each given set of K and L, the program tests whether the
sum, NT, of numbers of system terminations for both sub-networks exceeds
the value of NTERMS which constrains the number of system terminations on
a multidrop line. 1If this is true, it skips the process of calling on
subroutine TRYLNK, because it is not possible to integrate both sub-
networks without violating the said constraint. Otherwise, it continues

to the distance test.

K = THE SUBNETWORK BEGINNING WITH SYSTEM TERMINATION K
L =THE SUBNETWORK BEGINNING WITH SYSTEM TERMINATION L

M =THE SYSTEM TERMINATION CN SUBNET L TO WHICH KI 15 TO
BE CONNECTED

KI  =THE SYSTEM TERMINATION ON SUBNET K FROM WHICH SUBNET
K 15 CONNECTED TO M OF SUBNET L

DREF = THE DISTANCE BETWEEN SYSTEM TERMINATIONS K AND THE RSC
DTRY = (THE DISTANCE BETWEEN SYSTEM TERMINATIONS K| AND M)/2

SUBNET L

SUBNET K

Figure 2-15. HRelationship among K, L, KI, and M Parameters
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The program first calculates the distance DREF between system
termination K and the region switching center for each K, and then the

DTRY which is half of the distance between system terminations KI and M
for each combination. :

If DTRY is greater than DREF, the program skips the process of
calling on subroutine TRYLNK. Otherwise, it calls on subroutine TRYLNK.
The purpose of subroutine TRYLNK is to estimate the possible cost saving
resulting from eliminating central link K, and integrating sub-networks K
and L by connecting system terminations KI of K and M of L. If the saving
is better than the maximum saving obtained so far, it is used as the up-
to-date best cost saving under the set of values for K, L, KI, and M. A
detailed description of functions performed by subroutine TRYLNK is given
in Paragraph 2.4.6.3. After all possible combinations for K, L, K1, and M
have been tested and it has been found that the up-to-date best cost
saving is positive, the program performs the second function of network
optimization, i.e., updating the network, It then repeats the whole

process on the newly updated network which happens to have one less
central link.

If the up-to-date maximum cost saving is non-positive, the
optimization process stops here.

2.4,6.3 Function Performed by Subroutine TRYLNK for a Given Set of
Yalues K, KI, L, and M. The processing, as shown in Figure 2-16, starts

with estimating the total amount of traffic that a single multidrop line
(sub-network) of integrating subnetworks K and L needs to handle. It then
esuimates the required line configuration, LDUMMY, by calling subroutine
LINNUM which has been described in Paragraph 2.“.5.1. Based on LDUMMY,
the program estimates the average response time and tests it against the
user-provided response time limit by calling subroutine RSPNSE. If the
estimated response time is not satisfied, the program updates the line
configuration LDUMMY to the next higher line type and repeats the process
of estimating its average response time and testing it against the given
constraint. This process ends when either there is a satisfied line
configuration or it is not possible to upgrade any further.

When a satisfied line configuration is obtained, the program
continues to estimate its cost saving, based on the assumed integrated
sub-network. If the resulting cost saving is better than the up-to-date
best cost saving, it replaces all of the maximum saving parameters, which
are used to keep tracking the up-to-date best network changes; it then
returns to its calling routine. I1f there is no line configuration
satisfying the response time constraint, the process stops and the program
returns to its calling routine.
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2.4.6.4 Functions Performed by Sybroutine RSPNSE. Figure 2-17 shows
the flow chart of the subroutine RSPNSE. This subroutine calculatez six
items of delays: polling, message transmission time from a terminal to
the central switches, input buffer queue time, service time, output buffer
queue time, and returned message transmission time from the central
switcher to the same terminal.

After summing up these delays as RSPTIM, this subroutina

compares its value with the upper bound response time as set up by the

user. It assigns 1 to IOK as an indication of satisfying resporis2 time
requirement and returns.

10K=0

R

CALCULATE LINE

UTILIZATION

CALCULATE ALL TYPE OF DELAYS

StX DELAYS 1. POLLING WAIT
2. MESSAGE-IN SERVICE TIME
3. INPUT QUEUE

l 4. CPU SERVICE
5, OUTPUT QUEUE
6. RESPONSE MESSAGE SERVICE
FIND THE SUM TIME

RSPTIM

IS RSPTIM
SATISFIED?

oK =1 J
‘ TERMINATE )

Figure 2-17. Flow Chart for Subroutine RSPNSE
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2.4.6.5 Network Updates by Subroutine UPNETW. If there is a positive
cost saving after trying all possible combinations for parameters K, KI,

L, and M, subroutine UPNETW is called upon to perform the other function
for each cycle of the network optimization process as described in
Paragraph 2.4.6.1,

In the STACOM program, subroutine UPNETW performs the
following main functions: (1) updating of network descriptions, (2)
revision of relevant accounting data (such as the number of terminals on
the new L sub-network, its average response time, and total traffic).

2.4.7 Formation of an Interregional Network

. The interregional network is formed by erecting communication
lines between the regional switching centers (RSCs). The initial network
has a direct line between any two RSCs.

As shown in Figure 2-18, for each combination of two RSCs I
and J, the maximum traffic in either direction is considered as the design
traffic between these two RSCs. This is different from intraregional line
selection because it is assumed that full duplex lines are to be used. The
traffic matrix TRM contains traffic data between RSCs. With this
information, line conf_guration LINEQU between RSCs I and J is obtained by
calling subroutine LINNUM.

Cost of line configuration LINEQU is then estimated and added
to the total cost. -

2.4.8 Optimization of an Interregional Network

After the initial interregional network is completed, the
program starts a line elimination process in order to obtain a cost-
effective network.

Figure 2-19 shows the basic topological consideration involved
in line elimination. In considering whether line I-J can be eliminated,
the algorithm tries to divert I-J traffic to other lines with excess
capacity, for example, over route 1=4=~3. If there is no alternate route
with enough excessive capacity to handle I-J traffic, the program begins
adding capacity to alternate routes in order to accommodate the required
traffic. It then estimates the cost saving under the proposed modifications.

The algorithm iterates the above described process for all
combinations and records the best cost saving and the best line elimination.
It then updates the network.

This cycle of searching for the best cost saving and updating
the network repeats continuously until cost savings can no longer be realized.
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1]

Figure 2-19, Basic Topology of Line Elimination

2.4.8.1 interregion Network Optimigation Lozic Implemented. Figure
2=20 deplots the functional flow chart for the interregional network

optimization as implemented in the STACOM program.

A parameter, I, is used to select one of the RSC neodes
to be considered for line elimination. A test is then made on RSC
I to insure that at least three links to other RSCs exist. If I has
at least three links, ancther parameter, J, 1s used to select any other
R3C node for trying to eliminate its link to I. J is tested to insure
that it has three links to other R3Cs and J is different from I. Another
test is made to insure that I and J are connected to each other. If
any of these conditions are not met, RSC node J + 1 is selected and
these three tests are repeated.

If these conditions are met, a test is carried out to see if
sufficient network connectivity will still be maintained if connection I=-
J is removed. Due to the consideration of availability, the program is
designed in such a way that each RSC node will have at least two
communication links to other RSCs and each RSC node will be connected to
every other RSC node through no more than one intermediate node.

If the network connectivity requirement can be maintained with
the removal of link I-J, the program searches tor alternate routes with
excess capacity in an effort to re-route the I-J traffic load without
inereasing network capacities. "If all I-J traffic can be succesafully
diverted in this manner, the I-J link is eliminated and the network
traffic matrix and costs are re-caleulated; the process then begins anew.
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Figure 2-20. Flow Chart for Interregion Network Optimization
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If all I-J traffic cannot be diverted through existing network
routes with excess capacities, the capacity of the first available
alternate route is increased to handle the remaining traffic. The cost
saving is determined as equal to the original cost of the line removed
minus the cost for the capacity increase. If the cost saving is an
improvement over previous triz.z, line and traffic data are saved to
reflect the up~to-date best moditication of the network.

At the conclusion of each cycle, if the cost saving is
positive, the line and traffic data associated with the best saving are
used to eliminate the line, update the network, and recost the network.

The process is continually iterated for each updated network
configuration until cost savings are no longer positive.

2.5 OUTPUT
The STACOM program ge.c. .gular printer cutput and a
CalComp plotter output. In addition, wh «w program is run as a demand

Job, run-status output will show up on the interactive terminal. This
part of the printout precvides information on the progress of the run.

Details of data contained in the regular printer output are
given in Paragraph 2.5.1; Paragraph 2.5.2 describes the CalComp plot.

2.5.1 Printer

The printer output contains all the data resulting from the
running of the STACOM program. The amount of' printout data depends upon
the number of system terminations operated and also upon th: number of
functions executed in each specific run.

Following is a list, in temporal order, of the data items
which a run may produce.

2.5.1.1 Line Type and Transmission Line Characteristies. The first

set of data are the line type and transmission line characteristics as
used in the run. for each line type, the polling protocol data and modem
turn-around time data, etc., are provided.

2.5.1.2 Message Characteristics. Message characteristics are the next
set of data output from the program. They include average input message
length, average output message length and overall average message length.

2.5.1.3 ading minat 5 Pregelection of Regional
Switcher [ocations., If there are any preloadings of system terminations
and/or pre-selections of switcher locations, this information will be
provided in the printout. Otherwise, no data will be shown in this
regard.

2-41



77-53, Vol. IV

2.5.1.4 Iraffic and Distance Tables. These are tables which show both
traffic from/to all system terminations and distances between system
terminations.

The first table gives the traffic data from each system
termination to/from eazsh data base; the next one gives the traffic data
destined to and originating from each system termination. The last tat'e
shows the distance data between any two system terminations.

2.5.1.% stem Centroid and the zation F » of the Central
Switcher. The system centroid as designated by the user is printed next
as a reminder, After this, the CPU utilization factor of the central
switcher as calculated by the program is printed to indicate the load.

2.5.1.0 System Terminations in_ s Region and its Regional Switchirg
Center. For each region, the program prints out the identification and
name of each system termination in the region. These system terminations
may have been pre-loaded or assigned to the region by the program. The
program also prints out the location of the RSC for the region, which is
either pre-assigned by the user or selected Ly the program.

2.5.1.7 r t and i stz, After showing what system
terminations are in the region, the program prints out the regional star
networks and costs assoclated with each central link., It alsc provides
summarized eosts. Detailed descriptions for each central link are given
below.

2.5.1.7.1 i onfiguration and Effective Utilizaticon. The line
configuration for each central link is printed as a ¢olumn vector, which
has the same number of line types used in the run. The effective line
utilization is also printed to show the traffic load from the system
termination.

2.5.1.7.2 Distance. The distance from the system termination to the
regional switching center is printed.

2.5.1.7.3 Lipe Traffic and Effective Response Time, The amount of

traffic from/te the system termination is printed before the effective
line response time as calculated by the program is printed. The calcula-
tion is based on the line configuration and traffic as shown and should be
better than the response time requirement.

2.5.1.7.4 Installation and Annual Regurring Costs. The installation and
annual recurring costs for providing the central link are given in terms
of chargeable items such as service terminal, modem, line and drcp.
Partial sums for the line are also printed., Finally, total installation
and annual recurring <osts for each chargeable item and for the overall
star network are printed.
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2.5.1.8 Final Optimized Network and its Costs. Aftcr performing
ontimizations on the star network, the program prints out deseriptions for

each multidrop line in the final optimized network. The following list
shows the data items which may be printed.

2.5.1.8.1 Multidrop Line Configuration. Each multidrop line has an
index, the beginning terminal and number of terminals on the line. The
exact line configuration is printed as a column vector, with only one
non-zero element. The content of that non-zero element must be one, due
to the fact that multidropped terminals can only perform on one line.

2.6.1.8.2 Line Utilization. Mileage, Traffic, and Response Time. The
line utilization, total mileage and incoming/outgoing traffic on each
multidrop line are printed. The program next prints the average response
time, which should be better than that required by design, tc be expected
by each user terminal on the line.

2.5.1.8.3 Installation and Avnual Recurring Costs. The amount of
installation and recurring costs are then listed in tarms of chargeable
items as explained in Section 2.5.1.7.4.

Finally, total installation and annual recurring costs for
each chargeable item and for the overall network are printed.

2.5.1.9 hetwork Drawing. A network diagram in terms of tree-type
relationship is last printed. It uses the system termination
identification as nodal notation.

2.5.1.10 Initjal Interregional Network. If formation and optimization
of the interregion network is required, the program will perform these

functions and print its initial and optimized network. For each pair of
RSCs, the program prints out line names, configuration, utilization, and
installation and recurring costs. Total network cost is also provided.

2.5.1. 11 tim te t . The program prints out
similar data for the final optimized interregional network after
completing the network optimization.

2.5.2 CalComp Plot

A CalComp plot subroutine has been incorporated into the
STACOM program for the purpose of providing a visual plot of each
optimized regional network obtained by the optimization process. The
subroutine converts each final optimized regional network into a two
dimensional plot, utilizing the CalComp plotter. It should be noted that
the CalComp plot is an optional product. If desired the user can command
the 3TACOM program not to generate the plot.

=~ b=
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2.6 SYSTEM CONFIGURATION

In this section, we will describe the basic computer system
required to run the STACOM program.

2.6.1 Hardware

The following list describes the hardware units that should be
part of the computer system on which the STACOM program 1s run,

2.6.1.1 Central Prcocessing i . Due to the fact that the STACOM
program is coded with the FORTRAN V language and compiled and mapped under
the EXEC-8 operating system of the UNIVAC 1108 systems, a UNIVAC 1108 CPU
or one equivalent to it is a prerequisite of the use of the STACOM
program. khen this type of CPU iz not available, some conversion efforts
on the STACOM program may be required.

2.6.1.2 or orage. Although the core size required by the
STACOM program varies by parameter values assigned, it is generally true
that 65K words would be a minimal requirement.

2.6.1.3 CalComp Pen Plotter. A CalComp pen plotter is required for
the use of the STACOM program. If other types of CalComp plotters, e.g.,
CalComp Model 1675 are to be used, the plotting subroutine of the STACOM
program needs to be revised.

2.6.1.4 Line Printer. A regular printer to receive FORTRAN output
files is needed. It will print out all run results collected by file 100.

2.6.1.5 Demand Terminal. A demand terminal provides the user with an
alternate way of running the STACOM program, although the program can be
run as a batech job., With the demand terminal, a user can interactively
perform the program execution.

~ hh
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SECTION 3

PROGRAM OPERATIONS

3.1 INTRODUCTION

This section is intended for use as a reference manual for the
user, both to prepare input data and to operate the STACOM progsram. With
this in mind, this section is devoted to an explanation of how input data
are prepared, how the program 1s executed, and what the input/output of
the program is to be.

3.2 ENVIRONMENT
3.2.1 Hardware

The following 1ist describes the hardware units that should be
part of the computer system on which the STACOM program is run.

3.2.1.1 Central Processing Unit (CPU). Berause the STACOM program is
coded with the FORTRAN language and compiled and mapped under the EXEC-8
operating system of the UNIVAC 1108 systems (see Paragraph 1.1), a UNIVAC
1108 CPU or one equivalent to it is a prerequisite for using the STACOM
program. When this type of CPU is not available, some conversion effort
on the STACOM program may oe required.

3.2.1.2 Main Core Storage. Although the core size required by the
STACOM program varies with the parameter values assigned, it is generally
true that 65k words would be a minimal requirement.

3.2.1.3 CalComp Pen Plotter. A CalComp pen plotter is required for
the use of the STACOM program. If other types of CalComp plotters, e.g.,

CalComp Model 1675, are to be used, the plotting subroutine of the STACOM
program has to be revised.

3.2.1.4 Line Printer. A regular line printer to receive FORTRAN
output files is needed. It is to print ocut all run results collected by
file 100.

3.2.1.5 Demand Terminal. A demand terminal provides the user with an
alternate way of running the STACOM program, although the program can be
run as a batch job. With the demand terminal, a user can interactively
perform the program execution.
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3.2.2 Software
3.2.2.1 Programming Language. The STACOM Program is implemented with

the FORTRAN V language of the UNIVAC system, compiled by the EXEC-8
FORTRAN Processor FOR, and mapped by the mapping processor MAP. Because
of the inclusion of a plotting subroutine, the system library file
LIB*PLOT$ is required during mapping.

An understanding of the FORTRAN V features is available in
Reference 2.

3.2.2.2 Operating System. The EXEC-B operating system of the UNIVAC
1108 computer system is used in the development of the STACOM program, As
this operating system has been used for executing regular FORTRAN V
programs this same operating system must be used for executing the current
edition of the STACOM program.

The STACOM program has been designed so that all of the
desired printer output will be dumped to file 100. Therefore, before
executing the STACOM program, an alternate file 100 must be assigned.
Otherwise, regular WRITE unit 6 will be the destination device; this will
make it awkward when runs are performed via a demand terminal since most
of the output from the program uses 132 characters per line.

Furthermore, an execution of the program will generate a
punch-card image file. It is, therefore, recommended that a file be
assigned to store the punch-card file, and that this later be directed to
a CalComp plotter. An alternative is to have a command statement which
requests the operating system to @€5YM the output punch-card file to a
CalComp pen plotter.

3.2.3 Functional Limitations

While the STACOM program has been designed and implemented
with the intent that it be as widely applicable as possible, it dosms have
certain limitations. Following is a list of functional limitations that
exist in the program,

3.2.3.1 Program Sjze. Under the EXEC-8 operating system, the size for
regular programs is limited to 65k words per program. Because of this,
assignments of parameter values during the compilation stage are
conditioned to this limit of the overall program size when mapped.
Although it will be more convenient for later uses of the STACOM program
if all of the parameters are assigned with maximum values within the limit
of 65k words, this will increase the run cost. This is because of the
core~time product charge.

3.2.3.2 Parameter Variables. The PARAMETER statement of the FORTRAN
language is one of those commands which make the language a powerful tool
in problem solving.

22
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To accomplish the goal of making the STACOM program a widely
usable tool for network design, it has been implemented with several
parameter variables. For each complilation of the program, a set of
values is assigned to the parameter variables. Therefore, any subsequent
use of the STACOM program will be limited to cases where the actual
values assigned to the varlables are within the parameter values defined
during compilation. Any run whose input data violates this rulq: will
need modification of the parameter values of the program, recorpilation,
and remapping. For example, NPl is a parameter variable whicn is used
to make the number of system terminations allowed in a system a variable.
A choice of NPl as 105, for example, dictates that the STACOM program
can only be used in systems where 105 or less system terminations are
under consideration. Any run which has a number of system terminations
greate~ than 105 will result in either an abnormal run termination
or a normal run termination with unwanted output,

3.2.3.3 Response Time. The response time algorithm implemented in the
program is based on the model (Reference 5). In applying this program to
a given system, some consideration of the applicability of the response
time algorithm is required, If the central switcher does not behave
similar to this model the response time subroutine RSPNSE has to be
revised and recompiled and the STACOM program has to be re-mapped.

3.2.3.4 CalComp Plot. The graphic output portion of the STACOM
program has been implemented with the plotting routines designed for the
CalComp pen plotter, If other types of CalComp plotters, e.g., CalComp
Model 1675, are to be used, the plotting subroutine of this program needs
to be revised and recompiled and the STACOM program has to be re-mapped.

3.3 RUN DESCRIPTION
3.3.1 Initialization ard Setup

When the STACOM program is executed from an 80-character/line
demand terminal, an alternate file, 100, to be used as a printe:r output
file, must be defined. Otherwise, all printout data will be directed to
the terminal which will produce interleaving output. The statement
6ASG,UP 100 defines the alternate file.

In addition to the redirection of output file destination, the
user has to direct the punch-card file to a proper unit for a CalComp
plotter, As an example, the statement 8SYM,P PUNCH$,,G9PLTF will direct
the punch-card images to a CalComp plotter designated with GYPLTF.

The preparation of input data can be best described by
referring %o Table 3-1 which shows all of the data items with their
required formats, The table is self-explanatory, but some of the data
items deserve additional description.
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- Because the exact number of data bases varies from State to
State, the format for item 5 allows a maximum of & data bases wherein the
last three pairs of entries must be given on a separate card.

The notation [X] for item B indicates that the exact value is
equal to the next integer which is greater than or equal to X. The format
for line recurring costs has been designed with the zasumption that
both linear and nonlinear functions will be used in tariffs for line
services. Because of this, the STACOM program provides options for
either scheme. When a cost function is nonlinear, it is assumed to
be stepwise and only eight steps are allowed. If eight are not enough,
the program has to be updated.

The amount of input data for item 15 varies from one run to
another. The program has default values of zeros for all entries in IACTN
(NR1,2). A zero for the first element indicates the acceptance of
additional system terminations into a rerion when it is a preloaded
region; a zero for the second element indicates that the optimization
process for the region is not needed.

] When a user decides either to exclude the addition of other
system terminatiens into a preloaded region; or to request an optimization
process performed upon a specific region he must so inform the STACOM
program by adding data cards with two intezer numbers. The first number
gives the region index; the second number indicates the action: 1
indicates insertion exclusion, and 2 indicates optimization. When all
requests for actions have been made, a card with two 2z2roes is required

to indicate that fact.

Finally, item 20 provides the tool for a user to preload
system terminations to certain regions, and/or preselect the regional
switching center. Three numbers are needed for each action. The first
number, called NCODE, directs the specified action: 1 assigns a system
termination to a specific region; 2 assigns a system termination as the
RSC for a specific region. The second number, called NSTATE, gives the
identification number for a system termination to be assigned to a2 rezion
or to be selected as an RSC. The third number, called NREGQ, designates
the region to be acted upon. When the first number has a value of three,
the assignment selection activity terminates.

3.3.2 Run Options

As indicated in Table 3-1, there are several independent
variables provided only at the time of execution. This provides
additional capabilities to the STACOM program.
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Table 3-1. Formats for Input Data
Item Names of Internal Number of Cards
No. Item Desecription Variables/Arrays Needed Formats

1. No. of regions under NR1 1 {13)
consideration

2. No. of system terminations, N1, N7, NCITY 1 (315)
no. of data bases, and no. of
distinctive cities under
consideration.

3. IDs for data bases NBASE(NT) 1 (3¢1X,A4))

4, V-H Coordinates for cities IVERT{NCITY), IHORZN(NCITY) NCITY (33x,15,2X,I5)

5. ID, name, city index, addi- INDXPT{N1},NAMEST(H,N1) ,TADD{N1) a. N1 if NTL2 (Ald,1X,3A6,A4,
tional no. of terminals and MAPADR(NT),TRAFD{N1,2,N7) b. 2N1 if NI>2 I12,I4,8F10.2/
traffic to/from each data base bF10.2
for each system termination.

6. No. of rate structures N2 1 (13)

7. Rate application matrix IRATEJ(N2,N2) N2 (1012)

8. Traffic density index and
applicable rate structure for IRAND(NCITY,2) [ncITY/80) (8011)
each city

9. No. of applicable line types N3 1 (13)

AT °*ToA ‘€6~LL
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Table 3-1. Formats for Input Data

(Continuation 1)

Item Names of Internal Number of Cards
No. Item Deseription Variables/Arrays Needed Formats
10.  Name, capacity, utilization LINAME(N3), LINCAP(N3), N3 (46,1%,16,1X,
limit, usage and duplexing LINMIX(N3), IDUPLX{N3) F3.2,2(1X,11))
mode for each line
11. No. of chargeable items N4 1 (13)
| N
12.  Names of chargeable items NAMEHW(N#) 1 (10(46,1X)) AN
w
13. Installation and recurring AINSTC(NZ2,N3,N4,3,2,2), 2xN2xN3xN4x3x2 -
costs for chargeable items RECRC (N2,N3,N4,3,2,2) (2F9.2) o,
WRT rate structure, traffic ¢
density and duplexing mode g
for each line type
14. Linear installation and IFLAG(N2,N3) ,ANSTLN a. N2x(2+N3x3x2) a. (4F9.2/I1/10F8.3)
recurring costs for lines (N2,N3,3,2,2)}, RECRLN b. 2xN2(2+N3x b. (4F9.2/11/10F8.3/
WRT rate structure type, (N2,N3,3,2,16) 3x2) if non 10F8.3)
density, and duplex mode linear
15. Action indices for regions NREG,NCODE for IACTN (212)

(NR1,2)

Variable




Table 3-1.

Formats for Input Data
(Continuation 2)
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Item Names of Internal Number of Cards
No. Item Description Variables/Arrays Needed Formats
16. No. of polling characters no. NPL(N3), NAK(N3), NPLOH
of NAK characters, no. of pol- (N3} NAKOH(N3), MOH (N3) N3 {514,2F7.5)
ling overhead characters, no TAMPM(N3), TAPD (N3)
of NAK overhead characters,
message overhead characters,
Modem turnaround time, and
other delay for each line type
17. No. of message types NTYP 1 (I4)
18. Message name, 1nput message MSGNAM (NTYP), MSLIN NTYP (86,2(214,2F6.3))
length, output message length,  (NTVYP) MSGOVT(NTYP),
input percentage and output RATIOI(NTYP,2)
percentage with priority 1 RATIO(NTYP,?2)
and 2
19.  Average CPU service time per CPUAVG 1 (F7.49)
transaction
20. Preloading system terminations  NCODE, NSTATE, NREGQ Variable (I1,1X,A4,A5)
and/or preselecting regional
centers
21. System Cei.i+. .. NSCC1 1 (AlL)

Al °TOA “€6-LL
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Table 3-1.

Formats for Input Data
(Continuation 3)

Item . Names of Internal Number of Cards
No. Ttem Description Variables/Arrays Needed Formats
22. Total no. of messages per XSAC, NREQSW 1 (F8.5,I3)
second and no. of requests '
made at the central switcher
23. Limit on no. of terminals on NTERMS, TIMREQ, MPROC 1 (13,F5.2,12)
a multi~dropped line, response
time requirement and no. of
CPU processors for computer
24. °lot request MPLOT 1 (13)

AI °TOA ‘¢6=/L
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Following is a list of run options for the STACOM program.

(1) The user can preload system ﬁerminations to regions
and/or preselect regional switching centers.

(2) The user can select certain regions for which the
optimization process will be performed.

{3) Type of lines and chargeable items can be selectively
chosen.

(4) The user can put a limit on the number of terminals
on a multidrop line as described and can limit the
average terminal response time.

(5) The number of central processor units in the central
computer system can be 1, 2, or 4.

(6) The CalComp plot can be skipped.

3.3.3 Control Instruction and Sequences
3.3.3.1 St i Run.

3.3.3.1.1 Bateh Mode. Following is a list of control statements
required when running the STACOM program as a bateh run:

@RUN run-ID, account-no., project-ID, SUP-time, pages/cards
@ASG,UP 100
€SYM,P PUNCH$,,plotter-ID
6XQT file.STACOM
(DATA)
@BRKPT 100
6FREE 100
v3YM 100, ,printer-ID
6FIN

The RUN card gives the following information: designated run-
ID, user's account number, project-1D, expected SUP-time urage and limited
number of printer pages, and number of cards which may be generated from
the run. Plotter-ID gives the logical ID of the CalComp pen plotter and
file is the file which contains the absolute element of the STACOM
program. Printer-ID gives the logical ID of the regular printer. DATA as
shown is the input data described in Paragraph 3.2.1; the user should
arrange the data in the same order. When all of these data items are in
order and ready, the deck can be submitted to the operator at the computer
site for processing.

3.3.3.1.2 Demand Mode. If program execution is to be performed via a
demand terminal, the user can converse interactively with the program,
The user may also run the program as a batch job by having all input data
prepared and added after the 6XQT statement.

3-9
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Under the conversation mode, the user aots as a respondent
who answers the requests for datz made by the program. This mode of
operation provides the user with some understanding of program progress
A user can very often terminate a run before a complete set of input
data is given. This is possible because the user has some knowledge
of the progress being made. This capability can prevent the user from
an unnecessary waste of time. For example, if a run encounters a system
which has more oversized distance data than allowed, a message from
the program will be printed out on the terminal. The user will be
alarmed by this fact and may decide to terminate the program run.

3.3.3.2 Bun Progression. After receiving zll of the required data,
the program will perform all functions as designed and requested by the
user whether a batch or a demand job has been executed. The program will
perform formation of regions, selection of regional switching centers,
formation of a regional star network and its optimization if requested,
and finally, formation and optimization of an interregional network. All
of the desired output data will go to the alternate file, 100.

3.3.3.3 Normal Termination. When a STACOM program run proceeds
successfully and terminates normally, the normal file unit 6 will contain
two lines of messages for each successful regional network optimization.
These two lines are:

(1 TRYLNK has been accessed for xxxxx times,
(2) UPNETW has been accessed for xxxxx times.

The first message indicates the number of subroutine calls to
TRYLNK that have been made during the process of searching for a better
network. The second message indicates the number of optimization cyecles
which the run has gone through before the optimization process stops.
After a normal termination, the user can direct the output file 100 to a
printer device and the punch card file to a CalComp pen plotter if file
PUNCH$ has been directed to an alternate file.

3.3.3.4 Aborting and Recoverineg a Run. When a run encounters trouble

resulting from incorrect input data, the user can use the normal abortine
procedury to terwuinate its execution if it is a demand job. A statement
of @6x afte. interrupting the line communication by pressing the BREAK key
will terminate a program execution at any time. On the other hand, the
EXEC-8 may abort a program execution when certain serious vioclations occur

during its execution, e.g., number of punch cards exceeding the limit on
the run card.

If a program run has been interrupted due to system outage, no
recovery of the run is possible.

3-10
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3.3.4 Program Listing

A listing of the STACOM program elements is given in Appendix A.

3.4 SAMPLE RUN

To illustrate how STACOM can be run, a sample run is provided
in the following subsections alongz with detailed explanations.

3.1 Hun Stream

The following list of control statements shows the typical
batch mode run stream used to sxecute the STACOM program.

@RUN JJL,J6G3YL,51928,20,90/1000
8ASG,UP 100

@SYM,P PUNCH$,,G9PLTF

€XQT LEE.STACOM

€ADD LEE.DATA

@BRKPT 100

8FREE 100

@SYM,U 100, ,TU

@FIN

The first control statement is a run request which specifies
its run ID as ..., identifies its account number as JB6G2YL, assigns
project ID as 51928, requests a maximum of 20 minutes of SUP-time and
finally asks for a limit of 90 printer pages anu 1,000 punch cards., The
limits on 30P=-time, number of printer pages and number of punch cards
deserve some attention when making a run. If there is an underestimate in
any of these three limits, the run may abort due to insufficient res-urce
assignment.

The second statement is used to assign an alternate FORTRAN
output file as required by the program. It is intended to be a one-day
file.

Statement 3 requests the system to direct the punch card image
file to the CalComp pen plotter with the name GYPLTF.

Statement Y4 is a command for executing the STACOM program
which is designated wiith the element name STACOM in file LEE.

The next statement asks the operating system to use the
content of element DATA as its input data,

Statements 6 and 7 are uvuoe? to eclose file 100 and catalog it
for later use,

Statement 8 asks the operating system to send the printer file

100 to an on-site low speed printer wic'i ID T4. The U option retains the
FORTRAN print file after a «:opy i3 pioan' 2d

3-11
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The last statement terminates the run with a request for
a detailed deseription of run charges and run history. The number
of pages in the print file and the number of punch-card images are
part of the data given by the accounting subsystem when a run terminates.

When the same program is to be executed via a demand terminal,
the content of element LEE.DATA ecan be divided into several individual
elements plus certain key-in control statements. Essentially, however,
the same amount of input data must be provided to succeed in running the
program.

3.4.2 Input

As a specific example, Table 3-2 gives the list of data which
have been used in analyzing the South Plains portion of Texas under the
Council~of-~Governments structure.

Encircled numbers have been written on the left hand side so
that Table 3-2 and Table 3-1 are made compatible. Data associated with
each encircled number in Table 3-2 corresponds to the data item with the
same index in Table 3-1. Items 1 and 2 indicate that the run is concerned
with 1 region case, a total of 25 system terminations, 4 data bases, and
a total of 358 distinctive cities. Items 3 gives the IDs for locations of
those four data bases, and item 4 lists the names of all 358 c¢ities which
have distinctive V-H coordinates (four digit integers). Since the nuwmber
of data bases is greater than 2, two input cards are needed for each
system termination; therefore a total of 50 cards are needed as listed
under item 5. Since there is only one rate structure, one card is needed
for rate application matrix (see items 6 and 7).

Item 8 shows the traffic density and rate application table
for which 9 cards are required. Items 9 and 10 indicate that only 3 type
of lines (with rates 1200 bps, 2400 bps, and 4800 bps) are considered; 0.7
is the line utilization limit for all of them. Three chargeable items are
applicable as shown in items 11 and 12. Item 13 is somewhat complicated,
the following explanation should enable the reader to understand it.

These 108 data cards are divided intc 3 groups with the first group given
to the first line type, i.e., 1200 bps, and so on.

3-12
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PALESTINE
ANDREWS
LUFKIN
ROCKPORT
ARCHER CITY
JOURDANTON
BELLVILLE
MULESHOE
SEYMOUR
BEEVILLE
BELTON

FORT HOOD
HARKER BEIGHTS
KILLEEN
NOLANVILLE
TEMPLE

ALAMO HEIGHTS
FY SAM HOUSTON
LEON VALLEY
SAM ANTONIO
UNIVERGAL CITY
CLIFTOM
MERIDIAH
TEXARKANA
ALVIN
ANGLETON
CLUTE
FREEPORT
LAKE JACKSON
PEARLAMD
BRYAN
COLLEGE STATICN
AL PTNE
FALFURRIAS
BROWNWOOD
caLnweELL
PORT LAVACA
BROWNSVILLE
HARL INGEN
PORY ISAREL
SAM BENITO
LIMDEN
DIMMIY
ANAHUAC
JACKSONVILLE
CHILDRESS
MORTON
RORERT LEE
COLEMAN
FRISCO

MCK THNEY
PLAND
WELLINGTON

Input Data for the Example Run

ANDERSON
ANNREWS
ANGEL TNA
ARANSAS
ARCHER
ATASCOSA
AUSTIN
BATLEY
BAYLOR
BFF

BELL
BFLL
BFLL
BELL
BELL
BELL
BEXAR
BEXAR
BEXAR
BEXAR
BEXAR
BOSQUF
ROSQUF
BOWIE
BRAZORIA
BRAZORIA
BRAZUMIA
RRAZORIA
BRAZORIA
BRAZORIA
BRAZOS
BRAZ0S
BREWSTER
BROOKS
BROWN
BURLFSON
CALHOUN
CAMERON
CAMERON
CAMERON
CAMERON
CASS
CASTRO
CHAMRFRS
CHEROKEE
CHILDRES
COCHRAN
COKE
CHL_EMAN
COLLIN
COLLIN
coLLIe
COLLNASW

S

H
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A558
aaa7
as57%s
Q405
8396
9332
B9aY
8518
au37
o378
AB27
AR32
aa32
BA32
8832
a812
9225
9225
9223
9225
9187
a6al
28668
at11
a996
9059
anal
9096
30R1
A970
84827
8827
9364
9645
ata?
BRA0
Q9288
9861
9820
9807
9826
a217
8427
aBas4
84092
8328
8622
8887y
8ANY
83pd
8340
83r3
A2y0

X750
4993
3561
3604
ayl10
ynip
3710
5187
4514
3850
anio
4070
406%
4nA%
4n3R
390
4062
4nkR2
4nop
4ne2
4nx7
4nAa9
4112
3626
IURA
3409
34R7
466
34R7
AsNg
17eR
37RR
RNS7
2877
u3p7
383y
2A65
3606
3663
ARAR
3sba
36u%
5109
3u1A
3709
yyuzx
5179
4a0x
yuix
40mRa
4nza
anaT
4776
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Table 3-2. Input Data for the Example Run
(Continuation 1)

57 COLUMBYS COLORADO ans2 37un
%8 NEw BRAUNFELS COMAL 9145 L4018
59 COMANCHE COMANCHE a7%5 4278
60 GAIMESVILLE COOKE A289 4162
61 COPPERAS COVE CORYELL asyL ypop
62 GATESVILLE CORYELL arm 4npg
63 CRANE CPRANE onT3  U4ROg
64 0ZoNA CROCKETTY 9i44  usu2
65 DALHART DALLAM a129 Sz2ug
66 ADQISON DALLAS B4n4  unup
&7 CEDAR HILL DALLAS 8485  4nuT
68 DALLAS DALLAS ayze 4034
69 DESOTO DALLAS gu7rg  unin
70 DUMCANVILLE DALLAS A4p9  LOuy
71 FARMERS BRANCH DALLAS ahit 4062
72 GARLAND DALLAS 8400  4N1A
73 GRAND PRAIRIE DALLAS gusa  u0A6
T4 HIGHLAND PARK DALLAS Buze  4ndy
75 IRVING DALLAS ahyo 4064
76 LANCASTER DALLAS gu70 4013
n MESAUITE DALLAS 8426 4000
78 RICHARDSOM DALLAS 8309 4035
79 SEAGOVILLE DALLAS 8uy7  39A0
A0 UNIVERSITY PARK DALLAS VS TS Y b
A1 LAVESA DAWSOM 8779 u49t9
82 HEREFORDN DEAF SMTH  AR378 5143
83 DENTON DENTON 8372 4127
a8y LEWISVILLE DFNTON R398  BNRI
85 CUFRO DEWITT 9209  3A23
86 SPUR DICKENS 8560 4784
a7 SAN DIEGO DUVAL o542 3988
a8 EASTLAMD EASTLAND 8649  H3R2
a9 ODESSA ECTOR go9az2  493p
90 ENMTS ELLIS 8514  397n
91 WAXAHACHIE FLLIS as17T M
a2 €L PASO EL PASO 9231 5695
93 STEPHENVILLE ERATH a64s 42312
ay MARLIN FALLS a7r39 3oy
95 BONHAM FANNIN 8214 3994
96 RORY FISHER A6T79  4AlLR
a7 FLOYDADA FLOYD auge 4902
98 FAIRFIELD FREESTONE  B60OR2 3R3a
99 PEARSALL FRIO o374 4179
100 RICHMOND FT REMD onng 3598
101 ROSENBERG FT gEND 90n9  35°a
102 SEMINOLE CAINES 8Az2  SNun
103 FRTENDSWOOD GALVESTON 8949  34A0
104 GALVESTON GALVESTON  89a5 3397
105 HITCHCOCK GALVESTON 8992  3ui)
106 LA MARQUE GALVESTOM 8975 3424
107 LEAGUE CITY GALVESTOM 897  34AA
108 TEXAS CITY GALVESTON  RO7% 3424
109 PosT GARZA 8650  LASKL
110 FREDERTCKSBURG GILLESPIE 9079 4194
111 GOLTAD GOLIAN 9331 3807
112 GONZALES GOMZALES 9137  38A4
113 PAMPA GRAY atys  4OR3
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Table 3-2. Input Data for the Example Run
(Continuation 2)

; 114 DEMISON GRAYSON A22%  4p&o
; 115 SHERMAN GRAYSON A253  4n72
: 116 GLANEWATER GREGH 8384  2e0A
B 117 KTILGORE GREGG 8379 1674
: 118 LOMGVIEW GRF.GG a3B  3AAN
i3 119 NAVASOTA GRIMES ABRS X715
. T 120 SEGUIN GUARALUPE  olg!  39M1
121 PLATNVIEW HALE aues oAl
i 122 HAMILTON HAMILTON ary 4177
123 SPEARMAN HAMNSFORD ange 5037

124 QUANAH HARDE“AN 8324 LRSY

i 125 KOUNTZE HARDIM a7as UL
3 126 SILSBEE HARDIN aTin 31A0
= 127 BAYTOWN HARR1S 8916 266
128 BELLAIRE HARRITS 8938 3536

o 129 DEF® PARK HARRIS a929  3u91
L 130 GALENA PARK HARRTS goza  353n
% 131 HOUSTON HARRIS 8938 3536
132 HUMBLE HARRIS 88a1 3540

133 JACINTO CITY HARRIS 8938  %R3g

i 134 JERSEY VILLAGE HARRIS 8925 3581
7 135 KATY HARRIS 8965 381A
136 LA PORTE HARRIS 8829 470

137 PASADENA HARRIS 8938 3534

138 SEARROCK HARRIS 8945  3uep

139 SOUTH HOUSTON HARRIS 8938 3536

140 SOUTHSINE PLACE HARRIS R9AR 35%

141 SPRING VALLFY HARRIS a938  353&

142 TOMRALL HARRIS 88a9 3A09

143 VILLAGE HARRIS goza 3536

144 WERSTER HARRIS 8987  3u6R

145 WEST UNIV PL HARR]S 8938 3536

146 MARSHALL HARRSM adt 2602

w7 HASKELL HASKELL ass5 4567

148 SAM MARCOS HAYS 90a6 400}

149 CANADIAN HEMPHILL p036  4RRP

150 ATHENS HENDERSON  A%a%  3A26

151 DONNA HIDALGO o 372R

152 EDIMNBURG HIDALGO 9830  237SR

153 HINALGO HIDALGO gRG6 3764

154 MCALLEN HIDALGO gase 3764

155 MERCEDES HINALGO 9845 3701

156 MISSTON HIDALGO ofRt 3781

157 PHARR HIDALGO oash 3754

1568 WESLACOH HIDALGO 9847 3716

159 HILLSBORO HILL 8612 4024

160 LEVELLAND HOCKLEY 8620  5n5%

161 SULPHUR SPRINGS HOPKINS 8281 3861

162 BIs SPRING HOWARD 8847  uADp

163 COMVERCE HUNT 82a0 3921

164 GRFENVILLE HUNT a317 3949

165 BORGER HUTCHNSON Bilub 5033

166 JACKSRORO JACK ghy2 4303

167 EDNA JACKSON 9tge  369A

168 BEAJMONT JEFFERSON arTr? 3xuy

169 NERERLAND JEFFERSON 87RO 331A

170 PORT ARTHUR JEFFERSON  BR06 3298
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Table 3-2. Input Date for the Example Run
(Continuation 3)

T TR

171 ALICE JIM WFLLS L ol 3RRS
172 BURLESON JOHNSON 8522 4103
173 CLFRURNE JOHNSON a5l 4in2
174 ANSON JOMES 8647 0563
175 STAMFORD JONES 8603 4562
176 KARNES CITY KARNES 9294 . -3 L1
177 KAUFMAN KAUFMAN 84u? 2938 .
178 TERRELL KAUFMAN auin 3ou3
179 BOFRNE KEMDALL 918 43133
180 JAYTON KENT 8%89 u4T7ia
181 KERRPVILLE KERR o143 4226
182 JUNCTION KIMBLE gng7 4373
183 KInGSVILLE KLEBERG 9566 3A0y
184 BEMJAMIN KNOX Au72 4600
185 PARTS LAMAR A173  3R97
186 LITTLEFIELD LAMB a558 Sneo
187 oLTON L.AMB AUGD K054
188 LAMPASAS LAMPASAS AB?S 4137
189 HALLETTSVILLE LAVACA 911k A7a9
190 YOAKUM LAVACA 9157 3814
191 CENTERVILLE LEON a6a2 376AR
102 CLFVELAND LIRERTY A801 kLY )
193 LIRERTY LIRERTY BA3S  3uH3
194 MEYTA LIMESTONE 8635  3RR89
195 GEORGE WEST LIVE 0AK 9419  3gin
196 LUBROCK LURROCK AS08 4962
197 SLATON LURROCK 8616 U9Yp
198 TAHOKA LYNN 86A0 492y
199 MARTSOMVILLE MADISON 8740 3733
200 JEFFERSON MARION a2367 3618
201 BAY CITY MATAGORDA 9135 3574
202 EARLE PASS MAVERTCK 95n% 437n
203 BRADY MCCULLOCH 8938 434
204 BELLMEAD MCLENMAN ATNG 39403
205 BEVERLY HILLS MCLENNAN 8706 3993
206 WACO MCLENNAN aTn6G 3403
207 WOODWAY MCLENNAN AT06 3003
208 HOMODO MEDINA 9285 W17
209 MENARD MEMARD antl yunz
210 MINLAND MIDLAND 8934  UARA
211 CAMFRON MILAM aRxS  Xo1n
212 ROCKDALE MILAM aar? X898
213 COLORADD CITY MITCHFLL B7A1 706
214 BOWIE MOMTAGUE 8351 4274
215 MONTAGIIF MONTAGUE A323 4261
216 CONROE MOMTGNOMRY aax2 Xa0n
217 DUNMAS MOORE gyl s14y
218 DAINGERFIELD MORR1S a240 TNy
219 NACOGDOCHES NACOGNCHS a51% IR69
220 CORSICANA NAVARRO 8583 3921
221 SWEETWATER NOLAN 8737  4R32
222 CORPUS CHRISTI NUECES o475 3739
223 ROASTOWN NUECES oyng 37R6%
224 PERRYTON OCHILTREF 7962  U49R7
22% VEGA OLDHAM a2e2 8177
226 ORAMGE ORANGF 8746 3281
227 MIMEFRAL WELLS PARKER 8520 4261
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Table 3-2. Input Data for the Example Run

DY

{(Continuation 4)

22a CARTHAGE PANOLA axps 3564
229 WEATHERFORD PARKER gSNA U206
230 FARWELL PARMER 8503 5221
231 FRIONA PARMEP Bu%2 518§
232 FOPT STOCKTON PECOS 9207 4954
233 AMAREILLO POTTER 8266 SN7h
234 CANYON RAMDALL 8317 S07s
235 CLARKSVILLE REN RIVER  8I47  3A09
236 PECOS REEVES o136 510}
a37 B¢ LAKE REGAN one? 473
238 HEARNE ROBERTSON  8B0Z2 3846
239 ROCKWALL ROCKWALL a3a4  %9R9
240 BALL INGER RUNNELS 8855 4404
261 HEMDERSON RUSK auan  3AuUD
242 ARANSAS PASS SAN PTRCO 9437  370n
2u3 GREGORY SAN PTRCO Q4RSS 3731
244 INGLESIDE SAN PTRCO  ou47T 3711
2u5 PORTLAND SAN PTRCO G455 373
2u6 SINTON SAN PTRCO ouaé 3777
247 ELDORADO SCHLETICHR 9n76 4547
2u8 SNYDER SCURRY BT18 4737
2u% STRATFORD SHERMAN 8049 %194
250 TYLER SMITH Bu17  3Tuy
251 BRECKENRIDGE STEPHENS 8582 430y
252 STERLING CITY STFRLTMG a9no UTYTS
253 ASPERMONT ST.NEWALL 8589 4650
254 TULTA SWISHER 8397 %nie
255 ARL INGTON TARRAMT B472  40PS
256 BEDFORD TARRANT ayu? 4093
257 COLLEYVILLE TARRANT suy7 4117
258 CROWLEY TARRANT 8518 411§
259 EULESS TARRAMT gsy?  u4nop
260 FORREST HILL TARPRANT Bu79 4122
261 FORT WORTH TARRANT g479  u12?
262 GRAPEVINE TARRANT B42S 409y
263 HALTOM CITY TARRANT gure w122
264 HURST TARRANT suy7 6117
265 LAKE WORTH TARRANY 8471 U158
266 NO RICHLAND HLS TARRANT B4LT 4117
267 RICHLAMD HILLS TARRANT au79 u1g2
268 SOUTHLAKE TARRAMYT g4s5  uhooy
269 WHITE SETTLYNT TARRANT B4AS U153
270 AR TLENE TAYLOR 8698 U513
271 SANDERSON TERRELL 93331  uale
272 BROWNFIELD TERRY aT0s  S007
273 MT PLEASANT TITUS g23ay 3755
274 SAN ANGELD TOM GREEN 89454  US6%
275 AUSTIN TRAVIS G005 %994
276 GILMER UPSHUR aM7T 376
277 RANKIN UPTON o0as  4A1Y
278 UVALDE UVALDE 9357 4279
279 DEL RO VAL VERDE 93%099  4yop
280 CANTON VAM ZANDT  Bu414  3ARA
281 VICTORIA VICTORIA o245  3TuR
282 HUNTSVILLE WALKER 8758  3RS2
283 HEMPSTEAD WALLER 8923 1691
284 MONAHANS WARD 90g6  SONS
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Table 3-2. Input Data for the Example Run
(Continuation 5)

285 BREMHAM WASHIMGTN 8932 X752
286 LAREDC WERB 2121, 3 4099
287 PIERCE WHARTON 9115 I6ug
288 WHARTON WHARTON anTa  36%0
289 SHAMROCK WHEELER a17o0 HA0R
290 BURKBURNETT WICHITA a2a0 Hubq
291 WICHITA FALLS WICHITA 8326 4413
292 VERNON WILBARPGER B326 4567
293 RAYMONDVILLE WILLACY 9768 3703
294 FLORESVILLE WILSOM 9261 3g7e
295 KERMIT WINKLFR 9024 5060
296 DECATUR WISE a4399 4205
297 WINNSBORO wooo 8295 370y
298 DENVER CITY YOAKUM aTat 50A8
299 GRAHAM YOUNG 8492 U365
300 OLMEY YOUNG aus0  Loly
ant CRYSTAL CITY ZAVALA a4s6 4oup
a2 ARAMSAS PASS ARANSAS aux7 3700
303 PLEASANTON ATASCOSA 932 4027
304 BANDERA BANDERA az2n5 419n
305 BASTROP BASTROP 9007 3009
306 MARRLE FALLS BURNET RGR0 u11s
307 LOCKHART CALDWFLL 9077 3954
308 LUL ING CALDWFELL gt17 %033y
309 BAIRD CALLAHAN 86RA  4uSO
310 PITTSBURG tamp a2s4 3742
311 PAMHANDLE CARSON az210 Snna
312 AT ANTA CAsS ain2 3518
313 RUSK CHEROKEE 8515 3672
314 HENRIETTA cLay A323 435y
s CROSBYTON CROSRBY 8548 4/62
36 CARROLLTON DALLAS A0 4066
317 CONPER DELTA 8241 3A94
318 CARRIZO SPRS, DIMMIT 95n0 kaup
319 CI15C0 EASTLAND B6A2 4377
320 LA GRANGE FAYETTE o016 3A13
321 MT VERNON FRANKLIN B246 3AN1
3z2 ANRERSON GRIMES 8836  370A
323 MEMPHIS HALL a2a? BR2%
3z AL AMO HINALGO Q854 3754
325 GRANBURY HOOD a572 4178
326 CROCKETT HousTON AR 36RA5
327 STINNETT HUTCHNSON a1z 505y
328 JASPER JASPER B6N3 3390
az9 GROVES JEFFERSON 8B7R9 3316
aso PORT NECHES JEFFEPSOM  ATRO 3316
331 CoTuLLA LASALLE o476 4120
332 GINNINGS LEF 8958 XALR
333 GROFSBECK LIMESTONE  AR671 3PA6
A3y LLANO LLANO ATn k199
335 NEWTON NFEWTOM aann 3353
336 BRTNGE CITY ORANGF 874 3295
337 VIPNR ORANGF 876t 3334
338 PALD PINTO PLO PINTO 8541 4yray
339 LIVINGSTON FOLK 8716 35N
340 REFUGIO RFFUGTO 93RS 2757
541 FRANKLIN RORERTSON ATHb 3A3g
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Table 3-2. Input Data for the Example Run
(Continuation 6)

M2 HEMPHILL SARINE as11 3413 -

343 SAN AUGUSTIME SN AUGUST 849l 3uT1

344 COLDSPRING SN JACINT 8754 3567

3u5 SAN SABA SAN sSABA gBRE  42up

346 MATHIS SAN PTRCO ouyd  3a4n

a7 CENTER SHELBY atud 350%

s RI0 GRANDE CTY STARR 9861 3887

349 BEMRROOK TARRANT 8409  Gilug

350 EVERMAN TARRANT asns &110

351 RIVEROAKS TARRANT au79 k122

352 GROVETON TRINITY 8661 3608

153 WOODVILLE TYLER aeed  3use

54 EL CAMPO WHARTON 9115 3649

355 WHEELER WHEELER 8126 4a2a

356 10wA PARK WICHITA 8J27  ayus

357 GEORGETOWN WILLIAMSO 8927 oot

358 TAYLOR WILLIAMSO 8922 X062

359 QUITMAN wWooD 8340  3A0&

360 PLAINES YOAKUM 8735 S10%

361 ZAPATA ZAPATA 97RA6 4009

%62 (5> AL1 MULESHOE PD A 7435 19,23 «Q0 onn
363 .00 «00 «00 +00

364 AZKK MORTON SO 47 4«38 10,58 «00 o1
365 .00 <00 .00 00

366 AZKWw SPUR PD A 6.28 17.80 00 onr
367 00 «00 00 «00

368 AZX7? FLOYDADA SO 94 S+60 11.91 o «NO
369 00 «00 00 +00

370 AZLo POST SO 106 2.86 a.16 00 +0n
371 .00 «00 .00 «00

372 AZLA PLAINVIEW PR 118 25,27 55.61 «on 00
373 +00 00 «00 «00

574 AZLp PLAINVIEW SO 118 767 14,67 oqh 00
37s .00 +00 «00 + 00

376 AZLn LEVELLAND PD 157 10.45 27,80 00 00
377 .00 «00 « 00 « 00

378 AZLe LITTLEFIELD PD 183 8.07 2t.94 oo o0
379 00 200 + 00 + 00

380 AZKA LITTLEFIELD SO 163 4.57 11.05 00 0N
381 «00 + 00 .00 00

382 AZTT OLTON PD 184 5436 16.01 00 nn
ans +00 00 00 «00

384 AZG|. LURROCK DPS 193 31.12 9R, 5% 200 «ND
385 .00 «00 +00 « 00

386 AZLk LUPRBOCK PD 193 242.28 240,68 +00 )
3Q7 .00 +00 .00 «0N

388 AZL{ LUBBOCK SO 193 39.61 59,13 «00 00
389 .00 00 .00 00

399 AZLR SLATON PO 194 1n.01 23,71 «00 N
391 .00 « 00 .00 +00

392 AZLJ TAHOKA PD 195 .72 17.21 00 «NN
3183 .00 +00 +00 . «0D0

304 AZKs TAHOKA SO 195 e 03 9,94 00 «N
ag9s5 .00 +00 .00 «00

396 AZLF BROWNFIELD PD 269 17.09 4n,n0 « 00 o
397 .00 «00 .00 «0N

398 AZLr BROWNFIFLD SO 269 403 8.3 00 N0

3-19



399
400
401
402
403
404
405
406
407
408
409
410
411
412
413
416
415
w16
417
418
419
420
u21
422
423
424
425
426
427
428
429
430
431
432
433
434
435
436
437
438
439
440
113 §
842
443
4uy
545
446
447
448
449
450
451
452
453
454
455

Table 3=-2.
00 «00
AZLN DENVER CITY PD
+00 +00
NAAF MULESHOE S+0.
+00 +00
NARs CROSBYTON S.0.
+00 «00
NACG LEVELLAND S.0C.
+00 «00
NAFA PLAINES S.0.
00 +00
AAp, 'WSTIN SWITCHER
. N 0
O—>1
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Input Data for the Example Run

(Continuation 7)

+00 «00
295 7.39
« 20 «00
B 1.66
«00 «0N
32 1.66
»00 «+00
1687 2.68
200 +«00
as7 153
.00 «00
272 o
«0 «0

00
«00
« 00
«00
00

o0

e et

N0
0N
N0
+N0

Al

(->101n101010101010101011102012101110101012101010111017101010101 1 nt11101i1n10110110
10151010801110108010204010101010101010101010101321A201010101n1ntN1010LAENINTINEY
1015101020111020121010101010101011101010111010201310101017101n31103131n21301010
101010101010101110301010101010101010101010101Nn1a1010101%11 01110111 1n1DENYLYY
111n10101110113101010101n10103110101010111011101n1010111p1010n1ntd0n111n01NRLN
101011101010111020311010111020113111¢1101010201010301020111111101010101A1NALNI01N
101nt0i010101110101010111010101110111C10201010 0303010201011 51123010101n1011111n
10111110111010111110101010101010101010t0101010101010101n131120101050101A101010YN
101910101010101010201010111020102010101010101010101010101010tA1N101N1PINLDOTD

3 AN3=3s I+Eer 1500120002400

@—>1.2k8 1200 ,7 11
2+4KB 2400 .7 t 1
4.8¢R 4800 ,7 11

()——93
(0—»>SER,T. MODEM DROP

10, 10.
10. 10.
15, 15.
15. 15,
10. 10.
10, 10,
15. 15,
15. 15.
10, 10
10, 10.
15, 15
15. 15«
50 S50,
50, 50.
22, 22.
224 22.
50, 50
50. S0.
224 22
224 22+
50, S50,
50, S50,
22, 22
22. 22.
[ Do
De 0.
10, 10.

3-20
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: Table 3-2. Input Data for the Example Run
| (Continuvation B)

356 10- 10.

457 0. O

458 O O

459 10. 104

460 10. 104

461 0. 0.

462 1 I 0-

463 10, 10,

464 10, 10,

65 10. 10,

466 10, 104

567 15, 15.

468 15. 15.

469 10. 10,

470 10. 10,

471 15, 15.

472 15, 15.

473 10, 10,

Uy 10, 10,

47s 15. 15,

476 15 15,

ur? 100. 100.

478 100 100.

479 Si. S,

480 Sh. 544

| 481 100. 100,
| 482 100, 100.
: 683 54, 5.
? 48y 54, 54
) 485 100, 100.
h86 100, 100.

' 487 54 L1
, 488 St 544
489 0. 0.

490 0 Oe

| 491 10, 10,
ug2 10. 10.

‘ 493 0. 0.
| 494 0. (1]
| 495 10. 10.
' 496 10, 10.
497 D [+ 1%

J u93 0' ec
F “99 ) 1.00 ’.Dc
. 500 10, 1C.
: 501 10. 10,
, s¢2 1C. 10,
503 15, 15,

504 15. 15

505 10, 10,

506 10. 104

: 507 15, 15,

o 508 15, 15,

¥ 509 10. 10,

kS 510 to. 10,

i 511 15. 15,

¥ 512 15, 15,

' 3-21
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Table 3-2., Input Data for the Example Run
(Continuation 9)

513 100. 100.

Si4 100, 100.

515 135, 135,

516 139, 135.

517 100. 100,

518 100, 100.

519 135, 138,

520 135, 135,

821 100. 100.

522 100. 100,

523 135, 135,

524 135. 135.

525 (1 1 [+ 1

526 G 0.

527 10 10.

528 10, 10.

529 0. 0

530 0. 0.

531 10. 10%

532 10, 10,

533 0. 0.

534 Do 0

835 10 10.

536 10, 10.

§37 (0—>1 ALINEAR FOR 1200 8AUN LINF

538 900, W0 900, .

539 } Y 3 1. 3.

540 900, o0 900, )

s41 1. 3 1. 3.

542 900. 0 900, o0

543 1. 6 1. 0

544 1 RALINEAR FOR 2400 BAUN LINE

545 aftle "0 900. «0

546 1. 3. 1, k- I

547 anl. o0 900, «0

548 1. 3, | B

S49 Qp0. o0 900, »0

550 1. 6 1. «0

551 i NLINEAR FOR 4800 BAUD LINE

552 anl, o0 200, o0

553 1. 3. 1. 3.

554 anl. o0 900, «0

555 1. 3 1. 3.

556 Q00 «0 900. o0

557 1. ) 1. +0

588 (D—>1 2

559 00

560  (i¢) 3 2 0 0 8 .008 +0

561 3 e 0 1] 8 008 (1]

562 3 2 0 0 8 .050 +0

563(:}~——>1! .

564 bLIDR 35 300 4.26 3.%4 0 0 .0 o0
565 Jcic 60 B8615.2% 14,47 0 0 .0 0
566 ADM 500 500 3,62 3.62 0 0 .0 o0
867 G=ConE 300 300 .13 B8.43 0 0 .0 «0
568 CCH 426 459 5.78 578 0 0 .0 0
569 Mvp 50 175 9,34 9.34 0 0 .0 +0
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Table 3-2. Input Data for the Example Run
(Continuation 10)

I

E

: 570 ING/NL 50 200 45 4% 0 0 .0 0
3 571 ADM/NL 300 300 .45 o0 0 0 o0 0
572 NETe S0 90 L0 9.21 6 0 .0 .0
i 573 DB/DLS 90 S50 3.49 1.t 0 0 .0 o0
€74 DB/ANT 90 50 45 45 2 0 .0 D
575 _ ({)—> .110

576 g ARAA 1 GSWITCHER ASSINGMENT WITH T1,:1XsAl4e1S

: 577 RTERMINATE SWITCHER ASSTGNMENT

i 578 _@D->AAAn  QSTATE CENTER

%579 3)—>6,u43 2 RATOTAL XSAC & REN, AT THF AUSTIN SWITCHER WITH F8.5 Al3
S80 ()—>20 7.0 1 STERM«/LINEI/RESPs TIMEs MPROC WITH 13:FS.2s12
581 G)——>1 @1 FOR PLOY I AND 0 FOR SKIPPING IT WITH I3

CPUL.787 CTP:.091 SUPS5;17.904
RBRKPT PRINTS
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Each group is then divided into three subgroups of 12 cards,
one for each chargeable item. Each subgroup is then divided into 3 units,
4 cards per unit, according to the three types of traffic density combina-
tions: high-high, high-low and low=low, Each specific unit is then
divided into two subunits of 2 cards. The first subunit is for instal=-
lation costs, and the second for recurring costs., The first card of
each subunit is for costs under half duplexing mode, and the second
for costs under full duplexing mode. The first number of each card
is the cost for the initial unit; the second for each additional unit
at the same location,

Item 14 indicates that, in Texas, a linear costing function is
used for all of the line service charges. The first card gives the
installation charge as a function of distance, and the second the monthly
recurring charge as a function of distance. Under each line type, the
line cost is also given as a function of traffic density mix between two
terminals.

Item 15 indicates that an optimization process is requested
after a star network is formed.

Item 16 shows the line protocol characteristies for those
three line types under consideration by providing data such as no. of
polling characters, modem turn-around time, while item 17 and 18 give the
message statistics. Item 19 indicates that a 110 milli-second is used as
the average transaction service time needed in the central switcher of the
system being studied.

Item 20 pre-selects system termination AAAA as the RSC, and
item 21 designates AAAA as the system centroid.

The three remaining cards define the total traffic load at the
central switcher, the multidrop line constraints, and a request for a
CalComp plot at the end of each regional network optimization.

3.4.3 OQutput

After a normal termination from a STACOM program run, outputs
from the printer and the CalComp plotter should contain all data desired.
This subsection describes the contents of these outputs obtained from the
example run. '

3.4.3.1 Printer Output. Data showing results from a normal program
execution of the STACOM program are printed on a regular printer. Table
3=-3 shows the exact output obtained from running the STACOM .rogram
utilizing the set of input data as given in Paragraph 3.4.2.

To facilitate the following discussions, the contents of Table
3-3 are itemized as shown.

Item 1 reminds the user that only one region has been con-
sidered in this specific run., Item 2 shows the line protoceol for each

3-24



G-t

Table 3-3.

(D——» THERE AHE 1 REGIOMS
(D-+ 1200  POLL CHAR.= & NAK CMARe= 2 POLL O/HT 0
NAK B/HE 0 MSG OSHE A
MPSEM= «008 PPSEM= +00n
2400 POLL CHAR.= 3 NAK CHAR.S 2 POLL O/H= U
NAK O/HZ 0 MSG O/H= B
MPSEMZ «00R PPSEM= «080
4AUD  POLL CHARG= 3 NAK CHAR.= 2 POLL O/H= 0
NAK O/MZ 0 M56 O/H= A
MPSEM= 2050 PPSEM= «000
()—>AVE, INPUT MSG WITH PRIO 1= 147,0 CHARS
AVG, INMUT MSG 147,0 CHARS
AVG, DUTPUT MSG W/ PRIN 13 212,2 CHARS.
AVG, QUTPUT MSG WITH PRIOS= +0 CHARS

OVERALL AVG. MSG =

@——————n 2 AARA 1
3 0

184%.0 CHARS

@; - THAFFIC MATRIX(ARPS)
TERM. AZLY AZKK AZKW ALXZ AZLG AZLA A7LR aZLo AZLC
TRAFIN 1.0 ] 8 of (13 5.8 1.0 1.4 1.2
TRFOUT 2.6 1.4 2.4 1.t 1.2 Tetd 2.0 3,7 2.7
TRAFIN o0 0 +0 «0 ofr «n «0 o0 Ay
TRFOUT «0 «0 0 wU N N oN »0 0
TRAFIM «0 o «0 ) -0 +0 e »0 «0
TRFOUT «0 »0 «0 «0 o0 «0 o0 o0 N
TRAFIN 0 3 o0 +0 =0 0 ot «0 »0
TRFOUT .0 W -0 -0 on +0 -0 -0 w0

AZKA

oft
1.
o
-
on

0

-0

Printer Qutput from the Example Run

AZTY

7
2.1
0
+0
a0

0

AZGL

4.1
13.1
ol
N
«0
«0
1]

o0

ATLX

32.3
45.4
0
i1
0
ah
«N

0

AZLL

%.3
7.9
+0
»f}
o0
-
«0

N

A7LR

147
3,2
o
0
on
on
o0

0

AT °TOA ‘€6~L¢L
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Table 3-3.

AZLT
AZLA
AZTL
AZLJ

NAAF

AZLY
AZLA
azTl
1ZLJ
NAAE

+240

2.060
Tel1H
24155
2.29%

01

ATKK
A7LR
S TaL
AZKS

MARG

MAHG

TOTAL THAFFTC mWIGIMATED #POM Ys,

oBHY
l.07%
4,169

«HAT

221

Printer Output from the Example Run
(Continuation 1)

RAKY

LD

rELK

AZLF

MACTH

TATA. TRAFFIC=

TOTAL TRAFFIC NFSTTMATEN TO SYS, TFOMa,

L.t
1,95K
134140
1.452%

£ TM

RIKW

ALY

ALK

arLE

NMACHR

TOTAL TRAFFICS

TOTAL SYSTEM TUAFFICE

«P37
1,393
32,704
2270

«357

Al.N

2,373
3707
a5.u24
5.452

1.13

113.39

1T, 30

TERVM, {ATTC/SEC)
AZ¥Z o fut
AV C 1.1a3
A7 Se2R1
AZLF D37
MARA 20

IRITS/SFr)
n2Y7 158K
AZILC Z2e92S
AZIL T.880
aZILF 1.11%
NAFA «banR

AZLN
AZRA
AZLR
ASLN

ARAR

arLn
AZKA
aZle
aZLy

NAAR

+ 300
A0
1.33%
«9RS

+N0N

1,0Ra
1.87%
e 11
2,.7R3

+N0n

Al *TOA ‘gc-f/
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ARZLI
AZLS
AZLC
AZLK
AZKS
NAARF
AAAR

1 ¢+ STS, TERMN,z

MUILESHOE PD
POST S0
LITTLEFIELD FD
LiBaocr P
TaHOKA SO
MULESHOE S.0»
AUSTIHN SWITCHER

INDICES FOR SYq, TERM.=

1

(id— rsC2

2 3 4 4 6

AAAA FUR PEGINN

Table 3-3.

O—

TERM. azLR AlLL AZLK
Azil Rde bl 6T,
AZKK Bis. LT N,
AZKW ub. S, SR,
AZxZ LT 4l. 01l
AzZLQ 23, 3H, LT
AZLA T2e 43, 43.
AZLB 52 43, us,
AZLD L. Al. 3l.
AZLLC 52 At A7,
AZHA 92 ita ar.
AzT1 604 un, 8%,
AZGL Ibe fle n,
AZIK 16, e
AZLL 1B
AZLR LY

b (O—————» = AdaA

23 ()—>CPU UTILIZATIOM ©OEH PRACESSOR

T

1

(Continuation 2)

POINT TC: POINT NYSTAMCF MATRIY

R76L A?TI
67. 3.
&n, 4u,
%R, Ao,
a1, s,
3R, Al,
u3, 2h,
ul, Dy
. ub,
a7, 23,
7. 28,
4%,

1< .707

AZKK MORTOM S0

AZLA PLAIN-IEW PD
AZKA LITTLEFIFLD So
AZLL LURRNCK 50
AZLE RROWnMFIELD PD
NAHG CROSAYTC' S.0.

&8 9 18 11 12

ATHA

3.
Pl
or.
GHa
T4
al,
4.
2u.

fr,

1x

AZLC

L T
2R,
al.
5Re
T4
4l.
4l.
LTS

AZLR AZLH
ug. RO,
2% A9
AR 0.
Rb. ?ha
Al 71l.
S7. Ne
a7

AZF ¢ SPUR PN

AZLA PLATHVIFW S0
AZTY oLTAN PR

#ZLR SLATOM PD

n2LF RROVWNFIFLN <0
NACG LEVFLLAND S.0.

1% 15

16 17 1R 19 20

AR

"9,
A9,
The
ELTY
Ti.

21

Printer Output from the Example Run

A7L0

1ns, Az,
8R, pa,

A?X2 AW

119.
171,

7. us,
55,

244
azLn
aZ6L
ATLY
AZLM
HAFA

22 23

FLOYDANA g0
LEVELLAMDN PR
LIRROEK npS
TAHOKE PT
NENVER CTTY PR
PLAINFS S, 0.

4 25

ATHK

s,

A7LL

AT °*ToA *go=LL
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S¥rTTM TERMN.

No. OF LINES RFR.
1.2KR
2,4XR
4+8KR

LINE UTILIZATION

DSTHCE FROM RSC
TRAFFIC
LIME TO Cpl

CPL TD LIVE
LINE RESPONSF TIME
SURTOTAL

INST. COSTE
LINES
SER4T.
MODEM
DRO®

ANNUAL RECUHHR. COST

LINES
SER«Te
MONEM
DROP

M0
24np

229750
BARYO
12672
5700

TOTAL COST
INST, CoSsT 2ANg
RECUR,. COST 256922

SYSTEM TEARMN.

NO. OF LINFS RFR,
1+2KR
2.%X8
9,8KB

LINF UTILIZATION

DSTNCE FROM RS
TRAFFIC
LINE TO CpU
CPU TO LINF
LINE RESP/NSF TIMe

Table 3-3.

nZLI

« QU4
399

« 380
P«5Sh4
Je27Q

20
1ou
i

14364
36t
S26
2uu

12u
154592

azrl

1
a
1]

PRULR
373
« 715

24155
3.278

SualoTAaL

INST. CHSTS
LINES
SER.T.
MODEM
OROP
ANNUAL PECUKR, COST
LINES
SERWT.
MONEM

2u
100

13428
360
524

Printer Output from the Example Run
(Continuation 3)

REGYONAL STPH NETWARK AMD 1TSS COSTG= 1

AZKK

«0n3
37a

«5R4
l.011
3e2TH

0
20
inn

n
13644
360
528
240

120
14772

KEGIONAL STaw

AZGL

06
332

4,159
13,186
S.311

20
loo

2330
360
528

AZu™

«AAT
2,373
34278

(1]
20
100
1

1033
360
sou
241t

12n
114R0

RZLK

1

n
«NEY

axe
32.308

gh.024
Bebbl

[}
20
ine

2390
360
Sa8

arxz azLn
1 1

0 0

n f
.nn3 L0n2
3 294
747 5 LTI
1.5R8 1.08R
3.277 25
0 n

20 26
100 100

0 0
11016 1nSAY
60 360
28 528
-1714] 2urn
120 120
13040 172

ATLL

012
332

5.2481
7.884
3,300

L]

20
100
0
2390

160
s28

AZLR

ER-N

« 105
A6

1.33%
s L1
1.28

n

20
inn

n
11376

360
s2nr

AZLA

«01P
356

3.3629
Tal1%
Ja2q96

0
20
100
[}

2h63
360
%2R
2u0

120
* 3ROy

METWORK AND ITS CASTS~ 2

AZLY

2239
360
SR

AZLH

ANy
A5hH

1,023
1.956
3.278

«003
it

«8AT
1325
3.275

20
100
o

a2na
UL
S28

AFLD

(=N

NI
hLL]

| % ]
A TUT
3.283

n
2v
100

]
1274y
LIl
2R
2un

]
13908

AZLE

u

«NUA
b XL

2.2/0
S.4%p
3,289

2v
1y
n

12n2u
3al
R2H

AZLC

w0Ohg
.11

1.182
2925
3. 281

20
100

13248
360
"2R
260

12n
10376

AZLF

-

0N
A3u

53T
1.11%
3.27%

20
100

12024
Rl
42n

AZxa

Nk
36R

600
| T N o)
3.276

2n
inh

1324n
360
Son
a4n

12n
14378

AZL»

MM
354

»ORNY
278N
3.2R0

2n
1nn

12MTna
360
S2n

Al °TOA ‘g€¢-/f
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OROP
TOTAL COSY

INST, COST

RECUR. CUSTY

SYSTEM TERMM.

NO. OF LINFS REn.
1.2K8
2.8KR
4,88

LINE UTILIZATINN

DSTNCE. FROM RSC
TRAFFIC
LINE TC Cptr
CPU TO LINE

LINE RESPONSF TIME
SURTOTAL

INST. COSTS
LINES
SER.T.
MODEM
DROP

ANNUAL FECUNR, €057
LINES
SERLT.
MDDEM
DROP

TOTAL COST
INST. COST

RECUR. COST

Table 3-3.

250

120
1445506

NAAE

1
1}
L]

«Qu2
399

«221
«701
3.273

u
20
100
1

1436%
340
528
2uu

12¢
15692

TOTAL COSI=

e

Printer Qutput from the Example Run
(Continuation 4)

240

12n
3518

24n

120
351K

250

120
318

260 240
12n 120
12504 A367

REGTONAL STAR NETWARK &MD TTS ~OSTS- 3

NARG

L] 002
310

2221
+ 701
3.273

n
20
100
n

11160
350
52R
2u0

120
t228n

259702

NACHR

1
n
]

«an2
355

37
1.131
3.27%

n
2a
1nn
1

12780

360
SPR
250

120
1390R

MAFA

002
161

«200
-Gka
3.273

0
20
100
L]

12996
160
528
280

120
L3 ¢-L

AAAR

«Onn

«00n
«0ne
«D0ON

-] 23920

==

260 240 200 250

120 120 12r t2n
3367 13152 M52 13036

A1 "ToA ‘€6-4f
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Table 3-3.

SUBNEY NO.

BEGINNNING NODE
NOs OF TEHRM,
NG« OF LINES
1,2KB
244K8
4,8K8
LINE UTILIZATION
TOTAL MILEAGE
TRAFFIC
LINE YO CPU
CPU TO LINE
LINE R_SPONSE TIME

INST. COSTS
LINES
SER, TS
MGDEM
DROP
ANNUAL RECURR. COST
LINES

SER.T
MODEM
ORGP
TOTAL COST
INST, COST
RECUR, COST

AZLL

13

1

]

/]
«138

61?7

55691
100,777
4,038

SURTOTAL

L]

260 190
1300 950
4]

16022 11411
4680 3420
6RbG 5016
nas 2280
1560 1140

310486 22127
TOTAL COST=

Printer Output from the Example Run
(Continuation 5)

FINAL MULTIDROP NETWORK ANP ITS CORTS= 2
2
AZKS

0
«017
1. 1.

$.30%
13.617
3816

0
70
350
0

S011
1260
pi.L 1]
aso

420
#959

32645
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Table 3-3.

()—> HEGIONAL CENYFR: ASAA

SUBNETWORK
BEGINS AT

AZLL
AR
AZLA
AZXZ
NERG

MTI
AZNA

AZLK
ALGL
AZLR
AZLG
AZKS
AZvLd
ALLF
NAFA
aZLN
AZLE

Printer Qutput from the Example Run

{Continuation 6)

AZK™

MACG

NAAE
AZLC

AZKK
AZLD

AZLY

Al "ToA ‘gs-42
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individual line type under consideration. For example, a modem turn-
around time of 50 milli-seconds has been used in the run.

Item 3 shows the traffic characteristic as calculated by the
STACOM program and item 4 prints out the pre-assignment activities. In
this example run, the system termination AAAA is preselected as the
regional switching center; since only one region is under consideration,
all of the remaining system terminations are assigned to region 1.

Item 5 shows a small portion of a traffic matrix from each
system termination to four data bases calculated by the program. Item 6
prints the total incoming/outgoing traffic in bps to/from each individual
system termination. Also included is total incoming/outgoing traffic
to/from the system.

: Jtem 7 gives a short list of point-tc-point distances between
system terminations as calculated by the progran,

Ttem 8 gives the system centroid as designated from the input.
Item 9 shows the CPU utiiization at the central switcher of the system
being studied.

Item 10 gives the IDs and names of all system terminations in
the region and their internal indices. 1Item 11 prints the regional
switching center for the region which has been preselected. In this run,
the RSC turns out to be the central switcher.

Item 12 provides the details of the star network developed by
the program. For example, the system termination AZLI is linked to the
regional switching center AAAA by a 1200 bps line. With the traffic as
shown, its line utilization is only .004 and response time 3.279 seconds.
It is 399 miles away from AAAA. Based on the tariff applicable for Texas,
its installation consts are $20 for service terminal and $100 for modems.
Annual recurring costs are $892 for lines, $360 for service terminals,
$528 for modems and $240 for the drop charges. After the printout for the
star network, the multidrop network (as generated by ti.e STACOM program)
is printed as given by item 13. In this example run, two distinctive
subnetworks have been generated. Both subnetworks require only the 1200
bps lines. In addition to data similar to item 12, it also includes the
total number of terminals on each multidrop line and the total connection
milage. Summarized costs are also provided.

Finally, the actual structure of the final multidrop network
is printed as item 14. It is printed in a tree-type form, relating each
individual termination to others,

The above described printer output is a copy of the FORTRAN
output zlternate file, 100. In addition to this, a regular FORTRAN output
file, 6, is generated by the program. For this example run, Table 3-U4 is
the copy of output file, 6. It indicates all of the request messages go
by the program during its input phase. The last two lines are an
indication that the program has been successfully executed,
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Table 3=, Unit 6 Printer Qutput from the Example Run

ASSINAE MUMPER 0F REGLONS
ENTER NR AMD STRIKE RETURN KEY
TYPE IN NO. OF SYSe TERMMNSe OATA BASES nnn CITIFS WITH FNRMAT 31hH
THERE APE 2EEYSe TENMNS.» 4 DATA BASFS 35K CTITIFS
TYPE IM DATA RASE LOCATIONS WITH FORMAT 6(1%X:A4)
4 DAYA NASEG ARE AT AAAA  NDDU  §G85  HHHIK
TYPE IN CITY Vel WITH £ORMAT (33Xe15¢2¥01%)
TYPE IN PID NNLe MAME» MAPPING ADR. AND FTRAFFIC
WETH FORMAT [HeIX+UAGITHIEFR?
TYPF Il NO. OF RATE STMICTURES UNDFR
COMSIDFRATION yITH FOR“AT 13
TYPE IN RATE APPLICATIN' TO FATH Coman,
WHT EACH SYS« TERM. WITH FORMAT 1012
REAN IM YRAFFIC DFNSITY TYRF ARD KATE STRICTURE
FOR EACH CITY wITH FORMAT Anll
TYPE 1M NOe OF { IME TYRES APPICAHLF WITH FOHMAT 7%
TYPE IH NAMFe CAPACITY, UTTL. FACTOR AVATL. FOR
EACH LTME TYPF WITH FOPMAT AAsIXelheiXet3.2¢201%2T71)
TYPF It MO. OF NFVICES AND MAMES FOR FACH | INF TYPF
WITH FOPMAT 13/1ntAbs1y])
TYPE IM INSTe AND RECUIRR, COSTS WRT
RATFE STRUCTIUREs LINE TYHFE: DFEVICF¢ TRAFFIC PFMSTIY
AND PUPLEXING mOPE WITH FORMAT 2F9.2/PF4Y.7
TYPF IN INST. £OSTS " THES VRT
RATF+ LINFe DFMGITY e [MIPLEXTHIG MONF
WETH FORMAT 4Fa,2
TYPE IN IMDEX FOR LINEAVITY NF LIME RPCUR. COST
FUNCTIOM WITH 1=LINEAR AND MONLIHNEAR OTHERWISE
WITH FORMAT I1 FOR EACH LINF TYPE
TYPF IH R CUR. COSTS WITH FOARMAT 4F9,2 IF _THFAR
WITH FORMAT LOFA3/10FA3 IF MONLINFAR
1F NONHLYNEAR» psF 11FR,2
TYRF 1IN ACTIOM tNDICES FOR FACH REGION
15T ELFMEMTE 1= IMSERTTON TO THIS PRELOADED REGINM TS 0K
20D ELFMCHTE: 1= NPTIMIZATION IS NEFDED
TYPE 1IN RFEGIOH INDEX Are) ACTION NUMAER MNEFOF()
WITH FORMAT 2I2 At £8n IT WITH A 0 0
TYOFE IH NPLe MAKY MNPLOMHe UAKOHe MO,
TAMNOMe TAD IN FORMAL (STU2FT,5)
TYPE It MO. OF MSG TYPFSe AND TRAFFIC STATTISTICS
SUCH AT MSEHAM, MSLIMs MSEOUHT, RATIO WIIH
FORMAY T4/(Aben (21U e2FA.3))
TYPF IM PRELOANFD SYSTFM TERMM. AMD RGC WITH
FUORMAT T1lesiX%rAusAb
3283 nISTANCE LTFYS ARF QVFRSIZFN
ASSHME A SYSTEs CEMTRNID
ENTFR €ConF FUR MSCC AMNN STRIKE RETURM FEY
INPNT TOTAL MO, DF TRAMSACTIONS AMD MO, OF ACCFSS AT THF SuITMIER
ENTFR WITH F8.4 ANO 13 UNMDER XSAC/SIC
REAMN IM LIMITS aN MO« 0F SYS. TERMS, 01 A | THE
tHESHOMRE TIMF RFGD ANN MO OF PROCFSSONS YWITH FORMAT
I3¢Fbhe2e12
1F PLOTTING 1S PEQUIRENs TYPE 1 WITH FOHRMAT 13
TRAYLMK HAS HFrM ACCESSED FOR 1NN52 TIVFC
UPMHETW [HAS HFrD ACCESSED FOR 22 TIVFC

ABRKPT PRINTT
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3.4.3.2 CalComp Plot. Figure 3-1 is the actual network graph as
plotted by the CalComp plotter. It reflects the network as printed in the
last part of printer output. It should be noted that because of the
exlstence of identical V-H coordinates associated with system terminations
in the example run, fewer distinctive nodes are shown in the plot. The
root node is for the system termination, AAAA, which is the location of

the Austin central switcher as used in the example run.

Figure 3-1. CalComp Plot from the Example Run
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APPENDIX A

STACOM PROGRAM LISTING

5192R4STACOMILY . MAIN/OTT7?

i o L T R L L R AL R AL TN SRR T E R R R R P A AL LR 2 A DA LA TRt Al i addd i
2 Ce L 0
3 C» STACOM THRNLOGY PRAGRAM L
4 C» JET PROPULSTON LARDRATORY *C
5 Cs 4800 OAK GROVE PRIVF *C
6 Cs PASADENA: CALIFNRNTA ali03 *C
7 Ce o
a8 P TY Ll i T A e T e T e L T I T LD P 2R SRS AL 2 222 S L PR T L 22 P2t lu
9 C

10 C THIS PROGRAM 1S DESIGNED TO PFRFORM FORMATIONS OF REGTONS: SFLECTIONS

11 C OF REGIONAL SWITCHING CENTERS: FORMATTIONS NF INITTIAL RFGINMAL NFTWORKS,
12 C OPTIMIZATION OF REGIONAL NETWORKS 1JSING THF FoAU=WTLLYAMS METHOD TF

13 C REQUESTEDs AND FINALLY FORMATION OF AN INTERRFGIOM HETWNRK abn ITS

14 C OPTIMIZATION

15 c

16 o LIRS R PRI I A A RIL RS PR AR AR AL At i e Ll dld dd

17 c

18 € THIS TOPOLOGY PROGRAM CONTAINS ONEF MAIN PROGRAY AMD ELEVEM SHAPROGRAMG,
19 € TuFY ARE AS FOLLOWS:

20 C MAIN PROGRAM ! MAIN (RFGION ASSIGNMIMTS nF  +SYFM TYERMTINATTONS)

21 ¢ SURAPROGRAM=1 ¢ RGNMET {REGINNAL NETWORK = . TION AND YTG nPTIMIZATION)
22 c SURPROGRAM=2 3 IRNOP (TNTER=REGION NFTWGRI .~TYMIZATION)

23 c SURPROGRAM=3 : ICOSTJ (COSTING FUNCTTON)

24 c SURPROGRAM=4 : RHOFUN (LINE UTILIZATION FUMCTINN)

25 c SURPROGRAM=5 : LINNUM (LINE CONFM, DEFINITTOM RASEN OM TRAEFTC)

26 C SURPROGRAM=6 ¢ PACK (STORIME QR RETRIFVIMG DISTANCF DATAY

27 C SUBPROGRAM=T : DIST (FTNDING DISTANCE RFTWEFN TWO GIVFM TERMINALS!

2B L SURPROGRAM=R ¢ LINK {(FIMDIM® COMPRESSED TMPEX FOR NIST}

29 C SURAPROGRAM=S ¢ RECOVR (RECOVFRING COMPRESSED DYSTAMCE PATA)Y

30 c SURPROGRAM=10: PLOTPT (PLOTTING SACH NROP oM A MULTIOROP NFTWORK)

i ¢ SURPROGRAM=112: RSPNSE (ESTIUATING RESPONSE TIMF)

32 [

33 Cc 2 TP IR P T Y R R AR SE R 22 2 P20t St a2 DAL f ]

34 PARAMETER MW=U s IWNTZ1ON+NLIMITEZ2 o+ NPCE360 HPOSLR

35 PARAMETER NPI=130: NP2=1¢ MPA=U, NPYcY

36 PARAMETER NP6 (NPCRNPL/2=NPC+1)/4+]

37 PARAMETER NP7=4'NPOZIN®NPC

38 COMMON /EIN/ SVRINP1) ¢NRSC MW sMUMPR (M9} TRAFNM{NPYL ) o

39 * TRAFITINPL)

40 * /VH/ IVERTINPC) e THORZN(NPC)

41 * ZCOMST/ N1eN2eNBoNUINTINCITY

42 * ZINF/ IRATEJINP? ¢NP2) s TRANDINPC12) » IELAGIMP2eNP3)

43 *  /BCOST/ AINSTCINP2+/NPZsMP4»3e292)s RFCRCINPP ¢NPIeHPU 342420

L1 * ANSTLM(NP2 NP3, 32»292) ¢ RECALN(MP2oNP3, 3121 16) » INUBLY (MPX)

u5 * ZLINCHR/ LINMIXINPTY: LINCAP{NPE)s UTILIZ(MP3)

ué » /REF/ IREF INPC) e TRAFDINP1+2,NPT) ¢ PSTMCE (NPGE) s MAPANR (NP1 )

47 * /OVFR/ TVRD(NPO.2} s IOVERYE

48 * /MAVE/ NAMESTINPL+4) rLINAME (NP3) o NAMFHY (MNPY)

49 * ZS5UM/ ASUMILG) ¢ ASUM

S0 » ZXMT/ TIMXMTL{ToNPIYe WATTLE)

51 L /MSLA/ AMSL ()

52 * /ROUND/ NTERMS: TIMREQ»MPROC 4MPLOT

53 * ZADN/ TADDINPLY sKCHGeKADD AKCHESFTRST NDROFPe KANNSJLST FOR LINF

54 INTEGER DSTNCF

55 DIVMENSTON TACTN{MW, 2}, INDYPT(NP1)

56 DIMEMSTON NUMRR(NP1)»TTRAFC(2) yNBASF (NPT}

A-1
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DATA ITRAFC/'YTRAFINTREOQUT?/

DIMENSTON TRMIMWoNMW) o DRMIMWeMW)y HUMRIMPYYe MUNMRINPI Q)
INTEGER SVR

DIMENSION OUTPRT(NP1)

NMAXZNPO  OMAXIMUM SIZE FOR OVFRFLOW DISTANCF DATA TARLF
CPIUAVG=O,

SFLECT NUMRER OF REGIONS

225 WRITE(64.220}
READ(S5+735) NRI
WRITE(IWT 10113 MR}
ANRI=NFI

RFAD IN TRAFFIC DENSITY IMDEX AND RATF STRUCTHRE FOR FACH SysTFM
TERMINATION IN THE SYSTEM

CALL CREADA{NI)
RFAD IN RATE APPLICATION MATRIX
CALL CREADB(N2}

RFAD IN NAMES: CAPACITIES: UTTLIZATION FACTORS ANN AVATLARILITIES
FOR LINES APPLICARLE IN THE SYSTEM

CALL CREADC(NY)

RFAD IN INSTALLATION AND RECURPING COSTS FOR CHARGFARLE TTEWS
RFOUIRED FOR COMMUNICAYION LINFS

CALL CREADD{NU}
RFEAD IM INSTALLATION AND PECURRING COSTS FOR | INES
CALL CREADF
READ IM ACTIONS TN BE PERFORMED ON FACH REGIOMAL NFTWORK
16T ELEMENT ¢ 12INSERTIONS TO PRELNADED RFGIONS APF ALLOWFND
0= SUCH AN ACTION IS NOT ALLOWER
PMD ELEMEMT @ I=NETWORK OPTIMIZATINN IS TO RE PERFORMFN
0=NO OPTIMIZATIOM 1S WEEPEN
CALL CREADK
READ IN LINE AND LINE PROTOCOL CHARACTFRISTICS
CalL CREADR
CONVERT TRAFFIC FROM CHARACTERS/MINM Tn RITS/SFC
£i0 85 K=le2
Do 85 I=1N1
00 85 L=1.M7
TRAFD{ I KeL)=TRAFN(T K e L) %R /RN,

CONTINIIE
1sUM=0



114
115
116
117
118
119
120
121
122
123
124
125
126
127
128
129
130
151
132
133
134
138
136
137
138
139
140
1ul
12
143
144
1u4s
146
147
148
149
150
151
152
153
154
155
156
157
158
159
160
161
162
163
164
165
166
167
168
169
170

25

701

805

Ao2

RO%

240

70
C

C CALCULATE NISTANCF DATA BFTWFEEN SYSTEM TERMINATIONSG
c

51

22
23

b1
20

c
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DO 25 T=1.MCITY
TSUMSTSUM+
IREFLI}=TSUM

COMT INLE

DO 701 I=1.NRE

NUMPR({I) = 0t QNO, OF SYSTEM TERMINATIOMS AT FACH RFAToNM

COMNTIMVE
WRITF (6,888)

READ(B+800) NCODE+NSTATE +NRFGR
WRITELIWT 804) NCODEs» NSTATE,» MREGH

NSTATFLOCAL (MSTATE)

SFIND CAPDIMAL TMDFY

GO TO{ROL1+AN2+2u40) +NCODE

COMTINUE
SYRINSTATE} = NREGO

NIUMPRINREGR) = NUMPR(MREGH) + 1

CONTINIIE

NRSC{MREGG) = NSTATE

GH Yo ROS

CONTINUE

DO Tn L=ieN1
TRAFDNILYI=N.

CONTINUE

TOVER1=]1 RCOUNTER FOR OVFRSIZED TRAFFTIC NATA

DN 20 J=1eNCITY
DO 3N K=14NCITY
IFlU=K} 51,30+30
CONTINUE

1SS {IVERT(JY=IYFRTIK} ) #¥D
1S01=15Q1+ (THORZN{J}=THORZMIK ) I #22
tF{1S81 .EQ. N)IGOYO 27

SRI=ISQ1/10,.
NSORIZINT(Sq1)
DIFFE501-NSQ1

IFIDIFF .6T. 0.) SQI=NSQ1+1.

BNIST= SQRTI(SAY)
KDISTZINT(RDIST)
NIFF=ANIST=KDIST

IFIDIFF L6T. N,) KDIST=KNIST+Y

GoOTO 23
COMTIMUE
KOIST=0
CONTINUE
JKLELINK (JeK)

IF{KDIST (LE« S510) GOTO §
CALL OVERFL (JKLKNIST)

GOTO 30
COMTYINUE

CALL PACK (JKL e KDIST#1#NETNCF)

COMT TNUF
CONTINUE
IOVERI=IOVFR]~1
WRITF(he3) TOVERL

C TaTAL INPUT TRAFFIC AY EACH §YS, TERMN.

A~3
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w7 c

172 TRFALL=0.0

17 TALLIT=0,.

174 TALLDNSO0,

175 DO 41 L=1,M2

176 TRAFITIL)I= 0.0

177 TRAFDN(L)= 0.0

178 NQ 4?2 J=1+N7

179 TRAFIT(L) = TRAFITIL} + TRAFD(Le?rd)

120 TRAFON(L) = TRAFDNIL) + TRAFDILe1e D)

181 42 CONTINUE

182 TALLONSTALLDN+TRAFPNIL)

183 TALLTIT=TALLIT+TRAFITIL)

184 uy CONTINUE

185 TREALL=TALLDN+TALLYT

1R6 c

187 C PPINT QUTY TRAKFIC DATA RETWEEN SYSTFM TERMTMATINMG
1648 ¢

189 NTURNZN1/1S + |

190 NREM=MOD (N1 15}

191 IF{NREM ,Fa. 0) NTURNSNTURN=]

192 WRITE(TWT111)

193 DO 1100 KK=1.1 RFOR TEST ONLY

194 KK1=(KK=1)#15 + 1

195 KK2=KK*15

196 IF(KK2 +GT, N1} KK2=N1

197 WRITECIWTe113) (INDXPY(J)y J=KK1KK2)

t98 Do 99 J=t1WN7

199 no 97 KT=1.2

200 PO 28 KRTKK1:KK2

201 OUTPRT(KRISTRAFNI(KR KT+ J}

202 28 CONTINUF

203 WRITE(IWT«110) TTRAFF(KTYr (OUTPRTIK)r KZKK1eKK2)
204 a7 CONTINIE

205 99 CONTINUF

206 11on  CONTINUE

207 C

208 C PRINT OUT TRAFFIC ORIGINATED FROM EACH STTTEM TERMTINATION
209 C

210 WRITE(IWT»1013)

211 WRITEC(IWT+1001) (THNDXPTINJ) » TRAFDMINIY eMI=1 s M1}
212 WRITE(TWT74) TALLDN

213 c

214 ~ PRPINT OUT TRAFFIC DESTIMATED TO EACH SYSTFM TFRMIMATION
215 C

216 WRITE(IWT»1014)

217 WRITF(IWT21001) CTNDXPTI(MI) e TRAFITINI) oMI=1+MY)
218 WPITE(TWT»74) TALLYIT

219 WRITE(IWT+75) TRFALL

220 c

22; g PRINT OUY NISTANCF DATA AFTWEFM SYGTEM TFPMTNATTOMS
2

223 NTURNZN1/15+%

224 NRFM=MOD IN] +15)

225 IF(NREMLEQ.O) NTURNZNYURN=?

226 NTURN=1 @FOR SHORT OUTPYT

227 DO 101 KK=1» NTURN

A<l
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228
229
230
231
232
233
234
235
236
237
238
239
240
2u1
242
243
244
245
246
247
248
2u9
250
251
252
253
254
255
256
257
258
259
260
261
262
263
264
265
266
267
268
269
270
271
272
273
274
275
276
277
278
279
280
281
282
283
284
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KK1=(KK=1)#15 + )
KK22KK*15
TFIKK2 46T, N1) KK2=N1
WRITFUIWT 10Q) (TNDXPT(J) s JSHKDeKK 1 0 =1)
NO 9R J=1iKK2

TFIJLBEKKL) KK1=J+1

DO 27 KR=KK2rKK] =1

QUTPRT{ ‘RISNIST(JeKR)

27 CONTINUE
WRITE{IWT»112) INDXPTL(J) o (OUTPRY (K} s KoHK2¢KNE p=t)
98 CONTINLC
101 CONTINUE
WRITE(He210)

4005 CONTINUE
PrAD(Se734) NSCCI
WRITEC(IWT1015) NSCCI
NSCC1=LOCAL(NSCCI?
IFINSCCL.NELO} GOTO 4003
WRITE(AIGN13)
GOTO ungs
400% CONTINVE
TRR1 = TRFALL
WRITF(6:2101)
READ(5+2102) XSAC: NRFQSW RNRFQSWSNC. OF REQUESTS/TRANS AT SWITHFR
WRITE(A,2103)
READ(5+2104) NTERMS» TTMRFO'MPRAL
WRITE(6,2105)
RFAD(S»2104) MPLOT MAWPLOT=]1 IF PLAT TS NFEOFR

PRE-CALCULATE CPU TURNAROUND TIME
CaLL CWAITC

o [aRalal

C Stm UP TOTAL TRAFFIC FOR PRELOADED SYSTEM TERMIMATIONS IM RFGIONS
C WHICH DO NOT ALLOW ANY INSERTIONS AF OTHFR SYGYFM TERMIMATIamE
C

TPR2=0
Do 77 N=1eN]
NK=SVR (N}
IF(NK LEQs 0) GOTO 77 RMOT PRELOADEN
IF(TACTMINK 1) «FQ. 0) GATO 77 RINSERTTIOMS ARFE ALLOWED
TPR2ETRAFNMNI(N) + TRAFITIM} + YPR?
77 CONTINUE
Do 76 L=1eNRY
TF(TACTNIL#1) ,LOL0.0RMIMPRIL) ,FON) GOTO 76
ANR1=ANRL=1,
76 CONTINLIE
TPR1zTPR1=-TPR2
IFINRL +EQ, 1) GOTD 726 RONFE RFGION CAGF
C
C DFTERMINE LOWER LIMIT FOR AVERAGE REGIOMAL TRAFFIC
c

ZETA=.1
IF{ANRLLEQ.0,) GOTO 340
TPR=TPR1/AMR]
GoTo 350
340 CONTINUE

A-5



285
286
287
288
2R9
290
291
292
293
294
295
296
297
298
299
3n0
301
an2
303
3ou
305
306
307
308
309
310
3
32
313
314
315
316
anz
318
319
320
321
322
323
324
325
326
327
328
329
130
351
332
333
334
335
336
337
338
339
340
341
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REPRODUCIBILITY OF THE
ORIGINAL PAGE IS POOR

TPR=TPR1
350 CONTINUE
YPRL=TPR#* (1 ,~ZETA)
DO 909 NREG=1'NR1
TRFS=0.
AMAXDN=0"
It=0
IF (NUMPRINREG) «NE0) GOTO 5000 AMREG IS A PRFLOADFD RFEAGTON
c
g AGSIGN SYSTEM TERMINATIONS TO A RFGION WYTHOUT ANY PRELOAPING

No 400 NI=1eNd
IF{SVRINI} NF. D) GOTO 40n ANT IS PRELOAPFD
ADTSTENISTINSCCLoNT)
TFLADIST +LE. AMAXD} GNTO 4NO
AMAXDZADIST PUPDATE LNANGEST NIST. FROM NEOC
TI=NI RUPDATE FARTHEST S¥Y5. TFRMN,
400 CONTINUE
NS1=T11 RTHF FARTHEST SYSTFM TERMINATION
TRFSSTARFS + TRAFONI(NS1) + TRAFITINGD)
SVRINS1)=NRFG
NUMPR (NREG ) SNUMPR (NREG) +1
IF{TRFS .6T. TPRL) ROTO 707
GOTO 7021
s0nn COMTINUE
c IF(IACTNINRFG 1) JFNe 1) GOTD ©09 RINSERTIOMS ARFE NNYT ALLOWFD
g SiiM UP TRAFFIC IM THIS REGION

no 702 I=1,N1
IF{SVR{I) +NE. NRFG) GOTO 792
TRFSETRFS+TRAFNM(TI+TRAFIT(T)
ADIST=DISTINSCCY )
IFLADIST «GTe AMAXD) IT=}
702 CONTINUF
IF(TRFS «GT. TPRL) GOTO 707 MENOAUGH TRAFFIC IM THIG REATAM
NS1=JI RTHE FAPTHEST SYS, TFRMN. 1M THe RERTOM
TF(NRSC INREG) «NEN) NSIZMRSE INPFG)
7023 CONTINUE
CALL FINDD{MNS1sNS2)
IF(NS2 +FB. 0) GOTO 900
SVR{MNS2} =NREG
NUMPR (NRFG ) =NUMPR {NPEG) +1
TRFS=TRFS+TRAFDNINGS I+ TRAFIT(MNG?)
IF(NREG EQs NR1) GNTO 7021
IF{TRFS «6Ts TPPL)} ~OTO 707
GOTO 7021
707 CONTINUE
TPR1= TPR1=-TRFS  RUPDATF REMAIMING YRAFFIC
ANRITANRYI= 1.
TPR=TPRIZANRL QAUPNATE AVERAGE TPAFFTC BFP RFGION
TPRLETPR2(f. ~ZFTA} RUPDATF LOWFR LTIMYT
900  COMTINUE
GOTO 703
726  CONTINUE

c
C onF REGION CASE

A-6



32
3u3
Ju4
345
346
3u7
3u8
349

350

351
352
353
54
355
356
157
358
35¢
360
361
362
363
11
365
366
367
368
369
370
Y5
a72
273
374
375
376
3T
378
are
380
38l
3az2
383
384
365
386
3a7
3ae
389
390
391
392

293

104
395
396
197
3498
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DO 727 NH=1 N1
SVRINN) = 1
r27 COMTINUE
NUMPREL1) = N1
703  CONTINUE
Cc
g SFLECT REGTONAL SWITCHING CENTFR

DO 500 J=taMRY

WCASE = 1.0F12

NMAR = O

Noe 505 Kz=1.N)
IF(SVRIKY JNE, J} GO Th KOs
MMRR = NMAR + §
*LMRINMER)Y = K
NUMRR {NMAR )= TNDXPT LK)
DO 490 I=1.4

NUMBR {NMRR » I Y =NAMESTI{K s T)

490 CONTIMUE
505 CONTTINUE
¢

C PRINT OUT PID AND MAMES FOR SYSTEM TERMTHATIOMS TM THF RFGINM J
c

WRITE (IWNT 1018) Jr (NUMRRIT) v (MUMRET s TE), 1121043 171 4NMAR)
C
C PRINT OUT INDICES OF SYSTFM TFERMINATIOMNS IN THE RFRIOM J
C

c WRITE(IWT»1028) (MUMR(I)»I=1,NMAR)
IFINRSC{J) ME« D) GO TO S01 RPPE=~SFLFeTFN
DO 570 K=1¢NMBR
MNY = NMUMRK) NASSHMER RSC
SUMT = 0.0
DO S30 L=1NMApP
NNZ2 = MUMRIL)
SUMT=SUMTHITRAFANIMH2 I+ TRAFTT{HM2) 12D TST (NN2 NN )
S3n COMTINUE
IFISUMT .AT. WCASF) GO TO 2D
WCASE = SlIMT
MRSC:J) = NNL
520 CONTINUE
501 CONT INUE
HMGZNRSC {J)
WRITEC(IWT1003) TNOXPTINNU)Y»J
T1GO=TACTI{Js2) RIF L¢ OPTTMIZATION TS REAUIRFN
CALL RGNMET(JrNVRRMUMRe TGO+ MUMRR)
goo CONYINUE

g GENERATE INTER=-REGION ORIGIN=NFSTIMATION MATYRPTX
€ INITIALIZATION
¢

IFINRISLE.?) GOTO 551

DO 902 Ki=1eNT

KKK=NBASE (K1)
KKK=LOCAL (KKK)




399
400
401
402
4“n3
404
405
406
407
408
409
410
4t
412
413
wiy
415
416
417
418
419
420
u21
422
423
424
425
426
427
u28
429
430
431
432
433
43y
435
436
437
438
439
440
Wyl
w42
443
4uh
4us
446
447
448
449
450
us1
4s2
453
454
455

902

699

915
Q05

920
Q0N

1027
535

102y
545
C

T4
75
220

735
684

8900
804
3

210

734
4011

*

1

L]
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IF (KKK “FQ, 0) WREITF(HT777Y K1Y
NBASF (K1) =SVR (KKK }
CONTINUE
DO 699 K1=1NRL
D0 699 K2=1¢NR1
TRMIKL $K2)=0),
TRM(K2+,K1)=0,
CONTINUE
Dy 900 J=1+NR1
NMAR = 0
NO 9N5 K=1.N1
IFISVR{K) +NE. J) GO TO onsg
DO 915 KK=1N7
MNZ2SNBASE(KK)  PREGINMALL TMPFX FOR wK*S NATA PAGE
TRM{JeNNZ2ISTRAFD (K s 22 KK I+ TRM{JINND)Y  QONTGOING TRAFFIC
TRMINN2 v JIZTRAFNDIK s 1 pKK) +TRMINNZ ». )Y QIMCOMING TRAFFTC
CONTINUE
CONTINUE
NO 920 Ji=1+NR1
NN2 = NRgC(J1)Y
DRMIUrJ1) = DISTINNL,NMZ)
CONTINIIE
CONTIMUE
NTURN=NR1/710+1
DO 535 L=1+NTURN
LL=(L=1)%]10+1
Lu=L*10
IF{LH.3T.NR1) LU=NR!
WRITE{IWTr1030) NRLIeNRYI s (KoK= Lol
no 1022 1=t!NR1
WRITEC(IWT»1021) T+{TRM{Is o=l Ll
CONTINUF
CONTINUE
0o 545 L=1sNTURN
LL=(L=1:%10 + 1
Lu=L+*10
IF{LU +6T« NR1' LUu=MR1L
WRITF(IWTrN3%) NRLeNRI# (KKl oL UY
NO 1124 ¥=3+NR1
WRITECIWY 2021} To{PRM(T2U) e J=Lb oLt}
CONTYINUE
CONTINUE
CALLL IRNOP(NR1rNLIMIT.TRAM)
FORMATI(//+40X+* TOTAL TRAFFIC='4FQ,2)
FORMAY(//¢35X» *TOTAL SYSTFM TRAFFICStefa,n)
FORMAT (*1AGSUME NUMAEP OF REGINNG?»
/7t ENTER NR AND STRIKE RETURM ¥FYY)
FORMATI(I3)
FORMAT(1Xs *TYPE IN PRFLOANFD SYSTEM TFRMN, ANN PSC WITHe,
Ze1Xe "FORMAT I1s1XeAl4pASY)
FORMAT(I101XoAY+]15)
FORMAT(10XsT1¢2XeAl,15)
FORMATI(LX»18s* DISTAMCE ITEMS ARF OVERSLIZEN?)
FORMATI(' ASQSUME A SYSTEM CEMTROIN®»
/7t ENTER CONF FNR NSCC AN STRIKFE RFETUPH KFY!)
FORMAT (AL)
FORMAT(* THE GIVEM SYSTEM oMM, cFHTROID TS MOT CKs RETYPE 1T¢)



456
457
458
459
460
461
462
463
464
465
466
ue7
W68
469
470
471
uv2
473
474
475
476
ur7
478
479
4R0
481
4a2
483
484
485
ug6
ua7
una
489
450
491
492
493
494
495
496
497
498
499
500
501
502
Sn3
S04
506
506
507
508
$09
510
511
512
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210y FORMAT(IXs tINPUT TOTAL HN. OF TRANSACTTINNG AND NO. OF ARCESS '
1 *AT THE SWITCHER'+/»1X» 'ENTEQ WITH FAR,S AND T3 UMRER XSAC/SFCY)
2102 FORMATIFB.S5:13)
2103 FORMATU1IX¢ 'READ IN LIMITS ON Nn. OF SYS, TERME, OM A 4 INFYe/y
1 * ¢RESPONSE TIME REGD AND NOe« OF PROCESSNARS WITH FORMAT ¢y
2 /e' I39F5.2)12¢)
2104 FORMATIIZ¢FS5,2¢12)
2105 FORMATUIXs*IF PLOTTING 1S REQGUIREN? TYPF { WITH FORMAT T3X¢)
110 FORMAT({/+1XeARe2X915FBe1))
111 FORMAT(1H1 50X+ *TRAFFTC MATRIX(PPS) *)
113 FORMATL //eiXe*TERM, *euXei5(4%sAG)e / )
109 FORMATUIHL 140X *POTNT TO POINT DISTANCE MATRIY ¢,
* /701X "TERM, Y9 1S5{UXents), /7 )
112 FORMAT{ (2X A4 1S5FR, 01}
1001 FORMAT({1XsS(6XsAL+2XsF10e7) 7))
1003 FORMAT(//+¢1X4'RGC21,2%0AU " FON REGTON? 1K)
1011 FORMAT{(/+10Xs* THERFE ARE'+15¢' REGTONS?)/)
1013 FORMATI(1H1,35Xs? TOTAL TRAFFIC ORIGINATFD FROM 5YG, TFRuM, t)
* *{BITS/SEC) e /)
1014 FORMAT{/¢35X,* TOTAL TRAFFTC NMESTIMATEN To SYS, TFRMN, 1+,
* *{BITS/SEC) *+/)
1015 FORMAT(/+10Xs* NCCZ ve2XoAlU /)
101 FORMAT(IH1+* REGS*sI3+" ¢ SYSs TERMN.Z' //p {1Y24CAUPIYIgAR)})
1777 FORMATULX»'THFE'+13,*TH DATA BAGE IS MDY GyN AS A ©YS, TERM, ')
1021 FORMAT(//¢{15X¢15¢5X210F10.30/1)
1028 FORMATL//¢t INDICES FOR SYS, TERM,T'sl/e3n14))
103p FORMAT(®1t,/,30X¢*INITIAL TMTERRFGTION TRAFFIC MATPIX (1,
* 1200 MO I2,0) 0, /7721 %020({5Xe19))
103) FORMAT(91%,/,30X¢ *INTFRREGYION NISTANCF MATRIX (7,72s% XeyaT2s%) %y
* CMILFSY//7/¢21%030(5X¢I6))
551 CONTINUE
STOP
SUBROUTINE FINDD{(NM)
EEERVER RS EEF R ER Rk

FIND THE NEXT SYSTEM TERMINATIAN M WHICH 1S CLOSESTY TO N
WHERE M HAS NOT REEN ASSIGNED YO AMY RFGTOM YeT

OO MO0

BESEES R Rkt N gk EER
AMIN=20000,
M=0
DO 70A K=1:N1
IF{SVR(K}Y .NE. 0) GNTO 7n8
ADISTRDIST(MK)
TF(ANIST «GF« AMIN} GOTO 708
AMIM= ADISTY
M=K
708 CONTINUE
RETURN
SURROQUTINE CREADK
c I I ST IS L ITI I L
C RFAD IN ACTIONS REGARDING IMSFRTIOMS AF SYSTEM TEPMINATINNS
C Tn PRELOADED RFGINNS AMD REGIONAL NFTWNRK NPTIMIZATIONS
o AT TI S22 22T L 30
WRITE (HeGY4)
oy FORMAT(Y TYPE IN ACTIAN INDICFS FOP FARH DEGYINM v,
* /et 1ST FLEMFNT! 1= TNSFRTION TO THIS PRELOANFD PERTAH T€ 0K ¢,

A-9



513
514
515
516
517
518

520
521
522
523
524
525
526
527
528
529
530
531
532
533
534
535
536
537
538
539
540
541
542
543
544
54%
546
547
548
549
550
551
552
553
554
555
556
557
558
559
560
561
562
563
564
565
566
567
568
569
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& /¢ 2ND FLEMFNT: 1= oPTIMYZATYOM TS MEFREDY)
Do 200 MN1=1,NR1
Dn 200 NN2=1.2
TACTMINNT #NN2) =0
200 COMTIMNUE
WRITF(6:206)
206 FORMAT(* TYPE IN PEGION INDEX AND ACTTOM MUMBFR NFFNFNY,
* /¢ WITH FORMAT 212 AND END TT WITH A N ne)
250 CONT INLUIE
READ(S+201) NRFGe NCONFE
201 FORMAT(212)
IF(NREG £0Q« 0) GOTO 265
IF(NRFG.GT.MNR1 +ORs NFODE «GTe P) COTH 2/n
TACTN(NREGNCODE } =1
GOTO 250
260 CONTINUE
WRITE(6,202)
202 FORMAT{* PLEASE RFTYPE YHF INPUT®)
GOTO 250
: CONTINUE RNO MORF INPUT
RFTURN
SURROUTINF CRFADAINL)
ERP R TR RER S g R gk

n
o
& ]

FUNCTIONS OF THIS SUBROUTINE ARE Tn
1. RECEIVF TOTAL NO. OF SYSTEM TERMIMNATIONSe: NATA RASFS AMD CITIFSG
2. RECEIVE CITY LACATIONS (v & )
3. RFECFIYS PID MO++ SY¥YSe TFRMe MAMFS» ANDR. MAPPIMG &MD TRAFFTCS

AN ON

L E T P IS AL RT3 1)
WRITE(Bei1)
FORMAT!Y TYPF TN NO. OF SYS,., TERMNS» DATA BAGFS aAMD CTTIFS ¢
* tWITH FORMATY 3151)
READ (S5¢10) NLeNZWoNCITY R NUMAFER OF SYSTEM TERMIMATTINNG
WRITE(HeTR) NIsNTONCITY
78 FORMAT(Y THERE ARE TR 16YG, TERMMS, s *yT8s? NATA RAGES TN,
#' CITIFS*e/»t TYPF JN DATA RASE LOTATINMG WITH FORPMAT Gl1YsAL)T)
REANIS+15) (NRASE(Y)»T=1,N7)
15 FORMAT{6(1XrA4))
WRITE(6016) N7» (NRASFII) s I=1eNT)
16 FORMATI(ISs* DATA RASES ARE AT':H(2Y¥eh4))
ERITE(G»161)
161 FORMAT(* TYPF IN CITY V=H WITH FORMAT (33ysI5:2Xs75)")
READ(S#17) ({IVERTIT ) » THORZN(T) » T=1,MCTTY)
17 FORMAT{ (33X 159 2X015))
WRITF(6e76)
76 FORMAT(?* TYPE IN PID NOss NAMF, MAPPTNG AnR. '
« 'AND TRAFFIC'r/+' WITH FORMAT T4 IXoslARITUIEFRPY)
DO 79 I=1eM)
READ(S+80)TIH INAMESTIT ) 0 d=1 o) s TANDUY ) yMAPANP(T) p L OTRAPN( T KoL)
* K=102) el =1¢M7)
INDXPT(E) =T
79 CONTINVE
AD FORMATI{AG s IX+ 3862 A4 T2 TUPUFIN.2/4F1ID,2))
10 FORMAT (315)
RFTURN
SURRNHTINE CRFADR(M2)

4
[
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570
571
572
573
574
575
576
577
578
579
580
581
582
583
584
585
586
5A7
588
589
59C
591
592
593
594
595
596
597
598
599
600
601
602
603
604
605
606
607
608
6ng
610
611
612
613
614
615
616
617
618
619
620
621
622
623
624
625
626
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TERR Nk RE R kg R

CREATE A RATE APPLICATION MATRIX IRATEJ{NP#M2)

aANOO0

(3T T YA P2 41 7]
WRITE(6:8%)
A3 FORMAT(Y TYPE IN MO. OF RATEF STRUCTURFS UMDFR*,
¢ /v v CONSIDERATION WITH FORMAT 13*)
READ {S¢50) N2
WRITE (G BU)
ay FORMAT(* TYPE IN RATE APPLYCATION TO FACH COMAN. *»
® /v v WRT EACH SYS, TCRM, WITH FORMAT 1n1p*)
Do 11 TRATE=1eN2
READ (5+100) (IRATEJ (JeTRATE )2 J=1 42}
11 CONTINIIE
WRITE(6¢71) .
71 FORMAT(' RFAD IN TRAFFIC NENSTTY TYPF AMPD RATF STRUFTHREY,
* /v FOR FACH CITY WITH FORMAY gnTi*)
READ(5¢72) ((TIRANDP(T»J) rJ=122) 11 NCITY)
72 FORMATI{8011))
50 FORMAT (13)
100 FORMAT (1012)
RETURM
SUBROUTINE CRFADC(N3)
¢ SRS RER IR IR RN QAT EORK
o
€ ReAD IN NAMESe UTILIZATION FACTORS AND CAPACITY FIGURFS
g FOoR LINES TO RE USED TM THE SYSTEM
Cc (2 T T L I T ST T Y]
WRITE (AheB5)
as FORMAT(® TYPF IN NO. OF LINE TYPES APRTICAnLF WITH FORMAT 131}
READ (Se50) N3
WRITE (6+86)
86 FORMAT(®* TYPE IN NAME» CAPACITY: UTIL. FACTOR AVAIL. FOR Yo
* /1 FACH LINE TYPE WYTH FORMAT AQRe1XeTRoaXeFS.2:2{1Xe 1))
DO 12 I=1 N3
READC(Se 100ILINAMF LTI e LINCAP LT pUITILTZLT) oL TMMINCT) 2 TOUPLY(T)
12 COMTINUE
50 FORMAT (IM)
100 FORMATIAG+1X 16+ 1XsF3.202(1%, 1))
RETURN
SURROUTINE CRFADD (NG)
c 2 EEZ TR IRR RS2 2T 4
C

C CRFEATF A MATRIX OF RASIC YNSTALLATTON AMD RECIRRIMG CNSTS
C FOR CHARGEABLE ITFMS» ASSUMING COST 1S A LTMFAP FUNCTTON
c

C LIS YIS EA LSS L2 2]
WRITE(6:8T7) '
87 FORMAT(®* TYPE 1IN NO. OF DFVICFS AND MAMFG FOR EACH L TNE TYPE ',
s /0% WITH FORMAT IZ/10(ARr1X) 1)
RFAD (S5+¢50) N4» (NAMEHW{I)rYI=1,M4}
WRITE(6:88)
a8 FORMATE?' TYPE IN INST. AND RECURR, CNSTS wRT ¢y
* /+* RATE STYRUCTURE, LINF TYPE,» (EVICFe TRAFFTR DFNSTTY ¢,
* /¢t AND NUPLFXING MONE WITH FaRMAT 2FQ,2/2FQ,.2')
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627
628
629
630
631
632
633
634
635
636
637
638
639
640
641
642
642
6hé
645
646
647
6ud
649
650
651
652
653
654
655
656
657
658
659
660
661
662

664
665
666
667
668
669
670
671
672
673
674
675
676
677
678
679
680
681
6A2
6R3

a0
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D0 13 IRATF=1+MN2
DO 13 TLINE=1¢N3
00 13 IDVICE=1enb
DO 13 IDNSTY=1,3
READ(S#100) ((AINSTCITRATE + TLINF e INVICF s TRNSTY v JeK) o K152 » 021, 2}
READ (S+100) L (RECRC(IRATE» TLINF v INVICT» TNMSTY e oK} oK S0 2) 9 d=102)
CONTINUE
FORMAT (2FQ,0/2F9,2)
FORMAT{IZ/+10 (A6 IXY)
RETURM
SUBROUTINE CREADE
LI TSI E LRI A Y] ]

C CPEATE A MATRIX OF RASTC INSTALLATIOM ANN RFCURPRIMG COSTS FoR
€ LYNES,. COST MAY OR MAYNOT RE A LINEAR FUNCTION OF DISTAMCE

o
c

a9

14

100
200
401

YOOI O

4001

(32 TTYTI TSI YR 1228 7 1

WRITE(G:89)

FORMAT(Y TYPE IN TNST, COSYTS FoP LINFS WRT *»

1 /¢t RATEe LINEs DNENSTTY» AND NUPLEXIMG MADF '
2 /¢ WITH FORMAT 4FOQ.2Y)

WRITF (Ae90)

FORMAT(Y TYPE IMN TMDEY FOR LINFCARITY OF L INF RFCUR, CASTY,
L /¢% FUNCTION WITH 1=LINFAP AMD NONLYMFAR OTHFRWICE's
2 /vt WITH FORMAT 11 FOR EACH LYNF TYRFY)

WRITE(G,9])

FORMAT(?' TYPE IN RECUR. COSTS WITH FORMAT UF9,2 IF LTMEAR ¢
1 /¢* WITH FORMAT 10FR.3710FR.% IF MOMLYMEARY,
2 /¢ IF NOMLINEAR» USF 10FA,2")

DO 14 IRATE=1sN2

. Do 14 ILINES1sN3

READ(S,200) INDFX
IFLAGCIRATE » ILINFI=INDEX RULINF COST LTNFAPITY INDICATAR
DD 14 TDNSTY=1.3
READ (50100) ({ANSTIN(IRATE+ILINF o IDMETY 1o ) 00210219 751+2)
IF (INDEX.NF.l) GO TO 3
LINEAR COST FUMCTION
READ (59100) ((RECRIM{IRATE+ILINF e TPNETY»To ) 0 Jd=1e2)01=102)
GO TO 14
CONTINUE @ NONLINEAR COST FUMCTIOM
READ {Se4D03) ((RECRLN{IRATF ILYMEIPMNSTY ¢ ToUd) 01,160 0121,2)
CANTINUE
FORMAT ((4F9,2))
FORMAT (11}
FORMAT ((10FA.3/10F8,3)}
RFTURN
FUNCTTON LOCALINL)
kb ke kR

FIND LOCAL INDFX FOR SYSTFM TEPMINATION WITH D NL

LT T e P e
LoCAL=D
IFINL+FQ.0) RETURM
DO 4001 NMZY1.MY

IFCINDXPTINNY «FOQ.NLY GOTH UNnP
CONTINUE
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684
68%
686
687
6688
689
690
651
692
693
694
695
696
697
698
699
700
701
To2
703
704
705
706
707
708
Tno
710
i
712
713
T4
715
716
"7
718
719
720
721
722
723
724
725
726
T27
728
729
730
731
732
733
T34
735
736
737
738
739
740
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RFTURN

4007 LOCALZNN

s lxBaXsRzial

RETURN
SURROUTINE OVERFL{JeK)
CRFER PR ERREEPEEERED

STORE OVERFLOW ELEMENT (JeK) AT LOCATION Tryre OF TARLE
LA AND PUT A MARK 511 AT LOCATTION J OF TARLF »A (NSTNCE)

CERMNRE bk E TR SR NT RS
IFITOVFRE +GE. NMAX) GOTO POOO
CALL PACK (Js511¢1+DSTNCE)
IVRD(IWERL » 1) 20
IVRDITNVER]»2) =K
IOVERISIOVER] #1
RETURN

A00np CONTINUE

WRITE (6+8001)

A0nt  FORMATI(2X¢? THE OVFRFI.OW TAALE MAS REFM FulLY LOANFNete

OO NAaANAAONONN

] Z92%s v PLEASE INECREASE 1TS SI?F')
STOP
SIBROUTINE CREADR

LIEIE T I3 L2 L 413 )

RECEIVFE DATA FNR RESPONSE TIME CALCULATYION

MGLIN(MPOe2)= INPUT MSG LFNGTH AS A FUNCTYAMN OF TYPE ANN PRINRITY
MSLOUT NP+ 2)=0UTPUT MSG LENGTH AS A EIINCTION OF TYPE AMD PRinRITY
AMSLUTI= AVFRAGE MSG LFNTH FOR

1zPOLLING  2SNAK RFSPONSE I=INPUT M5G wITH PRIORITY 4

U= INPUT MSARS S=OUTPUT MSG WITH PRID

6=NUTPUT M5GS WITH PRTO 2 TTALL MEGS
TIMXMT(TsNP3)SAVERAGE TRAMNSMISSION YIMF FOR AROVE TTEMS
RATPRI (NP 242) 20UTPUT MSG DISTRAUTM AMD MIT=gOING MSh RATIA BY PRTO

Nelel = PERCENT OF QUTPUT WG AFNT'D WITH PRIN 1 YF ITS TYPF IS N

Nels2 = PFRECHT OF QUTPUT WSG wHOSF NESTINATION 1€ OULITSYNE OF
RATIOT(NPOr2)=INPUT TRAFFTIC DISTRI, AS A FUNMCTIOM OF TYPF Aun PRINRITY
RATIO(MPOr?) =0lUTPUT TRAFFIC DISTRT. AS A FUNETIOM OF TYPF AND PRIDRITY

SFhp vk kT kP gt g
DIMENSION MSLUIN(NPG:2) rRATTIOINPRO,2) sRATTOT(NPO,2),

1 MSLOUT(NPG. 2) s MSHMAM{IIPG) ¢

2 NPLINP3) o MAK ENPRA) o MPLOHHIPE Y o MAKOHIND D)
3 MOH NP3, TAMDM{NP3) » TAPD INPS)
WRITE(R.7T1)

7 FOPMAT(Y TYPE IN MPLe NAK» NPLNH; MAKPH HOHy» 0y

/et TAMDM: TAD IM FORMAT (ST4e2FT.5) ")

READ(S+77) (NPLUID oNAKIT) sNPLOMHIT) +NAKOHIT) »

* MOH(T) o TAMDMIT) »TAPRIT) 2 TS24 N3)

WRITFCTWT+ TRV (LIMNCAP (T o NPLUT Y o MAK (T ) o MPLAHI T Y s NAKOMTT) ,
* MOHIT o TAMDMIT Y o TAPNIT) o T21eMT)

73 FORMAT (X s 160 3X s 'POLL CHAR =t T PAK CHAP.='»TU,? PNHLL O/H=T,

17

1 I4:/7¢10XetNAK O/ZHZ' eIl * MSa O/HZ'eTH,
2 /10X tMPSENETFR. 3" PPSEMSYFALS))
FORMAT((S514+2F7,5))

WRITE(H:772)

772 FORMATIY TYPE IN NO. OF MSG TYPFS, AMD TRAFFIC STATTSTICGs

A-13



7u1
e
743
T4y
748
746
747
u8
749
750
751
752
753
54
755
7%6
57
7%8
759
760
761
762
763
764
765
766
767
768
769
T
771
772
773
774
775
776
777
778
779
780
781
782
783
784
785
786
787
788
789
790
791
792
793
794
79%
796
797
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e/0% SUCH AS MSGNAM, MSLTM, MGLOUT: RATID WITHY,

v

2 o/¢" FORMAT TU/{N6+2(2T4+PF6eR))T)

READ(%eT7) NTYP

RFAD{S179) lMssMnmcli'lMSLtmlr-Ji-M<Lnuvt!-J)o

* RATIOI(I+J)eRATIO(TI J)od=102) 0 =1eNTYR)
FORMAT((ABY2(214¢2F6,.3)}))

179

ai
C

RFAD(5¢81) CPUAVG
FORMATIF7.4)

g CALCULATE AVEPAGE MSG LENGTH

hi

58

66
62

67
68

10%

1
2
3
4

63
&5

NG 61 1237
AMSL (1) =D,
CONTIMIE
Do &8 1=1e
AsimiT)=o,.
CONTINUE
Do 62 Ist«NTYP
Do 66 J=192
JisJe2
Jas= i

AMSL (UL Y=AMSL(JL Y +MSLINCT » ) «RATTOT (Y )
AMSL (J2)=AMSL (J2} +MSLOUT( T » JI*RATTO(T o )
ASUMIUIZASUMIJ}+RATTOI(T )

ASUM (D1 Y =ASIIM{JT ) +RATIN( T )

CONTINUF
CoNTINUE
BslUM=0.

0 67 =14
JIZI42

ANMSLITISAMGL 7Y +AMS (JU1)

BSUMZRSUM+ASUMLT )
CONTIN'E
AMSL {TI=AMSL (7) /8SUM

ROVFRALL AvGe MGG | FNGTH

IFLASUM4) .FO. 0,) GNTO &R
AMSL LG ZAMSL (6) 7ASUM L)

ConNT INUE

AMSL (S SAMSE {K) ZASUM(3) NAVG,

AMSL(Ql«(AMSL(3I+AM5L(“))IfA°UM(1)4AfU¥(2)J RAVG

AMSL (J)=AMSL (%) JASUMLY)
WRITE(IWT»105) (AMSL{T),I=%,7}

FORMAT(/+5Xe *AVGe INPUT MSS WITH PRIO 1=¢,Fhe1s"*

/95X YAVGe INPUT MSA

ZeSXetAVG. OUTPUT MSG W/H PRIN 1t
Ze5Xe1AVGs OUTPUT MSG WITH PRINPZ,FhH,1e?
ZeE¥a OVERALL AvGe. MSG

DO 65 K=1#N3
AMSL (1 }=NPL{K)
AMSL (2)=NAK (k)

MSE LFNTH FOR PRIO=I

LT A
tFhatr?

2t F6tr?

INPIT MG LFN,

CHARC 1,
rHARS?Y,
CHARG 1 ¢
CHARS Y,
CHARS Y}

TIMXMT (1K) SCAMSL (1 ) #NPLOH(K) ) 28 /ZLTNCAP (K ) 4+ TAMPMIK )
TIMXMT(2oK )= CAMSL (2} +NAKOH{K) } %R /LINCAP (K )+ TAPR (X))

No A} U=3,7

TIMXMT (KIS {AMGL (Y EMOHIN Y Y 2R o ZLTNCAR K Y 4 TAMPMIK)

CONTINUF
COMTINUE
BGUMSASUM{N) +ASUMIY )
RETURN
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798 SIBROLITINF CwAITC

799 ¢ SERREURTRREE SRR e REN

800 ¢

an C PpFP=CALCULATE CPU WAIT TIME

602 c

803 c LY e T T I ey T

804 RHOCPUSXSAC #CPULVG/MPROC

80%s WRIYECL100+R50) RHNCPL)

806 aso FORMAT(' CPU UTILIZAYTION PFR PROCFSSOR TS *» F5.3)
807 IF(RHOCPU JLE. .8) GOTO 851

808 WRITE (6 855)

809 ASs FOPMAT(Y THE CPU TS OVERLOAQEN, THFRFFORE IT Y& NO USF v0O *»
Bio * GO TURTHFR,.')

a1 STOP

g12 851 CONTINUE

813 BFTA=RHOCPY)

214 IF{ MPROC LEGs 1) GOTO 700

815 RHO2=RHOCPU*%2

alée BFTA=2 + *R}D2/ L 1 4RHOCPI))

817 IF{ MPROC .EQ. 2] GOTO 700

als RHOY=RHOCPU* i

a19 BETAZ256*%RHOL/ {24+ 72 ¢RHOCPI 1496 2RHN?

820 * +64eRHOZSRHNCPU=24 N *RHOL )
21 T00 CONTINLUE

822 WAIT(U)=CPUAVGY(RETAZ{MPROM {1 ,~RHNCPLI} ) +1)
az23 WAITIUIZWATTIU) «NREQSW

a2u RETURN

825 EmMD

WPRY STACOMLRGNMET/0777

L
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S1928¢STACOMIL) ,RGNNETZOTTT

; 1 SURROUTINE RGNNETIJREGN: NAREGWe NUMP: 1402 NIMRR)
. 2 [ o I I PIPI T LI T FTYI2 T 1)
‘ 3 c
! 4 € DFVELOP A REGIONAL MULTINROP NFTWORK, STAPTING WITH A STAR
: S C NETWORK AND THFEN OPTIMYIZE IT RAY ESAl=WILLTIAMS MFTHAD: GIVEN
i 3 g THE FOLLOWTNG AUGUMENTS:
8 € JPEGNS THF INPEX FOR THE REGSION UNNFR COMSINERATION
9 C NOREGNT THF NUMRER OF SYSTEM TERMINATIONS T™ aFGIOM JPEGM
10 [y NUMRS AN ARRAY THAT CONTAINS INDTCES FOR ML SYSTEM
1 c TERMINATIONS IN RFGION JPFRM
12 c 1G0= 1 IF METWORK OPTIMIZATION IS T RF PERFORMED
13 c
B 14 c NOTES NNDE AND SYSTEM TERMIMATINM APE FYCHANGEARLF
15 C
16 ¢ 1YY 1132 2 122312
17 PARAWMETER NPI=130, MP2Z]1) MP3Zy» MP4Z3
18 PARAMETER MP7=z4
19 PARAMETER IWT=100. MwW=H» NMPCZ3AN
20 PARAMETER NPEZI(NPCORNPC/2=-MCC+1) 74+]
21 COMMON/COMGT/ N1 eM2oMRaNG eMT74MNCITY
22 * JPEFZIREFINPC) v TRAFDINPL 2o mP 7Y o DSTNEF (NPEY ¢t MAPANR (NP Y1)
23 . ZILINCHR/ LINMIX(NPEYs LYMCAPINP®}r UTTLIZ (NP3}
24 . ZINF/ IRATEJINP2,NP2) ¢ IRANDNINPC2) s IFLAGINP2 1 NP3}
25 * JETMZ SVRIMPL) +NRSEC (MW) rNUMPP {MW) + TRAFAN(NP1) ¢ TRAFTT (NPL)
26 * /NAME/ZMAMESTINPY 24 ) ¢ LINAME (NP 3) e NAMF W (NPY)
27 *  /SUMZ ASUMILY rASUM
28 » /MSLAZ AamMsL{T?)
29 * /BOUND/ NTERMS:TIMPEQ!MPROC )MPLNT
30 * /ZaD0/ 1ADD (NP3 »KCHGYKADD
35 L /RESP/ RHOLIN(G} RSPTIM
32 DIMENSION COSTEW(MPLG) ¢ TAPRAY(*IPY+S) s ARRAY (NP1 2
a3 DIMENSION TIMRSPINPL) + TRFSIIMINPL +2) e TTMAIT{NPY)
1) DIMENSTON MLINFS(MPLlemP3) e LDUMMY(NPE), M MR{T1}
35 DIMENSION TDSTINPLY s LNKCHWINPI PG 22 e LMKALNIMP T 2)
36 DIMENSION TCSTHWINPLeMNPY 2 s TCSTLNINPI + 21, ITCOST(NPY 1D}
a7 DIMENMSION LSURINPL) ¢MSUB(MPL ) eMSURITMPYY
s DIMENSTOM IBLANK{NMPLY s JCHAR(2}
30 DIMENSION NUMRRI(1)
40 DIMENSION RHOF (NP1}
41 EMIVALENCE (JCHAR, ICHAR)
42 DATA JBLANK /1 v/
43 RSPTIM=0,
44 IPOINTZ=D
| 4% c INTEGFP TCOST1+TCOST2:COSTPCOSTR Y
46
| 47 C IMITIALIZE COST ARRAY» INNEPEMDENT OF | INF TYRE
43 c
! 49 DO 399 Ki=1i/N1
] 50 Do 399 K3=1.2
: 51 ICSTLNIKI»K3)=D
: 52 DO 399 K4=1.NU
; 53 ICSTHWIK I rKUK3) =0
' : 54 3gg CONTINNE
55 MMI=MRSC{JREGN) RAGLORAL INNFX FNAR RSC
56 C
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Ld

57
58
59
60

62
63
64
65

67
68

70
7
72
73
7%
75
76
77
78
79
80
81
82
83
a4
85
86
a7
88
89
a0
ot
92
93
o4
95
96
a7
o8
99

100

101

102

103

104

105

106

107

108

109

110

111

112

113
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C FIND THE LOCAL RSC INDFX TN THF RFRION ARPAY
¢

DN 98 IND=1eNOREGM
IF(NML EQ, NUMR(INN}) GOTO 1RQ
98  CONTINUE
189  CONTIN'E

IRSC=IND
g RIILD A STAR NETWORK
¢ caLL STAREW
E PRINT OUT STAR NETWORK
¢ CALL SUMPRT(NOREGM, 1)
c IF{ IGO +EQ. 0) GOYO 979

C OFVELOP A MULTIDROP NETWOPK UTILIZYNG THF
C ESAU=WILLIAMS ALGORITHM
c

MAXSAV=0

MAXM=0

MAXL=D

MAXK =D

MAXKI=0

MAXL IN=O

MAXNOL=0

LINNEW=0

RSPMAX=0.

RHOMAX=0.

ICHAREY ¢

ITALLY=0

JTALLY=O

KCHG=)

KaDD=1

1oK=p

INTRY=0

CALL ESSWIL

WRITE(6+933) ITALLY»JTALLY
933 FORMAT(2Xe *TRYLNK HAS BEEM ACCFSSFN FOR *,1Q,¢ TIVES?t,

1 7Z¢2X»YUPNETW HAS REFN ACCESSEN FNR 1, 70,¢ TIMEGH)
979 CONTINIE
RETURN
SUBROUTINE STAREW

ERRREERN SRS IR pRR KRR

FORM THE INITIAL REGIONAL STAR NETWORK: TARRAYe AMD FIND ITS
CoST» COSTEW
MOREGN=NUMBER OF SYSTEM TFRMINATIONS IM THF REGIOM

AGOOaAO0

AR LTI RIS TEA 2L )
INTEGFR COST
DO 100 K3=1» NORERN
No 110 Ku=z¢4
TARRAY (K3:Kt) =D
110 CONTINUE
KK=NIMR(K3)

A~-17



114 TARRAY (K3+1)=1ANDIKK )

115 TARRAY(K3:S)=IRSC B LOCAL YTMDFY FOR RSC
116 ARRAY{K3+1)=TRAFDN{KK)

117 ARRAY(K3+2)=TRAFTTI(KK}

118 TIMRSP(KN) =0,

119 100 CONTINUE

120 IARRAY{IRSC+1)SNOREGN = 1 RNO, GF NONFS |INDER RSC
121 Nwmz ] PASSUMING THE 15T SICCESSOR WITH TNDFX 1
122 IFC(IRSC +E0. 1) NM=2 R1ST SUCCFSSOR TS WYTH YMDEY 2
123 1ARRAY (IRSCe2)=NM

124 TARRAYUIRSC5)=0

125 ¢

123 g RFLATE ALL OF RSC'S SHCCESSORS

12

128 DO 200 K5=1s NOREGM

129 IFIKS .EQ. TASC) GOTO 200

130 NM=NM &+ |

132 TF(NM GT. NOREGN) GOTO 200 REND OF StlcCFS&NRSY LIMK
133 TAPRAY (KS¢3)ZNM

134 TARRAY (NMs 4 ) KD

135 200 CONTINUE

136 (o

137 C NFTERMINE LINF TYPE FOR CFNTRAL LINKS TO RSC

138 C

139 DO S50 NONF=1¢ NOREGM

140 IF(NODE +EQs IRSC) 60TO 555

141 TRF IN=ARRAY (NODE» 1) 40,5

142 TRFOUT=ARRAY (NODIE» 21 +45

143 NN2=NUMR{NODE )

144 DSTN=DIST (NN1,NN2)

145 IDST(NODFEI=NSTN

tu6 COSTEW(NODE » 4} =DSTN

147 C

148 C TAKE A FIRST GUESS FOR LIME COMFIGURATIOM

149 C

150 cosT=0

151 RHO=0,

152 MDROP=TARRAY (NONF»1) 41

153 CALL LINNUMITRFING: TRFOUTLDUMMY o LINOLN e RMN)
154 781) CONTINLUE

155 [

156 C COMPUTE INITIAL REPONSE TIME

157 c

158 IKONTZ0

159 NO 7R3 T=1.,M3

160 IF(LNUMMY{T) MNE, 0) IKONTTIKONT+}

161 783 CONT INUE

162 AINTRF=TRFIN

163 OUTTRF=TRFOUT

164 IFCIKONT «E0. 1 JANNS LDUMMY{LINOLD) .Fa. 1} GOTO 772
165 c

166 € RFSPONSE TIME CALCULATION NEFNS MOPIFICATIANM

167 c

168 ACaPz=0,

169 DO 771 NML=1'N3

170 ACAPZACAP+L INCAP (ML} *LDOUMMY (Mt }

ey

A-18



171
172
173
174
175
176
177
178
179
180
1A1
182
183
184
185
186
187
188
1A9
130
191
192
193
194
195
196
197
198
199
200
201
202
203
204
209
206
207
208
209
210
211
212
213
214
215
216
217
218
219
220
221
222
223
224
225
226
227

™

772

TT4

776

7an

s

773

499

555
C
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LINMMY (N ) =0
CONTTNUF.
LDUMMY (L TNOLD) =1
AINTRFETRF IN®LINCAR(LINOLD) Z7ACAP QPFROFUT TRAFFIC
NUTTRFSTRFOUT2LTINCAPILINOLD) 7ACAP
CONTINUF
CALL RSPNSE(AINTREOUTTRF oL TMOLD e MOROP, TOK)
IF(TOK +FEQ, 1) GOTH 773
TF(LINOLD LFQ. M3) GOTO 774
LDUMMY (L INOLDI =N
LINOLD=LINOLD#+1
LOtMMY (LTHOLND)I =L
GOTO 175
COHTTNUE
NLE =D
HN3iz=N3=1
NO 776 1=1.,M33
IFLLDIMMY(TI) +FQ.n )} GNTO 776
NLL =]
6OTO 780
CONT THUE
LouMMY (1) =)
GOTN 775
CONTINUE
LDUMMY (ML) =0
LOHMMY TNLL 410N MY INLL +1 )+t
CONTINUE
CALL RHNFUNITRF TH» TRFOUT s LOUMMY oL THOL N » OHAL TM s RUN )
GOTO 781
COMTINUF
TIMRSP INODE }=RSPTIM
KCHG=2
CALL ISUMUIP({IRSCNONF+QeCOSTY
RHOF {NODF ) =RHO
COSTEW(NODE»1)= COST
COSTFW{NQDE»2)FLTHOLD
N0 499 NLI1 N3
NLTNES {NONE o NI} =L PUMMY [NL)
NG 499 NMz=1.2
ICSTLNUNODE s NMISTCSTLNINNDE o nM ) +1L NKCLH TaL o NM)
DO 499 MK=1 N4

TCSTHW ENODE # MK o M) SLMKCHW ENL o MK o M) + TCSTHW (NNDF o MK M}

CONTINUE

JTRAFSTRF IN+TRFOUT
JTRAFSJTRAF/UTILTIZ (L INOLD)
COSTFWINODE » 3)SUTRAF/LINCAP (ILINOL N} +1
GOTO 550

CONTINUE

C ASSUMING TRAFFIC AT IRSC 1S TAWEN CARF OF AUTAMATTCALLY
C

49a

NO 498 NL=1+N3
HILINES{NONE # ML) =0
CONT INUE
COSTEW(MNODE r1)=0
COSTEW(NONE ¢2) =N
COSTEFW(MNADE ¢ 3) 20
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228
229
230
23
232
233
234
235
236
237
238
239
240
241
242
243
244
245
246
247
246
249
250
251
252
253
254
255
256
257
258
259
260

261 .

262
263
264
265
266
267
268
26%
270
27
272
273
2714
275
276
277
278
279
280
281
282
283
284
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COSYEWINODE##) =0

RHOF INODE) =0,
$50 CONTINYE
RETURN

SUBRNUTINE ISUMUP(LIL2LTrIC)

OO0

LL1=NUMR(LYL)
LL2ZNUMRIL?)

shakapprpstinpntbies

Cat CULATE COST BETWEEN NONES L1 AND L2 ANP ADN IT TO
TOTAL COST IC WHERE LT=LINE TYPE

L 2IIITFI IR T TL L ]

CALL TCOSTJELDUMMY ¢ LLY o LL2+LNKCHW ! NKCLM)

KK=N3
IFILTMNELD} KK=L

DO 211 LINTYPTZ1+KK

LYYPELINTYP

IF(KK.E@-I’ LTYP:LT

Do 221 11=1.2

TCSICHLNKCLNILTYP,I1)
no 222 12=1:Ny
TC=ICHLNKCHWILTYPr 1271}

222 CONTIMUE

221 CONTINUF

211 CONTINVE
RETURN

SIBROUTINF ESSWIL

ROHDTOOD

00n  CNNTINYIE
K=TARRAY (IRSC+2)

L2131 TT AR YT L 228 )

TRY AGAIN TO OPTIMIZE THE NETWORK

AT 2R L2222 2R L]

RFTRST SURNFTENRK LINNER RGE

KNEXT=TARRAY(K+3) PNFXT SUBNETWORY, INDFR RGC

IF (KNEXT J£0, O)
560 CONTINUE

10K=0

L=TARRAY(IRSCr2)
57n CONTINUE

GOTO 599 MOMLY NNF SIMMNFTYWORK

AK=SUBNET IS TO RF LINKEN TO L =SI'RMFT

IF(L NE. K) GOTO 575

LSIARRAY (L ¢3)

IF(L.FN.0) GOTO 66N

575 CONTIMIE
K1SNLMR (K

DREF=NIST{NN]1#K1)

c

€ TrS&T TOTAL NO. OF TERMINALS IF K ANT L ARF COMBINFD
C

IMTRYZD RINDICATION OF FMTRY TO TRYLMK

LINE=COSTFW{Ks2}
IFLLINCAP(LINE}

«FO. 9600) GO TN SRS RNO MIILTTNROPPING AM 9AR0Q

NONET=TARRAY (K + 1)+ TARRAY(Le1)+2
YWWINOPET «6T, NTERMS) GOTO SAR5 ATN0 MANY TFRMNTALS

M=t
KITK
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N

285
286
287
2R8
289
290
291
292
293
294
295
296
297
298
299
300
el
302
303
304
3085
306
307
ne
309
310
311
312
313
31k
A5
316
317
318
319
320
321
322
323
324
325
326
327
328
329
330
s
332
333
334
335
336
357
338
339
kD11
341

580

140

585

660

OO0 60

[alalsl

S9a
C
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CONTINUE

ML=NUIMR (M)

DTRY=DISTI(K1,M1)/2,

IF{DTRY .6T. DREF) GOTO 14n .

CALL TRYLNK(KsKIeLeM) B M TS THF IMSEPTIOM NONFE

IF(I0K +EQ. 0) GOTO 58%

CONTINUE

M=NXTNOD(LeM} RNEXT NODE UNDER M ON L=SUANFT

IF{M JNE, 0) 6NY0 580 RNO MORE NOPES UMOFR M OM t «SURNET
KISNXTNOD(KKT) QSTAPY WITH NEXT MODF AN K=SHANET

IFI(KI +EQ. 0) GOTO 585

KESNUMR{KT)

M=L

GOT0 SAQ

CONTINUE

L=TARRAY(L»3) RNFXT SUCCESSNR

IF{L «ME. 0) GOTO 570

CONTINUE

K=IARRAY(¥ s 3)

IFIK «NE. 0) GOTO S&N RNOT AN FNR YFTe REPEAT THF SFARCH

Al L POSSTBLE COMBINATIONS HAVE REEN TRYED

IF(MAXSAY .LEs 0} GOTN 599 RNN NEFN T0 GO FURTHER

UPNATY NETWORK RASED NM UP=TO=NATE MAYTMIM £oST SAVIMG
PARAMETERS

T JTALLYSJUTALLY+]
Cal{ UPNETW

RFINITIALIZATION

RSPMAX=0,
MAXSAV=0
MAXK=DN
MAXL=0D
MAXM=N
MAXK =D
MAXLIN=0
LINNEW=0
MAXNOL=0
RHOMAX=0.
GOTo S0N00
CONTINUE

€ PRINT OUT COSTS FOR THF OPTIMIZED MULTTNROPR NFTWORK
c

CALL MUTDRP

C PRINT OUT THE OPTIMIZEN MULTIDROP NFTWORK
c

50

CALL NFTPRT

IF{ MPLOT NE. 1} GOTO 50
CALL CALPLT

CONTINUE

RFETURN
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342
343
3u4
345
346
7
34A
39
350
351
352
353
354
355
356
357
358
359
360
361
362
363
364
365
366
367
368
369
370
3T
372
373
374
375
376
3
378
379
380
3A1
382
3R3
384
385
386
3a7
3R8
389
390
391
392
393
394
395
396
397
398

' e Yadata Xz ia)

OO0
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SURROUTINE TRYLNK (KL oKILsLL pMLY
SRETEINEIEER RN NRRD

TPY YO ELIMINATE CENTRAL LINK KL ANN LTMK IT TO TWF QHBNFTNOPK
LL THROUGH SYSTEM TERMINATIONS KIL AND M.

TRESRA PP EEN kg et g
INTEGER COSTKM.COST
ITALLYSITALLY+E
IFUINTRY FO, 1) 6NnTO 719
TRFINZARRAY (KL » 1) +ARRAY{LL 1) *N.5
TREOUTZARRAY (KL ¢ 2) +ARRAY(LL 2} 40,5

FIND THE LINE WITH THE ENOUGH CARACITY TO HANNLF
THF TOTAL TRAFFIC ON THE PROPOSED SURNFTWORK  LL

CALL LINNUNM{TRFIN: TREOUT s LDUMMY + LIMNE s 1 s RHN)
IFILINCAPILINNEW) +FG. 9600) GnTo 132
LTNUPZLINNEW=1
IFILINUP (EQ. D) GOTO T12
On 711 NL=1.tINUP

IF(LDUMMY{NL) «FQ., 0} GOTO Tt1

GOTO 137

711 CONTIMN'E
712 CONTINUE

NLNEW=LDUMMY (L INNEW)

IFINLMFW oAT, 1) GOTO 132 QAMORF THAM Y | TME NOT ALLOWFD
COST=COSTEWILLL)

LINOLD=COSTEWILL 2}

NLOLD=COSTEW(LL3)

MCOSTLZCOST

3000 CONTINUE

C
C
c

[
C
c

TFSY RESPONSE TIMEs IF NOT SATISFIFD. INCRFASE LIMF CAPACTTY

CALL RSPTSTU(NL+LLsLINNEWs IOK)
IF{I0K «F%. 1) GOTO 3001

If LINE TYPE IS THE HIGHESTs NO NFEN TO GO FURTHEPR

IF(LINNEW +FQ« N3) GOTO 132

LMY (L INNEW) =0

LIMNEWSL INNEW+1 .

IF(LINCAPILINNEW) EQ. 9600) GATO 132

LOUMAY CLINMEW) =1

NLMEW=1

CALL RHOFUN(TRFINs TREOUT ¢ LAUMMY s | TNNFW s RHOL TNy RHO)
6nTO 3000

3001 CONTINUE

IF(LINMEW.EQ.LINOLDJANDNLOLDED1) GOTH 13t

Calt LCOSTK(YIRSCrLLr1eMCOSTL} ANFW COST FOR SUBMEY (INDFe LL

131 CONTINUE

LINOLD=COSTEW(KL P}
MCOSTKECOSTEW(KL 1}
NLOLD =COSTEW(KL*3})
IFU LINNEW EQ. LINOLD ANN, NLOLP «FFf, 1) GOTO 133

CALL LCOSTK(IRSCeKL»0»MCOSTK) RNFW COST FOR SURNFT UIMDFR KL
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399
400
401
w02
403
404
405
w06
407
408
409
410
u11
412
413
W14
415
416
w17
418
419
420
u23
422
423
424
425
426
427
428
429
430
431
432
433
434
435
436
43?7
438
439
440
44
w42
443
a4y
445
446
447
448
449
450
451
452
453
uSY
uss

133

134

719

132

OO0 0

alelel

300

400
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GoTo 134

CONTINUE

ITEMP=0

KADD=0

KCHG=2

CALL ISUMI'P{IRSCeKL+LINNEW? ITEMD)
MCOSTK=MCOSTK=1TEMP

CONTINUE

INTRY=1 QRFLAS THAT INDICATFS AN FMYRY TO TRYLNK
JSAVSCOSTEWILL L) 4COSTEWIKL v 1) = {MCOSTL4MEASTK)
CONTINIE

COSTKM=0

KADD=0

CALL ISUMUPIML oK IL ¢ L INNEW»TOSTHM)
ISAVSJUSAV=COSTKM

IF (1SAYV .LE, MAXSAY) GO TO 132

RSPMAXZRSPTIM

MAXSAV=ISAY

MAXK=KL

MANL=LL

MAXM=ML

MAXKTI=KIL

MAXLINZ LINNEW

MAXNOL=NLNEW

RHOMAXZRHO

CONTINUE

RETURN

SURROUTINE LCOSTK{TsNA?NBrTCOST)
L2322 FR TR R T 2 S

FIND COST FOR A SUBNETWORK. NAZREGYMMIMG NODE FNAR THFE SHRMET
TO BE FVALUATED.

NR=1 WHEN COST FOP CENTRAL LINX NA IS TO nfF InCLUPED

NR=0 WHEN COST FOR CENTRAL LIMK MR IS NOT TO af INMELVINED

LI T ITTT FTY DR E 1 he )
INTEGER TCOST

TCOST=0

KCHG=2

CALL ISUMUP (T+NAJLINNEW,TCOST)

STARY COMPUTING SUIPMET COST

JSONSJTARRAY (MA#2) ® FIRST SICCESSOn
IFLJSONLER,.0) GOTO 4o0

CONTINUE

JPASTARRAY (JSON5)

CALL ISUMUPLJPA» JSON+LINNFW,TCOST)
JSONZNXTNOD (NA ¢ JSOM)

IF (JUSON +FQ, 0) 60O TO 400 ? CALL TT AM FNP
60 TO 300

CONTINUE

IF(NB +EQ. 1} RETURN

ITEMP=0

KADD=0

CalL ITSUMUP(T/NACLINNEWs ITFMP}
TCOSTETCOST=ITEMP
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RETURN
FUNCTINON NXTNODILIsM1)
FHARA QAR ERA R P RANR

FIND THE MEXT NODF IN THE SUBNET L1 WHICH M) RELONGS 1O,
IN THE PROCESS: IF THF NEXT NONE 1S L3+ 0 IS PETURNFD
OTHERWISE THE NEXT NONE IS RETURNEN

PEES gk e b sk E Rk
NYTNOD=0
MM=M1
KSON=TARRAY (MM+2)
IF(KSON Qs 0 JAND, MM F0. L1) RETUPN RA STINGLF NONE
IF {KSON +ER, O) GO TO 1 D NO SUCCESSNR
NX TNOD=KSON
RETURN
CONTINUE

LOOK FOR HIS NEXT RROTHER

KRRO=TARRAY (MM+ 2)

IF (KBRO “EG. 0) 6O Tn 2 ANO MORF SUCCFSSORS WITH SAME PRENEFFSEAR
NXTNOD=KBRO

RETURN

CONTINUE

GO To HIS FATHER

MMEIARRAY (MM, 5)

IF (MM +NE. L1} GO YO 1

RETURN

SURROUTINE UPNETW
REAEERARERE TR REN R

R RACK TA THE REGTNHTMG

UPDATE IARRAY AND COSTEW RASED ON MAXTMUM=SAVING
PARAMFTERS OBTAINED

UPDATE TRAFFIC AND NO. OF TERMINALS FOR L=SURNET

 ZRITFTTIRILES P32 448 )
NOK=TARRAY{MAXK+ 1141 RNO. OF NODES RFELOW MAXK
TARRAY (MAXL 1 )STARRAY (MAXL + 1) +NOK
ARRAY (MAXL y 1) =ARRAY (MAXL ¢ 1} 4ARPAY (MAXYK » 1)
ARRAY (MAXL »2) ZARRAY (MAXL s 2) 4ARRAY (MAXK » 2 )

UPDPATE THE COSTEW

COSTEW(MAXL 3 )=COSTEW(MAXL e 1) +COSTFWIMAXK ¢ § ) =MAXSAY
COSTEWIMAXL »2) SMAXLIN

COSTEW (MAXL » 3)=MAXNOL

COSTEWIMAXK1)=0

COSTEW{MAXK»2)20

COSTEW{MAXK¢3)=0

MAXKD=NUMR {MAXK}

MAXMD=MUMR {MAXM}

MAXK ID=NUMR (MAXKI)

COSTEWIMAXL s 4 ) SCOSTEWIMAXL rli) 4+-0STEWIMAYK ;LI #NTSTIMAXK IN s MAXMA)

A=-24



513
514
515
516
517
518
519
520
521
S22
523
524
525
526
527
528
529
530
531
532
533
534
535
536
537
538
539
sS40
541
542
543
544
545
546
547
548
549
550
551
552
553
554
555
556
557
5%8
559
560
561
562
563
S64
565
566
567
568
569

<
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. =NISTIMAXKN,MML)
RHOF (MAXL ) =RHOMAX
COSTEW(MAXK r44) =0

g UPDATE MULTIDROPPED=LINE RESPOMSE TIMF

a9

OO0

777

OO0

778

s NaNs Ny lal

19¢

197

TIMRSP (MAXL ) =RSPMAX
CONTINLE
KIPA=TARRAY(MAXK]1+S) RREMFMRER K1'S PRENFCESSHOR
MSON=TARRAY(MAXM¢2) QM*S 16T SQUCCFSSNR
CALL LNKOFF(MAXKI) RNPELETF KI AS A SUCCERSNR OF KIPA
TARRAY {MAXM, 2)=MAXK]
TARRAY {MAXK] »5) =MAXM
IARRAY {MAXKI s+ 3) SMSON
IF{MSON NE, 0) IARRAYI(MSON.4)SMAYK]
JARRAY {MAXKI,4)=0
MAXM=MAXK T
MAXKISKIPA
IF(MAXM (NFE., MAXK) GOTO 91
RETURN
FUNCTION JroSTA(NsKREF)
SR rsakgpdrFrrgudR

FIND PARTIAL SUM FOR TCSTIN

RPN R R U NSRRI R e
JCOSTA=O
DO 777 K1=1+KREF
JCOSTASUCOSTA+ICSTLMIKL o M)
CONTINUE
RFE TURM
FUNCTION JCOSTR{N¢MiKREF)
RAREEERER TR T IR p S

FIND PARTIAL SUM FOR ICSTHW

EERR RPN KkET RS R Y
JeosTa=o
DO 778 KK=1+KREF
JCOSTRZUCOSTBHICSTHW KK o N M)
CONTINUE
RETURN
SURROUTINE NETPRT
REEFR AR R b kTR Nb

PRINT OUT CONFIGURATION OF THE MULTINROP METWNRK

REPEEER R ER TR g RN ER N
DO 196 KK=1#NP1
TRLANK (KK } =JRLANK
COMTINUE
NHZ=NUMRR [ IRSC)
WRITE(TWT+197) NN2
FORMAT(1H1 st PEGIONMAL CENTFRZ ¢ oA4//7¢6X s "SURMNETWORK ¢ /08X ¢
* tBEGINS AT1,//)
Kp=1
ISONZTARRAY(IRSCr2)
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571
572
573
574
875
576
S77
578
579
580
581
582
583
584
585
586
587
sa8
589
590
591
592
593
594
595
596
597
598
599
600
601
6ng
603
604
608
606
607
608
609
610
611
612
613
614
615
616
617
618
19
620
621
622
623
624
625
626
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IPOINT=TSON

ISONRSNUMRR { T1SON)

WRITEC(IWTY»192) (IALANNK (I eTZ1eKP) ¢ TSONR
c
g LonK FOR ITS FIRST SUCCESSOR

190 CONTINUE
ISON=TARRAY{IPOINT2) RCHRREMT NODAL TNNEX
IFUISON ,EQ. 0) GNOTO 191 AMN MORE SON
KP=KP + 1 QA LEVEL DEFPER
JSONR=!MUMRR { 150M)
WRITE{IWT 192} ( IRLANK(I}rT=1+KP)+ISONR
192 FORMATUIXe2Uu(A6))
IPOINT=TSON
60Y0 190
191 COMNTINUF
C

C Lok FOR MFXT SUCCFSSOR WITH THE SAYE PRENFCESSOR
c

TRARO=TARRAY(IPOINT» 3}
IFLIARD +EQ. O) GNTO 193
+BROR=NUMRR ( IARO)
WRITE{TWTr192) (IBLANK(T) ¢ I=1+KP) s IRROR
IPOINTRIRRO
G070 190

593 CONTINUE

g NFXT LEVEL UP

KP=KP=1
IPOINT=IARRAY (IPQINT R}
IFIKP +EG. 0) GOTO 194 MNN NFEN TO 6N FUQTHES
60 7O 191
194 CONTINIE
RE TURN
SUBROUTINE CONVRTIICOST)
EEFFR IR EP xR R kR K

CANVERT A NUMBER INTO ITS FIELP FOUIVALENT

[z Xz EuXz N3l

LTI YTT RS2 2 322 F s ]
JCHAR (1 }=JRLANK
JCHAR (2} =URLANK
IFLICOST .EQ, N) GOTO 916
ENCONE( 198+ JCHAR} 1COST
194 FORMAT(IA)

96 CONTINUE

RE TURN

SUBROUTINE SUMPRT{NREF ¢ NN)
IR E LI IR YT £ 4% 83

UP COSTS AND PRINTS

2B RadisRal
v
c
z

LY PPTT T L PPy 2T
TCOST1=0

TCOST220

DO 779 K=1sNREF

A-26
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636
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é44
645
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647
648
649
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651
652
653
654
655
656
657
658
659
660
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669
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673
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676
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678
679
680
681
682
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ITCOSTY(Ks1ISICSTLNIK 1)
ITCOST(K»2)SICSTLNIK 23
DO 7791 KK=1sN4
ITCOSTIK 1IZITCOSTIK 114 ICOSTHWIK KK 1)
ITCOSTIK»2)}=1YCOSTIKe2I+ICSTHWIK 2 KK 9 2)
CONTINVE
TCOSTI=TCOSTLI+ITCOSTIK, 1)
YCOST2=TCOST2+41TCOSTIK 2}

. CONTINUE

KCOST=TCOSTLI4TCOST2

€ PRINT Our COST
c

9033
9033

9034
903s

92032
903

904
1903

9036
906
879

803y
8033

a034
8035

803

NTURN=NREF/10+%
IREM=MOD{NREFr10}
IFUIREM FQe 0) NTURNSNTURN=1
LPAGE=1
DO 919 KW=1:NTURN
KWL=10%{KW=1)+1
Kny=10eKw
IF (KWUL.GT.NREF}) KWU=NREF
IF(NN +FQ« 0) GOTO ARTO
IF(LPAGE NE1} GOTO 9033
WRITE(IWT,9031) KW
FORMATL 1, 40X ¢ *REGIONAL STAR NETWORK AND ITS COSYS=':12)
GOTO 9035
CONTINUE
WRITE(IWT 9034 ) Ky
FORMAT( /40X, "REGIONAL STAR NETYWORK AMD ITS CNSTS=1:12}
CONTINUE
WRITE(IWT»9032) (NUMRR(T) e ISKWL oKW
FORMAT (/e 1Xs *SYSTEM TERMNo ' o 13%r10{4XeAL,1X))
WRITE(IWT:003)
FORMAT(/1X2'NOs OF LTNES REQe?)
DO 1903 NJ=1+N3
IF{LINMIXINJ) LEG. 0) 6OTO 190%
WRITE(IWT»Q04) LINAME (NS » (NLINES (K e NJ) s K=KWL o KWI)
FORMAT(7X s A6, 14X 10(T821X))
CONTINUE
WRITE(IWT9036) (RHOF (NJ) ¢t NJ=KWL 1 KWU)
FORMAT(/+1Xo s *"LINE UTILIZATION'»11Xr10(FB,3+1¥))
WRITE{IWYT+906) (IDST (N} NZKWL+KWU?
FORMAT (/91X *DSTNCF FROM RAC'r11X216(1Rs1%))
GO TO A0S
CONT INUE
IF(LPAGE.NF.1) GOTO B033
WRITECIWTBO31) KW
FORMATL 14, 40X+ 'FINAL MULTYDROP NETWORK AND ITS CNSTS='.I2)
GOTO 8035
CONTINUE
WRITECIWT 12034} KW
FORMAT (/40X "FINAL. MULTIDROP NETWORK ANNR ITS COSTS='s12)
CONTINUE
WRITE(IWT 803} 1T ISKWLKWY)
FORMAT (/¢ 1X¢ 'SURNET NO,'e16X,10(18,1X)}
DO 1803 N=KWLeXWi)
ID=NSUR({N)

A-27



584
685
686
687
6848
689
690
691
692
693
694
695
696
697
698
699
700
701
702
703
704
705
706
107
708
709
710
Tt1
712
713
714
715
716
717
718
719
720
721
722
723
724
725
T26
727
728
729
T30
73
732
733
T34
735
736
737
738
739
740
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MSUR (N) =NUMRR (TD)
CLSURB(NI=TARRAY(IDe1141
1803 CONTINUE
WRITE(IWT»1806) (MSUBINI s N=KWL sKWU?}
1806 FORMAT(/, 1)y *REGINNNING NOPE* o 1iXs 20{UXsAGeIX))
WRITE(INT1807) (LSUB(N) ¢ NZKWL o ¥ WU}
1807 FORMAT(3Xv*NOs OF TERM«*312%s 10 (IR X))
WRITE{TIWTe81})
a1 FORMAT(3X» *NOs OF LINFS')
00 1808 NJ=1sN3
IF(LINMIX(NJ) JFQ.0) GOTO 1A0A
WRITECIWT Q04) LINAMEINJ) » INLTMES (K eNY) o KEXWL oKWY
1808 CONTINUE
WRITE(TWT BO36) {RHOF (NJ) # NJZKWL KWL
B03s FORMAT(3X¢*LINE UTTLIZATION?® »Oxs10{FR.3s1%))
WRITECIWT808) (IDSTIN) sNZKWL oKW
808  FORMATI(3Xs'TOTAL MILAGE'e12Xstn(IAsEIX})
806 CONTINYE
DO 1101 N=KWL KWL
1D=N
IF(NNsFQ,N) INzNSUB(NY
TRFSUMIN, 1) =ARRAY(ID» 1}
TRFSUMIN, 2) SARRAY (1D 2}
TIMOUTINI=TIMRSP(IN)
1101 CONTINUE
WRITEC(IWT»1102) (TRFSUM(Ns1) e NZKWL PKWLY
1102 FORMAT(AX»*TRAFFIC e/ 3X0? LIME TO CPUt, 11Xe10{FB:3e1Y))
WRITECIWT+1103) (TRFSUMINS2) o NERWL s KWU)
1103 FORMAT(3X#* CPU TO LINE *»10%r10{F2.3,1%))
WRITE(TWT,1104) (TIMOUTIN) sNSKyL eKWU)
1104 FORMAT(3Xe*LINE RESPONSE TIME?!7Xs10{FA,2,1X)}
WRITE(IWT907)
907 FORMAT(21X+'SURTOTALY+/s1Xr?INGT, COSTSH)
COSTY=JCOSTA(1+NREF)
IFIKW.NE.1} COST=D
CALL CONVRY{COST)
WRITEC(IWT+908) (JCHAR(L) +L=1¢2) s (TCSTLNINNDE ¢ 1) ¢t NODEZKWI_ s ¥ WLI)
908 FORMAT{SXs 'LINES +AXrAGIA2rIX21D(TRI X))
DO 1909 K=1+N4
COST=JUCOSTBIK+1¢NREF)
IF(KWWME,1) COST=0
CALL CONVRT(COST)
WRITE(TWY1900) NAMEHWIK) o LUCHARIL) +L=1:2) o { ICSTHWINONF s e 1) s
* NODESKWL »KWU)
309  FORMAT(SX»A6+ TX+AG A2+ 1X»10(T8,1X))
1909 CONTINUE
WRITE(IWNT»910)
910 FORMAT(1X»*ANNUAL RECURR. COST*)
COST2UCOSTA(2+NREF)
IF(KWJNELL) COST=D
CALL CONVRT(COST)
WRITEC(INT»908) {(JCHARIL) vL=1+2) s {TCSTLH{NODF ¢ 2) s NODESKWL s XWU)
DO 1911 K=1NY
COST=JCOSTRIK P +NREF}
IF(KWeNE+1) COST=0
CALL CONVRTI(COST)
WRITETIWT909) NAMEMWIK) ¢ (UCHARILI rL=192) s {ICSTHWINONF 10 2) 0
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T4l * NODESKWL o+ KWY)

742 1911 CONTINUE

T43 WRITE(TWT,912)

740 912 FORMAT(1X+*TOYAL COST*)

TS IF(KW.,NE,1} TCOSTi=n

Thé CALL CONVRTI(TCOSTL})

™t WRITE(IWT+913) (JCHARIL) oL =1+2) v (ITCOSTIK o 1) o K=KWI o KWIY)
Th8 IF{KW.NF,1} TCOSY2=0 .

T49 CALL CONVRT{TCOST2)

750 WRITEC(IWT+914) (UCHARIL Y oL =142 o (ITCOSTIN 2 2) s K=KWL 1 KWU)
751 913  FORMAT(UXe*INST. COSTYelhXeAGeA2rIX110(T01X))
752 914  FORMAT{GXs *RECURe COST'e3XrA6IA2+1X210(TIR,1X))
753 LPAGESLPAGE*1

754 LPAGE=MOD (LPAGE» 2}

755 919 CONTINUE

756 WRITE{IWT+695) KCOST

757 695 FORMAT{/425X, *TOTAL COST=',18)

758 RETURN

759 SUBROUTINE MUTDRP

760 c PRERFPGTEFTERGAIREES

761 c

762 g PRINT OUT FINAL MULTIDROP NETWNRK WITH 1TS COSTS
763

764 c sknepeuteddenandbngy

765 DO 590 NL=1 N3

766 LOUMMY (NL =0

767 590 CONTINUE

768 IBRO=TARRAY(IRSC+2) RFIRST SUCCESSOR

769 K1=1

770 699 CONTINUE

771 IF(IRRN EQ. 0) GOYD &98

772 NX2=NUMR (IRRO)

773 NK1zNN1

774 NSHUR (KYIZIRRO

775 LIME=COSTEW( 1AR0+ 2}

776 LOUMMY {LINE) =COSTEW(IRRO, 3)

777 JSON=IARRAY (1RRO¢2)

778 IF{JSON,.£Q.O) GOTO 69U

779 DO 592 NM=1:2

780 ICSTLNIKL +NM) =0

781 DO 592 NK=i+N4

782 TCSTHWIK Y +NK 1NM) =0

783 592 CONT INUE

Ta4 DO 596 NL=1eN3

785 NLINES (K1 stiL ) =LOUMMY (NL)

786 596 CONTINUE

787 KCeHG=2

788 312 CONTINUE

789 CALL ICOSTJILDUMMY s NKL e NK2 o LNKCHW ! NKCLN)Y
790 DO 59% NL=1/N3

791 DO 595 NM=1:2

192 ICSTUNIKL e NMISTCSTLNEKT o NM) +LHMKCLNINL ¢}
793 D0 595 NK=1!N4 :
794 ICSTHWIKT P NKeNMIZTCSTHW KL o MK e NM I #LNK [HW INL » NK ¢ NM)
795 595  CONTINUE

796 IF(JSONLERLO) GOTO 311

797 NK2=NUMR (JSON) RGLNRAL INDFX FOR NFXT NODF

A-29



798
799
a0
a0t
802
803
a4
805
&0é
807
8908
809
A10
atl
A12
813
814
81s
816
817
818
a1%
a20
azi
f22
a23
824
826
826
a27
828
829
83c
asi
a32
833
834
835
836
837
a3a
839
840
841
au2
843
a4y
aus
aue
847
848
au9
850
851
ah2
As3
854

598
591

69a

OO0 0

c
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NKI=JARRAY{(JSON:S} RPREDECFSSOR
NKIZNUMR(NKL) QGLOBAL INDEY FOR PRFDECFSSAR
JSON=NXTNOD ( IRRO» JSON)

GOTOo 312

CONTINUE

LOUMMY{LINE) =0

GoTo 591

CONYINUE

PREVIOUS DATA

DO 597 NL=1+N3
NLINFSIKL+NLIENLINESCIBRNASNL)
CONTINUE
00 598 NM=1,2
ICSTLN(KL o+ NM) SICSTLMIBRN o NM)
DO 598 NK=1e¢NW
ICSTHWIK L v Ko NMIZTCSTHW  TRRO  HIK o NM)
COMTINIIE
LOUMMY (LINF =0
CONTINUE
INST(KT)SCOSTEWIIRRO+4)

RHOF (K1) =RHOF (TARO) RSHUFFLING RHO'S DUF 70 RF=INREYTING

IARQ=TARRAY (TARO+ })

K1=K1+1

60T0 699

CONTINIIE

NoSup=Ki1-1

CALL SUMPRT(NOSUBrD)

RETURN

SUBROUTINE CALPLT
LTI PY P AL PRI L e

PLOT A MULTIDROP NETWOEK

WAL T2 P TR L PR LT
Kp=}
IPOINTZIRSC
CALL TRSFRM(2)
ISON=IARRAY (IRSC2) RFIRST SHCCESSOR
IPOINT=ISON
CALL TRSFRMI(1)

C LooK FOR ITS FIRST SUCCESSOR
C

190

191
¢

CONTINUIE

ISON=IARRAY (IPOINT.2) @FIRST SUCCESSNR
IF(ISON :EG, 0) GOTO 191

KP=KP+1

3POINT=ISON

CALL TRSFRM{1)

60TO 190

CONTINUE

C LooK FOR ITS NEXT SUCCFSSOR

c

IRRO=TARRAY({IPOINT,3)

A=-30



77-53, Vel., IV

a%s IPOINT=IARRAY{IPOTHT+S) ®ONOw 1TSS PRFDECESSOR
856 CALL TRSFRM(2)

a57 IF{IBGRO FR.0) GOTO 193

ase IPOINT=IBRO

859 CALL TRSFRM(])

a6o GOoTO 190

861 193 CONTINUE

862 C

463 € G0 BACK TO 1TS PRENECESSOR

864 c

[.1.3.3 KP=KpP=1

866 IFIKP +E6, 0) GOTO 194

as? 6070 191

868 194 CONTINUE

869 CALL TRSFRM({3}

a76 RETURN

a7l SURRDUTINE TRSFRMILK)

ar2 c (223 YT T RSP 2L e T

8Ty C

are C FIND GLOBAL MADADR INDFEX FOR V=M COORDINATES AND PID NO%
875 c

a7¢6 c LI TTI I FESI T FTTLL 2

ar? DATA IP/0/

a7a IFILK +£EQ. 3} GOTO 66K

879 LKI=NUMR(IPOINT?} BGLOBAL INNDEX

880 IDD=MAPADRILK1) RMAPADR INDEY FOR LK1
aal IF{IDN .EQ. IP) RFTURN

882 IP=1DD

883 666 CONTINUE

a8y CALL PLOTPT(IDD (LK}

8as RETURN

ase SURROUTINE LNKOFF (up)

as7 c e sapntallidusrRRan

888 c

883 g DELETE MP AS A SUCCESSOR OF NODE PA

8%

891 C P Ty P T 3

892 IFRONT=YARRAY(MPri} RTHE SUCCESSOR REFORFE MP
893 IRACK =IARPAY{(MP:3) QRTHE SUCUFESSOR AFTFR MP
894 IF{IFRONT «NE. 0) GOTN 92

a9s MPA=TARRAY {Mp+5)

896 IARRAY{MPA+2)= IBACK RIST SUCCFSSCOR UNNER NEW MPA
a97 GOTO 99

898 Q2 CONTINUE

899 TARRAY L IFRONT » 3) =TRACK

900 99 CONTINUE

901 IF(IAACK EQ, O0) RETURN

902 TARRAY LIBACK +4)SIFRONT

903 RETURN

90y SUBROUTINE RSPTST(KKKsLLLsLINMAX,TOK}
90% C CEEP IRk R R Rk NE

906 c

907 g TEST RSPONSE TIME» SLTISFIED WHEN TOK=1
a08

909 C EERRERR LA EEL R AR SRR L

910 MDROPSTARRAY (LLL 1)+ TARRAYIKKK 1342
911 TRFINSARRAY(LLL 1} +ARRAY (KKK, 1)

912 TRFOUT=ARRAY(LLL*2) +ARRAY (KKK ¢ ?)

913 CALL RSPNSE(TRFIN TRFOUT»LINMAY s MDROP ¢ 10K}
gls RETURN

915 END

APRT STACOM.IRNOP/OT77
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51928sSTACOMIL) , IRNOP/QTT?

O NP PEFUWN -

0O OO

c

L B N N J

x
*

SUBROUTINE IRNOP(NR+LIMITeTRM)
ARG EAP T REROERRAN SRS

SURPROGRAM FOR THE INTER=REGION NETWORK OpTIMTZATYOM
LIMITSMINIMAL NUMRFER OF PATHS NEENFP PFR REGTONAL
SWITCHING CENTER

(AT T I PIYETd2 23 E Yy
PARAMETER NP1=130/NP2Z1oNPIZGenPy=]
PARAMETER NPC=360» NP6=(NPCeNPR/2«NPC+1)/u+]
PARAMETER MPT=4, TWT=100, M=y
COMMOMN/CONST/NY N2 s N3+ NU»MN7NCETY
COMMON/L INCHR/LINMIX {MP3) sLINCAP (NP3} ¢ UTTLTIZ(NPY)
ZBCOSY/AINSTCANP2 NP3t PG 0392 2) rRFCRCINP2 s NPIaMPL s X252 2) 0
ANSTLN(NP2sNP3»3¢2:2) 1 RECRLMINPZ tNP393,2016) ¢ INPLY (yp)
ZNAMEZINDYXPTINPL) » NAMEST(NP1) oL TNAME (ND3) ¢ MAMEHW (MOG )
ZEIN/SVRINP1) s NRSC (MW) e NHMPR (VW) » TRAFNN(NPL) o TRAFI T (NP1 }
/RFF/ZIREFINPCI o TRAFDINPL 9 29 NPT ) o DSTNCE (NP6 ) ¢ MAPALR NP )
DIMENSION NETSUM(NP3¢2) »ORINET (MW,MWsMNP3)
DIMENSTON NLINK{NPX) | NKCHWINPS NPUr2) ot MPCLNINPS,2)
INTEGER SUMCST
INTEGER ORINET
DIMENSION TRRM{MWeMW) » TR MW s MW)
INTEGER ORICST+ORICS1.0R1CS2
INTEGER DIVTRI{MW) sDIVTRJI(MW)
DIMENSION TRR(MWrMW) s NETCNF {MW,MW MP3) o LINEQUINP3) o
LINADI (NP3} sLINADJINPI) s TLINADIMP ) » JLTNADI(NP3)
LINEGINP3) rLINEQGAIMPI) » LINENR(NFPS)
DIMENSION RHOF2(MWsMa)
DIMENSION TRM{MweMy)
EQUIVALENCFE (LINEQ!LINEQA) r (LINEOII'LINFAR)

g RFSET UTILIZATION FACTOR TO .5

70
c

DO 70 NN1=1,N3
UTILIZINND)=,S
CONTINUE

C COMPUTE ORINET(MW+MWsN3} FOR INITIAL TOPOLOGY WHERF N3X IS
¢ THE NUMBER OF CHARGEABLE 1TEMS
c

203
c

ORICST=0

ORICS1=0

ORICS2=0

NREISNR=1

DO 203 NN1Z1,N3

DO 203 NN2T1.2

NETSUMINNT »NN2)=0 RCOST SUM
CONYINUE

C MODIFY DUPLEXING MODE FROM HALF TO FuLl. DUPLFY
c

667

DO 667 K1=$)N3
IDUPLX (K1)=2
CONTINUE

DO 101 I=1+NRI
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106
105
104
102
101

107

999

NAOHOCO0

Bio

77-53, Vol. IV

NLINK{T)SNRL QONR1 LINKS AT THE REGIMMING

11=1+1

DO 102 J=T1/NR
TI=NRSC (D)
JUSNRSC (I}

ATRMAXTAMAXL(TR(I,J) s TRIJeI))

RASSUMMING FULL DUPLEY

CALL LINNUM (ATRMAXs0.¢LINFOeLINUP+0¢RHO)

RHOF2(1»J)ZRHO
RHOF2 (.Je T} SRHO

CALL ICOSTUILINEGeTIrJde LNKCHweLN CLN)

DO 104 NNT1.N3
ORINET(T,JsNN)Z= LINEQGINN)
ORINETIJeT/NNIZ LTINFQINN)

DO 105 NM=i.2 2 LINE CosT

NETSUMINNsNM}Z NETSUMINNSNMI 4+ LNKCE NIMN Myl
DO 106 NK=1,N4 Q@ HARDWARE C0STS
NETSUMINNsNMI= NETSUMINNINMY4 | NKCHWIMN oy ¢ M)

CONTINUE
CONTINLIE
COMTINUE
CONTINUE
CONTINUE

00 107 K1=1/NR
DO 107 NNZ=1+N3
ORINETIK1 K1, NNIZO
CONTINUE

CALL OUTPRTII)
ITALLY=0
CONTINUE
MAXSAV=0

DO 777 1=1.NR1

IF (NLINKIT) «LE« LIMIT) 6N TO 777

115141
DO 788 J=I1,NR

IF (NLINKLJ) LE« LIMIT) GD TO 788

INSNTEST(ORINET+ I )

IF {IN +EQ. 0) GO YO 788 ANO LINK TO DF NELETFD

00 139 L=1+NR1

Li1=L+t

DO 138 M=L1+NR
IYSITEST(I s JoL oM}

IF (1Y +EQ. 1} 6O TO AR10
INSNTEST(ORINET LeM)

IF {IN +EG. 1) GO TO 138
CONTINIE

DO 137 NZ1sNR

IF (L «EQe N) GO TO 137
IYSITEST(I+Jel o N)

IFLIY «EG: 1) GOTNH 137
IN=NTEST(ORINFT+Le+N)

IF (IN «£Q. 0) GO TO 137

A-33
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pe—

x

114
115
116
117
118
119
120
121
122
123
124
125
12¢
127
128
129
130
131
132
133
134
135
136
137
138
139
140
141
142
143
144
148
146
147
148
149
150
151
182
153
154
155
156
157
158
159
160
161

163
164
165
166
167
168
169
170

137

138
139

201
202

668
204

N
788
77

9990

109

81

93
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IVSITEST(T e doNeM)

IFLIY +EQ, 1) GOTO 137
INSNTESTIORINFT ¢ MeN)

IF (IN +EGs 1) GO TO 138
CONTINUE

GO TO 788

CONTINUE

CONTINUE

SDIVTI=O

SDIVTJ=Y

CALL TRFDIV(IFLOP)

If (IFLOP +EQ. 1) GO TO 201

CALL MINADTITADSMINCST)

GO TO 202

CONTINUE

CALL NETWKC{MINCST)

CONTINUE

ISAV=ORICST-MINCST

IF (MAXSAV GE. ISAV) GO TO 788
MAXSAVZISAY

IFLIPSIFLOP OIFLTPZGLOBAL INDJCATOR
IF (IFLOP .EQ. 1} GO TO 204
ITMAX=TIAD

IMAX=1

JMAX=

D0 666 NN=1,N3

JILINADINNIE LINADT(NNY RCHANGE OF LINE RFQ.
JLINADI(NNI= L INADJINNY

CONTINUE

CONTINUE

00 331 KIZ§uNR

DO 33T K2=1+NR
TRRM(K1»K2}=TRR(K1,K2)

CONTINUE

CONTINUE

CONTINUE

IF (MAXSAV (LE. 0} GO TO 9999
CALL NETUPLIFLIPTIMAX rIMAX JMAY)
ITALLYSITALLY+L

G0 Y0 999

CONTINUE ,
FORMAT(1Xe* THIS NETWORK HAS BEEN LIPPATEN FOR Y218,% TINESYe//)
WRITE(6,1NQ) TTALLY

00 Bt 1=1+N3

DO 81 J=1.2

NETSUMIT e JSY50

CONTINUE

DO 91 I=1¢NR}

K=I+y

DO 92 J=KeNR

DO 93 K1=1+N3
LINEQIKYI)ZORINET(I»JeK1)

CONTINUE

T1ISNRSC(T)

JJEMRSC (D)

CALL ICOSTUILINED»TY o JJr LNKCHW ) LENKCLA)
DO 94 KK=ZX,N3
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rutr
P e it Ll

e g o

i
F
B

m
172
173
174
175
176
177
178
179
180
181
182
183
184
i85
186
187
188
in9
190
191
192
193
194
195
196
197
198
199
200
201
202
203
204
205
206
207
208
209
210
211
212
213
214
215
216
217
218
219
220
221
222
2”23
L
225
226
227

95
94
92
91

OO0 0

110

2002

2100
2102
2101
2004y
210p8
2008
220
2003
2001
2006

2007
2008
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NETSUM{KK # 1 }2NETSUMIKK # 1 ) +LNKCLN(KK »1)
NETSUMIKK » 2) SNETSUM (KK 0 2) +LNKCLN KK »2)
00 95 KL=1,Ng
NETSUM(KK s 1) SNETSUM(KK /1) 4 LNKCHWIKKeKLo1)
NETSUMIKK ¢ 2)NETSUMIKK #2) + LNKCHWIKK KL ¢ 2)
CONTINVE
CONTINUE
CONTINUE
CONTINUE
ORICS1=0
ORICS2=0
CALL OUTPRT(2)
RETURN
SUBROUTINE OUTPRTIN)
(TR T2 LSS 4272

PRINT OUT INTERREGIONAL NETWORK CONFIGURATINN AND ITS COSTS

LTI TEIIT I PRI R 1 1)

DO 110 IZ1¢N3

ORICSI=ORICSI+NETSUMIT 1)

ORICS220RICS2+NETSUMIT2)

CONTINVE

NTURN=NR/10+)

DO 2001 L=1+NTURN

LL=(NTURN=11#10 + 1

LUSNTURN®10

IFILY «GT. NR) LU=MR

IFIN 1'G. 2) GOTO 2100

WRITE(.WT2002) (Jegz=Lb oL}

FORMAT(1¢,//010Xs *INTTIAL INTERREGIOMAL METWORK CONFTURATIONG®,
® 777420X010(5Xe 132X}

GoTo 2101

CONTINUE

WRITE(IWY+2102) (Jeu=LLsLL)

FORMAT(*1¢, 10X+ tFINAL OPTIMAL INTERRFATONAL NFTWORK CONETIIGRATYION®,
* /770200010050 1392X))

CONTINVE

DO 2003 I=1eNR

WRITE(TWTe2004) 1

FORMAT{' REGION'+/¢14)

DO 210R M=1rN3

WRITE(IWT+ 2008 LINAME (M) {ORINFT(T KoM} o¥=LL ¢ 1))
CONTINUE .

FORMAT (4% 9 A6 20X 10(SXeI3s2X)))

WRITECINT»2201) (RHOF2(T+ IV sUsLL o LI

FORMAT(4X e *LINE UTILIZATIOMt »10C4XsFU.342Y))

CONT INUE

CONTINUE

WRITE(IWT¢2006)

FORMAT(//7¢ 17X ¢ VINST. COST*»7Xe *RECUP. COSTY s QY+ *SUBTNTAL®)Y
DO 2005 K=1oN3

ISUMSNETSUMIK » LI 4NFTSUMIK P}

WRITE(TWT22007) KeLINAME(K) » (NETSUMIK T 1S102) e TSUW
FORMAT(//¢1503%0A645X+T16011X0T6210¥¢TR)

CONTINUE

ORICST=ORICSI+ORICS2
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i

[ R

R AT e AN s

228
229
230
231
232
233
234
235
236
237
238
239
200
241
242
243
244
245
246
2u7

“ 248

249
250
251
252
253
254
255
256
257
258
259
260
261
262
263
264
265
266
267
268
269
270
2n
272
273
274
27%
276
277
278
279
280
281
282
283
284

200q

s Ralalslsel

s N2 RaRaXnl

103

108

s EalaXa e NaXa e Nal

205

s Eelal
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WRITE(IWT2009) ORICSI/ORICS2,0PTCST
FORMAT(//919X s tTOTAL s tXe17030Xe I7, 10X 0 TR)
RETURN

FUNCTION ITEST{IrJdeKoL)
FRERERGERETSR SR T e N

TFST EQUIVALENCE RETWFEN SUBSET(Ird) AMD SURSFT{KoL)

REREFp kR e bRk TSy
ITESY=D
IF {1 +EQs K +AND. J +EG. L) ITESTE]
IF (I «EQ% L «AND. J +E0. K) ITFST=1
RETURN
FUNCTION NYEST{NET:1,J)
FIRIFTI LRSS RS2 2 2 )

TFST NIRECT LINE CONNFCTIVITY RETWFFN T AtD J,

SRR OEER RPN
OIMENSTON NET (MWsMy o NP3)
DO 103 I1=1.M3
IF (NET(IrdeIl} +GT, 0} GO TO 1NA

CONTINUE

NTEST=N f ND CONMECTIO|

RETURN

NTEST=1

RETURN W YESs THERE IS A CONMECTINN

SUBROUTINE TRFDIVIIFLOP)
ERRETESEERERERRE I AN

DIVERT TRAFFIC BETWEEM 1 AND J THROUGH OTHFR RSCS,

L EI IS FIT XS AL FTE SIS E ] ]

IT RETURNS WITH IFLNP=1 WHEN SUCCESSFUl T OTHFAWISE TFLOP=N.
1T ALSO CREATES TFMPORARY MATRTCES TRe AND NMETCNF,

SNIVTI=0. RATOTAL TRAFFIC DIVERTFN (1 Y0 U}

SNIVTJ=0, RTNTAL TRAFFIC NIYERTFN (J T 1)

No 20% K=1enNR

DIVIRLIKI=0. R TRAEFIC DIVERTEN THRLY RFGTON & (Y TO J)
DIVIRJIKIZN. R TRAFFYC DIVERTFN THRIJ RFGTION K (J TO T)
CONTIMUF

DO 220 11=1+NR

IF (I14EQ+1.0RT1:FR.S) GO TO 270
ICI=NTESTI{ORINETI+11)

IC2=NTEST(ORIMNET T2 J)

IFUICT+FQ.0 JOR. 1C2.FQeN} GOTN 220

DIVERT 1 To J TRAFFIC THRU II

DIVTRI(II)=0,

DIVTRJUIT) =N,

CALL LINTRF(1eIIra}

DELTR= A~TR(II1}

1IF (DELTRW.E.0.0) GO TO 160
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3
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3

2R%
2he
287
288
289
290
291
292
293
294
295
296
297
298
299
300
301
02
303
304
3ns
3ne
307
aos
309
310
311
312
313
314
315
316
317
318
319
320
321
322
323
324
525
326
327
328
329
330
331
332
333
334
335
336
337
338
339
340
341
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DIVTR=NELTR

CALL LINTRF(TI»JsR)

DFLTR= B=TR{I1¢J}

IF (DELTR.LE,D.0) GO TO 160

DIVIRI(I1)=2 AMINLINELTRSDIVTR)

IF ((DIVTRT{IT)I+ SDIVTD) o6T.TRIT,JIICO TO 140
SDIVTI= SDIVTI+ DIVTIRY(IY)

GO ToO 160

c
140  DIVIRIEIIN= TRIT+J)~ SDIVTY
SOIVTI= TR{I1,J}

c DIVERT J TO I TRAFFIC THRU 1T

160 CONTINUE
CALL LINTRF{JeIIrA)
DELTP= A=TR{JeI1)}
IF (DELTR.E.Q.N} GO TO 220

c
DIVTR=NELTR
CALL LINTRFIL1+18)
DFELTR= RB=TR(T1+1)
IF (DFLTR.LE.N.0) GO TO 220
DIVTRJIIT)= AMINLIDELTR,DIVIR}
IF CIDIVYIRJ(IIN4 SDIVTJ) 6T, TR(J+1)) GO TO 180
SNIVTJS SDIVTU+ DIVTRILIT)
¢ GO To P00

180 DIVIRJ(III= TRUJrT}= SDIVTY
¢ SHIVTIJ= TRIJ.1)
200 CONTINUE
IF ((SDIVTY ,FQs TR(frJ))oBNPe (SNHTVTY En.TR{J+Y))IBO TO 3L0O
220  CONTINUE
IFLOP=N
GO TO 360
30 IFLOP=1
36n CONTINLIF
c
C CoFATE A NEW TRAFFIC MATRIX WHYICH FLIMYNATFG THE TRAFFIC RFETWRFN
C NODES T AND J ANPD A TEFMPORARY METWORK NETCNFE £0OR THE PURPHSE
C or COST EVALUATIQN
c L]
DO 191 Ki1=1sNR
DO 191 K2=1sNMR
TRR(K1 X2V =TRIK1+K2)
00 191 K3=1.N3
NETCNF{KLeK2, K3 TORINFT(KLIK2IKD)
151 CONTINUE
DO 190 KI=1enN®
NETCNF (1sJekT)=0
METCNF (JaTek1)=0
NETCNF (I»Tok1)=0
NETCNF (JedsKII=D
190 CONTINUE
TRR(1+ =0
TRR(J1 112D
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342 DO 380 IK=1!NR
: 343 IF (1 +EQ% IK «OR. J .EQ. IK} 50 TN 380
£ L 1) TRRET+IK)}= TR(LeIKY}+ DPIVTRTLIK)
L u5 TRR{IKJI= TROIKeJ}+ PIVTRT(IK)
346 TRR(UP IK}Z TRUJeIK)+ DIVIRJCTIK)Y
u7 TRR(IK¢1)= TRIIK+T)+ NIVTRJ(IK)
T ] ATRMAX=AMAXL{TRRIT+IK)+TRR{IK¢?))
49 BTRMAYSAMAXL(TRROUsIK) ¢ TRRIIK» ) )
350 INR1=NRSCIT)
351 IDR2z=NRSC(TK)
352 CALL LYNNUMCATRMAX Do »LINFOQsLINUP, N »RHNY
353 RHOF2(1¢IX)=RHO
k11 RHOF2 (1K » T 1 2RHO
; 355 INR1=NRSC L)
E 356 CALL LINNUM{BTRMAX 0. LINFALILIMNUP B ePHO)
S 357 RHOF2 {Js IK)=RHO
| 3sa RHOF2{IK ¢+ JI)ZRHO
¥ 359 DO 430 NH=1+NE
@ 360 NETCNF{T s IKeNNI=LINEGINN)
: 361 NEYCNFEIKe ToNNISLINEQINN)
362 NETCNF (1K e Je NN L TNEOUHINN)
363 NETCNF (e IK e NMIZLTINEQU ENND
364 430 CONTINNE
365 380 CONTINIE
366 RETURN
367 SURROUTINE LINTRF{YsJsA)
368 c ket seat e inyauk ket
369 c
372 g CANVERT LINES TNTO TRAFFIC CAPACITIES PFTWEFN NODFS T ANMD J,
37
372 c (AT FTT I ET S 24 11
373 =0
37 DO 100 IR=1.N3
375 A=A+ ORINET(TeJe IR 2L TNCAPLIRY »UTILIZ (IR}
: ' 76 100 CONTINUE
# 37 RETURN
Y 378 SUBROUTINE NETWKCISUMEST)
: 379 c SRR F RN PR E Rt
& 380 € FIMD TOTAL INTERREGIONAL NFTWORK CNST,SUMCST,aASEN ON SPFrlctn
i 381 C CONFIGURATION NETCNF
e 382 c REEEEA RN RN KRR P SRR N
383 INTEGER SUMCST
384 SUMEST=0
345 00 420 IR=1¢NRL
386 IR1=IR+}
387 DO 400 IKSTR1+NR
3A8 ICEHTFSTINETCNF ¢ IR IKD
389 IF (ICEQ.N) GO TO 400
390 - TTENRSC LIR)
39¢ JUENRSC (1K}
392 NO 150 I1171=21.N3
393 LINEQU{TTIT)I= NETCNF(IR?IK+TTY)
394 150 CONTINIE
395 Call TCOSTUILINEQU» TT e JJ et NKEHWLNKCLN)
396 Do 501 J1=1#N3
397 DO 510 J2=1.2
398 DO 520 J3=1,.N4
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et N

;
2
L 399 SUMCSTESUMCSTHLNKCHW (10 J302)
i 4no 520  CONTINUE
: 401 SUMCSTSSUMCSTHLNKCL M 110 J2)
H 402 510 CONTINUF
i 403 501 COMTINVE
H 4ny 400 CONTINLUE
W 40% uz2n CONTIMIE
P 406 RETURN
£ 407 SURROUTINE MINAD(ITADMINCSTY
i 408 c £3REEapbr ey parbnne
5 409 C
A 410 € CAPACITY INCREASE 1S RFQUTRED WHFN TFLOPZC, AND THE CAPACTTY AT
F 411 € MAXIMUM COST SAVINGSe
¢ 432 c
H 413 c R RS RREF Ry FETENS
‘ 414y DIMENSTON LINDT{NP3) oL INDJINPNY
L 415 MINCST=0
: 416 RTRFISTR(I»J)~SNIVT] OREMATNING TRAFFIC FpOoM Y TO J
! 417 RTRFURTR(Jr1)=SNIVTJ AREMATMING TRAFFTIC Fpom o TO 1
: 418 DO 500 II=1eNR
t 419 IF(IT.EQ.TO0RT1FN.J) GO TO Snn
: qag IF(TRRUTIFTIT) LEQ«N. DR, TRER(ITsJ)} FQ.0.Y RO TO 500
42 c
uz2 C DETERMINE DELTA COST FOR IMCRFASEN CAPACITY M ALTEPNATFE noUTES
423 C LINK (I.11)
424 c -
42% ATIIZTRR{IIT) + PTRFY
426 AJII= TRR(1J»1) +RTRFJ
427 AMZ AMAXL(ATIIIPAJTYD)
428 INRI=NRSC(T)
429 IDR2=MASC(TII)
430 CALL LINNUM(AMsDo o LINEOALINUP, 0 RrHO)
431 DO 151 NN=1:N3
432 LINDI{NNI= LIMNEQA{MNI= NETCHF(YeTTNM)
: 433 NETCNF I IToNNI= LINEMA(NM)
H 434 NFTCNF(IIeTeNNIZ LINEAA (MY
: 435 151 CONTINUE
436 o
437 C LINK(ITe )
438 c
439 BITIZTAR(IT»J)4RTPEY
: 440 BJII=TRR{Je I1)+RTRFY
- T3 | BM= AMAX1(RIIT,RJTI}
; 442 IDR1=NRSC I
uyu3 CALL LINNUM{HMs 0o LIMFOR L INUP .0 RHO)
YUy DO 111 PNN=t,N3
W45 LIMDJINNIZ LINEGB{MN)~ METONF(,.0# 1T /NM)
4ub NETCNF (U ITeNMI= LINEOR (NMY
un7 NETCHMF (I s JrNNIS LINENBINNY
448 111 CONTINYE
449 CALL MNETWKC{SUMCST)
450 IF (SUMCST.GT.MINCST) GO TO 120
451 DO 207 NN=1.N3
452 LINARYT(NNY= LINDT (Mp)
453 LINANJINMD = L INDJINMN)
454 207  CONTINMUE
455 11AD =T}
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456
487
458
459
460
461
462
463
464
465
466
467
468
469
470
471
u72
473
47
475
476
477
478
479
ugo
481
482
483
48y
485
486
4a7
488
489
490
4oy
402
493
4ou
495
496
497
498
499
500
501
502
503
S04
505
506
507
508
509
510
811
512

513
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MINCST =SUMCSY
120 CONTINUE
<

g RESET To INITIAL NEVTWORK CONFIGRUATION FOR MEXT TRY

DO 250 MN% 1.N3
NETCNFUI2IToNNIS NFTCNF(T+TToNM)e LTMDY (NN)
NFTCNFLTToToNN)Z NETCNF(ITeI oMY= LINPY (NN)
NETCHF{Jo JToNMIZ NETCMF (Je TToNN)= LINDICNMD
NETCHF (I e deNMIS NETCMF (T e dobingd= EIMDIINND
250 CONTINUE
500 CONTINUE
TRR{T+TIADI=TRR(I+11AN)+RTRF]
TRR{ITIAD+ JISTRRITITAD 1 J)+RTRFY
TRR{J TTADYETRREJP TTAN)4RTREY
TRR{ITADT)STRRUITAD I ) 4RTRFJ
RETURN
SURROUTIMNE NETUP(IFLIP+ITIAN, T ¢ 4)
LTI TYYI IR PP TR 3 )

UPPATF THE INTERRFEGIOMAL NETWORK WHFN THERF 15 SOMF SAVINGS

AT TP TT T LT TP
IF (IFLLIP«FQ,1) GO TO 700

UPNATE THE NETWORK TRAFFIC MATRIX AND
UPDATE YHE OPTIMAL INTERRFGIOMAL MFTWORK

SGOO00 OO0OoON

DO 99 NNZ1 /H3
ORINET (T»IIADSNNIZORYNET(ToITANNMI+ TITMADINM)
ORINET (IIAD+TIoNNIZORTNET(TIAD» oMM+ YLINAD(NN)
ORINET {(JeITAD/NNIZORINET(JeTIADNMHI+ UL TMAD (NM)
ORINET (ITANJeNNIZORINET(TIAD»JeNM) 4 JLTHANTNN)
99 CONTINUF
100 CONT INUY
00 701 NN=1eND

ORINET(T+JoNNI=0
ORINET(JeToNN)=0

701 CONTIMUE

C

g RESET TRAFFIC MATRIX TRINR+NR)

DO 900 IRZ 1.NR
DO 910 IK=S 1sNR
TR{UIR¢IK)= TRRM{IRIK)
910 CONT IMUE
900 CONTINUE
c
C UPPATE TOTAL CNST FOR OVERALL METWNRK
c

ORTCSTZORICST=MAXSAY

€ UPDATE NLIMK MATRIX

C
NLINKETI=NLINKAT =1
NLINK (D) =ENLINK D) =1
RETURN

EnMD

APRT STACOMLICORTI/NTYT
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S192R*STACOMIL) ,1COSTU/NTTT

OO0 NE -

54

c
¢

SURROUTINE ICOSTJILIMEAUST » JpLMF.CHY e LMKOLM)
(S A TP RIS TP b ]

C CALCULATE INSTALLATION ANMUAL RPECURRINE COSTS NFERFD FOR

C CoMMUMICATION LINK BETWEEM NODFS T AND Je  LNKCHW= OTHERS

C LNKCLM= LIMES, I AND J ARF GLORAL THDICF FOR QYSTFM YFRMYMATIONS
€ UMpER CONSTODERATIONs LINEQU= LINE CONFIGURATIAN RETWEEN T AP J
c

c

L B N N

LA SITRYT A AL TER S 1 )]

PARAMETER MPLZ130eMP2=) o NPIZly e MDY =3 e MPE=R4(0

PARAMETER MPASINPCaNPL/2=MPC+1) /841

PARAMETER NPT=4

DIMEMSION LINFQUIMPAY s LNKCHWI(NPI,MPYe2) ¢y LMNKCLNIMP®»2)

COMMOM/LIMCHR/ZLINMIX INP3) +L TNCAPIMNPR) o T TZ{MPSY
ZCOMST/ZNML N2 s NP eNy e NTeNCTTY
/RCOST/AINSTCIMP2 s NP3 eNPY»3292) tRFCPCINPI NP INPUI 3,242 ),

AMSTLN(NP2 s NP3+3+2+2) ¢ RECRLN{MP2+NMP* %2163 s INVPLY(NPS)

ZINFZIRATEJINP2 onP2 o IRANDINPC o 2) e TRLAGINPO s NPX)
ZANN/ TADDINPLY o XCHGKADD MTERMYNALS WITH SAME V=H
/REF/ZIREF INPC) + TRAFDANPY $ 2+ NP7 ) ¢ ISTMCE (NP&) + MAPANR INNY }

C
g IMITIALIZATION

100

C

1I=MAPADR(T)

JJUEMAPADR (J)

IANDTNSTADD (D)

DO 100 NL=t.N3

Do 10D NM=1+2

LNKCLNINL etIMY =0

DO 10N NK=1enY

LKNKCHW UNL o MK p NMI =0

CONTIMIE

KRATET= IRAND{(IT+1) @ RATE STRUCTURE TYPF FNR NODE 1
KRAYFJZ IRAND{JJeY) R RATE STPUCTURF TYPE FOR NADF
KNENSI= IRAND{II+2) B TPAFFIC DENSITY TYPF FOR NONF Y
KDENSJ= IRAND(JJP2) R TRAFFIC DFMSTTY TYPE FOR NOPE J
KDNSTYS KOFNSI+KDENSY R ACTUAL DENSITY(D2)p=H:1=H=t ANN p=| =L)
KK=KDNSTY+1 G35H=Hy 2=H=L AND 1= =L

DST = DISTI(IeJ)} R DISTANCF RFTWEFN MONDES I AND o
1INST=0ST

IrTip=1 RPRIMF COST FOR H/w UNTT
IF{DST «LE. 0+5) ITIPz2 ANYSCOUMT CoSY FOR ADDITIONAL UNTT
KR = IRATEJIKRATET 'KRATEL) R ACTUAL PATE STRUCTURPF Ta RF lIsFn

DO 1 IL= 1eN3

InPX= IDUPLX{IL) P DUPLEXTHNG MODF 1=H AND 2=F
NPV = LINEQUUIL) 0 NUMRER oF LTNES REAUIRFN
NNVIZNDV*TADDTN*KADD

C CALCULATE COSTS FOR MONs| INE TYPE CHARGFS
C

c

IF (NDV.EO.} 6O TO 1 R NO LINFS APE RENHTRFD
DN 2 IVZ1eNy RHIGH DENSITY RATF

C INSTALLATION COSTS FOR NOM=LINF TYPF CHAPGFS
Ly

LNKCHW (TLeIVe1)= AINSTCIKRr L IVeKK o INPY,ITIP) *KCHGENDY

A-41
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1 + ATMSTCIKR+IL» TVeKK ¢ IDPX 2)*NOVY

AMNUAL RECURRING COSTS FOR NON=LINE TYPF CHARRES

LNKCHW (ILsIVe2)=t RECRCIKRpIL»TVoKK e TNPX 2 ITIO) SKCHESNDY
+ RECPCIKReIL»IVIKK2 IDPXs2)sNDVI I #12,
CONTINUE

CALCULATE LINF COSTS
LINZ IFLAGI{KR+IL) @ LIMEAR IF 1 AMN MANLINFAR OMYFRWISE
ANNUAL LINE INSTALLATION COST

AN=Y,
LNKCENTIL v 112 ANSTLMINR IL e KK TDPY ¢ 2) *ANSMDY
IF (LINJGNEL1) GO TO 41

LINEAR LINE RECURRING COST FUMRTIOM

BNZDST/RECRLM{KRY TLoKK ¢ IDPY ¢ 1)

LNKCLMUIL»2)=  RECRENIKR IL e KK TOPX 221 #ANSNDYS L2,
GO TO 32

CONTINUE

NONLINFAR LINE RECURRYNG FHINCTION

DO 10 NON=1+8
NON2=2+NON
NOM1=NONZ=1
COSTERECRLMIKR TL KK ¢ IDPY ¢ NONZ)
OT=RFCRLNIKP ¢ IL + KK+ TOPX s HOMLY
IF {(DST.GT.DT) 6O TN 51
LNECLNCIL ¢2)= COSTHNSTRNNYSIDHLNKCLNMNITIL »2)
GO TO »
CONTINUE
LNKCLN (IL2)= COSTRDTHNNYRIZ+LNYOLMITL »2)
NST=NST=-NT

CONTINUE

CONTINUE

CONTINUE

KCHG=1

KAND=1

RETURN

13T

APRT STACOM.RHOFUN/DTT?

Fe42



b

-

%192A+STACOMI1) ,RH
¢
c
C
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c
c

WA T N A A A A 1O DD reb sud fub b0 et b T8 Jub (B S0
COPNIOVEUR DO NONEUNODD N REWN -

3
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*
*
.
*
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OFUN/ZOTTT
SUBROUTINE RHOFUN(TL s T2¢LTMEQUpLMLMT e RHAL INPRHO)
(A1 RT3 234227

CALCULATE LINE UTILIZATIOM

1

Tiz LINT TO SWITCHEP TRAFFIC
T2z SWITCHER TO LINF TRAFFIC
NLMT= HIGHFST LINF TYPE
NEGU= LINE CONFIGURATYON

L2 T T Y Y1222 214 132
PARAMFTER NP3=4
COMMON/LINCHR/Z LIMMIXINPS) L INCAP(MP3) s UUTTLTZINPR)Y
JCONST/ ML oNZ2eNINUPNTeMCITY
JSUN/ZASIMG) ¢ RSM
Z7XMTZ TIMXMT(7sNPII e WATTIG)
JMSLAZ AMSLAT)
DIMENSTON LINEQUEL) ,RHOLTIN(]Y
RHO=0+
CAP=0,
DN 8 NS1sN3
CAP=CAPHLINEQUIN) ¢ INCAP (M)
COMNTINUE
CM=LINCAP{LNLMT)/CAP RNORPMALTIZATION FACTAR
XSACI=CNATI2#ASUMIR) Z (RSUMSAMSL [S) #Rs} ANUTPUT WITH PRTH 1§
XSAC2=0,
IF{AMSLEG) ER. 0.} GOTO 1201
XGAC22CNET24ASUMIL) / (ASUMSANSL (6} «R.) OOUTPUT WITH PRYIO 2
CONTINVJE
¥SACI=CN*T1/(AMSL(L)#Rs} RINPUT TRUFIC TN TRANS
RHOLINC L) =HSACLeTIMXMT S, LNLMT)
RHOL IN{(2)=XSAC22TIMXMT (69 LNLMT)
RHOL INC(3)SXSACIoTIMYMTY L4y LNLNMT)
RUOSRHOLINCL ) +RHOLIN(2) +RHAL IN{ 3)
RETURN
END

APRT STACOM.LINMUM/0TTT

A-43
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S5192R¢STACOMIL) ,LINNUM/OTT?

OO EWN -

ANOOOOHOOO

o OO

10

T0

73

22

FIN
APP

SFY

SUBROUTINE LINNUM{TL»T2/LINEQHLNLMT e JFIAGPRHNY
FERORRSRARER SRR RN RN

D LINE COMFIGURATION BASED ON THE GYVEM TRAFFIC AND
LICABLE LINE TYPE
JFLAGZ 3 FOR MULTIDROP LINE CASE
Ti= LINE TO SWITCHER TPAFFIC
T2= SWITCHER TO LINE TRAFFTC

AT R T T Y2 I TSR RTY ]

. PARAMETER NP3=4

COMMON/LINCHR/ LINMIX{NP3) s LINFPAPIMPI) s UTIL.TZINPS)
. JCONST/ NI sN2/N3sNGsNTeNCITY
*  /MSLAZ AMSLID)

INTEGER TRAF

DIMENSTON LINEGQU(1)+RHOLYNI3)
TRAF=T1+T12

DO 1 I=1eN3

LINEQU (11320

CONTINUE

LNLMT=0

CALL REFER

LHLMTUSLNLMTY

UP INITIAL LIME CONFIAURATION

IF(JFLAG +EQ. 1) GOTC 10
CONTINUE
LINEQUILNLMT =L INFAULELNLMTY 4]
LEAP=LINCAP (LNLMT ) o) TTLEZ (LNLMT)
IF{TRAF.LT.LCAP) 6OTOC 7
TRAF=TRAF=LCAP
CALL RFFER
GOTD 3
CONTINUE
LYNEGUULNLMTI=TRAF/Z(LYNCAPCENLMT ) sUITTLYZ () NILMT) ) &1
COMTINUE
CONTINUE
CALL RHOFUNITI»T2¢LINFQULNLMTL» RHOLIM e RHA)
IF{RHO «LTe UTILIZILNI MT)) GOTH 15N
IFLLNLMTUL.NE N3 GOTO T2
IFLUFLAG.NE.1) GOTO 73
LINEGUINI)=LINEQUIN3I+1 @ NEENFD TO RF MADIFIFD
GOoTO 7N
CONTINUE
DO 2 NT1.N3

IF{LINEQUIN) «NE. 0) GOTH 20
CONTINUE
CONTINUE
NL=N
IFINL.EG,.,MX) GOTO T4
LINEGQUEINL)=0
CONTINUE
NL:NL#]
IF(LIMMIXINL) sEQs0) GATO 27
LINEQUINLISLINEQUINL)Y#+1
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59
60
61
62
63
64
65
66
67
68
69
70
71
72
T3
T
5
16
17
78
79
a0
81
A2

T

12

150

c
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GOTO Th

CONTINIE
LINEQUIL)=t

GoTo 70

CONTIMUE
LINEQUILNLMTIH =0
LNLMTUSLNLMTU4]
IFILINMIXILNLMTU) JFR.N} GOTO T2
LINEQUILNLMTI) =]
GOTO 70

CONTINIIE

"LNLMTSLNLMTU

RETURN
SURROUTINE REFER

C FIND THE UPPER LIMIT OF LINF TYPE ALLOWED
C

14
15

DO 14 NN=1.N3
LTYRAFSYRAF ZUTILIZINNI 40,5
TF(LINMIX(NN) +EQ.0) GOTN 14
LNLMTZNN
IF(LTNCAP{NM) +GT. LTRAF} GOTO 15
COMTINVE
CANTINUE
RETURN
END

OPRT STACOM.PACK/0777
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S192R*STACOMIL) ,PACK/0777
COMPILER (FLDZARS)

1
2 SURROUTINE PACK(TI+KoL+TA)

3 [ I L T AT 2T L

4 <

5 C RFTRIFVE/STORF DATA FROM/TNTO ARRAY IA

6 € L=) FOP STORING AND L=2 FOR RFTRIEVAL

7 g K= DISTANCF DATA CONCFRMED

]

9 ¢ PEEERI SN AR TR AR ERNE

10 DIMENSION TA(1)

11 18=(I=1)/4 RTHFE WNRPD LOCATION

12 IR=I=10%4 HTHE QUARTER CONCEFRNFED

13 IR=ig+l

14 IS={IR=1)ea

15 IFIL.E0.1) GOYTO 10

16 c

17 C RETRIFVE 1T(9 RITS) BEGINNING AT IS=TH RIT oF THE 1Q=TH WNRP
18

19 K=FLD{IS 92 IA(IG))

20 RETURM

21 c

gg g STYORE IT(9 BITS) REGINMING AT YS=TH BIT OF THF 1G=TH WORD
24 10 CONTINUE

25 FLD(IS*9sTA{TIO})ZK

26 RETURN

27 END

APRT STACQM.DIST/0777
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51928¢5TACOMI0) ,NIST/0777

C

c

OO RE N -

APRY LLINK/O777

FUNCTION DIST(IrJ?
A IAL T T 2 A P2 200 L]

g FIND DISTANCE BETWEEN 1 AND J

Y PeEheRakEEpk s TR d

PARAMETER MP1=130.NPC=360

PARAMETER NP&=I{NPCRNPC/2+NPC+1} /441
PARAMETER NP7=4

COMMON /REF/IREF(NPC) e TRAFT NP1 12+NP T},
* DSTNCE (NP6 +MAPANR (MPT)
INTEGER DSTNCE

DIST=0.

IF(1.,£0.J) RETURN

IT=MAPADR(Y) RACTUAL CITY INDFYX

JUEMAPADR (J)

IF{11.EQ.JJ) RETURN
TULELINKITT v gd)

CALL PACKI(TJL»IDIST+2+DSTNCF)
DIST=1IDIST

1F{IDIST «NE. S511) RETURN
DIST=RECOVR{TJL)

RETURN

END
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§1928+STACOMID) ,LINKZ0T7T7
FUNCTION LINK(JPK)
c SEnbsnetantRypnitnny
c
C FIND THE RELATIVE LOCATION FOR (Jev) COMAINATION
C WMICH IS THEN UISED FOP fINDING DISTAMCE RETWEEN SYSTEM
g TERMINATIONS J AND K

1 (I E YL TI T PP T L2
PARAMETER NP1=130,NPLZ360
PARAMETER NP6=(NPCeNPC/2=NPC+1}/G+]
PARPAMETER NP7=4:NP3zy
COMMON /COMST/ N1sN2:N3eNBeNTINCITY
t  /REF/IREFINPC) o TRAFDINPI ¢ 2oNPT) ¢ NSTHCF (NPAY s MAPANR (MPY )
INTEGER DSTYNCE

s et b b s b e b e e
VOO EUN OO IO UEGCND -

LINK=0
IF (S GTaNCITYLOR K JGTNCITYLORK.FOeJ) PETUPN
NN
KK =K
IF(J.LT«K)} GOTO 1
20 JU=K
21 KK=J
22 1 CONTINIIE
23 LINK={JJ=11eNCITY 4+ KW = IREF(JJ)
24 RETURN
25 END

RAPRT LRECOVR/0777
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; S519282STACOM{0) ,RECOVR/0777
Z 1 FUNCTION RECOVR(I)
; 2 ERERA SRR RR g uBRR Nk
. 3 ¢
5 ; g RETRIEVE OVERFLOW DISTANCF DATA FROM IVKD
% 6 ¢ I TTI Y LI TTY Y PPty
- 7 PARAMETER MPC=360+NPO=I0ANPC
8 COMMON /OVER/ IVRhINPO22) ¢ TOVERY
9 DO 10 =1 IOVFRL
10 IF(I +FQ.s IVRD{Ne1)} GOTO 20
11 10 CONTINUE
12 WRITE(6+99) 1
13 99 FORMAT(1Xe* NO OVERFLOW DATA HAS REEM FAUMD 7
i 14 » SFOR LOCAL IMNDEX'e216)
£ 15 STOP
¥ 16 20 CONTINUE
‘L 17 RECOVRSIVRD (N2}
: 18 RETURM
L 19 END

RPRT L.PLOTPT/0777
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531928+5TACOMI0) . PLOTPT/0TTY

1 SURROUTINE PLOTPTIL1LY)

2 (o SARRGN R RS EF RN RN

3 c

4 € SUBROUTINFE FOR MOVING CALCOMP PEN WITH OR WITHOUT PEN NOWN
5 € L3=1 FOR MOVING WITH PEN DON

6 c =2 FOR MOVING WITH PEN UP

7 g =1 FOR CLOSING THE PLOTTING

a

9 o RN RRE SRS RBREpprRRy

10 PARAMETER NPC=360

11 COMMON/VH/TVERT (NPC) ¢+ THORZM (NPC)

12 DIMENSTON TAUF(1000)

13 DATA 1P/0/ GQFLAG FOR PLOTS CALL

14 DATA X/71.2566/

15 IF(IP «NE« 0) GOTO 50

16 catL PLOTS

17 50 CONTINUE

te IFIL3 «EG. 3) GOTO 1inrQ RAPLOTTING IS Yo RE Ct 0SEN
19 AVSIVERTILYL)

20 AH=IHORZNILLY

21 BV=AVECOSIX) +AHASINGX)

22 BHEAVASINIX) =AH®COS{X)

23 BH=1(8300,=RH) /3N1.

24 By={pv=-5500)/7301.

25 IF{L> +EG. 2) GOTO a0

26 CALL SYMBOLIBH'BVeONPSelian,0=2) PPFM IS DOWN
27 RO CONTINUE

28 CALL PLOT(PH,AV:3} Q@PEN 15 UP

29 p=1 WPLOTS CALL IS NOT NEEDED ANY MORE
Ao RETURN

31 100 CONTINUE

Az CaLL PLOT(1D,¢0,.999G)

33 RETURN

34 END

RAPRT L+RSPNSEZ0777
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5192R8STACOMID) ,PSPNSE/O777
SUBROUTINE RSPNSE(TL1T2 LINTYP,M,10K)
EEEERSATERRTEURE IR AR

[z Xs]

e im B

CALCULATE MEAN RESPONSF TIME FOR THF PROPOSED MULTTNROP LINF

c
C
€ watT{6)=ITFMIZEN DELAYS DUE TO

< 1=WAIT FOR POLLING 23ZWATT FOR 1/0 IZINPUT XMY Tyur
g 4=CPt1 TURNAROUND S=OUTPUT OUEIIF WATT GZ0UTRUT ¥MT TIWF

ik
£
i
s

B

PARAMETER NP3=4
COMMON/RESP/ RHOLINE4) ¢REPTIM
1 ZXMT/7 TIMXMTL(T NP3)s WATTLR)
-4 /ROUND/ NYERMS» TIMREG»™PROC »MPLOT
3 JCONST/NL)N2 /NI NUINTHNrTTY
DIMENSION LOUMMY(NP3)
DO 10 N=1+N3
LDUMMY {N) =0
10 CONTINUE
LOUMMY (LINTYP) =1

et dad el et
VNP FUHNROOR NN EWND -

20 c 10K=0
21
22 CALL RHOFUNITL»T2oLNUMMY oL TNTYP+RHOLTMyPHAY
23 RHOLIN(4}=1.=«RHO
24 IF(RHOLINC4) LLEs 0.) RETURN
25 WALT (L= (TIMXMT LL oL INYYPI+TIMAMT (2 LIMTYP} ) % (M=1) /2
26 WAIT(2Y=(1 ,=RHOLIMI4IYSTIMYMT (7o LTHTYP) Z( {1=RHOLIN{) )=~
27 1 RHOLIN(2) Y sRHOLIN{BY)
i 286 WAIT(3)=TIMXMT (3 LINTYP) .
i 29 WAIT(S)S(1.»RHOLINCG I YETIMYMT (7L TMNTYPY /{1 =RHNL INCY)Y
£ 30 WAIT(EISTIMXMT IS/ LINTYP)
: 31 RSPTIM=0,
g 32 Do 1i J=l+6
ol 33 RSPTIMZWAIT(J)}4RSPTIM
L 34 11 CONTINUE
i s IF(RSPTIM .GT+ TIMREG) RETURN
36 I0K=1 RRESPONSF TIME CRITERTOM IS SATISFIEN
37 RETURN
38 END

QAPRT Le«INPUT/0777
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L4

I

AT&T

@RUN, etc.

BP3
CalComp

Central Link

Centroid

Communication Network

Communication Protocol

CPU

Dz.a Base

D Bank

Drop

EXEC-8
FORTRAN

FORTRAN V

I Bank

ID

Line Utilization

APPENDIX B
GLOSSARY

American Telephone and Telegraph Company

Control statements under EXEC 8 system (of
the UNIVAC computer system)

Bits per second
CALifornia COMputer Products

The direot link between a computer and a
remote terminal

The geographical center of a set of system
terminations

A network with several terminals connected by
a set of communication channels

The system used for performing interfacing
(hand-shaking) between a computer and a
remote terminal

Central Processing Unit

A collection of cross-referenced set of files
which allows systematice data filing and
retrieval by a digital computer

Storage area for data under EXEC-8 system of

the UNIVAC Computer System.

A chargeable item associated with each
terminal on a multidrop line

UNIVAC 1100 series executive svstem
FORmula TRANslator

A FORTRAN type of high level language which
is only applicable in UNIVAC computers

Storage area for program instructions under
EAEC 8 system of the UNIVAC Computer System

IDentification

The ratio of traffic on a line to the line
capacity
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MFL

Multidrop Line

Multidrop Network

PUNCH$, eto.

Regional Network

Reglional Switching Center
(RSC)

STACOM

Star Network

SUP=Time

System Termination

TELPAK

Terminal

Terminal Response Time

Tree

77-53, Vol. IV

Multischedule Private Line, one of the
interstate tariffs used by ATAT

A communication line which has more than one
terminal and is connected to a data
processing system

A communication network where one or more
lines are multidrop lines

System designated file name for punch card
output, ete.

A network which connects all terminals in a
given region

A regional data processing center which
1s used to provide the message switching
capability for all terminals in the region

STAte Criminal Justice COMmunication Project

A communication network where each system
terminatlion is directly connected to the
central data processing system

A run time estimate by the EXEC-8 accounting
subsystem which accounts for the amount of
time spent by a run on usage of CPU, I/0
processing and execution of system control
statements and executive requests

A loglecal node in the communication system
under the STACOM program, which consists of
one or more physical terminals

A gpecific tariff for a telecommunication
network

A device that allows users of a data
processing system to gain access to that
system in a more convenient manner than the
input/ output devices local to that system

The duration from the time a user initiates
a request for network service at the terminal
to the time he receives a complete response

A graph which has a root node without any

predecessors and other nodes have unique
predecessors
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UNIVAC

Vertical Horizontal (V=H)
Coordinates

LEAA-JPL-Caml,, L, A,, Calif.

77-53, Vol, IV

UNIVersal Automatic Computer, a computer
trade name by Sperry Rand Corpeoration

A pair of numbers which are designated by

AT&T for cities and used for the purpose of
caloulating diatance between any two eities
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