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1.0 INTRODUCTION AND SUMMARY��

1.1 INTRODUCTION��

GSFC is implementing a capability to support non-time-critical data��
from Spacelab payloads. It does not include the support of OFTs and data��

processing for specialized payloads such as life sciences or space processing.��
The data processing functions to be performed are essentially the same as��
provided by the Information Processing Division (IPD)for automated Earth orbiting��

spacecraft. These functions both remove perturbations introduced by the��
acquisition system and verify, format, and forward the data to_the experi›�
menter’s facility. The reduction, analysis, and long-term archiving functions��
are not described in this document because they are not the responsibility of��

the � data processing facility.��

In general, the flow of non-time-critical Spacelab payload data is��
as follows (see Figure 1-1) the instrument digital data is time division��
multiplexed and transmitted on the wide band Ku-band link via TDRS and the��
"bent pipe" to the GSFC processing facility. The salient characteristics of��
this operation are the following:��

* � Bit rates up to 50 Mbps can be accommodated.��

* � Real-time and on-board tape recorded data can be telemetered��
on wide band link.��

o � No ground recording capability exists at TDRS or GSTDN��
ground stations. A Domsat channel is used to relay the data��
to GSFC.��

* Payload data for POCC real time processing analysis are��
telemetered via the wideband link or are stripped out from��
the wide band link at JSC.��

a The wide band link contains all the required ancillary�
data. All data required for processing will be contained��
in that bit stream.��

In the Spacelab data processing facility, the telemetry stream is��
captured, i.e., quality checked, accounted for, and recorded in real time.��

Subsequently, not in real time, the data are processed and distributed to��
users via tape or data transmission channels. The data processing operations��

are similar to those performed in IPD on free flier data, i.e., the data are��
format synchronized, time tagged, quality checked, decommutated, etc.��

I��
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Under the current concept, the Spacelab Data Processing Facility��

(SDPF) will consist of the following major functional elements��

1. � Spacelab Input Processing System (SIPS) previously��

known as the Data Capture System��

2. � Data Processing System� �

3. � Mass Storage System� �

4. � Output Processing System��

Items 2 through 4 constitute the Spacelab Output Processing System��

(SOPS). The flow of data through these elements is depicted in Figure 1-2.��

The real-time wide band data are captured in real time for the duration of the��

mission. The data capture function includes recording of the raw bit stream��

on a suitable recording medium, such as a high density tape Subsequently,��

the recorded data are transferred to a working mass store, processed, and��

delivered to experimenters.��

This study addresses itself solely to examining multiple SOPS architec›�

tures. The SIPS is not part of the SOPS architecture and will be referenced in��

this document only for the purpose of inputing data to the output processor��

3��
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1.2 SUMMARY��

This study presents different system architectures (Figures 6-3 and� �

6-34). These two architectures are derived from two different "data flows"��

(Figures 6-1 and 6-2) within the SOPS. The major differences between these��

system architectures are in the position of the decommutation function (the��

first architecture performs decommutation in the latter half of the system and��

the second architecture performs that function in the front end of the system).��

Another difference is that the first architecture uses High Density Tapes (HDTs)��

and the second uses standard 6250 bpi magnetic tapes.��

So that the performance of these architectures could be examined, the��

system was divided into five stand-alone subsystems. (Work Assembler, Mass��

Storage System, Output Processor, Peripheral Pool, and Resource Monitor). Then��

the work load of each subsystem was estimated independent of the specific devices��

(CPUs, tape drives, etc.) to be used.��

Next, the candidate devices were surveyed from a wide sampling of off›�
the-shelf devices. Then analytical expressions were developed to quantify the��

projected workload in conjunction with typical devices which would adequately��

handle the subsystem tasks.��

All of the study efforts were then directed toward preparing perfor›�

mance and cost curves for each architecture subsystem (shown simplistically in��

Figure 1-3). Because the operating points of each subsystem cannot at this time��

be set exactly, it is necessary to interpolate between specific operating points.��

For example, (See Figure 1-3), it was found that in the Work Assembler (WA) at an��

operating point, R1 (inMb/s.), the WA would consume between "u1" and %2"��

resources. This range of system utilization represented a range of costs between��
"a"and "b"dollars. If the study workload estimates are too low (even up to 100%),��

then the range of costs (at R1 Mb/s.) could still be projected to be between "a"��

and "c"dollars. This sizing technique (known as computing a subsystem’s��

utilization factor "u") was applied uniformly to all architecture subsystems.��

It was found that the two architectures would function equally well.��

When each of their attributes were rated in terms of its intended function, the��

total scores of the two architectures were within (approximately) 5% of each��

other.��

5��
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In terms of costs, however, architecture number 2 was clearly more� �

advantageous. Specifically design number 2 costs between 2.177 and 3.022��

million dollars for hardware while architecture 1 costs between 2 337 and 3.400��

million dollars.� �
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2.0 SOPS SPECIFICATIONS��

This section defines those specifications to be used in defining and 

analyzing various system architectures. These specifications are drawn from the 

Statement of Work, NASA/GSFC document Number X-560-77-56 entitled "Spacelab 

Payload Data Processing at GSFC," and an informal document entitled "Pulse Code 

Modulation Formats for Spacelab Experiments." Most of the specifications are 

functional in nature, bitt, where possible,- quantitativeinformation is used. 

The statement of specifications is treated at two levels - those that��

are mandatory (as enumerated in Section 2.1), and those that are secondary or��

desirable (as stated in Section 2.2).��

One overall specification is that any system architecture must be modular��

and expandable with the minimum of difficulty.��

8��
















































































































































































































































































































































































































































