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A computer program has been developed for analyzing unresolved Mössbauer hyperfine spectra resulting from the existence of several local environments in dilute binary iron alloys. This program is an extension of an earlier program which had not been adapted for analyzing such unresolved compound spectra. The program is written in FORTRAN IV language for the Control Data CYBER 170 series digital computer system with network operating system (NOS) 1.1. With the present dimensions, the program requires approximately 36000 octal locations of core storage. A typical case involving two innermost coordination shells in which the amplitudes and the peak positions of all three components are estimated in 25 iterations requires 30 seconds on CYBER 173. The program has been applied to determine the effects of various near-neighbor impurity shells on hyperfine fields in dilute FeAl alloys.

The effects of impurity atoms on iron Mössbauer spectra have been under investigation at the Langley Research Center for quite some time. (See refs. 1 to 5.) In these studies, various types of impurity atoms in dilute concentrations (less than 6 atomic percent) were introduced into the absorber iron lattice and the Mössbauer spectra recorded. From such spectra, the effective values of three critical Mössbauer parameters - hyperfine field, isomer shift, and outer peak widths - were determined. These measurements have shown that (1) the effective hyperfine field and the isomer shift in iron decrease as the concentration of nonmagnetic impurity atoms increases and (2) the effective peak width shows linear increase with increasing impurity concentration. The effective values of Mössbauer parameters were obtained by analyzing the experimental spectrum as a single six-peak Mössbauer spectrum, even though it was a composite spectrum resulting from the superimposition of spectra from several iron-with-near-neighbor configurations. The analysis was performed using the program D3290 described in an earlier report (ref. 6). Such an approach necessarily combines the effects of near-neighbor impurity atoms at various sites in the iron lattice.

It would be preferable to resolve the composite iron alloy spectrum into single-configuration spectra so that the effects of impurity atoms in various configurations could be separated. Such an analysis would allow a determination of the most important impurity sites that affect critical Mössbauer parameters. It would also permit an elucidation of the mechanisms responsible for affecting the Mössbauer parameters. For example, it may be possible to explain why impurity atoms at different distances sometimes have opposite effects on hyperfine fields at the iron nuclei. The existing program (D3290) could not analyze an unresolved hyperfine spectrum into its constituents. A computer program that can separate individual unresolved composite peaks into constituent Lorentzians has now been developed and applied to the study of FeAl alloys.
This report describes the program (MOSS2) and provides information necessary to use it.

SYMBOLS

A  amplitude of absorption peak
a  coefficient of second-order term in equation of parabola
b  coefficient of first-order term in equation of parabola
c  constant term in equation of parabola
C  impurity atomic fraction
C_j = (\lambda_j)^2
H  magnetic field at absorber nucleus
H_{eff}  effective magnetic field at absorber nucleus
H_{Fe}  magnetic field at absorber nucleus in pure iron
H_i  magnetic field at absorber nucleus in iron alloy corresponding to ith impurity-atom configuration
K  a constant signifying effect of impurity atoms in coordination shells beyond 3rd near-neighbor shell
L  Lorentzian profile
\ell  number of impurity atoms in 1st near-neighbor shell
m  number of impurity atoms in 2nd near-neighbor shell
s  number of impurity atoms in 3rd near-neighbor shell
N  number of absorption peaks in experimental spectrum
N_{max}  maximum number of atoms in a near-neighbor shell
n  number of total atomic configurations involved in the spectrum
P  position of peak on x-axis
P_i  probability for ith impurity-atom configuration
p(q)  probability for q impurity atoms in near-neighbor shell
x  independent variable, source velocity
y dependent variable, counts/velocity interval
\( \alpha \) hyperfine field coefficient for 1st near-neighbor impurity atom
\( \beta \) hyperfine field coefficient for 2nd near-neighbor impurity atom
\( \gamma \) hyperfine field coefficient for 3rd near-neighbor impurity atom
\( \Gamma \) width of peak at half maximum amplitude
\( \varepsilon \) measurement error in \( \text{L} \)
\( \lambda_j \) half of peak width at half maximum amplitude for \( j \)th peak

Subscript:
\( o \) nominal conditions

Superscript:
\( T \) transpose of matrix

Abbreviation:
\( \text{nn} \) near neighbor

PROBLEM DESCRIPTION

From reference 6, a single hyperfine Mössbauer spectrum can be expressed as follows:

\[
y(x) = (ax^2 + bx + c) + \sum_{j=1}^{N} \frac{A_j}{1 + \left(\frac{P_j - x}{\lambda_j}\right)^2}
\]

where \( N \) is the number of absorption peaks in the spectrum. When the spectrum consists of a multiple set of unresolved sextets, equation (1) must be modified as follows:

\[
y(x) = (ax^2 + bx + c) + \sum_{j=1}^{6} \sum_{i=0}^{n-1} \frac{A_{ji}}{1 + \left(\frac{P_{ji} - x}{\lambda_j}\right)^2}
\]
In this equation, each of the six hyperfine peaks is made up of \( n \) Lorentzians defined as follows:

\[
L_j = \frac{A_j}{1 + \left( \frac{P_j - x}{\lambda_j} \right)^2} = \sum_{i=0}^{n-1} p_i \frac{A_j}{1 + \left( \frac{P_{ji} - x}{\lambda_j} \right)^2} = \sum_{i=0}^{n-1} C_j \frac{p_i A_j}{C_j + (P_{ji} - x)^2}
\]

\[
= \sum_{i=0}^{n-1} C_j \frac{A_{ji}}{C_j + (P_{ji} - x)^2}
\]

where

- \( A_{ji} \) amplitude of \( i \)th component of \( j \)th peak of hyperfine spectrum, \( p_i A_j \)
- \( A_j \) amplitude of \( j \)th peak for single sextet spectrum (i.e., when iron has no near-neighbor impurity atoms)
- \( C_j \) \( (\lambda_j)^2 = (\Gamma/2)^2 \)
- \( P_{ji} \) position on x-axis of \( i \)th component of \( j \)th peak
- \( P_j \) position on x-axis of \( j \)th peak of single sextet spectrum
- \( p_i \) probability for \( i \)th impurity-atom configuration
- \( \lambda_j \) half of peak width at half maximum amplitude for \( j \)th peak

In equations (2) and (3), \( n \) designates the total number of distinct atomic configurations affecting the Mössbauer spectrum of absorber iron atoms.

The analysis problem can be simplified greatly if the parabola term is eliminated from equation (2). This can be done by estimating the parabola coefficients with program D3290 (ref. 6). When the estimated parabola is subtracted from the observed spectrum, the remainder consists of six unresolved composite Lorentzians. Generally, the two outermost peaks are the best resolved lines in the spectrum and lend themselves to easy analysis. For the purpose of resolving these composite peaks, initial estimates of \( A_{ji} \), \( P_{ji} \), and \( C_j \) are needed. These initial estimates are obtained as follows:

1. Initial estimate of \( A_{ji} \):

\[
A_{ji} = p_i A_j
\]

where

\[
p_i = p(\ell,m,s,\ldots) = p(\ell) p(m) p(s) \ldots
\]
where

\[ p(\ell) \] probability for \( \ell \) impurity atoms in 1 nn shell

\[ p(m) \] probability for \( m \) impurity atoms in 2 nn shell

\[ p(s) \] probability for \( s \) impurity atoms in 3 nn shell

Assuming the absorber alloy to be a random binary mixture of the two types of atoms, probability for any given number, say \( q \), of impurity atoms in a selected coordination shell, is given by the following expression:

\[
p(q) = \binom{N_{\text{max}}}{q} C q (1 - C)^{N_{\text{max}} - q}
\]

\[
= \frac{N_{\text{max}}!}{q!(N_{\text{max}} - q)!} C q (1 - C)^{N_{\text{max}} - q}
\]  

(6)

where \( N_{\text{max}} \) is maximum allowed atomic population in a near-neighbor shell and \( C \) is the impurity atomic fraction. Thus for any impurity-atom configuration, \( p_\ell \) can be calculated from equations (5) and (6). An initial estimate of \( A_j \) is obtained from the experimental spectrum by analyzing it as a single six-peak spectrum with computer program D3290 (ref. 6).

(2) Initial estimate of \( P_{ji} \):

\[
P_{ji} = P_j \frac{H_i}{H_{Fe}}
\]  

(7)

It is shown in reference 3 that \( H_i \), the hyperfine field corresponding to the \( i \)th impurity-atom configuration, is

\[
H_i = H_{Fe} [(1 + \alpha \ell + \beta m + \gamma s)(1 + KC)]
\]  

(8)

where \( H_{Fe} \) represents the pure iron field obtained from the pure iron spectrum using program D3290 (ref. 6), \( \ell, m, \) and \( s \) represent impurity-atom populations of 1 nn, 2 nn, and 3 nn shells, \( \alpha, \beta, \) and \( \gamma \) represent corresponding field effect coefficients, \( K \) is a constant that signifies the effect of all remaining coordination shells, and \( C \) is the impurity atomic fraction. But equation (8) cannot be used to obtain estimates of \( H_i \) in the absence of information about \( \alpha, \beta, \gamma, \) and \( K \). However, it has been shown in reference 3 that the effective magnetic field \( H_{eff} \) is given by

\[
H_{eff} = \frac{\sum_{i=0}^{n-1} p_i H_i}{\sum_{i=0}^{n-1} p_i}
\]  

(9)
Initial estimates of $H_{\text{eff}}$ are obtained from the experimental spectrum using program D3290. By combining this information with the calculated values of $p_i$, initial estimates of $H_i$ are made. In equation (7), $H_{\text{eff}}$ may be used as the initial estimate for $H_{Fe}$; of course, $H_{Fe}$ can be obtained from the spectrum for pure iron. An initial estimate of $P_j$ is obtained from the experimental spectrum by analyzing it as a single six-peak spectrum with program D3290. Combining the values of $H_{\text{eff}}$, $H_i$, and $P_j$ yields an initial estimate of $P_{ ji}$.

(3) Initial estimate of $C_j$: An initial estimate of $C_j$ is obtained from the pure iron spectrum using the program D3290 (ref. 6). It is assumed that $C_j$ is independent of the impurity-atom configuration in the absorber lattice.

The hyperfine field for iron alloys containing significant impurity atoms (i.e., greater than 5 atomic percent) is given by equation (8). However, when the impurity concentration is low (less than 2 atomic percent), this equation can be modified as follows:

$$H_i = H_{Fe} \left[ (1 + \alpha l + \beta m)(1 + KC) \right]$$

(10)

This equation implies that at low impurity concentrations, only impurity populations in the 1 nn and 2 nn shells have significant effect on the Mössbauer spectrum of the alloy. Specifically, one need consider only the following impurity-atom configurations: (0,0), (0,1), and (1,0). Each experimental peak can then be assumed to be made of three peaks whose intensities are determined by the probabilities for the corresponding impurity-atom configurations. Thus, for the purpose of analyzing unresolved spectra of low-impurity-concentration alloys, equation (3) can be simplified as follows:

$$L_j = \sum_{i=0}^{2} C_j \frac{A_{ji}}{C_j + (P_{ji} - x)^2}$$

(11)

The two outer peaks (peaks 1 and 6) of the composite experimental spectrum are then least-squares-fitted to the sum of three Lorentzian peaks whose relative amplitudes are reasonably close to the estimated values of $A_{ji}$ and whose positions are consistent with the initial estimates of $P_{ji}$. As indicated previously, the three Lorentzians are assumed to have the same width $C_j$ - a justifiable assumption since the line width in Mössbauer spectra is independent of lattice spectrum in the first approximation.

Since equation (11) is nonlinear in several of the parameters, a nonlinear method was required to estimate the optimal value of the three parameters. For this reason the least-squares differential correction method was applied to this problem. A detailed description of the method is given in appendix A.

**PROGRAM DESCRIPTION**

The computer program MOSS2 is written in FORTRAN IV language for the Control Data CYBER 170 series digital computer system with network operating system.
With the present dimensions, the program requires approximately 36000 octal locations of core storage. A typical case in which the amplitudes and peak positions of all three components are estimated in 25 iterations requires 30 seconds on CYBER 173.

By using initial estimates for the parameters as input to the program, a solution is obtained. The amplitude, the position of the peak on the x-axis, and the square of the width of the peak at half maximum amplitude are the parameters which may optionally be determined. The program allows a maximum of three component peaks (nine parameters) and 201 measured dependent and independent values. DIMENSION statements are easily changed to incorporate more measurements. In addition, the program allows input parameters describing an adjacent peak and a base parabola, so that these effects may be subtracted from the measured dependent values. These are obtained from program D3290 described in reference 6.

**Description of FORTRAN Variables**

The following list contains a description of the significant FORTRAN variables appearing in the program. The dimensions for each array are beside the variable in parentheses. The variables which are input will not be presented here, since they are described in a subsequent section.

<table>
<thead>
<tr>
<th>FORTRAN Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>A(201,9)</td>
<td>Matrix of partial derivatives</td>
</tr>
<tr>
<td>C(9,9)</td>
<td>Matrix of coefficients for solution of simultaneous equations</td>
</tr>
<tr>
<td>DP(9)</td>
<td>Right side solution of simultaneous equations</td>
</tr>
<tr>
<td>DY(201)</td>
<td>Residuals</td>
</tr>
<tr>
<td>SUM</td>
<td>Sum of squares of residuals</td>
</tr>
<tr>
<td>TP(9)</td>
<td>Parameter values before correction by most recent least-squares iteration</td>
</tr>
<tr>
<td>YP(201)</td>
<td>Dependent values computed from mathematical model</td>
</tr>
</tbody>
</table>

**Flow Charts and Listings of Program**

Program MOSS2.— MOSS2 is the main program. It reads and prints the input, prepares for the least-squares iterations, and calls subroutine NLLS. Upon return from NLLS, the program determines whether further cases are to be attempted. The flow chart and listing of MOSS2 follow.
MOSS2

1

Read new case data

Read new X and Y

Count number of parameters to be determined

Print input data

Compute and subtract adjacent peak

Call NLLS

Another case?

Yes

No

STOP
1 PROGRAM MOSS2 (INPUT,OUTPUT,TAPE5=INPUT,TAPE6=OUTPUT)
COMMON A(201*9), DY(201), DP(9), N, M, P(12), DELTAP(9), TP(9),
1 IPAR(9), IT, EPS, X(201), Y(201), YP(201), PA, PB, PC
DIMENSION TITLE(8)
DATA MMAX, NMAX/201*9/
C
DO 2 J=1,201
X(J)=0.
2 Y(J)=0.
10 C
1 READ 6, (TITLE(J),J=1,8)
6 FORMAT(8A10)
IF(EOF(5)) 999,4
4 CONTINUE
15 READ 10, IT, M, EPS
10 FORMAT(2I10, E20.10)
READ 11, IPAR
11 FORMAT(9I5)
DO 30 I=1,12
20 FORMAT(F25.14)
30 CONTINUE
25 READ 32, (X(J), Y(J), J=1, M)
32 FORMAT(2E15.8)
C COUNT NUMBER OF PARAMETERS TO FIND
N=0
DO 65 J=1,9
35 IF(IPAR(J) .EQ. 1) N=N+1
65 CONTINUE
C
PRINT 49, (TITLE(J),J=1,8)
49 FORMAT(1H18A10/)
PRINT 50, IT, M, N, EPS
50 FORMAT(6H IT = , I2,4H M = , I4,4H N = , I2,6H EPS = , E20.10)
PRINT 51, IPAR
51 FORMAT(* DELETION FLAGS... 0=DELETE, 1=SOLVE*/(3I10))
DO 60 I=1,12
55 FORMAT(5H P(I), I=1,12)
60 CONTINUE
PRINT 59, PA, PB, PC
59 FORMAT(26H PARABOLA PARAMETERS PA=, E20.8, 4H PB=, E20.8, 4H PC=, E20.8)
C
PRINT 61, (X(J),J=1, M)
PRINT 62, (Y(J), J=1, M)
61 FORMAT(1H0,2H X/(6E20.8))
62 FORMAT(1H0,2H Y/(6E20.8))
C
SUBTRACT EFFECT OF ADJACENT PEAK FROM DATA
DO 75 J=1, M
75 ADJ = P(10) P(12) / ( P(12) *(X(J)-P(11))**2 )
Y(J) = Y(J) - ADJ
C
CALL NLLS(NMAX, MMAX)
GO TO 1
999 STOP
END
Subroutine NLLS.- Subroutine NLLS controls the least-squares iterations by counting the number of iterations, calling for function and partial-derivative evaluations, solving the simultaneous equations, and correcting the parameters being determined. Also, this subroutine prints the results of each iteration. The flow chart and listing of NLLS follow.

```
Call FUNC for evaluations
Sum squared residuals
Form left and right sides of simultaneous equations
Call MATINV to solve simultaneous equations
Correct parameters which were solved for
Are corrections small enough?
K = K + 1
Maximum number of iterations?
Yes
No
RETURN
Yes
No
1
1
K = 1
NLLS
```

10
SUBROUTINE NLLS(NMAX,MMAX)
C
C NON-LINEAR LEAST SQUARES (ITERATED)
C
COMMON A(201,9), DY(201), DP(9), N, M, P(12), DELTAP(9), TP(9),
1 IPAR(9), IT, EPS, X(201), Y(201), YP(201), PA,PB,PC
DIMENSION C(9,9), IPIV(9), IWK(18)
DIMENSION ABC(9)
DATA (ABC(J),J=1,9)/10H40, 10H PI, 10H Cl, 10H A2, 10H P2,
210H Cl/ DATA IP, MMM/191
C
DD 100 KK=1,IT
PRINT 11, KK
11 FORMAT(1H1,*ITERATION *I4)
CALL FUNC
SUM=0.
DO 31 J=1,M
31 SUM = SUM + DY(J)**2
PRINT 32, SUM
32 FORMAT(1H0,* SUM-OF-SQUARES *E20.7)
DO 20 I=1,N
C FORM DP = A(TRANSPOSE)*DY
DP(I)=0.
DO 14 L=1,M
14 DP(I)=DP(I) + A(L,1)*DY(L)
C FORM C= A(TRANSPOSE)*A
DO 19 J=1,N
C(I,J)=0.
DO 19 L=1,M
19 C(I,J)= C(I,J) + A(L,1)*A(L,J)
CONTINUE
CALL HATINV(NMAX,N,C,MMM,DP,IP,DET,ISC,IPIV,IWK)
IF(DET .NE. 0.) 60 TO 103
PRINT 101, DET
STOP
60 CONTINUE
DO 45 J=1,N
45 C(J,D) = C(J,L)/SUM
CONTINUE
CALL PRINT(9H VARIANCES,6E16.7/3E16.7)
DO 102 J=1,N
102 SUM = SQRT( C(J,J))
DO 110 L=1,N
110 C(J,L)= C(J,L)/SUM
C(L,J)= C(L,J)/SUM
CONTINUE
PRINT 111
111 FORMAT(1H0,* CORRELATIONS *)
DO 120 J=1,N
120 PRINT *,(C(J,L),L=1,N)
CONTINUE
112 FORMAT(1H0,*9E14.7)
C
C LINE-UP CORRECTIONS
K=1
DO 10 J=1,9
IF(IPAR(J)) 9,9,5
5 DELTAP(J)=DP(K)
K=K+1
GO TO 10
9 DELTAP(J)=0.
10 CONTINUE
Subroutine FUNC.- Subroutine FUNC uses the parameters to evaluate the predicted dependent variable and all the partial derivatives and evaluates the residuals. The matrix of partial derivatives is compressed according to which parameters are not to be determined. The flow chart and listing of FUNC follow.
1 SUBROUTINE FUNC
COMMON A(201,9), DY(201), DP(9), N, M, P(12), DELTAP(9), TP(9),
1 IPAR(9), IT, EPS, X(201), Y(201), YP(201), PA, PB, PC
C EVALUATE FUNCTION AND PARTIALS
C DO 60 I=1,9
60 TP(I)=P(I)
C DO 10 J=1,M
10 YP(J)=0.
C DO 7 K=1,3
7 L=3*K
L2=L-2
C DD= P(L-1)-X(J)
C PARTIAL WITH RESPECT TO A(K)
A(J,L2)= P(L)/(P(L)+DD**2)
YP(J)= YP(J)+ P(L2)*A(J,L2)
C PARTIAL WITH RESPECT TO P(K)
20 A(J,L2+1)= -2.*DD*P(L2)*A(J,L2)/(P(L)+DD**2)
C PARTIAL WITH RESPECT TO C(K)
A(J,L) = P(L2)*DD**2/((P(L)+DD**2)**2 )
7 CONTINUE
C ADD PARABOLA TO FUNCTION
25 YP(J)= YP(J)+ PA*X(J)**2+PB*X(J)+PC
C RESIDUAL
30 DY(J)= Y(J)-YP(J)
10 CONTINUE
C DELETE PARAMETERS
C K=0
35 DO 40 I=1,9
30 IF( IPAR(I) ) 40,40,20
20 CONTINUE
C SAVE COLUMN I BY MOVING TO COLUMN K
K=K+1
DO 29 J=1,M
29 A(J,K)= A(J,I)
40 CONTINUE
RETURN
END

Subroutine MATINV.- Subroutine MATINV is described in detail in appendix B. Subroutine NLLS uses this subroutine to invert and solve the matrix of normal equations.

PROGRAM USAGE

Input

All the data are input to MOSS2 by using FORTRAN READ statements. For all the input variables that follow, the format used is shown in parentheses.
<table>
<thead>
<tr>
<th>Card</th>
<th>FORTRAN variable</th>
<th>Description</th>
<th>Format</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>TITLE</td>
<td>Case identification</td>
<td>(8A10)</td>
</tr>
<tr>
<td>2</td>
<td>IT</td>
<td>Maximum number of iterations</td>
<td>(2I10, E20.10)</td>
</tr>
<tr>
<td></td>
<td>M</td>
<td>Number of data-points</td>
<td></td>
</tr>
<tr>
<td></td>
<td>EPS</td>
<td>Stopping criteria; the program stops iterating on this case if the absolute value of each correction is less than EPS</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>IPAR</td>
<td>Deletion flag: for 1 ≤ I ≤ 9, IPAR(I) = 0 Do not solve for Ith parameter = 1 Solve for Ith parameter</td>
<td>(9I5)</td>
</tr>
<tr>
<td>4</td>
<td>P(1)</td>
<td>Amplitude of first component peak</td>
<td>(F25.14)</td>
</tr>
<tr>
<td>5</td>
<td>P(2)</td>
<td>Position of first component peak</td>
<td>(F25.14)</td>
</tr>
<tr>
<td>6</td>
<td>P(3)</td>
<td>Square of half-width of first component peak</td>
<td>(F25.14)</td>
</tr>
<tr>
<td>7 to 12</td>
<td>P(4) to P(9)</td>
<td>Amplitude, position, and square of half-width for second and third component peaks (same order as cards 4 to 6)</td>
<td>(F25.14)</td>
</tr>
<tr>
<td>13 to 15</td>
<td>P(10) to P(12)</td>
<td>Amplitude, position, and square of half-width for adjacent peak (same order as cards 4 to 6)</td>
<td>(F25.14)</td>
</tr>
<tr>
<td>16</td>
<td>PA</td>
<td>Coefficients of parabola, $ax^2 + bx + c$</td>
<td>(3E16.8)</td>
</tr>
<tr>
<td></td>
<td>PB</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Next M cards</td>
<td>X</td>
<td>Independent variable x</td>
<td>(2E15.8)</td>
</tr>
<tr>
<td>cards</td>
<td>Y</td>
<td>Dependent variable y</td>
<td></td>
</tr>
</tbody>
</table>

Output

An example of the output is shown in appendix C. Explanations of output headings are as follows:

<table>
<thead>
<tr>
<th>Heading</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case identification</td>
<td>Identification given in TITLE</td>
</tr>
<tr>
<td>IT</td>
<td>Input value of IT</td>
</tr>
</tbody>
</table>
### Heading | Description
--- | ---
M | Input value of M
N | Number of parameters to be determined
EPS | Input value of EPS
DELETION FLAGS | Input values in IPAR(1) to IPAR(9)
P(1) to P(12) | Input values in P(1) to P(12)
PARABOLA PARAMETERS PA | Input value of PA
PB | Input value of PB
PC | Input value of PC
X | Input values of X
Y | Input values of Y

The following information is printed for each iteration:

### Heading | Description
--- | ---
ITERATION | Iteration number
SUM-OF-SQUARES | Value of the sum of squared residuals for the current iteration
VARIANCES | Value of the parameter variances given by the least-squares procedure
CORRELATIONS | Correlation matrix for the parameters
ELEMENT NAME | Names of the individual parameters
OLD VALUE | Parameter values at the beginning of the least-squares iteration
INCREMENT | Parameter corrections obtained by least-squares iteration if parameter was to be determined; if parameter was not to be determined, a zero is printed
NEW VALUE | Parameter values after parameters are updated with correction values

If the program stops iterating because all the corrections fulfill the stopping criteria, the following message is printed:

ALL CORRECTIONS LESS THAN (Value of EPS) STOP.
The program stops and goes on to the next case if either the stopping criteria is attained or the maximum number of iterations have been attempted.

Applications

Mössbauer spectra of FeAl alloys containing 0.5, 1.0, 1.5, and 2.0 atomic percent aluminum were studied with a conventional constant-acceleration transmission Mössbauer spectrometer. The two outer peaks were analyzed into three constituent Lorentzians at each impurity concentration. From the positions of the three Lorentzian peaks, the hyperfine field values in iron resulting from 1 nn and 2 nn aluminum atoms were determined. The results are summarized in tables I and II and are shown for the 2.0-percent aluminum alloy in figures 1 and 2. These results are in reasonably good agreement with the reported values (refs. 7 to 9).
TABLE I. - SUMMARY OF CONSTITUENT LORENTZIAN PARAMETERS FOR PEAKS 1 AND 6 IN FeAl MOSSBAUER SPECTRA AT SEVERAL ALUMINUM CONCENTRATIONS

<table>
<thead>
<tr>
<th>Aluminum concentration, atomic percent</th>
<th>Amplitudes of three Lorentzian peaks, peak counts</th>
<th>Positions of three Lorentzian peaks on x-axis, mm/sec</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$A_{1,0}$</td>
<td>$A_{1,1}$</td>
</tr>
<tr>
<td>0.5</td>
<td>4723 ± 63</td>
<td>189 ± 63</td>
</tr>
<tr>
<td>1.0</td>
<td>4544 ± 66</td>
<td>364 ± 66</td>
</tr>
<tr>
<td>1.5</td>
<td>4305 ± 66</td>
<td>517 ± 66</td>
</tr>
<tr>
<td>2.0</td>
<td>4388 ± 66</td>
<td>702 ± 66</td>
</tr>
<tr>
<td></td>
<td>$A_{6,0}$</td>
<td>$A_{6,1}$</td>
</tr>
<tr>
<td>0.5</td>
<td>5005 ± 55</td>
<td>200 ± 55</td>
</tr>
<tr>
<td>1.0</td>
<td>4688 ± 48</td>
<td>375 ± 48</td>
</tr>
<tr>
<td>1.5</td>
<td>4696 ± 48</td>
<td>564 ± 48</td>
</tr>
<tr>
<td>2.0</td>
<td>4656 ± 45</td>
<td>745 ± 45</td>
</tr>
</tbody>
</table>
TABLE II.- SUMMARY OF MEASURED VALUES OF $\Delta H$ FOR 1 nn AND 2 nn ALUMINUM IMPURITY ATOMS IN FeAl ALLOYS

<table>
<thead>
<tr>
<th>Aluminum concentration, atomic percent</th>
<th>$\Delta H$, percent reduction, for -</th>
<th>1 nn shell</th>
<th>2 nn shell</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>.5</td>
<td>$8.0 \pm 1.3$</td>
<td>$3.9 \pm 1.8$</td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>$7.3 \pm 0.8$</td>
<td>$2.9 \pm 2.0$</td>
<td></td>
</tr>
<tr>
<td>1.5</td>
<td>$7.6 \pm 0.6$</td>
<td>$2.9 \pm 0.9$</td>
<td></td>
</tr>
<tr>
<td>2.0</td>
<td>$8.0 \pm 0.4$</td>
<td>$4.3 \pm 0.6$</td>
<td></td>
</tr>
<tr>
<td>Average . . .</td>
<td>$a7.7 \pm 0.8$ percent</td>
<td>$a3.5 \pm 1.3$ percent</td>
<td></td>
</tr>
</tbody>
</table>

aThese values should be compared with previously reported reductions of 8.0 and 4.0 percent, respectively (refs. 7 to 9).
Figure 1. Illustrative analysis of a composite Mössbauer hyperfine peak into three constituent peaks in FeAl alloy with 2.0 atomic percent aluminum.
Figure 2.- Comparison between the computed and the experimentally observed spectra in FeAl alloy with 2.0 atomic percent aluminum.
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LEAST-SQUARES SOLUTION

The solution of equation (3) contains $3n$ parameters, which under theoretical conditions are constant. These parameters are $A_0, P_0, C_0, \ldots, A_{n-1}, P_{n-1}, C_{n-1}$ where $C_0 = C_1 = \ldots = C_{n-1} = T^2/4$.

Associated with $L$ in equation (3) is some measurement error $\varepsilon$. Since this error exists, a computational method is needed which yields the best possible results with all the information available. The method of least squares, which is described subsequently, uses a minimum error criterion and has been used in the analysis of these Mössbauer data.

In general, equation (3) with the associated measurement errors can be written as

$$L_i = F(x_i, A_0, P_0, C_0, \ldots, A_{n-1}, P_{n-1}, C_{n-1}) + \varepsilon_i$$

where $F$ is a nonlinear function of the parameters, and in order to find an estimate to the parameters of the function, it must be linearized. Expanding equation (3) in a Taylor series about a nominal set of parameters and dropping the higher order terms result in the following linear approximation:

$$\Delta L_i = L_i - L_i,0$$

$$= b_{i,1}(A_0 - A_{0,0}) + b_{i,2}(P_0 - P_{0,0}) + b_{i,3}(C_0 - C_{0,0}) + \ldots$$

$$+ b_{i,3n-2}(A_{n-1} - A_{n-1,0}) + b_{i,3n-1}(P_{n-1} - P_{n-1,0})$$

$$+ b_{i,3n}(C_{n-1} - C_{n-1,0}) + \varepsilon_i$$

where

$$b_{i,1} = \left. \frac{\partial F_i}{A_0} \right|_0$$

$$b_{i,2} = \left. \frac{\partial F_i}{P_0} \right|_0$$

$$b_{i,3} = \left. \frac{\partial F_i}{C_0} \right|_0$$

$$\ldots$$

$$b_{i,3n-2} = \left. \frac{\partial F_i}{A_{n-1}} \right|_0$$

$$b_{i,3n-1} = \left. \frac{\partial F_i}{P_{n-1}} \right|_0$$

$$b_{i,3n} = \left. \frac{\partial F_i}{C_{n-1}} \right|_0$$
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If $\alpha_j$ ($j = 1, 2, \ldots, 3n$) represent the $3n$ parameters and

\[
\begin{align*}
\Delta \alpha_1 &= A_0 - A_0, \\
\Delta \alpha_2 &= P_0 - P_0, \\
\Delta \alpha_3 &= C_0 - C_0, \\
\vdots & \quad \vdots \\
\Delta \alpha_{3n-2} &= A_{n-1} - A_{n-1}, \\
\Delta \alpha_{3n-1} &= P_{n-1} - P_{n-1}, \\
\Delta \alpha_{3n} &= C_{n-1} - C_{n-1},
\end{align*}
\]

equation (A2) can be put into the following form:

\[
\Delta L_i = \sum_{j=1}^{3n} b_{i,j} \Delta \alpha_j + \epsilon_i \quad (A3)
\]

For further considerations, the linear equation (A3) corresponding to the $i$th observation is expressed in matrix notation as

\[
z_i = B_i \Delta \alpha + \epsilon_i \quad (A4)
\]

where

\[
\begin{align*}
z_i &= \Delta y_i, \\
B_i &= \begin{bmatrix} b_{i,1}, & b_{i,2}, & \cdots, & b_{i,3n} \end{bmatrix}, \\
\Delta \alpha &= \begin{bmatrix} \Delta \alpha_1 \\
\Delta \alpha_2 \\
\vdots \\
\Delta \alpha_{3n} \end{bmatrix}, \\
\epsilon_i &= \begin{bmatrix} \epsilon_i \end{bmatrix}
\end{align*}
\]

Then for $k$ ($k \geq 3n$) observations, there are $k$ matrix equations of the form of equation (A4) which may be written

\[
\bar{z} = \bar{B} \Delta \alpha + \bar{\epsilon} \quad (A5)
\]

22
where

\[ z = \begin{bmatrix} z_1 \\ z_2 \\ \vdots \\ z_k \end{bmatrix}, \quad B = \begin{bmatrix} B_1 \\ B_2 \\ \vdots \\ B_k \end{bmatrix}, \quad e = \begin{bmatrix} e_1 \\ e_2 \\ \vdots \\ e_k \end{bmatrix} \]

The problem may be restated: Given \( \bar{z} \) and \( \bar{B} \), find the best estimate \( \hat{\Delta} \) for \( \Delta \alpha \).

The best estimate \( \hat{\Delta} \alpha \) is the value of \( \Delta \alpha \) which minimizes the sum of the squares of the residuals \( \bar{e}^T \bar{e} \) where

\[ \bar{e}^T \bar{e} = (\bar{z} - \bar{B} \Delta \alpha)^T (\bar{z} - \bar{B} \Delta \alpha) \]  \hspace{1cm} (A6)

In order to minimize equation (A6), the first variation \( \delta \) with respect to \( \Delta \alpha \) must vanish; that is,

\[ \delta (\bar{e}^T \bar{e}) = \delta \left[ (\bar{z} - \bar{B} \Delta \alpha)^T (\bar{z} - \bar{B} \Delta \alpha) \right] = -2 (\bar{z}^T - \Delta \alpha \bar{B}^T) \bar{B} \delta (\Delta \alpha) = 0 \]  \hspace{1cm} (A7)

Since \( \delta (\Delta \alpha) \neq 0 \), equation (A7) can be satisfied if

\[ (\bar{z}^T - \Delta \alpha \bar{B}^T) \bar{B} = 0 \]

or

\[ \bar{B}^T \bar{B} \Delta \alpha = \bar{B}^T \bar{z} \]  \hspace{1cm} (A8)

Solving for the estimate of \( \Delta \alpha \) in equation (A8) gives

\[ \hat{\Delta} \alpha = (\bar{B}^T \bar{B})^{-1} \bar{B}^T \bar{z} \]  \hspace{1cm} (A9)

A second necessary condition for equation (A6) to be a minimum is that the second variation with respect to \( \Delta \alpha \) be positive definite. Upon examination, the second variation is

\[ \delta^2 (\bar{e}^T \bar{e}) = 2 \delta (\Delta \alpha)^T \bar{B}^T \bar{B} \delta (\Delta \alpha) \]

which is positive definite. Therefore, equation (A9) is a valid expression for \( \Delta \alpha \).

Since equation (A9) is based on a linear approximation with nominal \( \alpha_j, 0 \), \( \hat{\Delta} \alpha \) can be used to find the best estimates \( \hat{\alpha}_j \). With the relationship

\[ \alpha = \alpha_0 + \Delta \alpha \]

the value of \( \hat{\Delta} \alpha \) which minimized equation (A6) leads to a new nominal \( \alpha_{j, 0} = \alpha_{j, 0} + \Delta \alpha \). This process implies an iterative procedure which
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continues until \( \hat{\alpha} \to 0 \) and the value of \( \alpha_j,0 \) that leads to this result is the best estimate \( \hat{\alpha}_j \) for \( \alpha_j \).

Error Analysis

Associated with the least-squares solution is the determination of the accuracy of the parameters \( \alpha \). When \( \hat{\alpha} \to 0 \) the best estimate \( \hat{\alpha}^* \) of \( \alpha \) is obtained. Associated with \( \hat{\alpha}^* \) is the matrix \( [\mathbf{B}^T \mathbf{B}]^{-1} \). Multiplying \( [\mathbf{B}^T \mathbf{B}]^{-1} \) by the predicted variance \( \sigma^2 \), where

\[
\sigma^2 = \frac{\mathbf{e}^T \mathbf{e}}{(k - 3n)}
\]

gives the covariance matrix \( \mathbf{V} \) of the estimated parameters,

\[
\mathbf{V} = [\mathbf{B}^T \mathbf{B}]^{-1} \sigma^2
\]

By examining the diagonal elements of \( \mathbf{V} \), estimates of the error in \( \alpha \) can be obtained. That is, the square roots of the diagonal elements of \( \mathbf{V} \) are the estimates of the error bounds of \( \alpha \).

Partial Derivatives

For equation (A1),

\[
\mathbf{F} = \sum_{j=0}^{n-1} \frac{A_j C_j}{C_j + (P_j - x)^2}
\]

The partial derivatives of \( \mathbf{F} \) with respect to each parameter are as follows:

\[
\frac{\partial \mathbf{F}}{\partial A_j} = \frac{C_j}{C_j + (P_j - x)^2}
\]

\[
\frac{\partial \mathbf{F}}{\partial P_j} = \frac{-2A_j C_j (P_j - x)}{[C_j + (P_j - x)^2]^2} \quad (j = 0, 1, \ldots, n - 1)
\]

\[
\frac{\partial \mathbf{F}}{\partial C_j} = \frac{A_j (P_j - x)^2}{[C_j + (P_j - x)^2]^2}
\]
APPENDIX B

LANGLEY LIBRARY SUBROUTINE MATINV

Language: FORTRAN

Purpose: MATINV solves the matrix equation $AX = B$, where $A$ is a square coefficient matrix and $B$ is a matrix of constant vectors. The solution to a set of simultaneous equations, the matrix inverse, and the determinant may be obtained.

Use: CALL MATINV(MAX,N,A,M,B,IOP,DETERM,ISCALE,IPIVOT,IWK)

MAX The maximum order of $A$ as stated in the DIMENSION statement of the calling program

N The order of $A$; $1 \leq N \leq MAX$

A A two-dimensional array of coefficients. On return to the calling program, $A^{-1}$ is stored in $A$.

M The number of column vectors in $B$. On return to the calling program, $X$ is stored in $B$ if $M > 0$; for $M = 0$, the subroutine is used only for inversion.

B A two-dimensional array of the constant vectors $B$. On return to the calling program, $X$ is stored in $B$.

IOP Option to compute the determinant:
0 Compute the determinant.
1 Do not compute the determinant.

DETERM Gives the value of the determinant by the formula $\text{Det}(a) = 10^{(100 \times ISCALE)}(DETERM)$ when $IOP = 0$. For $IOP = 1$, the determinant is set to 1. For a singular matrix and $IOP = 0$ or $IOP = 1$, the determinant is set to zero.

ISCALE A scale factor computed by the subroutine to keep the results of computation within the floating-point word size of the computer

IPIVOT A one-dimensional array of temporary storage used by the subroutine

IWK A two-dimensional array of temporary storage used by the subroutine

Restrictions: Arrays $A$, $B$, IPIVOT, and INDEX have variable dimensions in the subroutine. The maximum size of these arrays must be specified in a DIMENSION statement of the calling program as $A(MAX,MAX)$, $B(MAX,M)$, IPIVOT(MAX), and IWK(MAX,2). The original matrices $A$ and $B$ are destroyed. They must be saved
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by the user if there is further need for them. The determinant is set to zero for a singular matrix.

Method: Jordan's method is used to reduce a matrix $A$ to the identity matrix $I$ through a succession of elementary transformations $l_n, l_{n-1}, \ldots, l_1$. If these transformations are simultaneously applied to $I$ and to a matrix $B$ of constant vectors, the results are $A^{-1}$ and $X$ where $AX = B$. Each transformation is selected so that the largest element is used in the pivotal position. (See ref. (a).)

Accuracy: Total pivotal strategy is used to minimize the rounding errors; however, the accuracy of the final results depends upon how well-conditioned the original matrix is. A return with $\text{DETERM} \neq 0$ does not guarantee accuracy in the solutions of inverse.


Storage: 516 octal locations

Subroutine date: January 1, 1975
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SAMPLE CASE

The printout from a sample case is presented in this appendix. The case is an FeAl alloy with 2 percent aluminum.

Listing of input:

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>171</td>
<td>4</td>
<td>.0000000000E+01</td>
<td>0</td>
<td>-.3980000000E+04</td>
<td>-.4800000000E+01</td>
<td>.1634925300E-01</td>
<td>-.6240000000E+03</td>
<td>-.4420000000E+01</td>
<td>.1634925300E-01</td>
<td>.4680000000E+03</td>
<td>-.4690000000E+01</td>
<td>.1634925300E-01</td>
<td>-.4410626530E+04</td>
<td>.2791025610E+01</td>
<td>.1688362160E-01</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>SOLVE</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

PARABOLA PARAMETERS:

- \(4184235E+02\) PA = \(32715052E+01\) PB = \(43602308E+05\)
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#### Iteration 1

<table>
<thead>
<tr>
<th>ELEMENT NAME</th>
<th>OLD VALUE</th>
<th>INCREMENT</th>
<th>NEW VALUE</th>
</tr>
</thead>
<tbody>
<tr>
<td>A0</td>
<td>-3.9000000000000E+04</td>
<td>-5.7820267848886E+03</td>
<td>-4.4782026784889E+04</td>
</tr>
<tr>
<td>P0</td>
<td>-4.8000000000000E+01</td>
<td>-4.4869803231258E+01</td>
<td>-4.7955130196765E+01</td>
</tr>
<tr>
<td>C0</td>
<td>1.6349253000000E-01</td>
<td>0.0</td>
<td>1.6349253000000E-01</td>
</tr>
<tr>
<td>A1</td>
<td>-6.2400000000000E+03</td>
<td>0.0</td>
<td>-6.2400000000000E+03</td>
</tr>
<tr>
<td>P1</td>
<td>-4.4200000000000E+01</td>
<td>-2.9948746082674E-01</td>
<td>-4.3900512539173E+01</td>
</tr>
<tr>
<td>C1</td>
<td>1.6349253000000E-01</td>
<td>0.0</td>
<td>1.6349253000000E-01</td>
</tr>
<tr>
<td>A2</td>
<td>-6.6900000000000E+01</td>
<td>0.0</td>
<td>-6.6900000000000E+01</td>
</tr>
<tr>
<td>P2</td>
<td>1.6349253000000E-01</td>
<td>-1.1835242341913E+00</td>
<td>-4.5716475765809E+01</td>
</tr>
<tr>
<td>C2</td>
<td>1.6349253000000E-01</td>
<td>0.0</td>
<td>1.6349253000000E-01</td>
</tr>
</tbody>
</table>

#### Iteration 2

<table>
<thead>
<tr>
<th>ELEMENT NAME</th>
<th>OLD VALUE</th>
<th>INCREMENT</th>
<th>NEW VALUE</th>
</tr>
</thead>
<tbody>
<tr>
<td>A0</td>
<td>-4.4782026784889E+04</td>
<td>-2.8104231532398E+01</td>
<td>-4.4810131016421E+04</td>
</tr>
<tr>
<td>P0</td>
<td>-4.7955130196765E+01</td>
<td>3.6437009765438E-02</td>
<td>-4.7986931957888E+01</td>
</tr>
<tr>
<td>C0</td>
<td>1.6349253000000E-01</td>
<td>0.0</td>
<td>1.6349253000000E-01</td>
</tr>
<tr>
<td>A1</td>
<td>-6.2400000000000E+03</td>
<td>0.0</td>
<td>-6.2400000000000E+03</td>
</tr>
<tr>
<td>P1</td>
<td>-4.3900512539173E+01</td>
<td>-2.7983378397092E-02</td>
<td>-4.3928497917770E+01</td>
</tr>
<tr>
<td>C1</td>
<td>1.6349253000000E-01</td>
<td>0.0</td>
<td>1.6349253000000E-01</td>
</tr>
<tr>
<td>A2</td>
<td>-4.6800000000000E+01</td>
<td>0.0</td>
<td>-4.6800000000000E+01</td>
</tr>
<tr>
<td>P2</td>
<td>-4.5716475765809E+01</td>
<td>-4.8792464116875E-03</td>
<td>-4.5711596519397E+01</td>
</tr>
<tr>
<td>C2</td>
<td>1.6349253000000E-01</td>
<td>0.0</td>
<td>1.6349253000000E-01</td>
</tr>
</tbody>
</table>
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**Iteration 3**

<table>
<thead>
<tr>
<th>SUM-OF-SQUARES</th>
<th>VARIANCES</th>
<th>CORRELATIONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>.1363877E+08</td>
<td>.7730562E-01</td>
<td>.1076307E-09</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>ELEMENT NAME</th>
<th>OLD VALUE</th>
<th>INCREMENT</th>
<th>NEW VALUE</th>
</tr>
</thead>
<tbody>
<tr>
<td>AO</td>
<td>-44810131014E+04</td>
<td>-2591226198786E+01</td>
<td>-44836043278408E+04</td>
</tr>
<tr>
<td>PO</td>
<td>-4791869319588E+01</td>
<td>2002517477208E-03</td>
<td>-47916690678311E+01</td>
</tr>
<tr>
<td>CO</td>
<td>.16349253000000E-01</td>
<td>0.</td>
<td>16349253000000E-01</td>
</tr>
<tr>
<td>A1</td>
<td>-62400000000000E+03</td>
<td>0.</td>
<td>-62400000000000E+03</td>
</tr>
<tr>
<td>P1</td>
<td>-4392849791777E+01</td>
<td>9389196493994E-03</td>
<td>-4392190721276E+01</td>
</tr>
<tr>
<td>C1</td>
<td>.16349253000000E-01</td>
<td>0.</td>
<td>16349253000000E-01</td>
</tr>
<tr>
<td>A2</td>
<td>-46800000000000E+03</td>
<td>0.</td>
<td>-46800000000000E+03</td>
</tr>
<tr>
<td>P2</td>
<td>-45711596519397E+01</td>
<td>1066995336354E-02</td>
<td>-45701526566033E-01</td>
</tr>
<tr>
<td>C2</td>
<td>.16349253000000E-01</td>
<td>0.</td>
<td>16349253000000E-01</td>
</tr>
</tbody>
</table>

**Iteration 4**

<table>
<thead>
<tr>
<th>SUM-OF-SQUARES</th>
<th>VARIANCES</th>
<th>CORRELATIONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>.1363831E+08</td>
<td>.7717123E-01</td>
<td>.1072028E-09</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>ELEMENT NAME</th>
<th>OLD VALUE</th>
<th>INCREMENT</th>
<th>NEW VALUE</th>
</tr>
</thead>
<tbody>
<tr>
<td>AO</td>
<td>-44836043278408E+04</td>
<td>.38579619152337E-01</td>
<td>-44835657482217E-04</td>
</tr>
<tr>
<td>PO</td>
<td>-47916690678311E+01</td>
<td>.67290512481311E-05</td>
<td>-47916623387798E+01</td>
</tr>
<tr>
<td>CO</td>
<td>.16349253000000E-01</td>
<td>0.</td>
<td>16349253000000E-01</td>
</tr>
<tr>
<td>A1</td>
<td>-62400000000000E+03</td>
<td>0.</td>
<td>-62400000000000E+03</td>
</tr>
<tr>
<td>P1</td>
<td>-4392190721276E+01</td>
<td>-.13291509996900E-03</td>
<td>-43920437872273E+01</td>
</tr>
<tr>
<td>C1</td>
<td>.16349253000000E-01</td>
<td>0.</td>
<td>16349253000000E-01</td>
</tr>
<tr>
<td>A2</td>
<td>-46800000000000E+03</td>
<td>0.</td>
<td>-46800000000000E+03</td>
</tr>
<tr>
<td>P2</td>
<td>-45701526566033E+01</td>
<td>.45632667666979E-04</td>
<td>-45701070239356E+01</td>
</tr>
<tr>
<td>C2</td>
<td>.16349253000000E-01</td>
<td>0.</td>
<td>16349253000000E-01</td>
</tr>
</tbody>
</table>
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#### ITERATION 5

<table>
<thead>
<tr>
<th>ELEMENT NAME</th>
<th>OLD VALUE</th>
<th>INCREMENT</th>
<th>NEW VALUE</th>
</tr>
</thead>
<tbody>
<tr>
<td>AO</td>
<td>-4.4835657482217E+04</td>
<td>-3.1607363140762E-01</td>
<td>-4.44835973555851E+04</td>
</tr>
<tr>
<td>P0</td>
<td>-4.7916623387798E+01</td>
<td>1.191128541849E-05</td>
<td>-4.7916611476579E+01</td>
</tr>
<tr>
<td>C0</td>
<td>1.634925300000E-01</td>
<td>0.</td>
<td>1.634925300000E-01</td>
</tr>
<tr>
<td>A1</td>
<td>-6.24000000000E+03</td>
<td>0.</td>
<td>-6.24000000000E+03</td>
</tr>
<tr>
<td>P1</td>
<td>-4.392043787273E+01</td>
<td>2.4817587566795E-04</td>
<td>-4.3920189696397E+01</td>
</tr>
<tr>
<td>C1</td>
<td>1.634925300000E-01</td>
<td>0.</td>
<td>1.634925300000E-01</td>
</tr>
<tr>
<td>A2</td>
<td>-4.68000000000E+03</td>
<td>0.</td>
<td>-4.68000000000E+03</td>
</tr>
<tr>
<td>P2</td>
<td>-4.5701072393956E+01</td>
<td>-1.9572347489422E-04</td>
<td>-4.570091515881E+01</td>
</tr>
<tr>
<td>C2</td>
<td>1.634925300000E-01</td>
<td>0.</td>
<td>1.634925300000E-01</td>
</tr>
</tbody>
</table>

#### ITERATION 6

<table>
<thead>
<tr>
<th>ELEMENT NAME</th>
<th>OLD VALUE</th>
<th>INCREMENT</th>
<th>NEW VALUE</th>
</tr>
</thead>
<tbody>
<tr>
<td>AO</td>
<td>-4.4835973555851E+04</td>
<td>2.9455073000236E-02</td>
<td>-4.44835944060778E+04</td>
</tr>
<tr>
<td>P0</td>
<td>-4.7916611476579E+01</td>
<td>-4.4142840199190E-07</td>
<td>-4.7916611476579E+01</td>
</tr>
<tr>
<td>C0</td>
<td>1.634925300000E-01</td>
<td>0.</td>
<td>1.634925300000E-01</td>
</tr>
<tr>
<td>A1</td>
<td>-6.24000000000E+03</td>
<td>0.</td>
<td>-6.24000000000E+03</td>
</tr>
<tr>
<td>P1</td>
<td>-4.3920189696397E+01</td>
<td>-4.0147329391525E-05</td>
<td>-4.3920229843726E+01</td>
</tr>
<tr>
<td>C1</td>
<td>1.634925300000E-01</td>
<td>0.</td>
<td>1.634925300000E-01</td>
</tr>
<tr>
<td>A2</td>
<td>-4.68000000000E+03</td>
<td>0.</td>
<td>-4.68000000000E+03</td>
</tr>
<tr>
<td>P2</td>
<td>-4.570091515881E+01</td>
<td>-3.448907996556E-06</td>
<td>-4.5700922964789E+01</td>
</tr>
<tr>
<td>C2</td>
<td>1.634925300000E-01</td>
<td>0.</td>
<td>1.634925300000E-01</td>
</tr>
</tbody>
</table>

ALL Corrections LESS THAN 1.000000E-01 STOP.
REFERENCES


Langley Research Center
National Aeronautics and Space Administration
Hampton, VA 23665
January 16, 1978
A computer program has been developed for analyzing unresolved Mössbauer hyperfine spectra resulting from the existence of several local environments in dilute binary iron alloys. This program is an extension of an earlier program which had not been adapted for analyzing such unresolved compound spectra. The program is written in FORTRAN IV language for the Control Data CYBER 170 series digital computer system with network operating system (NOS) 1.1. With the present dimensions, the program requires approximately 36000 octal locations of core storage. A typical case involving two innermost coordination shells in which the amplitudes and the peak positions of all three components are estimated in 25 iterations requires 30 seconds on CYBER 173. The program has been applied to determine the effects of various near-neighbor impurity shells on hyperfine fields in dilute FeAl alloys.