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PREFACE

The National Aeronautics and Space Administration is conducting prelimi-
naty studies of a Numerical Aerodynamic Simulation Facility that will serve
as an engineering tool to enhance the Nation's aerodynamic design capability
in the 1980's. This facility will provide computer simulations of aerodynamic
flows at processing speeds several orders of magnitude faster than possible
now with general purpose computers. The Workshop on Future Computer Require-
ments for Computational Aerodynamics was organized to elicit input from both
computational aerodynamicists and computer scientists regarding the computer
requirements for obtaining the desired solutioms and the projected capabili-
ties of general purpose computers and special purpose processors of the early
1980's. 3

The Workshop was opened with presentations outlining the motivations for
the Wumerical Aerodynamic Simulation Facility project and its potential bene-
fits, supported by the recent advances being made in computational aerodynamics
{Session 1)}. Subsequent sessions included invited presentations and panels.
The invited presentations were comprised of projections of computing technol-
ogy and computational aerodynamics in the 1980's (Session 2}, results of two
contracted efforts sponsored by Ames Research Center to define promising
processor architectures for three-dimensional aerodynamic simulations (Ses-—
sion 3), and repoxrts of two studies sponsored by the Air Force Office of Sci-
entific Research (Session 8). The eight panels addressed a number of key
issues pertinent to the future advancement of computational aerodynamics, in-
cluding Computational Aerodynamics Requirements (Session 4), Viscous Flow
Simulations (Session 3), Turbulence Modeling (Session 6), Grid Generation
{Session 7), Computer Architecture and Technology (Session 9), Total System
Issues (Session 10), Specialized Fluid Dynamics Computers (Session 11), and
Supercomputer Development Experience {Session 12).

The Proceedings have been reproduced from manuscripts submitted by the
participants and are intended to document the topics discussed at the Workshop.
A list of attendees is appended at the end of this volume.
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F. R. Bailey, Chairman



OPENING REMARKS

Dean R..Chapman
Director of Astronautics
Ames Research Center, NASA

I note from the list of attendees at this workshop that we have representa-
tion from a very wide range of institutions--from computer hardware companies,
software companies, universities, aircraft companies, the Air Force
and other DOD organizations, private research groups, various NASA
Centers and other government agencies—-all with an interest in large scale
scientific computations. In view of such diversity, and of the circumstance
that many attendees are more indirectly than directly involved with the
development of computational aerodynamics, it is appropriate to devote
this introduction to outlining some of the driving motivations behind the
development of computational aerodynamics. These motivations have not
changed in the past decade, and we do not expect them to change in coming
decades.

Two major motivations are (1) that of providing an important new
technological capability and (2) economics. To illustrate the first, a compara-
tive listing is made in Figure 1 of the fundamental limitations of wind tunnels *
and of numerical flow simulations. Every wind tunnel is limited, for example,
by the size of model that can be put into it, by the flow velocity it can produce,
and by the pressure it can be pumped up to. Thus wind tunnels have
rarely been able to simulate the Reynolds number corresponding to the
free flight of aircraft. The Wright Brothers, with their small box-size
wind tunnel, were aware of the presence of "scale effects" in wind tunnel
data, and the Reynolds number limitation of wind tunnels is still a problem
today. Limitations on temperature and on the atmosphere that wind tunnels
can utilize restrict their ability to provide simulations of earth atmosphere
entry flights and of probes entering other planetary atmospheres in the
solar system. Of particular importance to transonic aerodynamics are
the limitations imposed by the interfering effects of the presence of wind
tunnel walls and supports. Near a Mach number of one these severely
restrict the accuracy of wind tunnel data. Aeroelastic distortions always
present in flight are not simulated in wind tunnels; and the stream nonuniformities
of wind tunnels have long been known to severely affect the laminar-turbulent
transition data from wind tunnels. All these fundamental limitations have
one thing in common; they limit the ability of wind tunnels to simulate
free flight conditions.

In contrast, computer numerical flow simulations have none of these

fundamental limitations, but have their own: computational speed and
memory storage. Even though these latter limitations are fewer in number,
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they have been overall much more restrictive in the past than have been

the timitations of wind tunnels. The reason for this is simply that the

basic set of differential equations governing fluid flow, the Navier- Stokes
equations, are of extreme mathematical complexity. This has required

the theoretical aerodynamicist in the past to use highly truncated and approxi-
‘mate forms of the Navier-Stokes cquations in making analyses. Only in
the past three years has computer capability reached a stage where it

is practical to conduct numerical simulations using the complete Navier-
Stokes equations; and these simulations have been restricted to very simple
aerodynamic configurations. It is important to note that the fundamental
limitations of computational speed and memory are rapidly decreasing

with time; whereas the fundamental limitations of wind tunnels are not.

In essence, numerical simulations have the potential of mending the many
ills of wind tunnel simulations, and providing thereby an important new
technalogical capability for the aerospace industry.

The second major motivation, that of economics, has two essential
contributing aspects: computer technology trends and numerical analysis
trends. Although the cost of computers has risen with time, their computational
power has increased at a much greater rate. Hence the net cost to conduct
a given numerical simulation with a fixed algorithm is decreasing rapidly
wi:ch time. This remarkable and well-known trend, illustrated in Figure 2,
is expected to continue for some time. In addition, there has been another
important trend that is not as widely known. The rate of improvement
in the computational efficiency of numerical algorithms for a given computer
has also been remarkable. This is itlustrated in Figure 3 where the trends
in relative computation cost due to computer improvements alone are compared
to the corresponding trend due to algorithm improvements alone. The
two trends have compounded to bring about an altogether extraordinary
trend in the economics of computational aerodynamics.

An example may suffice to iltustrate this. Numerical flow simulations
for a two dimensional airfoil using the full time-averaged Navier-5Stokes
equations can be conducted on today's supercomputers (e.g., llliac, Star,
Cray, ASC Class) in roughly a half hour at roughly $1000 cost in computer
time. Examples of such simulations are given in the subscquent presentation
of Mr. Victor-Peterson. If we had attempted just one such simuiation twenty
years ago in 1957 on computers of that time (IBM 704 Class) and with algorithms
then known, the cost in computation time alone to complete just one such
flow simulation would have amounted to roughly $10 million, and the results
for that single flow simulation would not be available until 1987, ten years
from now, since it would have taken about 30 years to complete.



So, by way of introduction | would like to leave you with the thought
that the major driving motivations behind the development of computational
aerodynamics are fundamentally sound, and that we certainly do not expect

them to fade in importance in years to come.
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Figure 1.- Comparison of ana]dg and digital flow simulations -
fundamental Timitations.
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COMPUTATIONAL AERODYNAMICS
AND THE
NUMERICAL AERODYNAMIC SIMULATION FACILITY

Victor L. Peterson

Ames Research Center, NASA
INTRODUCTION

The objective of computational aerodynamics is to simulate aerodynamic
flow fields through the numerical solution of approximating sets of
the fluid dynamic equations using high-speed computers. The discipline
is characterized as being a composite of four other disciplines: aercodynam-
ics, fluid physics, mathematics and computer science. Obviously aerodynam-—
ics is involved since the goal is to determine the motions of gases
and their effects on bodies moving through them. Fluid physics comes
into play in the course of modeling turbulent momentum and heat transport
terms in the Navier-Stokes equations., Mathematics is drawn upon in the
course of developing efficient algorithms for solving the governing
equations with numerical methods. Finally, computer science has been
involved in the development of new languages and compilers that permit
more efficient coding of the equations for solution on computers having
various architectures. Computer science now is playing an even more
important role in the effort to define a machine that is optimized for
solving the fluid-flow equations.

The discipline of computational aercdynamics, even in its early
stages of development, is emerging as an important aerodynamic design
tool. While it is not yet possible to rely solely upon computation
to design a new aerospace vehicle, there are numerous examples of experimen-—
tally verified aerodynamic improvements to designs that have evolved from
the application of computational methods., One such example will be dis-
cussed later.

There are both technical and economic reasons for accelerating the
maturation of the discipline of computaticnal aerodynamics. It is well
known that the cost of conducting the experiments required to provide
the empirical data base for new aeronautical vehicles is increasing rapidly
with time. Two factors account for this increase. The cost of performing
wind-tunnel and flight experiments is rising rapidly as the cost of labor
and energy escalates. More importantly, however, the actual amount of
experimentation required is increasing almost expomentially with each
new generation of vehicle. It is also well known that the performance
of new aerospace vehicles often is compromised by the over-design required
because of the limitations in test facilities (Reynolds number, wall and
support interferences, aeroelastic distortions, real-gas effects, etc.)
for simulating the full-scale vehicle envirenment. On the other hand,
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the equations governing fluld flows are well known, the numerical methods
for solving them are being continuously improved, and the cost of performing
calculations is decreasing with time.

The purpose of this paper is to outline the goals and potential bene-
fits, current status, and future prospects of computational aerodynamiés,
In addition, the computer requirements for advancing the discipline will
be defined and an approach to satisfying these requirements will be presen-
ted. The paper will conclude with a discussion of a project that is under-
way to develop a Numerical Aerodynamic Simulation Facility that will
enhance the nation's aerodynamic design capability.

GOALS AND POTENTTAL BENEFITS

The goals of computational aerodynamics and potential benefits to
be derived from pursuing them are outlined in figure 1. The first of
the goals shown on the left side of the figure is to provide a rapid and
inexpengive means for simulating fluid flows. The aim is to deve}bpla
tool for use in aircraft design that will complement the wind tunnel
by providing some of the needed data more quickly and at less cost.
The second goal is to provide a more powerful combination of theory and
experiment than ig now available. The ldea here is to be able to numeri-
cally simulate asrodynamic experiments conducted in test facilities and
thereby provide the means for improved interpretation and understanding
of observed phenomena. The third goal is to make possible an enhanced
understanding of the influence of design variables on alrcraft performance.
This will follow from being able to explore far more combinations of the
design variables on the computer than would be practical in the wind
tunnel. The fourth goal is to have the means for simulating aerodynamic
flows that are unaffeected by the usual wind-tunnel constraints such as
wall and support interference effects, aeroelastic distortions, and Mach-
and Reynolds-number limitations. In addition to providing direct estimates
of free-flight aireraft aerodynamics, the computational capability, of
course, will permit the determination and elimination of the effects
of the wind-tunnel constraints on measured data. The last goal, and perhaps
the most important is associated with optimizing aerodynamic configura-
tions. Powerful mathematical theories of optimization can be combined
with the aserodynamic codes to permit optimum shapes subject to given con-
straints to be developed.

The potential benefits to be derived from the numerical simulation
capability are listed on the right-hand-side of figure 1. Significantly
improved preliminary designs will result from being able to economically
search a large design space for the configuration best satisfying the
desired mission profile while at the same time simulating the true free-
flight situation. Increased efficieney of wind-tunnel testing will be
made possible by being able to reduce the number of configurations that
must be tested. If the most promising configurations are first identified
computationally then a much reduced testing program can be conducted to
verify and refine the resulting aerodynamic shapes. Clearly, this will



help to make better use of the scarce and costly high Reynolds number
test facilities; Together, all of the factors discussed lead to the fact
that the application of computational aerodynamics will permit new aero~
space vehicles to be designed in shorter periods of time, at less cost
and with lowered risk of not meeting performance specifications.

Proof that improved aerodynamic design tools are needed is given
in figure 2 wherein examples of inadequate simulation capabilities are
presented. Many of the aircraft that have been designed and built were
found to have aerodynamic deficiencies only after full-scale flight tests
were performed. In some cases the problems were so severe that the loss
of a flight-test vehicle occurred. 1In all cases, the problems that were
uncovered in flight tests led to either costly modifications and/or reduced
aircraft performance. Thus, there is a strong incentive to develop addi-
tional azerodynamic design tools.

One aspect of the complementary nature of computational aerodynamics
and ground-based experiment is illustrated by the comparison of conven-
tional and advanced design approaches in figure 3. The design of a vehicle
requires the consideration of many interrelated parameters. The concept
to be illustrated, however, can best be visualized by focusing on just
two; for example, wing leading— and trailing-edge sweep for a given aspect
ratio. The conventional design approach shown on the left side of the
figure involves an experimental design space selected for investigation
in wind-tunnel tests. The dimensions of the design space, or in other
words the number of models that can be built and tested, are necessarily
limited. Wind tunnel tests will uncover a good combination of the para-
meters within the design space considered but there is no assurance that
a better design does not exist outside of the space investigated. In
the advanced design approach shown on the right of the figure a much larger
portion of the design space is first searched computationally for the
best design. Then a much smaller portion of the space surrounding the
computationally determined best design is_selected for verification and
refinement tests. Of course, this is a trivial example when only two
design parameters are involved. 1In reality, when many parameters are
involved, the n-dimensional space can only be adequately searched with
the aid of computational methods and numerical optimization techniques.
The quality of the results obtained depends only on the quality of the
numerical simelation.

STATUS OF COMPUTATIONAT. AERODYNAMICS

The discipline of computational aerodynamics originated in the 1950's
when electronic digital computers first became available to aevronautical
researchers. Only in the last decade, however, has the available computa-
tional power been sufficient to permit real advances in the state-of-the-
art. The evolution of the discipline and some examples of current capa-
bilities are discussed in this section,



Stages of Approximation to 3~D Numerical
Aerodynamic Simulations

The four different stages of approximation applicable to computer
simulationg of aerodynamic flows are outlined in figure 4. Summarized
for each stage are the nature of the approximations made to the governing
equations and the class of computer required for practical thiee~dimension-
al engineering computations.

Stage I - The Past: Inviscid Linearized Equations. - This highly
simplified approximation to the full governing equations has long been
used as an aid In aircraft design. The linearized flow over lifting air-
foils has been computed within this framework of approximation ever since
the 1930's. With the development during the 1960's of computers of the
IBM 360 and CDC 6600 class, it became practical to compute linearized
inviscid flows about complete aircraft configurations. Considerable effort
still is being expended to make the computer codes more efficient and
to develop better methods for treating the boundary conditions on complex
curved surfaces, Because the equations of motion neglect all wviscous
terms as well as inviscid nonlinear terms, such flow simulations provide
only a minor complement to wind-tunnel simulations in the overall aerodynam-
ic design process.

Stage II - The Present: Inviscid Nonlinear Equations. — Although
neglecting only viscous terms in the Navier-Stckes equations, this approx-
imation still imposes severe limitations on the usefulness of computed
flow simulations. It has been less than a decade since the first useful
solutions of these equations were obtained numerically. Despite the fact
that great advances in numerical methods have been made since then, effi-
cient routine computations still require a computer of the CDC 7600 class
or better, Only problems in which viscous effects are not dominant can
be treated adequately with these equations. Nevertheless, the ability
to solve them has provided the designer with a new and valuable tool.

In, particular, results now can be obtained in some flow regimes where
previously available theoretical methods were inadequate and where wind-
tunnels have fundamental shortcomings. One example involves the hyper-
sonic chemically reacting flow about the Space Shuttle Orbiter. The com-
puter is providing results impossible to obtain in any known ground-based
faeility. Another example involves transonic flows where wind-tunnel
data often are plagued by uncertainties due to wall interference.

Stage III - The Near Future: Viscous Reynolds Averaged Navier-Stokes
Equations. - This approximation neglects no terms in the full, Reynolds
averaged Navier-Stokes equations. Certain terms involving the turbulent
momentum, energy and heat transport terms are modeled, however. The
accuracy of the turbulence model limits this approximation and the develop-
ment of improved models for separated as well as attached flows chiefly
. paces this type of flow simulation. Relatively large amounts of computer

.time are required using the stage III approximation. While two-dimensional
flows take less than an hour on a CDC 7600 with cuvrrent numerical methods,
the routine computation of three-dimensional flows is not practical since
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they require roughly 100 times the computation of two-dimensional flows.
With the improved turbulence models expected to be developed in the coming
years, advanced computational capability at least 40 times that of current
supercomputers should permit computations to provide a major complement

to wind-tunnel simulations in the design of new aerospace vehicles.

Stage IV — The Far Future: Viscous Time Dependent Navier~Stokes
Equations .- The final stage involves solving the complete time-dependent
Navier-S5tokes equations of viscous Iluid motion. In essence, all of the
turbulent eddies of significant size would be computed for a sufficiently
long time period to yield both the time-averaged characteristics of the
flow as well as its unsteady components. The significant~size turbulent
eddies that transport the principal momentum and energy are relatively
large, the order of 10 or more boundary-layer thicknesses in length.

The subgrid-scale turbulent motion, of course, would be modeled in order

to minimize the required computer time by permitting the use of the largest
practical grid spacing. The grid spacing would be small enough, however,

so that the end result would be insensitive to the particular subgrid-

scale model employed. Under such conditions the computed results would
involve essentially no empiricism. This fourth stage requires several

orders of magnitude more computation than the third stage. Consequently,
development of an advanced computer clearly is required for providing

such simulations on a research basis for practical aerodynamic configurations.

Current 3-D Inviscid Capability

Tmportant aircraft design problems associated with transonic flow
now can be solved with- currently available methods for processing the
nonlinear three-dimeunsional inviscid equations. Of course, the particular
problems chosen for solution cannct be dominated by separated flows since
vigcous effects are neglected,

Results of a recent application of computational aerodynamics to
a practical design problem are shown in figure 5. The original design
of the Highly Maneuverable Aircraft Technology (HiMAT) Remotely Piloted
Research Vehicle (RPRV) was found through wind-tunnel tests te have exces-
sive drag at the design conditions. The original design was based on
linear inviscid theory since the newer codes ineluding nonlinear terms
that are important at transonic speeds were not available to the designers
at that time. The fajlure of the original design to meet the performance
goal was due to strong shock waves, that are not predictable with linear
methods, forming on the upper surface of the wing at transonic speeds.
Fiscal and time constraints precluded any chance for correcting the defici-
encies by conducting an extensive wind-tunnel test program. Therefore,
a decision was made to redesign the wing computationally using a new tran-
sonic code. The objective was to reshape the wing to obtain an improved
surface pressure distribution. The goal was to decrease the drag by de-—
creasing the strength of the shock wave on the upper wing surface while
maintaining the same 1lift by increasing the loading on the forward portion
of the wing. This was accomplished by making small changes to the airfodil
shape and wing trailing-edge sweep.



Tegts of a model of the computationally improved configuration produced
results that came very close to meeting the design goal. About 10 itera-
tions of the wing shape were required to evolve the new design. These re-
quired the use of about $6K of computer time compared to the estimated
cost of $150K to obtain the same results experimentally. In additiom,
the redesign was accomplished in considerably less calendar time through
the use of computational tools.

New 2-D Viscous Capability

The HiMAT example shows that computational methods, even in their
relatively primitive state, can have a large impact on aircraft design.
It is important, however, to recognize that currently available methods
still have their limitations. They can be expected to work well only
when applied to problems that can be treated within the framework of the
approximations involved. The usefulness of the computational appreoach
will be considerably enhanced when the computer power is available to rou-
tinely simulate flows with boundary-laver separation. This capability
now is emerging for problems characterized by two-dimensional flows,

Cne example of a two-dimensional problem involving flow separation
that has been investigated computationally using the Reynolds averaged
Navier-Stokes equations is shown in figure 6, The problem illustrated
in the upper left of the figure deals with the aerodynamic flow over the
aft end of an idealized aircraft shape. A turbulent supersonic flow ap-
proaches a boattailed afterbody followed by a solid body representing an
engine exhaust plume. The extent of separated flow was varied by changing
the boattail angle over the range from 16~ to 40-degrees, Computed and
measured surface pressure coefficients are shown in the lower left of
the figure for the relatively steep boattail angle of 34°. The agreement
between the computations and measurements is remarkably good even though
there is an extensive region of separated flow. Drag coefficients for
a range of boattail angles are shown in the upper right of the figure.
Again, the agreement between theory and experiment is excellent. Wind-
tunnel results were obtained at only one Reynolds number. The computations,
however, could easily be performed for a range of Reynolds numbers and
results are shown in the lower right of the figure. The wind tunnel was
limited to a unit Reynolds number of 14 x 168 per meter while a value
representative of full-scale flight is about an order of magnitude higher.
The excellent results obtained from the computations at the lower Reynolds
number wind-tunnel conditions provide confidence in the computed results at

flight conditions.

Another example involving the solution of the two-dimensional Reynolds
averaged Navier-Stokes equations is shown in figure 7. The transonic
performance of a supercritical airfoil has been computed and compared to
wind-tunnel measurements. Here the computed results should not be expected
to agree exactly with the measured results since the computations are i
representative of the' free-flight situation while the measurements are.
influenced by wind-tunnel wall interference effects. Note that the onset
of buffet near maximum lift coefficient and the increasing magnitude of
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unsteady forces with further increase in angle of attack is predicted

by the computations. The measured buffet domain could not be determined

in the experiment since it was not designed to acquire dynamic measurements.
It 1s quite likely that free-<flight characteristics of transonic airfoils
now can be calculated as accurately as they can be measured in wind, tunnels
although further investigations are required for confirmation of this
assertion.

A final example of two-dimensional viscous flow simulation concerns
three types of separation of the flow about a thick circular-arc airfoeil.
The problem is illustrated in figure 8. At lower Mach numbers the flow
about this airfoil is steady and separates from the trailing edge as shown
in the sketch on the left of the figure. At higher transonic Mach numbers
the shock wave appearing on the airfoil becomes strong enough to cause
the steady flow to separate just downstream of the shock, This situation
is illustrated by the sketch on the right of the figure., At intermediate
Mach numberse the flow ies violently unsteady and is characterized by asymmet-
ric separation. .At one instant of time the flow separates from the shock
on the upper surface and from the trailing edge on the lower surface.

At the next instant of time the pattern reverses as shown by the sketch

in the center of the figure. Calculated and measured pressure coefficients
for these three types of flow are shown in the lower part of the figure.
The disagreement between measurements and calculations in regions of mas-
sively separated flow is due to inadequacies in the turbulence model; these
results were obtained using a simple alpgebraic eddy viscosity model.

More important, however, is the fact that the calculations correctly
capture the general features of the flows in the three regimes including
the approximate magnitude of the unsteady pressures at the intermediate
Mach number.

Calculated contours of constant Mach number are shown in figure 9
at four different instants of time for the freestream Mach number where
alternating flow separation was obtained. " These results clearly show
the unsteady nature of the flow and the asymmetric features of the shock
waves and wake. Shadowgraph movies taken during the experiment bear a
striking resemblance to these flow patterns.

Further results are presented in figure 10 wherein measured and cal-
culated surface pressure time histories are shown for the circular-arc
airfoil example. Both the frequency and wave forms of the unsteady pressures
are reproduced reasonably well by the calculations,

.FUTURE PROSPECTS FOR COMPUTATIONAL AERODYNAMICS

The next step in the development of the discipline of computational
aerodynamics is to extend the viscous-flow simulation capability to three
dimensions. This will provide the means for calculating the aerodynamic
characteristics of complete aircraft configurations throughout the envelope
of possible flight conditions. Pioneering efforts now are underway to
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build the three-dimensional codes and a few relatively simple problems
already have been solved. There are no conceptual difficulties in taking
this step.

Improvements in the utility of computational aerodynamics depend,
in part, on reducing the cost of calculating complex flow fields and ¥
improving the accuracy of the results obtained, The cost is influenced
by two factors: cost effectiveness of the computers themselves, and the
efficiency of numerical methods. Accuracy is primarily dependent on the
ability to properly model the turbulent momentum and heat transport terms
in the Navier-Stokes equations, Based on past experience, future improve-
ments can be expected in computer cost effectiveness, efficiency of numeri-
cal methods and accuracy through improved turbulence models. This past
experience is discussed in the following paragraphs.

Computer Cost Effectiveness

The trend of computation cost for computer simulation of a given
flow is shown in figure 11. These data were obtained by determining the
cost of running a given code with a given algorithm on machines ranging
from the IBM 650 to the: current generation of supercomputers and then
normalizing the results to the cost of performing the computations on
an IBM 360-50., TFor over 20 years the relative computation cost has been
decreasing. 1In fact, there has been a three order-of-magnitude reduction
in cost over the span of two decades, Estimates for the next generation
of general-purpose computers show that the trend toward reduced costs
will continue. Of course, the reason for this well-established trend
is that each new computer is much faster than its predecessor while being
only a little more expensive to own and operate,

Efficiency of Numerical Methods

Dramatic improvements in the efficiency of numerical methods have
been made in the last 10 years. This is illustrated in figure 12 wherein
reductions in computation cost due to improvements in numerical methods
are shown. Data on computer cost effectiveness from the previous figure
also are shown for comparison. It is striking to note that improvements
in numerical methods have kept pace with improvements in computers.

The efficiency of a numerical method for solving the governing flow
equations depends on the number of mathematical operations required to
obtain a solution. Early methods required thousands of iterations to
obtain a converged solution for a high Reynolds number problem. New
methods are being found to drastically reduce the number of iterations
required as well as to reduce the number of operations per iterationm.

There still is much room for improvement. Intensive effort is being expend-
ed to achieve at least ancother factor of four in efficiency within the
next five years. The prospects of meeting this goal are very good.
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Improvements in Turbulence Models

The Navier—Stokes equations embody a complete description of turbulent
as well as laminar flow. In the case of turbulent flow, however, the
wide range of significant scales of fluid motion makes it impractical to
solve thlie complete equations in the foreseeable future for all but‘the
simplest flows. Thus, it will be necessary to continue the reliance on
turbulence models for some time to come.

Fluid physicists have been trying to develop improved turbulence models
for many years and the progress has been slow. The models depend on con-
stants that must be evaluated experimentally, It is relatively easy to
find a set of constants that will apply to one type of fluid flow but
it is difficult to develop a single model that will apply universally to
all types of flows.

The prospects of developing improved turbulence models in the future
are much brighter than they were in the past. Two factors account for
this optimism. First, advances are being made in the development of fluid~
flow diagnostic equipment. A good example is the laser velocimeter which
provides the means for unocbtrusively measuring individual components of
the mean and fluctuating velocities of small elements, of a moving fluid.
Other devices are being developed to measure instantaneous values of other
quantities such as density and temperature, also without inserting large
probes in a flow. The information obtained with these tocls will provide
a more complete description of the physics of turbulence than has been
available in the past. Secondly, computers and numerical methods are
now efficient enough to permit the governing equations to be rcutinely
solved at least for two-dimensional flows. This will allow many more
models to be tested over wider ranges of flows. In addition, turbulence
now .can be investigated computationally for a few simple flows by solving
the time-dependent Navier-Stokes equations using subgrid scale models
that employ fewer approximations. These solutions will provide an even
more complete set of benchmark data for developing and testing models.
Working hand-in-hand, with the new tools now available, the computational
fluid dynamicist and the fluid physicist will be able to advance the under-
standing of turbulence at a much faster rate than heretofore possible.

There are numercus examples of recent advances in turbulence modeling.
One case showt in figure 13 is for a high Reynolds number supersonic tur-
bulent flow over a compression corner. Measured pressures and skin-friction
coefficients are compared with computed results based on several
different turbulence models. The calculated pressures are relatively insen-
sitive to the choice of turbulence model and all models work equally well.
The same is true for the skin friction upstream of the region of separated
flow. Downstream of flow reattachment, however, the simpler algebraic
eddy viscosity models do not give an accurate description of the skin
friction. A newer model which uses a differential equation to describe
the turbulent kinetic energy provides markedly improved results.
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Additional evidence that advances in turbulencée modeling are being
made is presented in figure 14. This problem involves the interaction
of a normal shock wave with a turbulent boundary layer. The situation
is similar to that"for the corner flow problem in that all models adequate-
ly describe the pressures throughout the flow and the skin friction upstream
of the shock boundary-layer-interaction. Once again improved results:.
have been obtained within the past year with a one-equation model. These
results are particularly significant since data are available to show
that the same model gives equally good results over a very large range
of Reynolds number,

The overwhelming majority of past efforts in turbulence modeling
have been focused on the understanding of two-dimensional flows. It is
now time to place more attention on three-dimensional problems. Benchmark
experiments must be defined and conducted to provide the necessary data
base., If the effort is started now, models adequate for many applications
should be available by the early 1980's.

FUTURE COMPUTER REQUIREMENTS

Available computational power 1s limiting the advancement of the
discipline of computational aerodynamics. Much faster machines with con-
siderably larger memories are required to solve the three dimensional
Reynolds averaged Navier-Stokes equations in a short enough time to be
practical for routine use in aircraft design.

A perspective on the amount of computational power that is required
can be ogbtained by reviewing the historical use of computers for computa-
tional aerodynamics. Some pertinent data are given in figure 15. Exper-
ience has shown that computational methods are not routinely used in the
aerodynamic development of an aircraft unless the time required to obtain
a simulation for a given set of conditions is of the order of 10 minutes
or less. Short computation times are required to make it practical to
sort through many possible configurations early in the design cycle when-
aerodynamic factors can have the largest impact on the shape of a new
aircraft. Simpler forms of the aerodynamic equations such as those for
2-D inviscid nonlinear flows or those for 3-D inviscid linearized flows
can be solved in 10 minutes or less on machines of the IBM 360-65 or CDC
6600 class, The industry uses these forms of the equations extensively
since access to computers of this class is readily available. When machines
of this class were made available to the research community they were
used to pioneer sclution methods for the more sophisticated 3-D inviscid
nonlinear equations. Then, as more powerful machines of the CDC 7600
class became available it became possible for industry designers to routinely
use the 3-D inviscid nonlinear methods while the researchers moved on
to develop methods for solving the next higher level of approximation
to the governing flow equations. The current supercomputers are adequate
to routinely solve the 2-D Reynolds averaged Navier-Stokes equations and
to research extensions to three dimensions but they fall far short of
making the 3-D viscous simulations practical for design work. A machine
at least 40 times more powerful than the ILLIAC IV is required to take
the next major step in computational aerodynamics,

14



The relationship between the time required to compute the flow about
a wing-body combination using the Reynolds averaged Navier-Stokes equations
and the speed.of a computer is shown in figure 16. These results show
that a computer must perform at least one billion floating point operations
per second in corder to simulate a flow in 10 minutes. This is the :minimum
required speed and it is arrived at by assuming that future numerical
methods will have 4 times the efficiency of those available today. It is
interesting teo note that the solution of the same problem would take about a
month on an IBM 360, a day on a CDC 7600 and many hours on a current super-—
computer. These existing machines clearly are not adequate for the task at
hand.

In addition to the speed of performing arithmetic operations, the
other aspect of computational power that must be considered is memory or
working storage. The memory requirement is developed with the data in
figure 17 for both 2~ and 3~dimensional problems. There are about 31
variables associated with each grid point in the 3~dimensional case since
some of the quantities must be carried for two time steps. This number could
be scmewhat larger if complex turbulence models having more than two vari-
ables are required. It is estimated that a minimum of 108 grid points
are needed to resolve a 3-dimensional flow field. This number is more
than ample for optimizing aircraft components but might not be enough
to resolve the flow about complete aircraft having complex shapes. Of
course, problems requiring more grid points still can be solved but the
time needed for solution will be greater than 10 minutes. Multiplying
the number of variables per grid point by the number of grid points gives
the amount of memory required. This amounts to slightly over 30 x 106
words for the 3—-dimensional problems. This number is almost 300 times
larger than the amount currently being used to solve two-dimensional prob-
lems with the Reynolds averaged Navier-Stokes equations.

General purpose computers are not likely to have the speed required
for the next stage of development of computational aerodynamics fox many
vears to come, if ever. The effective speed of general purpose computers
has been increasing with time along the curve shown in figure 18. Although
not shown, forecasts indicate that next generation machines for the 1980
time frame will continue to follow the trend indicated by the dashed line.
The minimum requirement for computational aercdynamics is shown to be
well above these forecasts.

There are several reasons For the leveling off of the growth in effec—
tive speed of general purpose computers. One of these is shown by the
graph on the left side of figure 19 wherein data are presented for the
speed of logic, circuits. These data have been normalized to the state
of the technology in 1965. It is seen that some increase in circuit speed
is still possible but advances are difficult because of the close approach
to the theoretical limit based on speed of light considerations. Economics
also is a factor accounting for the growth trend of general purpose compu-
ters. The demand for more powerful scientific computers is dwarfed by
the demand for more versatile business machines and electronic components

for mass produced items such as hand-held calculators and wrist watches.
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Even though general purpose computers are not likely to satlsfy the
computational aerodynamics requirement in the foreseeable future, i1t appears
to be technically feasible to construct a special-purpose processor having
the necessary capability. Micro-miniaturization is proceeding at a rapid
rate as shown by the circuit-density data on the right side of figure
19. This means that enhanced computer capability can be obtained by matching
machine architecture to the problem to be solved. That is, some degree
of flexibility for solving all types of problems can be sacrificed for
increased performance in working specific problems. Of course, an economic
incentive must be provided to encourage the development of a system suit-
able for somewhat limited but important applications.

NUMERICAL AERODYNAMIC SIMULATION FACILITY PROJECT

A program to define a Numerical Aerodynamic Simulation Facility that
will meet the needs of computational aerodynamics has been initiated by
the Ames Research Center, The goal is to achieve at least a factor of
40 performance gain over current supercomputers in order to provide a new
tocl for simulating three-dimensional viscous flows about aerospace vehicles,
Concept definition studies were carried out by two contractors in fiscal
vear 1977. Results of these studies are summarized elsewhere in these
proceedings. One of the purposes of this Workshop is to provide a timely
release of these concept definition study results.

Several design criteria have been adopted for the facility. The
central processor must have a minimum effective speed of one billion float-
ing-point operations per second when operating on the three-dimensional
Reynolds averaged Navier-Stokes equations., Its working memory must accom-
modate at least 31 million words. The entire facility must be reliable
and maintainable. Reliability applies both to the mean time to failure
and to the capability to detect systematic errors when they occur. The
development risk should be low since the goal of this project is not to
develop new electronic technologies but rather to assemble existing tech-
nologies into a specialized architecture. The machine should be user ori-
ented and easy to program. Finally, the performance of the facility should
be comparable to the best general-purpose computers when used for processing
the equations of other scientific disciplines,

A schematic diagram of some of the features of the simulation facility
is shown in figure 20, The heart of the facility is the flow simulation
processor capable of performing at least one billion floating point opera-
tions per second and containing a memory of over 30 miliion words. The
processor, or Navier-Stokes scolver is supported by a computer that assists
with setting up the geometry of the problem to be solved and reducing
the computed flowfield data to a usable form. The computer also controls
the flow of data in and out of the facility. Users can actively inter—
act with the facility from remote terminals through the user interface,
Aréhival storage devices would be provided for information having long-term
valuye along with graphics devices for displaying data to on-site users.
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The estimated productivity of the numerical facility in terms of
the number of data sets produced in a year is shown in figure 21. A data
set corresponds to a complete description of the aerodynamic f£low about
one configuration'at one set of flight conditions. Based on a conserva-
tive estimate of 6000 useful operating hours per year, the numerical facil-
ity will produce about 36,000 data sets per year. This compares favorably
with the number of data points generated by a major NASA wind tunmnel,
Of course, a data set produced by the numerical facility contains far
more information than a data set obtained in a wind-tunnel test. The
numerically produced data set completely describes an aerodynamic flow
while an experimentally determined data set normally is comprised of
integrated forces and moments and/or a limited number of surface pressure
or heat-transfer measurements.

The estimated operational cost of the numerical facility in terms
of dollars per data set is shown in figure 22, The cost defined in this
mannex is comparable to that for a major NASA wind tunnel which is less
than one hundred dollars per datas set, Again, the comparison with wind
tunnels might not be very meaningful because of the vast differences in
the information content of the respective data sets but it does provide
some perspective. Finally, it should be noted that these data do not
include the cost of designing and constructing models for the wind-tunnel
tests.

Recent and near-term activities related to the Numerical Aerodynamic
Simulation Facility project are summarized in figure 23. TIn addition
to the previously menticned concept definition studies, a number of brief-
ings have been presented to the major aerospace companies and appropriate
advisory committees. The purpose of these briefings was to inform the
industry of current plans and to solicit additional views on all aspects
of the project. A sample of the response to these briefings is given
in figure 24. There was a strong general endorsement of the project along
with some frequently asked questions concerning policy for allocating
facility time, proprietary security of data and methods for numerically
describing the geometry of complex three-dimensional shapes.

The feasibility of achieving project goals was confirmed in the
concept definition studies, Therefore, two parallel preliminary design
efforts will be initiated this fiscal year., The focus will be on develop-
ing a functional design of the flow simulation processor including a
simulation of its performance. In addition, specifications will be pre-
pared for all components of the facility. Contingent upon management
approvals, final design could begin in fiscal year 1979 leading to opera-
tional check—out of the facility in the 1982-83 time frame.

SUMMARY
Computational aerodynamics is an emerging design tool. Even though
the discipline is in its early stages of development it has already proven

to be very useful and cost effective in the aerospace vehicle design pro-
cess. Advances in the technologies upon which computational aerodynamics
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is based are occurring at a rapid rate. Computers are becoming more cost
effective, more efficient numerical methods for solving the equations

of fluid flow are being found and improved turbulence models are being
defined., General purpose computers do not have the necessary capability
for the next stage in the development of the discipline. Solution of the
three-dimensional Reynolds averaged Navier-Stokes equations in a short’
enough time to be practical for design purposes will require about 40
times the power of current supercomputers. Even next generation general
purpose machines will fall far short of having this capability. Results
of feasibility studies show that it is possible, however, to assemble

a special-purpose processor that will meet the requirements. Therefore,

a2 project has been undertaken to develop a special-purpose Numerical Aero-
dynamic Simulation Facility to enhance the nation's aerodynamic design
capability in the 1980's.
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Figure 1.- Goals of computational aerodynamics and potential

benefits to be derived from pursuing them.
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Figure 2.~ Examples of inadequate aerodynamic simulation
capabilicty.
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Figure 3.- Conventional and advanced aerodynamic design
approaches.

COMPUTER CLASS
FOR PRACTICAL
STAGE
i X APPROXIMATION 3D ENGINEERING
COMPUTATIONS
I INVISCID VISCOUS AND NONLINEAR | 1BM 360
PAST LINEARIZED INVISCID TERMS CDC 6600
(1960} " NEGLECTED
i INVISCID VISCOUS TERMS cDC 7600
PRESENT | NONLINEAR NEGLECTED STAR
(1877 CRAY
ILLEAC IV
i REYNOLDS NO TERMS NEGLECTED AT LEAST 40 TIMES
NEXT TIME-AVERAGED | TURBULENT MOMENTUM CURRENT
STEP NAVIER-STOKES | AND HEAT TRANSPORT SUPERCOMPUTERS
{EARLY 1980’s) TERMS MODELED
v FULL TIME- SUB-GRID SCALE AT LEAST 100 TIMES
FAR DEPENDENT TURBULENCE REQUIREMENT
FUTURE | NAVIER-STOKES | MODELED FOR STAGE ||
{CIRCA 1990}

Figure 4.—- Stages of approximation to three-dimensional
numerical aerodynamic simulations.

20



oF THE
REPRODUCIBH’ Y POOR

JS (b AT FAG:FL

— , A WIND TUNNEL TEST
. OF ORIGINAL
16~ DESIGN
¥ WIND TUNNEL TEST OF
14 COMPUTATIONALLY
IMPROVED DESIGN
i (3D, INVISCID-
A2 - NONLINEAR)
10
S
5 6 7 38 9 1.0

MACH-NUMBER

Figure 5.- Results of improving the design of the Highly Maneuver-

Aircraft Technology (HiMat) Remotely Piloted
Research Vehicle (RPRV) by the application
of advanced computational methods.
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Figure 7.~ Comparison of computed and measured drag -and 1ift
data for a supercritical airfoil.
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circular-arc airfoil.
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Figure 10.- Computed-and measured time histories of surface
pressure for a thick ecircular—arc airfoil
experiencing unsteady flow separation.

23



100

10

.01

RELATIVE COMPUTATION COSsT

001

o1BM 650
eIBM 704 o
COMPUTERS OF
BM 70909 04®  olBM 360-50 NEAR FUTURE
B coC 6400.360-67 (1976 ESTIMATE)
cocesooe *360-91
5
ASGesTaR
ILLIAC - 4@ __®
- CRAY 1
N I N U Y S Y T J NN U NN N Y U O N N U (DU A N N I O |
1955 1980 1965 1970 1975 1980

YEAR NEW COMPUTER AVAILABLE

-

Figure 11.- Trend of computation cost for computer simulation

—_
[=]
N

i0

RELATIVE COMPUTATION COST

sy

IMPROVEMENT N

of a given flow.

IMPROVEMENT IN

| " COMPUTERS NUMERICAL METHODS
é”//( | O‘\ \20 NAV[ER--STOKES EQS.
% Q\\\ {Re = 107)
IIIIilIII%Lllllllll[tl\\\sfl

65 70

YEAR

75

Figure 12.- Improvements in cost for computer simulation of

a given flow.

24



SKIN FRICTICON, Cy

[N
I

[

PRESSURE, pyy /pw_
™)

=)
-

01

1

(o]
(=]
3

M., = 2.85

Rey = 180 x 108

T LA

8q
EXPERIMENT (PRINCETON)
{SETTLES, 1977}

BASELINE E.V. MODEL
(HUNG, 1975}

RELAXATION E.V. MODEL
{HUNG, 1976}

T-EQUATION MODEL
{HORSTMAN, 1977)

Figure 13.- TImprovements in turbulence modeling for the separated
turbulent flow .over a compression cormner.

PRESSURE,
PwPes
—_ ; [\¥]

002
001

E
S o

SKIN FRICTION,

Re,, = 37 x 108

=] EXPERIMENT {MATEER, 1976}

BASELINE E V MODEL {VIEGAS, 1976)
RELAXATION E.V. MODEL (VIEGAS, 19786)
1-EQUATION MODEL (VIEGAS, 1977)

Rey,, =400 x 108

(-

.

| | | I Il 13

o°

J | I O N |

-10-5 ¢ 5 10 15 20-10-5 0 5 10 15 20-10-5 0 5 10 1520
DISTANCE FROM SHOCK, in.

Figure 14.— Improvements in turbulence modeling for a flow having
a normal shock wave interacting with a
turbulent boundary layer.

25



PRACTICI-‘;L ENGINEERING RESEARCH COMPUTATION

COMPUTER CLASS COMPUTATIONS (CODE DEVELOPMENT}
{~10 mun CPU TIME) {HRS CPU TIME)
IBM 360/65 2D INVISCID NONLINEAR
CDC 6600 3D INVISCID LINEARIZED | 30 INVISCID NONLINEAR
o N 2D REYNOLDS AVERAGED
cOC 7600 3D INVISCID NONLINEAR 2D BEYNOLDS &
STAR
ILLIAC 1V 2D REYNOLDS AVERAGED 3D REYNOLDS AVERAGED
MAVIER-STOKES NAVIER-STOKES
CRAY 1
40X ILLiAC[v | 3D REYNOLDS AVERAGED | LARGE EDDY

NAVIER-STOKES SIMULATION

]

Figure 15.- Computer requirements for computational aerodynamics.
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Figure 17.- Computer memory size required for processing the
three-dimensional Reynolds averaged
Navier-Stokes equatioms.
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Figure 20.- Schematdc diagram of the Numerical Aerodynamic
Simulation Facility.
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FY-77
® CONCEPT DEFINITION — 2 CONTRACTORS
® » COMPUTER TECHNOLOGY SURVEY
« PROCESSOR — FLOW MODEL MATCHING
« PRELIMINARY FACILITY DESIGN
e AIRCRAFT INDUSTRY BRIEFINGS

e ADVISORY COMMITTEE BRIEFINGS (RTAC's, ASEB)

FY-78
® PRELIMINARY DESIGN — 2 CONTRACTORS
« FUNCTIONAL DESIGN OF PROCESSOR

» SYSTEM SPECIFICATION AND SIMULATION
« COST/PERFORMAMNCE TRADE OFF FOR WEATHER/CLIMATE CODES

© ASSESSMENT QF NASF UTILITY FOR RELATED DISCIPLINES
* WORKSHOP

FY-79
* BEGIN FINAL DESIGN OF FACILITY

Figure 23,~ Activities in the Numerical Aerodynamic Simulation
Facility project.

STRONG GENERAL ENDQRSEMENT:

® “SUCCESSFUL ACHIEVEMENT OF PROJECT GOALS WOULD HAVE A MAJOR
IMPACT ON THE AERODYNAMIC DESIGN PROCESS OF FUTURE ALRCRAFT"”
{NORTHROP)

© “IT IS APROPER ROLE FOR NASA TO PROMOTE THE ADVANCEMENT OF
COMPUTATIONAL TECHNOLOGY IN THIS MANNER" {BOEING)

* “WE ENTHUSIASTICALLY SUPPORT YOUR PLANS FOR THE DEVELOPMENT
OF SUCH A FACILITY AND YOUR CONTINUED EMPHASIS ON COMPUTATIONAL
AERODYNAMICS” (LOCKHEED, GA.)

* “THE PLANNED FACILITY SHOULD PROVIDE A VALUABLE TOOL TO THE
ENTIRE AEROSPACE INDUSTRY” (VOUGHT)

@ "WE AGREE WITH THE GOAL OF EFFICIENT, COMPLEMENTARY USE OF
COMPUTER AND WIND TUNNEL SIMULATION EACILITIES”
{(McDONNELL DOUGLAS)

PRINCIPAL COMCERNS;
® POLICY FOR USE OF NASF BY INDUSTRY
® PROPRIETARY SECURITY
® GEOMETRY MODULE

Figure 24.- Sample of aircraft industry response to briefings
on the Numerical Aerodynamic Simulation
Facility project,
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COMPUTING TECHNOLOGY IN THE 1980s

Harold 5. Stone

Visiting Professor
Unjversity of California
Berkeley, California 94720

Advances in computing technology have continued to be led by consistently
improving semiconductor technology. The semiconductor industry has turned out
ever faster, smaller, and less expensive devices since transistorized computers
were first introduced 20 years ago. For the next decade, there appear to be
new advances possible, with the rate of introduction of improved devices at
least equal to the historic trends. The implication of these projections is
that computers will enter new markets and will truly be pervasive in business,
home, and factory as their size and cost diminish and their computational power
expands to new levels.

Perhaps the most innovative sector of computing technology is the
microprocessor-based computer system. These are only just becoming available
today. The phenomenon of the computer hobbyist and the computer store has
created a temporary industry centered around home-built kits. In recent months
the first introductions of home computers reached the market. These are com-
pletely assembled computers with keyboard, video display, cassette memory, mon-
itor, and a BASIC software package offered at prices well under $1000. Pro-
jecting the advances in devices forward into the next decade indicates that a
computer offered in the same physical package and at about the same price could
easily have a 256K byte main memory and an auxiliary memory with several mega-
bytes. The software offered could easily match that of a typical 1977 small
business system costing in the range of $50,000.

While the pcssible applications for microprocessor-based systems with this
kind of computational power are virtually unlimited, the rapidity with which
the industry is changing may be the main damping factor with respect to new
innovative products. A new idea can be marketed successfully only during the
period of time before the idea becomes obsolete. Change comes so rapidly in
the computer industry that the "window” for marketing some high-technology
products may be shrinking from a few years to less than one year. If an idea
is risky so that development efforts could potentially be delayed, the eventual
appearance of that product may occur after the window is closed, and it becomes
obsolete before its first announcement. We have seen these forces at work in
hand calculators, digital watches, and video games. In the next decade, we
shall encounter dozens more examples, and some innovations will simply go un-
pursued because of the risk.

The computer industry as we know it today will be greatly altered in the
next decade, primarily because the raw computer system--the bulwark of the
industry today--will give way to computer-based turn-key information and con-
trol systems. Even today it is possible to purchase an "automated office" with
lTimited capability for filing, text preparation, accounting, and sales analysis.
A decade of evolution of this device will make it an office fixture much 1ike

s1p/



a typewriter and filing cabinet. The facets of the computer internal to such

a device are relatively unimportant compared to the business oriented functions
it performs. The user will probably not purchase the system by specifying such
things as the size of memory, the power of the CPU, and the performance of the
auxiliary memory. Rather he will specify whether or not he wants the inventory
control package, the billing package, the electronic mail package, etc.. as if
these are simply extra keys on a keyboard. This places a burden on the present
computer industry to provide fully functional integrated applications systems
instead of raw computing power.

In terms of computer architecture, there are several major trends that
will evolve over the next decade. Among these are:

1. very large main memories (8M bytes to 32M bytes), with much less im-
portance given to management of memory as a precious resource,

2. diminished emphasis on time-sharing and multiprogramming to share
resources with a corresponding rise in the use of the dedicated com-
puter system,

3. wide proliferation of interconnected computers primarily to access
common data bases, and

4. increased use of multiple processors within a single system with a
tendency to dedicate particular processors to particular system tasks.

Because the costs of the hardware are predictably decreasing by a factor
of 10 per decade (or sooner), truly great strides in the next decade will be
hampered if the costs of software do not diminish at a comparable rate. Soft-
ware technology has surely not matched hardware technology in terms of produc-
tivity increases. Software has actuaily tended to increase in cost in some
sectors due to costs associated with larger and more ambitious projects being
undertaken than have been undertaken previously. Nevertheless, high-Tevel
languages and, more recently, structured programming have improved programmer
output to indicate that the potential for less expensive software development
is there. But what is often overlooked is that the size of the software market
is increasing so rapidly for the less expensive systems, that the cost of soft-
ware to the user can be made negligible if he is willing to use software common
to tens of thousands of other systems. So it is conceivable in some applica-
tions areas that for a few hundred doilars one could purchase an enormously
pawerful computational device plus all of the applications software required
to 'solve a particular class of app11cat10ns

High-speed computing systems, unfortunately, lack the large base to share
the cost of software development. Consequently, the next decade will find the
super computers rather inexpensive in present terms, while support software
will see very 1ittle change in cost. Programs will undoubtedly be hand-tailored
for maximum efficiency then as they tend to be now. The net effect of technol-
ogy advance for high-speed computing will thus be felt in the size of the prob-
lem attempted and in its running time, but the high cost of software development
will probabily lead to very little impact on the expenditure totals as compared
to the rapidly decreasing expenditures experienced elsewhere in the computer
industry.
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THREE-DIMENSIONAL COMPUTATIONAL AERODYNAMICS
IN THE 1980's

Harvard Lomax

Ames Research Center, NASA
1. TINTRODUCTION

The future requirements for corstructing codes that can be used to com-
pute three-dimensional flows about aerodynamic shapes should be assessed in
light of the constraints imposed by future computer architectures and the
reality of usable algorithms that can provide practical three-dimensional
simulations. On the hardware side, it appears that vector processing is in-
evitable in order to meet the CPU speeds required. TFurthermore, in order to
cope with three-dimensional geometries, it appears that massive data bases
with fetch/store conflicts and transposition problems are inevitable. On the
software side, it is clear that we must be able to prepare codes that:

(1) can be adapted to complex geometries, (2) can (at the very least) predict
the location of laminar and turbulent boundary layer separation, and (3) will
converge rapidly to sufficiently accurate solutions.

2. TFUTURE SCIENTIFIC COMPUTERS

The approximate capabilities of several existing or possible scientific
computers arelisted in Table 1.

Year 1968 1973 1978 1983
MFLOPS ™
(Peak) 10 60 100 400 3000
(Expected) 3 20 30 130 1000
Computer |CDC 7600 ILLTAC IV CRAY I CRAY IT NAST
IBM 360/195 | STAR 100 BSP BSP 1II
ASC STAR 100A { STAR 100C

TABLE 1. Scientific computer CPU speeds.

%
Million floating point operations per second.
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The estimates for CRAY IT and BSP II are what could be expected if the CRAY

and BURROUGHS.Corporations were to enter another generation of their present
products. Shown in the second column from the right is what can be expected
from "conventional" computers, and in the last columm on.the right is what we
expect from a Numerical Aerodynamic Simulation Facility. The above addresses
the raw computing Speeds existing on present, and expected for Ffuture computers.
Next we consider some other important aspects of expected conventional computers
and contrast them with the requirements being considered for NASF. ]

The memories for conventional 1983 scientific computers are expected to
be about 4 million words of "random" access and 400 million words of "rotating"
backup. The NASF is expected to have about 8 million words of "random" access
and up to 200 million words of "block addressable" backup., The block address-
able aspect is explained below. .

The operating systems of future conventional scientific computers are
expected to be standard, multi~task systems with time-slice interrupts and a
wall-to-clock execution ratio of around 1 to 8. On the other hand, the NASF
is expected to have a simple operating system that runs single tasks to comple-
tion with a wall-to—clock execution ratio of 1 to 1.

The compilers for future conventional computers can be expected to inter-
- pret many forms of advanced, high-level, vector-extended, scientific program-—
ming languages. In contrast, the NASF (for cost and time constraints) will
probably interpret only simple, vector-extended FORTRAN.

One can reasonably expect that the conventional 1983 scientific computers
wlll be used extensively for many forms of two-dimensional, steady and unsteady,
flow simulations, and on some forms of practical three-dimensional flow simula-
tions. Examples of the latter would be three-dimensional transonic flows
based on a velocity potential with some form of viscous interaction. However,
three~dimensional flow simulations based on some form of the Navier-Stokes
equations; with practical boundary conditions and sophisticated geometries
would be computed much more effectively on the NASF. These latter simulations
would involwve compre551ble or incompressible flows at high Reynolds numbers
with turbulence modeling at body surfaces and in the separated regioms.

3. EXPECTED GEOMETRIES AND TURBULENCE MODELS

Tt is important that practical 3-D aerodynamic simulations accurately
represent realistic geometries, such as complete wings and bodies, complete
wing-body combinations, and complex component parts, such as body, nacelle,
and jet—exhaust combinations. At the same time, production-type, user-oriented
codes must be provided with algorithms that are reliable throughout the com-—
putational domain. It appears inevitable that the governing equations will
be cast in a coordinate systems that transforms a complicated domain in
Cartesian (x,y,z) space to a very simple (e.g., rectangular) domain in the
(g,;z,j) computational space. If we define the transformations

£=5064,2) P=pXY42)  £=50xY %) W
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and form the Jacobian (local mesh volume)
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the conservative form of the Euler equations including all effects of geometry
can be written

(a) For the dependent wariables
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(c) For the conservation of mass, momentum, and energy
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These equations are relatively simple to code for both explicit and
implicit algorithms, they permit easy application of boundary conditions
for complicated geometries, and they are readily adaptable to clustered
meshes in physical space that correspond to uniform meshes in computational
space. The Ruler equations (5) describe flows having both convection and
pressure forces. To these equations one must add the process of diffusion
brought about by viscosity and heat conduction or turbulent transport, if
turbulence is modeled. The addition of such terms forms the Navier-Stokes
equations or various approximations of them. It is important that practical
3-D aerodynamic simulations of high Reynolds number flows accurately predict
the lines along which the turbulent boundary layer separates from the body

m»
T

have Similar constructions.
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surface. . Turbulence models that can do this are in various.stages of
development. How well the turbulence is modeled after separation occurs
is argumentative and the importance of such modeling is problem dependent.

Conventionally, finite difference codes use highly stretched meshes
throughout the thin turbulent boundary layer. This requires mesh clustering
along surfaces nearly parallel to the entire aerodynamic shape. It is well
known that this clustering, which is a part of the turbulence model itself,
as well as the clustering brought about by geometry considerations, can lead
to a numerical problem referred to as stiffness which is discussed next.

4. EXPECTED ALGORITHMS .

Stiffness refers to a numerical problem caused entirely by the discreti-
zation of ordinary or partial differentfal equations. Among other things,
it can be caused when very fine meshes are used in evaluating space differ-
ences. Stiffness occureg when a time (or iteration) step is forced, for nu-
merical stability reasons, to be very small relative to the time (or iterative)
variation of the sclution itself. The conventional way to avoid stiffness
is to employ implicit, rather than explicit, methods.

If we construct the numerical difference operators L and R and use n
for the time index, the Navier-Stokes equations can be reduced to the sym-
bolic form

"n+4
1Q

(Lgiqes = (Reyqeg ) @ o

The operators I and R are in fact wery large banded matrices hav1ng a rank
equal to the sum of all. the points in the mesh. Now since the Q data are
known over the entire mesh at step n, the operation (Rf* . )Qn is an explicit
calculation which can easily and efficiently be carried out in a variety of
ways regardlesilof the rank or form of the matrix R. However, the evaluation
of (L requires the solution of simultaneous equations and, even

if the mgéilx is sparse and banded, this evaluation is far from tr1v1al for

the tank given above.

At this point one is caught in a dilemma. To remove stiffness, we can
employ implicit methods; but implicit methods can be very costly to evaluate.
The dilemma is partially, if not entirely, removed by the process of factoriza-
tion. Omne can show that reasonable (at least second-order) accuracy can be
retained if the 1L operator is split into the product of three operators

(Lguqeg) ™ (belllylilg) @

where the L, Ly and Lg are block tridiagonal matrices having individual
ranks equal only to the number of points along the side of the rectanpular
computational mesh. This greatly simpiifies the solution process as well as
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http:importance.of

its cost, and makes the application of block or scalar implicit techniques
quite practical. Fortunately, this practicality extends to future cémputer
architectures since.large vectors can readily be identified in factored )
forms of eq. (7) when these are used for three-dimensional flow simui@tibns.

5. VECTOR IDENTIFICATION IN 3-D SIMULATIONS

The 3pace-operator factorization shown in eq. (7) has the practical
effect of reducing the solution process to three, successive, one—dimensional
sweeps through the data base, Let us investigate a comsequence of this in
the NASF discussed in section 2. We mentioned that this might be composed
of two types of memories conmected by high band-width lines. Refer to these
as extended core, randomly "block" addressable, and main core, randomly
"word" addressable (both of which might have memory bank conflicts which
are ignored here).

The extended core _can be filled with consecutive strings of data each of
which represents an M3 block of data in the computational space. These
blocks can be brought into the main core in column formation in any of the three
3,2,5 directions, two of which are shown in figure 1(a). '

After arriving in main core, we refer to one of these columns as a pencil
as shown in figure 1(b). Consider next N2 planes of data in the pencil such
—

g
as Q5 and on in the figure. Data entering from extended core in one of the

three orientations is sequentially aligned to represent the variables in each
of these planes without further manipulation. This orientation is referred
to as the natural direction. However, data brought from columns in the other
two directions must be reordered to form sequential representations of the
planes in the pencil. The nature of this reordering from a strictly serial
storage is illustrated in figure 1(c). Once the data has been reordered, in
each block of the pencil, the algorithms proceed as if the pencil had been
formed from the natural direction.

After the data in the pencil has been properly aligned, the N2 string
of data lying in any given plane can form the critical "wvector" in any of
the wvarious computer architectures that are expected for the future, either
conventional or NASF. Since the factorization uncouples the three directions,
all forms of scalar or block matrix operations can be carried cut up_and
down the pencil, including the boundaries, making full use of the N* vector
length in the computer hardware. It should be mentioned also that, when com-
puting in a given direction, the order in which the pencils are brought in
from, and returned to, extended core is immaterial.

6. CONCLUSIONS .

It is expected that the computational problems which confront three-
dimensional aerodynamic simulations in the oncoming future will involve
complicated geometries and mesh generations, factored implicit algorithms,
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1
and sophisticated turbulence models.. The sclutions of these problems are
constrained to techniques that work efficiently in vector processors. So
far there is every reason to believe that future hardware and softwaré can
be made to work.together to solve many practical aerodypamic problems.

{a) EXTENDED CORE DATA BLOCKS

24 n}

N @ N3 - WORDS OF DATA
N

N

(b) MAIN CORE - PENCILS

SEVERAL BLOCKS
ALIGNED

i
Qxg

i
ol PLANES OF DATA
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(c) TRANSPOSITION OF DATA

a}:’* :“/‘"/.—* =
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Figure 1l.- Vector identification in three-dimensional data sets.
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INTRODUCTION N78-19782

Burroughs Corporation is pleased to submit this executive summary of the findings of the Numerical
Aerodynamic Simulation- Facility (NASF) Preliminary Study. This report presents a unigue solution to the
problem of humeric aerodynamic simulation. The solution consists of a computing system designed to meet
the stated objective of providing an effective throughput of one billion floating point operations per second
for three-dimensional Navier-Stokes codes. Burroughs presents this design with full confidence that it is
feasible to complete the detailed design and construction of this machine within the required time-frame.
This high level of confidence is based on Burroughs’ extensive and continuing experience in-the design and
development of very high performance computer systems. |t is Burroughs’ belief that the computer indus-
try will not produce a commercial general purpose machine with the required performance by the early
1980's. Consequently, we feel that the design and construction of a relatively specialized system is not
only feasible, but necessary to the achievement of NASF objectives.

This view is based on two business judgements. First, projections of both computing-power and cost of
performance of commercial computers for the 1980 to 1985 time-frame do not include a machine of this
capacity or price, That is, a generation gap will exist between any NASF implementation and concurrent
commercial products, Second, market trends indicate that an insufficient market exists to sustain develop-
ment of a machine with two orders of magnitude speed increase on a commercial basis.

In summary, we believe that the system presented in this report constitutes the best approach to meeting
the NASF goals in a timely and cost-effective manner, and that NASA has an opportunity to maintain a
“forefront” position in the scientific community while achieving these goals.

The results of this study have produced a unigue solution to the problem of numerical aerodynamic simu-
lation of three-dimensional Navier-Stokes equations. In order to fully appreciate the design, its features,
and subtleties, the methodology of the study which evolved this solution must be understood, This execu-
tive summary is intended to explain that methodology. First, the problem and solution, in brief, will be
presented, then basics of the study approach will be explained. Next, a description of each of three sub-
studies follows with emphasis on specifically what was examined and why. Finally, the results of the sub-
studies are merged to highlight their impact on the processor architecture evolution, and show how the
“baseline design” for NASF was selected. The final report chapters wiil discuss details of that design.
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STUDY OBJECTIVES
The Numerical Aerodynamic Simulation Facility Preliminary Study Objectives were to determine the
Ifeasublhty of demgnmg asystem delivering one billion floating point operations per second effective through-
put for three-dimensional Navier-Stokes codes by 1982. If feasible, a processor architecture and functional
design definition wefe to be developed, supporting that assertion, with attendant requirements of power,
_ size, cost, schedule, etc.

NASF OVERVIEW

The basic structure of the candidate baseline NASF system is shown in Fig. 1. The major elements are:

The Host, a Burroughs B7800 multiprocessing system

The Navier-Stokes Solver (NSS) . . . the high throughput work-horse of the system
File Memory

An Archival Storage system.

THE HOST COMPUTER

The Host, a Burroughs B7800 system, acts as the system manager and support facility. |t provides the
user interface, schedules and dispatches NSS tasks, and executes supporting functions such as compilation,
data reduction, and output generation.

THE NAVIER-STOKES SOLVER {NSS)

The NSS is the high throughput computational element. It is a highly parallel processing array, designed
to provide the required computational throughput on three-dimensional Navier-Stokes programs. The
Data Base Memory {DBM) of the NSS provides the interface between the NSS and other system elements.
The program and data files are loaded to the DBM by the Host. The NSS with the DBM constitute a high
speed “computational envelope,” allowing the NSS to run at maximum speed essentially without out-
side interruption or dependence until job completion.

THE ARCHIVE MEMORY
The Archive provides a very large storage capability for long term retention of programs and data bases.
It consists of a commercially available mass memory system, which is managed by the Host.

THE FILE MEMORY (FM)

The FM provides for short term file retention, staging and buffering between the Host, the Archive, and the
DBM. It consists of a standard disk pack sub-system, and is also managed by the Host.
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MAJOR ELLEMENTS OF THE NAVIE B-STOKES SOLVER
The principal innovation in the NASF system is the NSS. The organization of the NSS is shown in Figure 2,
and its characteristics are summarized in Table 1. The major features of this processing array are:
+ Highly Parallel Architecture
The NSS consists of 512 computational processors, each with its own local data program memories.
These are coordinated by a single contro! unit, and connected via a transposition network to 521
modules ofextended memory.

e Synchronizable Operation
This feature of the NSS suggests the name we have given to the computational array, the Synchro-
nizable Array Machine, or SAM. Previous processor arrays have operated in “LOCKSTEP,” essen-
tially synchronizing on every instruction cycle, The computational array of the NSS is synchro-
nized explicitly by the code stream only when necessary. Between synchronization points, the
individual processing elements may operate asynchronously, allowing them a degree of, freedom
in scheduling instruction sequences.

» Conflict Free Memory Access
The transposition network between the processing elements and extended memory allows conflict
ree access to vectors in any dimension at full memory bandwidth, This eliminates the non-produc-
tive time which would otherwise be consumed by reordering or transposition of data before pro-
cessing.

¢ Large Second Leve! Store
The Data Base Memory (DBM) in the NSS provides an interface between NSS and Host that allows'
each to process independently of the other. NSS processing need never be held up waiting for
some response from the Host.

s System Balance
- All transfer rates and execution speeds are tuned to one another in concert with the requirements
of the application. This provides for high efficiency by balancing the utilization of system elements.

s Ease of Use
A high level user language, complemented by an instruction set oriented to efficient implementation
of high level language programs, allows ready access to the computational power of the NSS, with-
out encumbering the user with assembly language programming or implementation details.
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TABLE 1 NSS CHARACTERISTICS,

Computational Capacity {On instruction mix)

1.7 x 109 floating operations/sec.

Number of Processing Elements
Number of Extended Memory Modules

512
521

Memory capacities {total)
Extended memory
Processing element memories

Processing element program memories

34 million words
8 million words

4 million words

Transfer rates {bits/sec)
PE - PEM
PE - PEPM
PE - (PEM+PEPM)

EM -via TN - PEM
streaming mode

1 word/transfer
EM - DBM

Program loading to all PE’s simultaneously

per path no, paths total
490 x 106 512 2.5 x 1011
490x108 | 512 25x 1011
109 512 5x 1011
4x108—— 512 2x 1011
1x108 - 512 55 x 1010

— — - 1.4 x 108

4 x 108 per PE

Clock, synchronous thrqughout the NSS

50 MHz minor cycles
25 MHz major cycles

Total No. of IC packages, including memory
{almost all LS!)

200,000

Word Size: )

48 Bits
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Experience in the design and manufacture of data processing equipment, especially very-high-performance
computer systems, leaves many lessons behind. In addition to knowing what a design team should do, there
are some lessons about what should not be done.

The Burroughs study teamn took care to avoid a serious problem that often traps those aiming at maximum
speed — namely pushing the state of the art on too many frontiers. One could rely on significant advances in

¢ Architecture, v

¢ Hardware Technology, or <o

e Software Teéhnology.
For increased performance Burroughs chose Advanced Architecture taking care to build on mature or
developed software whenever possible. In addition hardware implementation will be conservative, consis-
tent with performance goals, and will not rely on imposing inordinate speed requirements or new, untried
technologies.

Selecting architectural elegance as the new frontier, the study concentrated on matching the architecture to
the problem, Existing computer structures were not integrated to force-fit a “super-structure” of these
units to the problem. The reasons were:

e [ack of Architectural Fiexibility

¢ [nefficient and Not-Cost-Effective.
Although performance requirements may be met in this fashion, the lack of architectural freedom with the
structures implies that many hardware and software elements are not utilized, others must be customized,
resulting in a machine that has some ‘'dead-wood.”’

The NASF system presented here was developed by evolution from careful analysis of the problem charac-
teristics to insure a genuine fit. Top-down design fundamentals were practiced so that on each of the
several design iterations, results could be traced to assumptions. Traceability of this sort allows bottlenecks
or errors found to be identified at their origin where viable alternatives could be reexamined.

SUB-STUDIES .
Specifically, three sub-studies were executed simultaneously as required by the original contract statement
of work.
* THE TECHNOLOGY STUDY developed a data base of logic and memory technologies by litera-
ture searches, vendor interviews and conferences, etc. Trends of critical issues and parameters of
these technologies were studied and a technology forecast developed for the 1980-1985 time-frame.

e THE MATCHING STUDY analysed the flow models and their characteristics and matched them
against candidate processor architectures.

e THE FACILITY STUDY established metrics for the total facility and, at a more detailed level, the
facility issues addressing the “buildability” of the final system.
Each sub-study was executed with two objectives as shown in Figure 3.
* How do results affect processor architecture choice?
¢ How do results affect specific design choices in the baseline design?

47



MRS~ reo==-—230

TECHNOLOGY

STUuDY

PROCESSOR/FLOW MODEL
MATCHING STUDY

FACILITIES I
STUDY

by

ARCHITECTURE
PROFILE

=

BASELINE

DESIGN
DEFINITION

Figure 3’ NASF Study Approach

48




That is, first a processor architecture wasvevolved as a result of the sub-studies, then a sécond iteration of
the studies supported a more detailed design to the functional design level referred to as the Baseline Design.
The result is an NASF definition that directly addresses the salient issues of the problem itself. This NASF
definition meets or exceeds all requirements and can be built with a high degree of confldence an assertion
of great significance for such an ambitious task.

TECHNOLOGY STUDY OVERVIEW

The objective of this phase of the study was to establish a technology forecast for the NASF time-frame
and assess which logic and memory iechnologies are most appropriate for the design of such a facility.

The approach taken consisted of the fbllowing four tasks:
Data Gathering

* Establish Critical Issues

e Examine Technologies & Trends

e Extrapolate 1980-85 Forecast.
Data gathering consisted of a three phase effort: a comprehensive literature search, trade conferences and
workshops, and interviews with vendors and suppliers such as Motorola, Fairchild, National Semiconductor,
Intel, Signetics, and Texas Instriuments.

The critical issues which were established were of two types - those affecting performance and those affect-
ing development.
PERFORMANCE
.o speed
o density
e reliability
* power
DEVELOPMENT
e cost
o maturity
s extensiveness
o availability

Metrics for judgement of these issues and clarifications of their importance were then developed and used
as criteria in the architecture/design process.

Under performance issues, speed of a logic family may be judged by propagation delay times, while with
memory the key figures are read/write times. Density refers to the average number of gates or memaory cells
per chip. Reliability is largely a function of density since failures frequently occur at the substrate to pin
connection, and as the number of pin connections decreases per given function, the reliability increases.
Power consumption is a measure of the energy costs and reliability associated with a device. A smaller
speed-power product indicates better system performance per kilowatt.

As to developmental issues, cost should be considered in the light of performance per dollar, as well as
absolute cost. Maturity is determined by field verification of manufacturer's specification. Another
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consideration in selecting a technology, is the availability of the devices. In addition, multiple sources for
all componentry are-essential. These factors.ar€ important considerations in the selection of a technology
family.

The technology survey provided inputs to the study not only in the obvious area of surveying the imple-
mentation of digital logic, but also in some areas of packaging, random access and serial memories, and
archives. : )

From the many technologies used to irznp]ement digi{al logic, three are of sufficient interest to report here:
¢ ECL has been the technology of choice in implementing high-speed digital computers for over ien
years. The speed-power product, and hence the amount of processing that can be done per watt of
power, has been continually improved, and in the last year some LS| has been available in ECL.
ECL is a mature but still developing technology, exemplified by Fairchild’s **100K’ ECL family.

This family could be used as a starting-point for a baseline design.

» 121 has much better speed-power product than ECL, allowing far more functions per watt. 1t is
currently too slow for the NASF requirement but both speed and availability of standard parts are
improving each year. 12L would consume considerably less power than ECL. and is currently utilized
internally in LS| chips where the speed is tolerable.

» MESFETs promise another improvement, by an order of magnitude, in the speed-power product as
compared to 12L. They are also very fast; however, they are still in early development. Years of

development will be required before the MESFET's technology becomes mature.

From this study we conclude that ECL is the most feasible current technology for implementation of an
NASF design, and the base line design will begin with ECL as a starting point. :

Memory technology represents an area of low risk for the {(NSS). 16K-bit dynamic RAM's (Random Access
Memary) are currently available. 16K-bit static RAMS and 64K-bit dynamic RAMS are on the drawing
board.

CCD shift register memory is currently available in pilot quantities in the 64K-bits size. Another factor
of four in storage size {256K-bits) is expected by 1980,

Manufacturers reported the occurrence of spontaneous errors in CCD memories. This leads to a requirement
for continuously monitoring the contents of a CCD memory and rewriting it correctly when bit errors
accur.

Present bubble memories put severe complexities into the controlling and driving circuitry, making them
very difficult to use,

Sufficient information about the magnetic storages available for the archive was abtained to indicate that
there are several commercially available contenders for the archive storage. No effort was macde to deter-
mine which of today’s contenders were likely to be withdrawn from the market in the.next two years, nor
to uncover the new contenders which are undoubtedly under development.

50



PROCESSOR - FLOW MODEL MATCHING STUDY OVERVIEW

The key sub-study in this effort was the Matching Study. Certainly, it had the most profound effect on the
evolution of SAM as the chosen processor architecture as well as some design details. This sub-study was
broken into several tasks prior to the actual matching or evolving process itself.
o Cataloging and examination of pertinent generic architectures for consideration:to be used as a
starting point. :
* Establishment and discussion with NASA-Ames of critical issues and basic reqyirements and capa-
bilities imposed on the architecture by the problem definition.
» Research and discussion of the fundamental characteristics of the flow models which affect the
processor architecture.
Following these tasks, the results were merged with those of the other two sub-studies the total implica-
tions of which determined the final architecture.

Generic Architectures considered as starting points were:

o ‘Hybrid system composed of analog ¢omputation devices with digital control and storage

o Parallel array architectures with replicated arithmetic units executing the same program on different
data achieving performance as a multiple of the number 6f arithmetic units.
— Type 1 - Lock-Step synchronous arrays with clock-by-clock tight coupling of arithmetic units
— Type 2 - Non Lock-Step arrays with coupling at predetermined synchronization points rather

than every clock

s Pipeline architectures where operations are streamed through different stages with performance as a

multiple of the number of states.

A complete discussion of these generic architectures is found in Appendix L of-the final report.

Critical issues, basic requirements and capabilities were jointly developed between the study team and
NASA Ames personnel. Topics examined were:

° Navier-Stokes Solver Capabilities

» Programming

¢ NSS- /0

NSS CAPABILITIES
The ability to solve the three-dimensional Reynolds averaged Navier-Stokes equations, using both explicit/
implicit and teotally implicit, dimensionally-split, finite-difference methods.

The ability to compute, at high: efficiency, problems containing a variety of boundary conditions which
include the independent-variables, their derivatives, and other auxiliary variables, a variety of internal and

external geometries and a variety of turbulence models ranging from algebraic to seven differential equation
descriptions.

The ability to compute solutions for up to one million grid points. This implies a data base range to 14
million words for:

5 conservation variables at 2 time levels

1 turbulence variable
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to 40 million words for:
5 conservation variables at 2 time levels.
7 turbulence variables at 2 time levels,
3 grid coordinates
12 metrics {including time)
1 Jacobian“

The ability to obtain steady state solutions for one million grid points in 10 minutes of CPU time for 3-D
problems using algebraic turbulence models. At present this must be measured using<2-D explicit/implicit
and implicit cades as performance metrics.

Two examples of typical programs and their computational requirements are given below:

Explicit code {MacCormack} status: A 2-D airfoii steady-state solution was obtained in 7 minutes on CDC
7600 for 2100 grid points. The steady-state was reached after 13 chord lengths of travel by computing
inviscid solution for 7 chords and viscous solution for remaining 6 chords, Effective computing speed on
7600 is about 2 MFLOPS, Assuming twice the computational effort at each grid point for the 3-D case, this
implies that to compute 13 chords in 10 minutes for one million grid points requires an effective computing
speed of 1.4 gigaflops. Greater efficiencies by 1980 can be expected.

Implicit (Lomax, Steger) code status: A 2-D airfoil steady-state (12 chords traveled) was obtained in 10
minutes on CDC 7600 for 2300 grid points - all calculations were viscous. The effective computing speed on
7600 is about 2 megaflops. This code implies that an effective computing speed of 2 gigaflops will be
needed for a 3-D calculation over one million grid points. However, researchers working on the implicit
code are confident that improvements in the treatment of boundary conditions and other strategies can
improve the speed of the method by a factor of 2 which implies that at least one-gigaflop effective rate
will be needed.

It is concluded that the minimum effective computing rate needed for the Navier-Stokes problem is one
gigaflop.

A precision of 10 decimal digits is required.

PROGRAMMING
A high level programming language consistent with ease of mapping the solution methods onto the machine,
optimum machine performance and the available language development time is necessary.

Desirable programmability features of the Navier-Stokes machine are as follows:
A FORTRAN-like high level ianguage with extensions necessary for efficient problem mapping. As well as
the following features.

¢ g stable optimizing compiler

» good compiler diagnostics

e warning from the compiler of possible run-time inefficiencies

» ability to give good run-time diagnostics and statistics

s vector length independence

o freedom from the need to do explicit-mode vector manipulation

* ease in specifying data allocation,
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ND /U

The primary /O activities of the machine are-the input of initial problem parameters, restart from stored
data, and the output of snapshots and restart dumps. Another important activity is the output of debug
dumps. Two basic types of Navier-Stokes solutions are desired—steady and unsteady {or more correctly
quasi-steady). Steady cases are characterized by the appearance of a solution that does not vary with time
after some large number of time steps or large number of characteristic body lengths travelled. Unsteady
cases are characterized by the appearance of a solution that is periodic in time after some large number of
time steps. In order to analyze the unsteady or periodic nature of these solutions more time steps (on the
order of six times that of steady cases) are required. Additional data output is also required in these cases. It is
estimated that 75% of the time will be used to solve the steady fiow case and the remaining 25% the unsteady.

The following output capabilities for these cases are desired.
* Snap Shots

a. Integrated quantities such as drag, |ift and moments approximately every 15-30 seconds.

b. Surface quantities such as pressure and skin friction. If the grid moves with time, the grid co-
ordinates must also be output. A given quantity such as pressure, plus the coordinates could
total up to approximately 60,000 words of output every 15-30 seconds.

c. Flow quantities in the field such as pressure or Mach number. For a grid of 1,000,000 points an
entire field of, say, Mach numbers plus coordinates would be 4,000,000 words. However, it is
anticipated that only selected grid points need to be output and thiswouid be about a hundredth
of the above or 40,000 words every 30 seconds. These snapshots require the heaviest output and
for 80 minute runs would accumulate up to 5,000,000 words for the unsteady cases.

e Restart Dumps
e Debug Dumps
* Formatted /0

FLOW MODEL CODE CHARACTERIZATION AND ANALYSIS
Codes, supplied by NASA Ames were analyzed statically and dynamically to determine what the specific
characteristics of the Flow Model problems are and how do they impact computer architecture. The codes
studied were written for two specific computers. Features in each code that were specific to its target
machine were stripped away to find the basic issues. The areas that were examined group themnselves
naturally into those issues which address processor requirements, memory requirements, or communications
requirements, and are outlined below.
Memory Requirements
e Data Base Size - (The actual input/output variables)
* Program Size
* Workspace Size (Those variables never outputted in normal production code - the temporaries)
* Access Patterns (dimensionality of problems, subarray structure, indexing patterns)
Communications between Processors & Memories
* Number of Computations per Data Base Access
s Interaction of Problem Variables
e Data Dependency
* Control Structures
» Access Patterns {planes, rows, columns, etc.)
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Processor Reguirements

* Word Size and Format * Scalar operations
* Relative frequency of operations * Frequency of intrinsics
* |ndex computations s Program structure

*

Number of input operands per output operands

Each of these issues were examined in detail and the results are listed in Chapter 8 of the final report
with a full discussion of the methodology.

The study of the memory requirements showed that the canonical problem variables and number of grid
points produce a data base memory of 14-40 million words (NASA-Ames requirement). The workspace
size was found 1o be approximately 40 temporaries per database variable, This of course is progrémmer and
architecture dependent and hence is only an indication of the relationship between work space and data
base. It was found that the problem arrays are generally 4 dimensional with 3 geometric and 1 variable
coordinator. They are accessed in a fairly regular manner in the sense that the indexing is a function of the
loop variables plus or minus a small integer. There is almost no indexing that occurs as a function of loop
variable and another integer variable set outside of the loop. The structure of_the loops indicate that entire
arrays are processed in a given piece of the computation rather than small subarrays. Program size is rela-
tively small at under 4000 card images.

Requirements on communijcation between processor and memory structure were determined by a number
of flow-model...program parameters. The data dependency studies of variables in loops showed that there
existed complex first order linear recurrences which were functions of each of the three geometric variables.
These recurrences occurred in over 60% of the executing Implicit program. The study of the control or
branching structures within the programs showed them to be relatively simple and generally linked to Ioép
variables. Some were data dependent but when they occurred the variables were functions of inner loop
parameters. ‘
Further studies of the relationship between the data base memory requirements, the work space require-
ments and the number of floating point operations showed that a fetch or store to data base memory
occurred infrequently in comparison to the number of floating point operations. Typically the Impiicit
(Steger) program has an average incidence of 15 floating point operations per fetch.

AddTtionally, by investigation of the indexing patterns within loop structures one found that there is
relatively low interaction among problem variables on different grid points. For example, variables are
fetched from several adjacent poinits, computations are performed and then a result is stored relative to the
grid point. Thereisno continual switching back and forth of index patterns. The access patterns appear to
be simple rows, columns and planes with a skip distance of 1.

Processer requirement studies showed that multiply, add, and multiply-add instructions are extremely
important floating point operations. For example, in the implicit Code it was found that 53% of all opera-
tions were multiplies, 44% were adds and 2.5% were divides. About 60% of all operations occurred as
multiply-add pairs. Division and intrinsics as SQRT and EXP occur rarely and double precision is never
required. Since most of the array references are to 3- and 4- dimensional arrays integer arithmetic calcula-
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tions are a strong requirement. The combination of work space requirements and the average number of
input operands to output operands {3.5) places certain requirements on the processor. NASA-Ames has
additionally specified 10 digit accuracy requirement.

The data collected from the studies were used to define and delimit the characteristics of the requisite
architecture. The output from the matching study together with the technology study and facilities study
data were then:used to develop definitions of an architecture discussed after the results of ‘the facility study.

FACILITY STUDY

The primary objectives of this sub-study were threefold:
¢ |dentify housing and support requirements of the facility
* To provide cost and schedule engineering estimates for effective planning
* Assessment of NSS implementation issues as they would impact architecture and design choices.

These objectives were pursued by determining the facility requirements of those units or sub-systems
already identified and placing reasonable bounds on facility requirements for those elements which have yet
to be specified. After a preliminary definition of the NSS, an implementation schedule and an engineering
cost estimate were assembled, and analyzed. As the NSS definition proceeded, additional iterations on the
schedule and cost were performed.

Finally, the critical issues relevant to implementing the NSS were defined and guidelines developed to in-
sure that the design would indeed be realizable, This effort raised some interesting considerations which im-
pacted the architecture choice and some design details as well.

Critical issues affecting the implementation or realization of the NSS in particular are:
CRITICAL PATH ANALYSIS was examined to eliminate short waterfalls in the schedule by loéating their
source and minimizing their occurrence.
PROCUREMENT problems can be avoided if there is an early identification of long-lead items, if custom
componentry is ‘minimized, if multiple sources are employed wherever possible, and if adequate protective
documentation is obtained from each vendor. This issue can be the largest single risk factor in any pro-
gram'’s schedule, cost, and possibly performance.
PRODUCTION considerations include maximizing the number of replicated units to minimize production
learning curves and take advantage of economies of scale. Standardization of componentry, connectors,
cables, etc., minimizes inventory problems and smoothes the production process.
MODULE OR SUBSYSTEM INTERFACE MANAGEMENT demands the reduction of complexity of
interconnections between all functional elements.
DEBUGGING AND MAINTENANCE: As in the production considerations, if the number of complex
elements, which field engineers must work with, are kept to a minimum, then debugging and maintenance
are simplified -- furthermore, this minimizes the inventory of spares.
PACKAGING of any design must have the highest density consistent with heat removal. It must be such
that the LRU (lowest replaceable unit) is easy to isolate, test and replace. Additionally, usage of common
hoard types should be maximized.
LOGIC DESIGN RULES AND NOISE BUDGETS. A technology choice for the design must be mature
enough to develop credible noise budgets, and provide adequate operational margins.
POWER. Finally, power considerations suggest that we avoid complex power distribution schemes, and con-
currently maximize the distribution of heat dissipation. These considerations will lead to some interesting
features explained in the next section.
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ARCHITECTURE EVOLUTION

The selection of the Synchronizable Array Machine for the NSS is presented as an evolution of concepts
that grew out of the findings of the three sub-studies.

The first step in:this evolution was the selection of a parallel architecture after examination :pf thfee generic
types: hybrid, pipeline, and parallel. The hybrid was rejected for three reasons.

DIFFICULTY OF PROGRAMMING. Many difficulties make it impossible to translate the current
Navier-Stokes algorithms to a hybrid machine. Years have already been spent in algorithm research
in digital form. Even more investigation would be needed to recast the equations into suitable form
for analog computation.

INACCURACIES, AND UNPREDICTABILITY OF THE INACCURACY. Such limited accuracy as
exists in analog computation is often data dependent, and changes with age. in digital computation,
any desired degree of accuracy can be specified.

COMPONENT FAILURES. Unlike a digital computation, where tests can continuously ensure that
correct results are being produced, an analog computer has no error control. A faulty component.or
off-scale input produces an output voltage which is not distinguishable in kind from the output
voltage of a properly functioning component.

Although analog processors have a very high computation rate, these limitations are totally unacceptable
for the objectives of an NASF project.

Pipeline architectures as we know them today appear to suffer from inefficiencies, namely:

e | ong start up times between vector operations,

» Difficulty in dealing with transpositions, and

* The need for massive amounts of work space memory to accommodate propagation of temporary
variables.

Certainly these problems can be dealt with and solutions developed to make a pipeline a suitable archi-
tecture (as we have done for the parallel architecture) but a reexamination of the Facilities Study high-
lighted other issues which made the selection of a parallel array more sensible for Burroughs.

Assuming both architectures could be evolved to produce a design of equal performance, Burroughs is
mare confident that the parallel machine can be manufactured with less risk. The claim is based on obser-
vations: 1
i
e The large number of replicated units in a parallel array minimizes production and debugging and
field engineering learning curves. Certain economics of scale could be realized in development
as well.
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¢ Burroughs experience, in three generations of parallel high performance systems {namely ILLIAC,
PEPE, and the Burroughs Scientific Processor (BSP)), provides an invaluable data base of knowledge
in the detailed design and manufacture of such a system.

The beginning of the architectural development, therefore, was based on the generic parallel configuration
shown in Figure 4.

DATA BASE MEMORY

<:> TO HOST SYSTEM
MEMORY ﬁ

CONTROL
UNIT

PROCESSING : . + o
ELEMENT (PE)

Figure 4 Parallel Configuration

From this point, the definition of SAM can be well understood as a series of refinements based on results
of the sub-studies:

The ADI method of solution of the aerodynamic equations, with split operators, demands that many data
arrays be transposed during access. The access patterns of this method require that 2-dimensional planes of
the 3-dimensional grid be accessed in parallel. Planes are required from any 2 of 3 dimensions in the same
grid. This implies the need for an efficient transposition mechanism.

Several different designs were considered, The selected Transposition Netwaork (TN) is a unique innovation
offering:

* |ow parts count

e minimal data access delay

* simple control requirements

+ simple but fiexible data allocation.

This design demands that memory be partitioned into a prime number of banks larger than the number of
processors.

The Transposition Network {TN} is shown in Figure 5 as the first refinement of the generic parallel con-
figuration.
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Figure 5 Parallel Configuration - Refinement 1

The occurrence of a significant number of floating point operations to fetches {especially in the implicit

code) implies a large workspace requirement. In fact up to 40 temporary variables per data base variable may
be generated. Propagation of such a large number of temporaries throughout the machine would cause

severe timing penalties. To mitigate this problem, focal memories for each processor are required. In addi-
tion, the bandwidth of the TN can then be reduced without performance degradation. This makes the
Transposition Network simpler and less costly. The absence of data dependencies among points in the same
plane allows this refinement (Figure 8) to occur. The increased cost of many data memories in the proces-
sor is offset by the decreased requirement for storage capacity in Extended Memory for temporary vari-
abies. The nomenclature for the main memory can now be appreciated as Extended Memory {EM).
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Figure 6 Parallel Configuration - Refinement 2
The result of this refinement allows one to think about parallelism as a series of vertical slices. That is:
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Given a series of statements of the following form:
DOPARALLEL {one or more indices, say [, J, K, between limits)
STATEMENT 1 -- involving variables indexed on the paralle! indices
STATEMENT 2 -- involving variables indexed on the parallel indices

+ -
.

STATEMENT n -- involving variables indexed on the parallel indices
ENDDO
there are two ways of thinking of the parallelism.

In the first method, statement 1 is executed on the vectors implied by the paralle! indices. Then statement
2 is executed as a vector statement, and so on up to the nth statement. Having each staterment executed
separately as a vector statement is called “horizontal slicing’” of the parallelism.

The second method is to assign a processor to a particular instance of the set of indices. Processor 17, for
example, may handle all computation associated with J=1 and K=19, while processor nc. 222 handles J=3
and K=22. Each processor now executes, essentially independently, a piece of code involving the | index.
This kind of parallelism has been called ““vertical slicing.”” Vertical slicing is appropriate when, as in the
Navier-Stokes equations, there is little interaction between the variables at one grid point and the variables
at another,

- Three or more generations of parallel processors have shown that instruction interpretation of parallel con-
structs by the CU creates a bottieneck. The CU must be extremely fast to keep up with the array. Its’
complexity is severe enough without this responsibility. The program size has been observed to be small
enough to consider placing program memories in each processor as shown in FigLire 7. This now results
in a stand alone processor with manageable interface (very few lines} to the control unit, elimination of

massive cabling and a simpler CU. These savings and their attendant design and schedule issues will offset

the cost of multiple copies of the program memory, as well as improve performance.
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In a parallel array with a single program memory, the distribution of instructions by the CU serves to
synchronize the operation of the PE‘s. Distribution of the program to local program memories results in
a requirement for a synchronization mechanism between CU and PE’s. To provide maximum flexibility,
we elected to invoke the synch mechanism explicitly in the code stream {Figure 8). This allows synchroni-
zation to occur onﬁ/ when necessary, (i.e., just prior to parallel feiches and stores}. Processors can run con-
“currently without waiting for each other, which permits data dependent instruction options {e.g. round after
normalize if overflow) to be executed only when needed. The independence allows idle processors to
execute confidence checks on themselves. Different code sequences for different areas of the airspace may
be executed in different processors.
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Figure 8  Parallel Configuration - Refinement 4

The choice of 512 as the number of processors is based primarily on the highest expected speed of efficient
memory chips. 16k-bit static RAM chips are expected to be available at about 100 ns cycle time, by 1980,
and are appropriate to processor and control unit memories. 64k-bit dynamic RAM chips are expected to
be available at about the same time, at speeds nearly matching the present 200 ns or so speed of current
16k dynamic RAMs. These are the memory chips in the baseline system.

Consider, for example, the effect on the design of a choice of 266 processors. The twice-as-fast processor
memories would require 50 ns chips, which would be available only in a 4k-bit size. Thus, the totat number
of memory chips would double, from the 37,888 memory chips of the baseline system to a total of 75,776
chips. The twice as fast EM would require 16k-bit chips to maintain the same speed, and its size would
quadruple from 29,176 memory chlps to 116,704 chips. Parts count in the twice-as-fast processor is esti-
mated to double, making no net savings, but i increasing the required design effort.

The size of data base for codes expected to execute for 10 minutes indicates as much as 1017 bits of data
are. operated upon. To expect no failures in that time is ambitious indeed, therefore it was necessary to
impose a strict philosophy of fault detection and correction in the design of the hardware and software,
including: 50



* Hardware Error Detection
¢ Hardware Error Correction
= Arithmetic Checking

Figure 9 is a block diagram of SAM, the Baseline Design for the NSS. [ts evolution, as well as subsequent
design decisions and guidelines results in a design which features the items described below.
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Figure 9  Parallel Configuration - Refinement 5

HIGH THROUGHPUT
The throughput potential of the NSS is 1.7 billion Floating Point Operations per second. This is derived
from the selective ratios of the instruction mix combined with the expected execution time of the opera-
tions. This yields 294 nsec per 512 floating point operations which is equivalent to 1.7 billion FLOPS.
Additional study of the baseline for the specific codes indicates that the required effective rate of 1 billion
FLOPS is achievable. )

EASE OF USE
High level language requirements, the guidelines of matching machine code to the user language and indeed
the use of a High Level Language to write the compiler were inportant decisions made early in the study.
The Vertical Slice Concept allows all classical serial optimization techniques to be utilized on the SAM.
Recognizing that this architecture has unprecedented flexibility, it is incumbent upon the compiler to
have debug aids to protect the user.

The protected environment in which SAM operates — the high speed computational envelope isolated from
the rest of the system — requires that it have only a very small operating system of its own. 1/0 to and from
that envelope will not encumber the user or SAM as well. A typical work flow is illustrated in Figure 10.

This architecture is a tradeoff optimized for the aerodynamic problem, yielding lesser performance for:

* Problems with intimate arithmetic.data dependency from one grid peint variable to another,
s [nteractive environments, and

* Multi-programming environments.
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REPRODUCIBILITY OF THE

ORIGINAL PAGE IS POOR
We feel this represents a unique solution to the problem of numerical aerodynamic simulation, and Burroughs
presents this design with full confidence in -its feasibility. We believe that this system is the best approach
" to ‘meeting the NASF goals in a timely and cost-effective manner, maintaining NASA's position in the
forefront of scientific endeavor. )
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Figure 10 Typical Work - Flow Schematic
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NUMERICAL AERODYNAMIC SIMULATION FACILITY
SUMMARY REPORT

For the past 6 months the Research and Advanced Design Laboratory of Control Data
Corporation has been eonducting a joint study in cooperation with Ames Research Center
of the National Aeronautics and Space Administration (NASA). The objective of this
study was to determine the methodology and feasibility of construection of a Numerical
Aerodynamic Simulation Facility (NASF). This facility would be utilized by NASA as an
integral component of a complete service to the aerodynamie design and evaluation
community represented by industry and government engineering organizations alike.
These services would include the open availability of the NASF, physiecal wind tunnels of
all sizes, and the vast expertise possessed by NASA engineers, physicists, and

mathematicians.

The study began with several assumptions. First, no existing computational ensemble
could provide the necessary solutions to three-dimensional Navier-Stokes equation
systems representing aerodynamic shapes in all speeds of airflow. The second assumption
was that such a faeility would find its most eritical needs arising about 1982. This date
was itself a compromise between the desire for a high performance computational
capability to meet immediate needs and the known state of the computer art in 1977
which is not capable of meeting even the most modest objectives set for the NASF. The
third assumption was that no more than two computational approaches would be viable
for the NASF, and that work at Ames in development of the program was sufficiently
mature to permit actual codes to be used in the study.

The Control Data approach to the study was then to make a quick, early assessment of
the probability of achieving computational performances in excess of 100 times the CDC
7600 speeds being realized by the existing Ames installation. At the outset it was felt
that with technologies already in hand and architectural principles already demonstrated,
achieving the performance goeals by 1982 was a certainty. At the direction of Ames
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personnel, however, Control Data proceeded to examine the state-of-the-art of relevant
technologies, the state-of-the-art of systems and processor architectures, and the
measurable computational requirements of the two Navier-Stokes solution programs then
in existence. The purpose of this phase of the study was Lo provide NASA with sufficient
information so that its staff members could make an independent evaluation of the best
approach for construetion of the facility. At the same time Contirol Data would atltempt
Lo develop a system design 1o meet the objectives.

The general technieal approach to the system design was to use, wherever possible in the
design, standard parts and componenis 1o reduce development costs and risks for those
components. This resulted in the identification of two main components in the NASF,
the front-end or support processing system, composed of commercially available
equipment and software, and the back-end or Navier-Stokes Solver (NSS), which must
utilize speecial design, speecial lechnology, and special software to meel the speed
requirements of the facility. Initially, it was felt thal a derivative of the STAR-100
architeclure and design could be used for the NSS. This would further reduce the
development costs and project risks, as well as manufacturing costs due:io volume
ordering of common components. Since a member of the STAR family, the 100C,
appeared 1o possess a basiec computalional speed on which 1o build a specialized

processor, the concepl of commonalily appeared quite appealing.

.

About two thirds of the way through this study effort, however, it was found that some
radieal departures from STAR architecture and design had to be taken to meet the goals
of the NASF. It did appear, however, that certain of the technological achievements in
L3I technology and system organization of subcomponents could be borrowed from the
STAR-100C project to reduce design time and risk of completion of the NASF.
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SIGNIFICANT RESULTS OF STUDY

Given this initial orientation, the study yielded significant results that are summarized

below.

TECHNOLOGY

The basic memory unit for an NSS is still best construeted of bipolar memory
parts of the emitter coupled logic (ECL) family or a family with similar speeds.
For a system of this generation, memory access speeds in the 30-to 40-
nanosecond range for up Lo 8 million words of data are attainable.

A lower range of memory speeds is available with current teehnology, with
attendant cost and power reductions over the high performance ECL memory.
To meet the needs of the three-dimensional Navier-Stokes codes, there are a
known number of occasions when memory must be accessed in an unstruetured,
random manner. To reduce the delays accompanying sequences of random
accesses, the memory can be built into a multitude of banks such that the
probability of two successive references can be almost eliminated. There are
times, however, when all computation must pause while a required operand is
retrieved from the memory system. In such cases, the access time delay for a
single operand becomes important. Thus, to ensure that no facet of the Navier-
Stokes solution becomes a bottleneck, the memory must exhibit the combination
of properties of high bandwidth, fast access, and multiple banking. It is felt
that the fastest, reliable technology available today is the correct choice for
memory technology.

The basic logic element for a processor of this type will be based on high-speed,
large scale integration (LSI) devices with switching speeds in the 500-picosecond
range. Exotic elements such as Gallium Arsenide and Josephson devices have
not progressed sufficiently in initial research to be used in a manufacturing
environment in 1980 to 1982.

Studies of various technology families and architectural alternatives have
revealed that it is more cost-effective and more religble to build a
superprocessor from a minimum number of parallel units implemented with the
fastest technology available than to attempt to meet the same level of
performance with a large number of parallel, but individually slower speed
processors. The NSS should therefore be constructed of the best technology
available in the 1977 to 1982 time frame. Of course, the performance,
manufacturing, and cost advantages of LSI dictate the use of the highest
integration possible. For ECL speeds, the number of gates possible today per
LSI component is between 150 and 200. Expectations for an LSI component with
400 to 500 gates to be available for construetion of the NSS are reasonable,

though not without some risk.
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Lower speed components of the MECL variety will necessarily be employed
where circuit speeds are not as important as power dissipation, cooling, and
cost. For example, the 1/0 system, trunks, and some peripheral subsystems will
be constructed from existing technologies, both MOS and lower-powered ECL.
If at all possible, all components should be built with industry standard parts,
even the LSI portions. Membership in a larger family ensures some long-term
longevity for spare parts and support from a variety of semiconduector vendors,

Slower speed memories will be fabricated with charge coupled devices (CCD)
for NSS applications, since the state of development of electron-beam
memories (EBAM) and magnetic bubble memories cannot yield components of
the desired bandwidth or reliability.

Million-word (64 bits) systems of CCD memories are being built to practical
specifications today with 65K ecireuits. There is a realistic chanee that
operational CCD parts containing 265 kbits will be available for prototype
system implementations in 1978. If the analysis of the NSS memory
requirements is sustained by later studies, a 2Z56-million-word system will be
needed by 1982. Within the limitations of packaging, cooling, and reliability, it
therefore appears guite practical to anticipate a 256-million-word system to be
available for an operational NASF in 1981 to 1982. The programmatie study of
the specimen flow model codes shows that a brute-foree swapping technique ean
be employed between the main memory and the auxiliary storage medium. If
this technique greatly simplifies hardware and software control, it must also
possess data bandwidths of at least 1.6 billion bits per second (each way) to
achieve the sustained processing rates desired for the NSS.

Although million-bit bubble memories are now available for prototype experi-
mentation, the bandwidths of such chips are limited to the 400 to 500 kilohertz
range. In addition, the access time for data bloeks is quite a bit higher than for
the corresponding CCD technology. The ability of bubble memories to retain
data in the event of power failures is desirable, but if the total run time for
which data must be retained is less than 20 minutes, the loss of bandwidth and
access time is not worth the cost. For example, existing million-bit chips would
have to be arranged in parellel, with 4000 chips simultaneously transferring
data, to achieve the 1.6-gigahertz data rate. Bubble memories of smaller size
will most likely be found in some of the peripheral subsystems as replacements
for small disks and fast-access drums that now hold directories and store-and-
forward message buffers.

Rotating magnetic media will remain the primary form of masass stcrage and '
archival storage for a system built in the early 1980's.

Extensions of existing knowledge and technologies involved in rotating magnetic
memory are readily projected for the next 4 years. There remain only the
solutions to several nagging engineering questions before another improvement
in density and transfer rates can be seen. The most probable direction will be in -
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the form of sealed (almost hermetie) units containing disks, positioners, and
head groups. These units will employ plated disk (rather than oxide-coated
disks) to reduce film thiekness and thus improve resolution. Faetors of 4 to 16
times the existing storage densities will be achieved in the NSS timeframe. As
an example, an 819-size unit (one single disk unit) will be able to house from 40
to 50 billion bits.

Laser and photostorage devices are not yet in thé same ballpark with rotating
mass storage for reliability and system availability. In the case of the NASF,
the predieted on-line storage requirements e¢an be met with the next foreseeable
generation of disk storage devices. '

Archival storage is an area still undergoing great upheaval and experimentation.
Although the IBM and CDC mass storage subsystems represent today an
imperfect engineering approach to archiving, offshoots of them will probably
still engage magnetic tape technology and random selection systems being
pioneered by them. For this reason, site requirements were based on existing
units such as the 38500 mass archival storage.

PROBLEM ANALYSIS

A large portion of time was spent in the analysis of two-dimensional specimen
codes provided by NASA/Ames personnel. These were the explicit code being
evolved by Bob MaeCormack, and the implicit ecode under development by
Steger, Pulliam and Lomax. Both codes were first run in their original
FORTRAN form on the STAR-100 where the STAR instrumentation could be
used to sample the key elements of the code operation. Both codes were then
vectorized for the STAR-100 as a first step in the process of developing parallel
algorithms to mateh the NSS, and as guidance for the creation of a unigue NSS
processor. . :

Finally, as the NSS structure took shape, the implieit code was restruetured to
mateh the new architecture and a set of rough estimates made as to the
behavior of that ecode on the proposed NSS.

A-summary of some of the results of this phase follows:

1. The explicit code required 7 minutes of 7600 time to compute a
particular solution for the Garabedian-Korn airfoil to 256 time steps.
The original scalar version of this code with no vectorization or
optimization required 16 minutes of STAR-100 time reflecting the
state of the compiler development, as well as the 80-nanosecond scalar
issue rate of the STAR-100. A partially vectorized version of this code
(one of the split operators) was run at 4.5 minutes. A fully vectorized
version was not completed due to the diversion of attention to the
implicit code. The explicit code was operating at an average rate of
two megaflops for the total run on the 7600.
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The implicit code, processing basically the same problem as the
explicit code, was timed at about 12 minutes on the 7600 and 335
minutes in scalar FORTRAN on the STAR-100, while a first attempt at
vectarization for the STAR-100 yielded a five-minute running time.
The implicit code does not rely on special casing of computational
regions and thus performs many more floating-point computations than
» does the explicit form. The implicit code operated at an average of
around two .megaflops on the 7600 also. The code developers are
convinced that the three-dimensional form of this implicit program
can be refined to reduce the computational requirements. This
programming ploy is essential to the NASF meeting its system goals.

The implicit code was then singled out for restructuring for a
hypothetical NSS. A method of proceessing slices of the data, similar
to the scheme used by Lomax on the ILLIAC 1V, was devised to permit
a reduection in the size of the costly, high-performance main memory.
A system of small, high-performance buffers, backed up by 8 million
words of main memory, and that backed up by 256 million words of
bloek transfer memory, can be effectively utilized by the slice
mechanism. Depending on slice lengths the restructured implicit code
was estimated to perform on the NSS between 660 and 940 megaflops
in 64-bit mode and from 950 to 1910 megaflops in 32-bit mode.

A three-dimensional form of the implieit code can be sliced more
efficiently and, by using 32-bit computation mode for a majority of
calculations where accuracy permits, it is estimated that the NSS
should run at an average rate in excess of 3000 megaflops, assuming &
main eomputer clock of 10 nanoseconds.
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SYSTEM

Figure S-1 gives. a bloek diagram overview of the NASF system envisioned.

It ean be seen from-this figure that the NSS processor represents only a small
portion of the equipment volume, as well as only about one-third the total
system cost. The mass storage equipment and graphics subsystem needed to
support the NASF are shown in rough outline form only, but represent the
projected needs of an installation that will be operational in the 1982-1983 -

timeframe.

Some salient features of the displayed system are:

A dual processor front-end configuration composed of computing equipment
available in 1977 would provide sufficient power and reliability to meet the
demands of a front-end system for the NASF. Computing equipment currently
under development for standard sales in the 1980's promises even higher
performance and reliability along with reduced cost, thus ensuring that the

" ecomputational facility will have substantial power in the supporting subsystems.

Experience with the STAR-100 system has shown that the development of even
a minimal operating system to meet today's normal needs for system aceess and
features is a monumental undertaking. From a manufacturer's point of view,
when P and L statements become persuasive inhibitions to grandiose plans, some
means of reducing cost and schedules for putting a new computer architecture

"into production are absolutely essential. The computational facility eoneept

was thus defined, wherein the STAR processor performed primarily ealeulations,
and CDC CYBER processors performed all the data management functions, file
and user security, aceess funetions, and communications management funetions
necessary for a production system. This substantially reduced the resource and
time requirements for STAR software. Further, it meant that a more stable
operating system was available earlier in the production eyele.
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By choosing a mature computer system for the front-end function, fully
supported with the entire range of software available, NASA ‘can be assured
that the econtinuation of high levels of effort on performance, feature and
stability aspects will yield a better system in 1982 than one designed
specifically for Ames.

A network trunk scheme of system interconneet would provide a more flexible
means of harnessing all the equipment needed in the NASF. The distances
which can be achieved, the number of connections to one trunk, and the
sustainable bandwidths make this system quite appealing to meet the system
requirements of the NASF.

Network trunks with 50 million bits/second transmission capability and cable
lengths of approximately 600 meters (2000 feet) are now operational. In
addition to allowing peripheral devices and peripheral subsystems to be more
remote from the attached ecomputer, the trunk secheme is specifically designed
to mate with alien equipment. This becomes a plus for users, such as NASA,
permitting them to make the best choice of equipments to be attached (with the
appropriate, moderate—cost adapter) to the trunk without eoncern for mateching
electronie channel and software protocol requirements.

Such a network system allows the user to determine whether data can be
transferred from one disk storage system to any attached processor without
having to pass through a front-end machine. This ean reduce bottlenecks due to
demands for processor attention, as well as ensuring that the fastest I/O
channels can be matched with available trunk bandwidth.

Graphies hardware and software which are generally available and not
customized for a particular site still leave much to be desired when matched
against NASF reqguirements. Most notable, terminal costs and reliability, as
well as response times, for complex 3-D displays need substantial improvement.
However, graphics systems are receiving considerable industry attention and are
being increasingly recognized as effective design tools. Also, developers of
graphics systems seem to be placing growing emphasis on reducing, or
eliminating, application dependence and equipment dependence. While these
factors are favorable for expectations of adeguate graphies capability,
technology advances (such as the advent of the microprocessor) are providing
" cost improvements and increased reliability.

As recommended by Ames study team personnel at the ouiset, compiling and
scheduling of the NSS back-end is best performed on the front-end computing
system. This makes possible early development and checkout of those very
complex software elements on existing processors, well in advance of the
availability of the NSS. Although experience has shown that a compiler
operating on the target machine is better able to optimize code for the target
machine, the time seale for this project dictates an early start on the ecompiler
that could best be supported by existing equipment.
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It would appear at this time that the best approach for the language processor is
Lo identify the front-end processor as soon as possible. Then an examination of
the existing compiling system on the front-end processor could determine the
leasibility of using the basie front-end compiler with vector exlension
modificatlions to compile for the NSS. As much as possible, new compiler
design, programming, and documentation must be reduced to accommodate the
sehedules.

NSS PROCESSOR

Figure S-2 gives a broad overview of the proposed NSS processor. Each of the
major bloeks represents a separately designed, and somewhat modular,
funetional entity. The veector units, map unit, sealar unit and swap unit can
operate concurrently with each other, and in many cases, independently of each
other. The major architectural feature shown here, in addition to the massive
memory and memory bandwidth, is the utilization of '"funectional' parallelism.
The process of extracting data from memory for processing, and putting it back
again, is called mapping. Thus, the map unit ean perform memory access
operatmns for restrueturmg data, while the veetor units are performing
ecomputations on a separate piece of data that is held in buffer reglsters within
the vector units.

Correspondingly, the management of the memory hierarchy (the main memory
and the backing storage unit) requires the addressing and transfer of large
blocks of data. This operation ean proceed at the same time as vector
arithmetic and mapping. Finally, many setup and housekeeping chores are
necessary in nature and can be performed concurrently with the swapping,
mapping, and arithmetic.

The choice of .8 vector units was based on tradeoffs between the search for a
higher performance logic family than exists today, the amount of trunking and
data alignment required, and the maximum amount of hardware that appears
feasible to assemble, from power, cooling, physical geometry, and reliability
standpoints.

Some additional points to be considered in the design and utilization of the NSS
are:
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No existing computer system ecan perform the eomputations needed for 3-D
Ngvier-Stokes solutions for flow field simulation. The NASF objective of
complete solutions of these simulations in 7 to 15 minutes requires that such a
processor achieve a sustained rate of computation between 1 to 2 gigaflops (1 to
2 billion floating-point operations per second). The fastest known machines
today can attain peak rates for 64-bit computation slightly more than 100
million floating-point operations per second (100 megaflops), with sustained
rates closer to 20 megaflops. This is a factor of 50 times slower than reguired.

Given the projected technologies for the 1980's, no known existing computer
architecture will yield the desired machine performance.

With sufficient parallelism, such a machine is possible to design and build for
operational employment in 1982.

Key faetors in achieving these goals are: the construetion of sufficient memory
to contain the entire problem on-line, without recourse to accessing slow speed
mass storage devices; the ability to build a reliable collection of highly parallel
hardware; and the programming and control of all the parallel hardware.

Most of the data base (95 percent) ean be maintained in 32-bit format, which
reduces storage cost. Most of the computations (85 percent) can be performed
in 32-bit form, with extended precision of at least 40 bits of coefficient
required for g limited set of calculations. This makes possible the doubling of
throughput of functional units when run in 32-bit mode instead of 64-bit mode.

A processor containing a fast access memory of 8 million words of working
storage and 256 million words of secondary storage can hold all projected
problems. More importantly, such a memory can be made with known
technologies and be made highly reliable through the use of error detection and
correction ‘techniques that are becoming commonplace in commercially avail-
able equipment.
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A processor with an 8-to 12-nanosecond cloek and only eight separate funetional
units, each containing some localized parallelism, could achieve the 1-gigaflop
threshold.

The major problem to be solved in such an ensemble is that of sustaining the
computing rate regardless of the manner in which memory is being acecessed,
dinearly or randomly. =

Programmability and control of the necessary paralielism can be accomplished
by melding together concepls taken from the STAR-100, the Texas Instruments
ASC, and the ILLIAC IV.

The most direct means for achieving programmability, reliability, and build-
ability is to begin with a single instruction stream, multiple data stream (SIMD)
architecture.

The NSS should be time-shared only in the most brute foree manner, full rollout
of the job in progress and the rollin of a new job, and then only in extraordinary
circumstances. Otherwise, jobs should be permitied to go to completion.

RISKS

Hardware risks anticipated for the proposed NASF range from negligible or
minimal for front-end systems and network trunks, to moderate for graphies
subsystems, to considerable for the NSS mainframe. The processors and
peripheral devices with sufficient capability for front-end systems exist today
and network trunks need little maturing to be sufficient. Graphics subsystems
require some addilional development of hardware and software as well as
stabilization of approaches and technigues. '

To achieve the cost, performance, and reliability objectives established for this
project, the NSS should be built with a second-generation, high-speed LSI. This
technology is not yet available, and only expert opinion is available to ensure
thatl this new generation will be available in time for the NASF. Alternative
approaches can be taken yielding various degrees of reduced performanece but
decreasing the risk. Rough estimates of some of these approaches are:

® Use of the planned STAR-100C for a run time of 30 minutes at
’ essentially no risk.

® An eight-pipe NSS using existing technology should yield a 15-minute
*.run time with a risk factor of 0.1.

i
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®  Ap eight-pipe NSS using double-density chips should yield a 10-minute
run time with a risk factor of 0.35.

® An eight-pipe NSS with double-density chips, 400-ps gate, should yield
a 5-minute run time with a risk factor of 0.6.

Software development absorbs an incredible amount of resources for even
simple, uniprocessor systems. With much of the software expected Lo be used
off-the-shelf, this risk can be ameliorated somewhat; however, considerable
elapsed time will be required to stabilize the NSS compiler to the point where it
can be put into general use. Three years is generally a minimum for such
aclivity, even with a well-known language such as FORTRAN.

The evolution of better algorithms for solving a system of partial differential
equations such as the Navier-Stokes system could yield programs that would
diverge radically from the form.of the performance melries. Thus, a specially
tuned NSS could perhaps not be optimally tuned for the new algorithms.

Although it is felt that costs and performance objectives can be tightly
controlled to meet NSS requirements, scheduling remains very significant. The
time frame is short, the technology is not yel in hand, and the design and
simulation labor is extensive to produce the hardware complex. The biggest
schedule risk, however, comes from ihe software development. Some steps
which can be taken to help minimize the risk due to scheduling are:

® Earliest possible initiation of each program phase, and earliest possible
definition and stabilization of requirements.

®  Early sclection of the front-end processor and leasing of time from the
vendor of the target processor for software checkout.

® Early release of software without all features for broader use and
exereise of the software.
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RECOMMENDED FUTURE WORK
The next logical step in the development of the NASF is {0 refine:

® The strueture and architecture of the NSS ecomputational engine
® The analysis of the various forms of 2-D Navier-Stokes solutions
® The 3-D versions of the Navier-Stokes codes

® The definition of the resulting 3-D version of the Navier-Stokes program as the
performance metries

®  The preliminary Navier-Stokes programming for the proposed NSS
® The definition of the programming language

® The system structure, applying workload data for peak and average operating
periods to demonstrate that the supporting system will be adequate

® The schedules for all remaining aspects of the program

The final- work produei of this effort should be a series of detailed specifications for
every combonent, whether it be programs, hardware, or buildings to be used to direct the
design and construction of the NASF as well as to measure progress throughout the
project.
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AFTERWORD

The phase I study of the NASF has been a worthwhile experience for Control Data
Corporation, and in particular, the RADL study team. It should be apparent that the
design of the system, and most specifically that of the NSS, has undergoné::revision and
evolution. This eame abouf through a process of give-and-take with the staff at Ames.
With the openness and candor permitied by the cooperative nature of this study phase, it
was possible, RADL believes, to arrive at a better solution for the NSS architecture than

could have been arrived at solely by the best resources within Control Data or Ames.

The probability for success of this projeet will rely heavily on the continuation of this
excellent contractual relationship between NASA and vendor study teams. Only by
merging the strengths of hardware production experts and mathematical and pro-
gramming specialists can the most optimum system be obtained with the least cost and
risk to all.
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COMPUTATIONAL AERODYNAMICS REQUIREMENTS - ..
THE- FUTURE ROLE OF THE COMPUTER AND THE NEEDS OF THE AEROSPACE INDUSTRY
Paul E. Rubbert

The Boeing Company
Seattle, Washington

" ABSTRACT

This paper presents the commercial airplane builder's viewpoint on

the important issues facing us in the development of improved
computational aerodynamics tools. The success of these tools depends
upon both good computer equipment and good software. The development
of more powerful computers optimized for our fluid flow problems is an
important first step. However, the success of this new effort in aero-
dynamics will also depend on how we plan to use it. We can develop a
special purpose computer and reserve its use for its designers, or it
can be run using the same philosophy that we use in operating our wind
tunnels. Both of these approaches will tend to keep the one person
who needs the machine the most, the enginéering designer, from using
this new tool to its fullest potential. This new computational aero-
dynamics tool should be more than a computerized wind tunnel. It has
the potential for placing new and more powerful methods for analysis
and design at the finger tips of the engineering designer. The
usefuiness of thié new equipment and software depends upon how welil we
solve this user interface problem. The development of a new computer
by NASA should serve as a "pathfinder" experience for equipment to be
eventually purchased by industry. It should, therefore, be developed
not as a single purpose tool, but should be viewed within the total
framework of future use within the industrial environment.

Preceding page blank l
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INTRODUCTION

The role of computational aerodynamics methods today is to provide

a limited ability to design and analyze aerospace vehicles. An .
increasing reliance is being placed upon these methods to initialize
and optimize designs as the methods become substantiated, extended
into various flow regions, made more accurate, and are provided in
more useable fashion to the engineer. The future undoubtedly will
demonstrate greater dependence upon these computational methods for
vehicle design. The reason for this is that these ﬁew methods can
systematically optimize designs in a timely manner and with Tess
manpower than would be possible solely with wind tunnel testing.
Moreover, due to the myriad configurations that can be evaluated,
production risk is reduced. As we convince ourselves that our
numerical modeling incorporates more of the physical aerodynamics,
more responsibility will be given to the role of computational
aerodynamics in the design process.

To meet this expanding role the aerodynamic computational needs hinge,
to a certain extent, upon who will be the primary users of these methods;
aerodynamics researchers or design engineers? These two grolups have
different needs and responsibilities. In addition, there exist two
different categories of user communities:; the builders of commercial
aircraft, and those organizations participating in the design and
construction of military vehicles.

This paper will identify the different needs of the peopie that use
computational aerodynamics; their working environment in terms of time,
cost, and risk constraints; and how these factors impact on our attempts
to define the needs and future role of computational aerodynamics in
the aerospace community. Since the military aircraft design community
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is adequately represented by the other speakers at this workshop, this
paper will stress the impact of future software and computers as viewed
by the commercial airplane builder.

THE USER OF COMPUTATIONAL AERODYNAMICS

In expToring the ideas introduced above, it is important to understand

the viewpoint of the various people involved. The aerodynamics researcher
is in the forefront of technology. He devises new computational methods,
demonstrates their feasibility, and attracts attention to the potential
gains in design tech@o]ogy that further implementation into an engineering
tool would unieash. The researcher is primarily concerned with the develop-
ment and proof of his mathematical algorithm. The primary user of compu-
tational metﬁods in a commercial aircraft company is the design engineer
who .is concerned with solving practical engineering problems. The aero-
dynamics researcher may develop a new method and furnish a much needed in-

sight into the modeled flow, but for the aircraft company, the payoff comes
from the designer.

The end results of the researcher's labors are better tools for the engineer-
ing designer. Several important facets of the intermediate development pro-
cess between feasibility demonstration and delivery of a useful tool have
come to Tight during the past few years. In general, the engineering user
has had to work with computer code written by the researcher, and apparent-
ly, for the researcher. Some researchers may disagree with this statement,
but a1l one has to do is look at most of the computer code now available and
review the program documentation to.understand the point being made here.
Most of the programs are very poorly documented internally and there is very
1ittle external documentation to tie the computer code to the theoretical
development. Al1l too often, very little thought has been given to the user
and to the programmer who must work with, modify, and adapt the researcher's
code. The end result has been tremendous hidden costs and greatly com-
promised effectiveness of the tool. These adaptation and maintenance costs
can often be higher than the cost of the development of the original code.

From the engineering user's viewpoint the development of program interfaces
and pre- and post-processing capability for new computational methods is
just as important as the algorithms and machine architecture used to grind

4
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out the numbers. As we develop new methods that compute more and more’
details of the entire flow field, the visibility of ocutput data be- .
comes a major problem, The problem is then doubled when we add a design
capability to a method. It is very important that the user be able to
see, understﬁnd, and interpret the results calculated by our new and more
powerfu]lmethods. Today, the engineering manhour costs expended because

of the need to work with programs having only primitive user interfaces

are enormous, and the research/development community is moving aggressively
to improve the situation.

If as researchers we design aigorithms that the engineering user cannot
understand, and program them in some new language foreign to the user

(or fail to use comment statements), then we will also have to provide all
the needed user interfaces including the pre- and post-processing of the data.
However, our recent experiences have indicated that the development of good
software requires a team effort consisting of the researcher, the computer
scientist/programmer, and the engineering user, the final customer. Fortu-
nately, new software development techniques are available. The concepts of
structured programming, top~down design, and related techniques are being
applied to our new engineering programs for the first time. So far, the
results have been highly encouraging. It is imperative that all future
software which is intended as an end-item product be designed for maintain-
ability, efficiency, growability,and independence from the development team,
as is every other common fabricated product.

In the commercial airplane business few engineering design tasks are

solved with a single computer program. The extremely high cost or flow
time of running some of our new methods means that they cannot be used on
every design cycle from the beginning to the end. Instead, we use our
faster (and also more approximate) methods to zero in on a design that
comes close to meeting our requirements. For example, we will use incom-
pressible flow methods to arrive at a preliminary shape that, from past
experience, we know will give certain desirable transonic characteristics.
We then check our design with the more exact {and more expensive) analytical
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tools almost in the same manner that we have in the past used the wind
tunnel. This process is repeated several times until we have a shape
worth releasing for a wind tunnel test. The results from the wind
tunmel test help us tune our computational methods and we go back
through the analysis/design cycle again. Figure 1 illustrates the
computational part of this design process.

The problem of computer run costs has a direct infiuence as to how

we in the commercial airplane business use the computer. The magni-

tude of this problem is hard to impress on people who have not actually
worked in our highly cost-constrained environment, and who are.used to
computer costs that are about one-fifth of those that we face. This

cost problem is one of the driving forces behind our interest in this
workshop. The computational specialists are coming up with tools that

we need but cannot afford to use. A new machine, such as that envisioned
for the proposed national computational facility,is an important step

in solving this problem.

The design process mentioned above probably will be empioyed with the
advent of new computational aerodynamic methods and machines. These
new tools will not be able to solve all of our probiems. For example,
greater design capabilities will be needed to complement our improved
analysis methods. Some of the boxes in Figure 1 will be replaced,but
a variety of programs will still be required to get the job done.

The design engineer will still be closely involved in the process.
Interactive computing and interactive graphics can provide this impor-
tant interface.

Remote access by the user is a key requirement for an aerodynamics
computer. This is important both for the researcher-programmer-engineer
team that is developing new programs, and for the eventual design
engineer. HWe need to be able to access the new National Facility
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machine 1in 1ts early stages so that we can learn how to use it, so

we can properly evaluate it, and so we can be ready to justi%y the
purchase of similar machines for our own faci]jties. From the pre~
vijous discussion we can aliso see that a new machine must be versati1é
enough to handle a variety of engineering problems and algorithms

in addition to those that it is specifically designed for.

A new computer will need a careful front end design so that we can
have the maximum interface capability with remote interactive and
batch terminals, mini-computers, and mini-computer/graphics facilities.
We also need to be able to transmit data efficiently between our
existing main-frame computers and the new generation machine. This
will include both input geometry data from our remote data bases,

and output data that will be needed by further analysis programs and
for plotting.

The success or failure of this endeavor will depend, to a great extent,
upon the degree of development of the computer operating system. We
are particularly concerned about this because past experience has shown
that specialized machines tend to only communicate with special prob-
lems and special people. The development of the operating system
frequently lags far behind the hardware development. This means that
our estimates of the facility costs should include a liberal allowance
for development of the operating system.

In short, we are faced with a very difficult problem of designing a
special purpose computer to match our new compﬁtationa] algorithms,
yet still have a useable machine for our more general engineering
problems, and be able to interface efficiently with the user. Are we

asking for the impossibie?

THE COMPUTATIONAL FACILITY CONCEPT

The NASA Computational Aerodynamics Design Facility project has
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established several key goals: the development of & national com-
putational facility, a new computer optimized for the solution of
fluid flow equations which would achieve at least a two order-of-
magnjtude performance gain over the general purpose CDC 7600 computer,
and to provide a new tool for simulating 3-D viscous flows about
aerospace vehicles. There have been some suggestions that this facility
might also be viewed as being a National Aerodynamic Design Facility.
The proposed National Computational Facility if properly conceived

and structured can provide a much needed service for the aerospace
community. Historically, the government has pushed the development

of advanced computers for defense purposes. The CDC 6600, 7600 and
STAR computers were all initially contracted by the Lawrence Radiation
Laboratories. This initial support has made it easier for computer
manufacturers to service the 1imited scientific market with today's
scientific computers. Without the government's needs, it is doubt-
ful that scientific computer processors in the United States would
have assumed the position of world leadership and excellence that

they presently possess, and which are becoming increasingly essential
for the maintenance of this country's leadership role in aesrospace.

Advances in scientific computing capability clearly will be of benefit
to our country, both commercially and militarily. The proposed new
facility represents a strong forward thrust that will produce such
advances. And, in the opinion of the Boeing Company, it is a proper
role for NASA to promote the advancement of computational technology
in this manner. )

However, NASA should broaden jts outlook beyond the needs of computa-
tional fluid dynamics. It should identify all aerospace technology

areas that would benefit greatly by increased computer power and evaluate
the computer confiquration from this broader viewpoint. This must be
done in a timely manner so as not to significantly delay progress.
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The major risk involved in this project would be the evolution of an
overly specialized processor; one that would be overly dedicated
towards the specific, narrow set of computational algorithms we
know today. One should seek a configuration that retains a high,
probability of compatibility or adaptability towards algorithms

that are yet to be invented. A computer's particular operating
characteristics channel the course of algorithm research. A com-
puter which is too narrow in its performance characteristics would
serve to constrain future computational research and development.

The proposed new computational facility has also been suggested as
being a national computational design facility. We do not find this
very appealing. As commercial airplane designers we face consider-
able cost risks in new airplane design. We want assurances that our
design analyses are sufficiently comprehensive to minimize these
risks. Basing a design on a new and unproven method could have a
catastrophic effect on our company if we could not meet our guaranteed
performance. Additionally, during the design process we need to be
able to control usage priority of the facility. We could not afford
the time to compete with other companies for machine access, f.e.,
job processing turn around. -

With so much at stake, we in our business cannot afford to rely on
someone else to "help” us with our designs. Of course, NASA sponsors
much research that pushes the technology in all the technical areas.
But we must weigh the potential advantages and risks involved as we
incorporate new technology in an airplane that we build. It is very
difficult to design and build a transport to the close performance
guaranties that we have to work with. In evaluating the potential
advantages of new technology and as we attempt to minimize the risk
involved in each new design, we must make use of engineering tools
that we trust and that have become a standard part of the design
cycle. Our designers will use only the tools that they know well,
that they depend on, and that they control themselves.
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Because of these factors, Boeing would expect to use the proposed
National Computational Facility only in circumstances where its
unique capabilities showed an advantage over our own, and produced
needed results that were otherwise unavailable. To avoid a dépen-
dence on facilities that we do not control, we pursue a continuing
program of computer hardware acquisition to ensure that we have the
necessary services. Implicit in this program is the philosophy of
acquisition of a larger special purpose computer at a point in time
where such a facility has been demonstrated to provide a unique and
necessary capability.

In summary, the Boeing Company supports the concept of an advanced
computer and believes that it is in the national interest to encourage
its development. We believe that NASA is organized and chartered to

do this effectively. However, it should not be configured and chartered
as a National Design Facility. It should be viewed, rather, as a
pathfinder, a prototype to stimulate advanced computer development

and to serve as a vehicle for computational research and demonstration
of advanced computational capabilities. It should be "national" in

the sense that the facility should be made available for both goverhment
and non-government research and capability demonstration.

Qur forecast for the future is that when computational capabilities

are demonstrated (via this advanced host computer) which clearly have
the potential of improving the airplane design process and/or reducing
design risk to a degree compatible with the investment, private
industry will acquire advanced computers which are tailored to their
overall requirements. These will be improved machines that benefit
from the perspective hindsight provided by the pathfinder experience,
pboth in terms of processor configuration and capabilities, and in terms
of providing a data base of total procurement and software costs.
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Future Computational Aerodynamics Requirements

R. G. Bradley & I. C. Bhateley
General Dynamics/Fort Worth Division
rort Worth, Texas

Abstract -

General Dynamics is aware of the need to continually
upgrade and expand computational aerodynamics methods
for the design and analysis of airecraft configurations.
We concur with NASA's plan to expand the Nation's compu-
tational capability and desire to participate in that
activity. However, we do feel that several considera-
tions are important in such a program. The development
should be performed by both government and industry to
ensure that the objectives for aircraft design are satis-
fied from both the industrial competitive design stand-
point and from the government standpoint. We further
feel-that it is imperative that any programs developed
be heavily user-oriented and that they provide maximum
visibility and creditability to management, We at
General Dynamics agree that the government should pro-
ceed with developing advanced processors specifically
for the purpose of solving aerodynamics problems, and
we support the NASA plan for the development of a nation-
al computational facility. However, we do feel that
early consideration should be given to the adequate
management of such a facility when it becomes available.
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INTRODUCT ION

From an aerospace'industry point of view, the goal of compu-
tational aerodynamics can be simply stated as follows:

" 0o To develop a digital flow-simulation
capability that can be used with con-
fidence as an aircraft design and
analysis tool.

The objective, then, is to speed up the design process by cost-
effective aerodynamics calculations that can significantly reduce
the amount of wind tunnel testing required in the development of
new aircraft systems.

Although measurable progress has been made over the past
years in reaching this goal, from a practical standpoint, a
vast amount of development work remains to be done. This develop-
ment work involves both the adequate numerical simulation of the
physical flow processes that occur and the advanced processor
equipment needed to provide solutions that are both accurate and
cost effective., It is, of course, the stated objective of this
workshop ‘'to address both of these development needs.

In an attempt to evaluate General Dynamics' computational
aerodynamics program development and usage at the Fort Worth Pivisionm,
we have compiled some statistics over the time period 1971-1977.
Figure 1 shows the trends in the number of new computer codes
generated per engineer and the total computational time per
engineer, The trend shows a steady decrease in the number of
new computer codes initiated in the aerodynamics area. This seems
to be a bit surprising since fairly significant gains in computa-
tional aerodynamic methodology have occurred over this time period.
Possible explanations for this trend are that programs being de-
veloped are more complex, the government is taking a more active
role in methodology development, less money is allocated for the
development of computational methods, computational potential is
not realized or appreciated by management, and correlation of
ex1st1ng computational codes with. experimental evidence is lack-
ing, which in turn may lead to management's disenchantment in the
computational field. Also, much more of the simpler tasks are
being done on programmable calculators thus reducing the number
of large computer programs that are generated
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On the other hand, it can be seen in Figure 1 that computer
time has been generally increasing. This could be as a result of
more complexity in the computer codes, longer running codes, or
just more application of computer techmology in the design process.
The basic difference in the trend between program development and
program usage seems to indicate that the tendency at Fort Worth,
at least, has been toward fewer program developers and more program
users,

While these trends in themselves may seem to have no parti-
cular significance to this meeting, since they represent the ex-
perience of one aerospace company, they do lead to a point that
is félt to be important. Basically, one may divide computational
aerodynamicists into two basic categories: (1) the program developer
or program generator and (2) the program user (the airplane design-
er). In the following discussion, we will examine the computation-
al aerodynamics requirements of the future from the standpoint of
the program user, that is, the aircraft designer. We take this
approach since it seems imperative that the future success of
advanced computational techniques and, indeed, the development
of a national computational facility as proposed by NASA will
depend very much on the endorsement of the program user rather
than on the enthusiasm of the program developer.

DESIGN REQUIREMENTS

The aircraft design process may be divided crudely  into two
basic activities: preliminary design, which is defined to include
conceptual design, and detailed design. Figure 2 presents a list-
ing of the basic difference in these two activities and the compu-
tational requirements that are peculiar to each.

In the preliminary design area, computational requirements
are for speedy programs that give rapid calculations showing
trends for early design decisions during configuration develop-
ment., Normally, these methods are available as short computer
programs; currently, in more cases, they are programs that are
designed for advanced programmable calculators. Examples of
methods that may be used for this class of design are empirical
or semi-empirical handbook-type aerodynamic lift and drag methods,
wave-drag methods, performance calculation techniques, and design
synthesis programs which are multi-disciplinary programs to give
design trends and sizing for fixed missions. Also included in °
this category of computational methods are methods that are based
on data banks for correlation and validation of the quickie pre-
design methods. Limited configuration optimization procedures
may also be placed in this gemneral class of problems. These basic
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computer programs are generally developed by industry and are
continually in a state of update and reformulation. 1In this
area, perhaps it is appropriate that industry should be re-
sponsible for the development of the programs it uses, with some
interaction between the government agencies who will be evalua-
ting configurations,

On the other hand, the detailed design task is characteriz-
ed by more complex computer codes and more detailed flow-field-
oriented calculation methods. These computational methods are
used for the detailed development of configurations, analysis of
design changes, and effects of interacting flow fields and
components. Appropriately, such detailed methods should be de-
veloped jointly by government agencies and by industry. These
programs should require the maximum computational power that is
available, and it is for this purpose that new processors are
appropriate. Some examples of specific problems that need to be
addressed in the detailed design phase are noted in the figure.
The overall objective of the detailed design computational ’
methods should be to minimize wind tunnel test requirements and
to make design decisions concerning configuration features,

Also included in this classification is the efficient analysis
of test data for incorporation into the design process.

In the remainder of this discussion, we will concentrate
on the detailed design methods. It is the further development
of these methods that requires large expenditures in funds to
develop satisfactory flow models and to advance the state of
the art in computational capability in the form of new processors
and new computational hardware. Advances in the design and
analysis capability in this area are dependent very strongly on
cooperative government and industry program development.

NEAR-TERM COMPUTATIONAL REQUIREMENTS

Near~term computational requirements are defined to be
those computational methods that may be derived within the frame-
work of currently available or state-of-the-art computers.
Figure 3 presents a listing of the solution capabilities that
are considered necessary in the near future as well as other
considerations that are important in developing these computer
procedures, Whereas, a great deal of work has been accomplished
in the solution of general 3-dimensional inviscid flow fields in
the subsonic and supersonic regime, a need still exists for im-
proved accuracy in the transonic calculation area. This is
particularly true for aircraft configurations, geometries includ-
ing wing, body, tail surface or canard surface, and their inter-
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STATE-OF-THE-ART COMPUTERS

SOLUTION CAPABILITY

* Arbitrary Body 3-D Inviscid Analysis in
Sub/Trans/Supersonic Flow

* Semi-Empirical Viscous Analysis of 3-D
Bodies in Sub/Trans/Supersonic Flow
EXPERIMENTAL DATA COUPLING

* Consolidation and Cataloging of Test Data
Base for Rapid Random Access

* Combined Theory/Test Evaluation and
Extrapolation
USER ORIENTED STRUCTURE
* Simplified Input/Output
* Interactive Graphics
e Standardized Subprogram Structure

MANAGEMENT ORIENTED PROGRAMS
:Cost—Effective Programming
® Acceptable Accuracy Validation
* Management Visibility of Payoffs

JOINT IND/GOVT DEVELOPMENT AND UTILIZATION

Figure 3 Near Term Computational Requirements
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actions., Further, within the framework of the currently avail-
able computers, a workable 3-dimensional viscous-solution cap-
ability is needed. Such a capability must consider semi-empirical
correlations of turbulence and separated flow to be viable in the
near-tem.

A further requirement in the computational area deals with
the efficient use of the computer in evaluating and applying ex~-
perimental data to the design process. This requirement covers
massive test ‘data bhandling, including display of the data and
automated methods of analysis of the data. Oftentimes, industry
collects a vast data bank of information in the development of
a configuration. Unfortunately, these data are stored away and
used only sparsely in other programs., Computer methods to store
these data in the form of a data bank by combining it with theory
to use in the design process could be developed.

Of prime significance in the development of computational
methods is a program structure that is oriented toward the user -
the designer. The obvious implications of this requirement are
simplified input and output and simplified descriptions of com-
plex geometries that can be put into the machine and used in a
wide variety of computational methods. Interactive graphics
is necessary to efficiently use these programs in design.
Further, programs should be developed with a standardized sub-
program structure so that combinations of programs may be easily
and efficiently generated to meet particular design objectives.
It is often the experience in iIndustry that complex computer
codes can only be used by the program generator, thus making the
practical application of these methods in a variety of programs
impractical if not impossible. The key issue to be addressed is
the issue of ease of usage.

Another important issue in the development of computational
capability is the need to have programs and output oriented to-
ward management decisions. This means simply that the programs
must be cost effective and not use large amounts of the compu-
tational budget for a development program, they must have a high
level of accuracy validated by comparisons with experiment, and
they must provide the necessary visibility for an understanding
of the significance of the computed results. Management is re-
luctant to act on results from computational methods when these
simple criteria have not been satisfied. To sell a computational
method and, more importantly, to sell the development of specialized
advanced processors, management considerations in the design process
must be considered and weighed heavily,
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In the near-term, it is felt that the continued coopera-
tive development of these computational procedures with both
government and industry working together is important. From an
industry standpoint, development of such methods is costly;
government interaction is important to ensure that techmnology
steps are taken to develop the program. Further, from the govern-
ment's standpoint it is desirable that computer codes used in
the design process are thoroughly understood by government and
can be accepted with confidence in evaluation of proposed con-
figurations.

FUTURE COMPUTATIONAL REQUIREMENTS

Future computational requirements are defined as those
that can be initiated with state-of-the-art processor equipment
but, to be used efficiently in the design process, require develop-
ment of advanced processors, perhaps tailored for an aerodynamic
simulation., A list of future requirements in the area of compu-
tational aerodynamics is presented in Figure 4. The obvious
requirement is a completely generalized 3-dimensional viscous-
flow solution capable of modeling the 3-dimensional average
Reynolds stresses, including simulation of unsteady flows, large
eddy structure where appropriate, and aeroelastic interactioms
between the configuration geometry and the flow field. Some of
the detailed planning on how such a solution capability can be
devised is, of course, the subject of future panels in this
workshop. The task is a formidable one and will require inten-
‘sive cooperation -between government agencies and industry.to
make its development practical., The ultimate goal is achievable,
but not without the expenditures of large amounts of both money
and engineering talent.

If this challenging goal is to be realized, three consid-
erations are felt to be of paramount importance: First, the
program must develop in a building-block manner so that mile- .
stones along the way are measurable and are usable to both in-
dustry and government. At each step along the way, extensive
correlation and validation with experimental data are essential,
Further, the sub-programs or the steps that are taken in the
development, must be usable in a sense that actual design appli-
cations may be made with confidence. Second, the capability must
be developed with careful attention to user requirements, as was
discussed in the previous section. Third, and perhaps most import-
antly, management must have the visibility amnd the confidence in
computational methods that is necessary to assure continued
commitment of the resources necessary to develop the methods,

a
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ADVANCED SPECIAL-PURPOSE PROCESSORS

SOLUTION CAPABILITY

e Arbitrary Body 3-D Viscous Analysis in
Sub/Trans/Supersonic Flow

* Unsteady Flow Simulation
¢ Aeroelastic Simulation

MEASURABLE AND USABLE MILESTONES

USER ORIENTED STRUCTURE
e Simplified Input/Output
.* Interactive Graphics
* Standardized Subprogram Structure

MANAGEMENT-ORIENTED PROGRAMS
* Cost-Effective Programming
e Acceptable Accuracy Validation
* Mlanagement Visibility of Payoffs

NATIONAL COMPUTER FACILITY

¢ Industrial Proprietary-Data
Safeguards

¢ Industry/Government Utilization Plan

Figure 4 Future Computational Requirements
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NASA/Ames has proposed the development of a national com-
putational facility. - The plan is a valid one if the general 3-
dimensional viscous problem is to be solved. It is the feeling
of General Dynamics that early management planning is essential
to the development of such a natiénal facility. Problems:that
must be resolved include the protection of proprietary data and a
utilization plan that will ensure industry- access to the facility
in a timely manner. As an example, consider a major aircraft pro-
posal in which over a period of from 30 to 60 days as many, as
eight companies may require extensive computational support.

How the facility's time may be managed in such a case needs to
be addressed and clearly set forth early in the development
program.

CONCLUDING REMARKS

L

General Dynamics is aware of the need to continually up-
grade and expand computational aerodynamics methods for the de-
sign and analysis of aircraft configurations. We concur with
NASA's plan to expand the Nation's computational capability and
desire to participate im that activity. However, we do feel
that geveral considerations are important in such a program.
The development should be performed by both govermment and
industry to ensure that the objectives for aircraft design are
satisfied from both:the industrial competitive design stand-
point and from the govermment standpoint. We further feel that
it is imperative that any programs developed be heavily user-
oriented and that they provide maximum visibility and credita-
bility to management. We at Gemeral Dynamics agree that the
government should proceed with developing advanced processors
specifically for the purpose of solving aerodynamics problems,
and we support the NASA plan for the development of a national
computational facility. However, we do feel that early consider-
ation should be given to the adequate management of such a fac-
ility when it becomes available.

101



FUTURE REQUIREMENTS AND ROLES OF COMPUTERS IN AERODYNAMIGS

by
Thomas J. Gregory¥®

N 7 8 o= 1 grz 8 6 Ames Research Center, NASA

Moffett Field, California

This conference is addressing two very exXciting topics: the solution of the
Navier-Stokes equations, and the development of very fast digital computers,
While faster computers will be needed to make sclution of the Navier-Stokes
equations practical and useful, most all of the other serodynamic solution
techniques can benefit from faster computers. Since there is a wide wvariety
of computational and measurement techniques, the prospect of more powerful
computers permits extension and an enhancement across all aerodynamic methods,
including wind-tunnel measurement., It 1ls expected that, as in the past, a
blend of methods will be used to predict alrcraft aerodynamics in the future.
These will include methods based on solution of the Navier—-Stokes equations
and the potential flow equations as well as those based on empiricasl and
measured results.

The topics (figure 1) of this paper are to first identify the primary flows of
Interest in ailrcraft aerodynamics, then to comment on some of the predictive
methods currently in use and/or under development, and then £inally to analyze
two of these methods in terms of the computational resources needed to improve
theilr usefulness and practidcality.

The left-hand side of figure 2 shows a partial list of the primary flows of
interest in ailrcraft aerodynamics. Each is a complicated topic in itself and
solution can be attempted with a variety of methods., The right-hand side of
the figure shows the primary predictive techniques-in terms of thelr mathe-
matical basis. There 13 no attempt to order or rank these methods or the flows
in terms of Importance or present utility., However, for predicting aerodynamics
on today's alrcraft, certainly the most extemsively used methods are the
theoretical/empirical approaches which are backed up by both wind tunnel
measurements and detailed calculations using specific solutions of the fluid
flow equations. At the present time the theoretical/empirical ‘approaches are
used primarily in conceptual/preliminary design and wind tunnel measurement
approaches are used in final design. The other methods are important, are
widely used, and are expected to be more useful in the future.

For complicated flows, i.e., interactions of the aerocdynamic flows listed on
the left side of the figure, it i1s anticipated that a blend of methods will be
used in the foreseeable future, For this to occur, each of the methods must
be developed sufficiently to be very useful to the aerodynamicist, that is,

to be sufficiently reliable, accurate, and cost effective, Depending upon the
particular problem to be analyzed and the resources available, the choice is
usually easy.

*Chief, Aircraft Aerodynamics Branch.
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Faster computers should be beneficial in using all these methods, As an
example, consider the theoretical/empirical techniques as used in comceptual

and preliminary design (figure 3). Computer programs currently exist in most
organizations that will predict aircraft coefficients for conceptual aircraft
designs., The U, S. Air Force DATCOM system which is currently being computer-
ized is a typical example. These programs usually have between 5,000 and

15,000 executeble statements without significant looping or matrix manipulations,

In 2 typical conceptual design study the aerodynamics of 20 configurations are ’
needed to explore tradeoffs and select a preferred approach. In general, the
aerodynamics at approximately 20 flow conditions are required and a typical
alrecraft synthesis in the future is expected to have 100 design variables and/
or vehicle constraints, Design variables include items such as wing sweep,
thickness, inlet size, and the coefficients of shape functions used to describe
the surface of the vehicle. Typical constraints include take-off and landing
field length, maximum speed, turn rate, approach speed, etc. Current vehicle
synthesis requires approximately 20 vehicle evaluations per optimization where
optimization means the best combination of the degign variables that produce
the minimum weight (or cost) design while still meeting all the specified con-—
straints. If the typical numbers in figure 3 are multiglied out, the conceptual
preliminary design task requires approximately 2.4 x 10 0 floating point oper-—
ations just to predict the aerodynamics in this type of aircraft design process.

The CDC 7600 computer is a representative high-~speed scientific computer with
roughly a speed of 5M floating point operations per second. Hence, the CPU

time to calculate the aerodynamics for the above desecribed design study would

be approximately 1.3 hours, The other aeromautical disciplines such as propulsion,
structures, weights, etc. would require similar computation times. The fastest
uniprocessor that might be foreseen may be approximately five times faster than
the 7600, i.e. 25M floating point operations per second, hence we could expect
‘the central processing unit (CPU) time to be approximately 20 minutes on such
"a machine. 1If the Navier-Stokes solwver (NS3) which has been the subject of this
workshop, could use parallel and pipe-line concepts to achieve one gigaflop,
that is, 109 floating point operations per second, then the resources needed

in the aerodynamic prediction for conceptual/preliminary design would be approx—
imately 20 seconds to 120 seconds depending upon the. degree that the parallelism
ceuld be accommodated in this problem. It is expected that today's aero-
dynamicists and computer scientists would be sufficiently clever to make high
use of the parallel and pipe-line features of the NSS. This presumes that the
architecture of the NSS would permit programming the sequence of floating point
operations and that these floating point operations would include some means

for computing transcendental functions,

The anticipated increase in speed for conducting the conceptual preliminary
design activity would permit quantitative evaluation of a wide variety of air-
plane concepts as contrasted to the present circumstances where many selections
are made on a qualitative basis due either to inadequate time or resources,
Hence, a much better design selection would be expected at the comclusion of
the preliminmary design process, Of course the answer is very dependent upon
the accuracy and generality of the theoretical/empirical techniques inherent
in these approaches. Continual enhancement of these techniques is taking
place and needs to be continued. One of the best ways of enhancing the theo-—
retical/empirical techniques, is by incorporating the results from more compli-
cated thecretical methods into the empirical data base that the simpler methods
are based upon.
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Another place that faster computers: are required is in aerodynamic paneling,
that is, the use of linear potential flow téchniques that depend upon large
matrix manipulatione to predict the predsures at every point on an aircraft
surface. Figure 4 describes the aerodynamic prediction resources needed in

a typical preliminary design activity in which paneling is used to calculate
the pressures, forces and moments on a complete ailrcraft. Approximately 3,000
panels are needed to describe the surface detail on a realistic aircraft. (At
this time 1t _is uncertain whether a finite difference Navier-Stokes solution
within a 1003 grid would give sufficient resolution of a complicated flow
field about a complete aircraft.)

¥or a single calculation of the flow, approximately 5 x’lO10 floating point 0
operations (FLOP) are required. This is comprised of approximately 3.6 x 107
floating point operations for the generation of the aerodynamic influence
coefficiiﬂt matrix. The solution of this matrix would require another

1.3 x 10~ FLOP. Hence, to calculate one flow on the 7600, approximately 2.8
hours would be required. The fastest uniprocessor would require approximately
30 minutes. The Navier-Stokes solver running at one gigaflop would require
approximately one minute. Again, there is a major assumption that aero-
dynamicists and computer scientists would be clever enough to make use of the
parallelism and pipe-line features of the NSS.

Practical calculation of all the linear aerodynamic range for a configuration
may lead to a reduction in the amount of wind tunnel testing currently used

in this flow regime, but a reduction would ultimately depend upon whether
these solutions could be gemerated quickly, accurately, and cost effectively.
There are four points in summary, as shown in figure 5. TFirst, as in any
engineering activity, the selection of the proper method will be that which
fits the.problem best. For example, we will use linear potential flow methods
in subsonic and supersonic attached flow cases. We would. not use more complex
methods. However, if a less expensive or quicker method is required, then pos—
gibly the theoretical/empirical methods would be used instead.

Finite difference methods have a unique place in aerodynamic prediction, par-
tieularly in transonic aerodynamics or in highly turbulent separated flow.

But even with the advanced computer, finite difference solutions of the Navier-
Stokes equations will probably describe only the complicated flows about com=-
ponents and not complete alrcraft.

All aerodynamic. methods will benefit from faster computers, especially if they
are reliable and less costly than other computers. Future computational speed
is expected to come through basiec technology, but primarily from parallel and.
pipe~line architecture. A major challenge in aercdynamics will be to capitalize
on these characteristics.

The most complicated flows in aerodynamics involve interactions of turbulence,
potential flows, shock-waves, mixing, or vortices. The solution of these
combined flows will probably require hybrid methods. The major elements in
these hybrid techniques are likely to be measurements made on wind tunnel
models. However, continued development of all aerodynamic predictive methods
is the prudent direction to follow, since all will benefit from advancements
in computers.
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i:£)€7 . PROJECTED ROLE OF ADVANCED COMPUTATIONAL AERODYNAMIC,
' METHODS AT THE LOCKHEED-GEORGIA COMPANY

Manuel E. Lores
Lockheed-Georgia Company
Marietta, Georgia

N78§-19787
) - SUMMARY

Advanced'comp;tational methods are being used at the Léckheed-Georgia Company

- to aid in the evaluation and design of new and modified aircraft. Experience
with these methods and their attendant computer requirements indicates that
Jarge and specialized computers like the proposed Numerical Aerodynamic ‘
Similation Facility will be needed to make advanced three-dimensional viscous
aerodynamic computations préctica]. The cost of such a computer and tﬁe fact
that it will provVide computer capabilities greatly exceeding the day-to-day
needs of any éﬁe aerospace company make the proposed facility a viable
approach, Th§refore,.plans to develop such a facility and continued emphasis

on improved computational aerodynamics are supported by Lockheed-Georgia.

The ultimate purpose f@n'ﬁhe Numerical Aerodynamic Simulation Facility should
be to provide-a.too] for designing better aerospace vehicles while at the same
time reduciné development costs. Its primary function should be to perform
computations using Navier-Stokes equations solution algorithms since compliex
viscous flows which can only be solved using those equations play a dominant
role in vehicle aerodynamics. However, the computing facility should have a

secondary function of permitting less sophisticated but nevertheless complex

calculations to be made efficiently because such results can often be useful

in a design study.

Experience with current large computer programs indicates that the proposed
Eomputer will have to have about two orders of magnitude greater core size and
perform érithmetfc operations and access core about two orders of magnitude h
faster- than CDC 7600 class computers. The mainframe should support remote
batch and possibly time-sharing terminals. Rapid data traqsfers and good

communications between remote terminals and the mainframe is imperative.

INTRODUCTION

An objective at Lockheed in the .development of better aerodynamic design and
‘analysts procedures is to achieve a balance between experimental and theoreti-
ca]quork so that for a new aircraft the development costs, time. and design

risk are minimized, while aircraft performance is maximized. Until recently,
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most configuration aerodynamic development both at Lockheed and elsewhere was
done in wind tunnels. Howevef; théoretical methods are now available which
permit both a reduction in the number of wind tunnel test hours; and- a better
understanding and use of wind tunnel data. Test hours and costs are“reduced ‘
by eliminating many candidate configurations through the use of thea;etical
methods prior to testing, by permitting better test planning, and by using theo-
retical methods to interpolate test data and thus reducing the size of test
matrices. The required test data can be better understood by using theoretical
methods to gain insight into flow .details that manifest themselves in gross
aerodynamic parameters, and to take into account wind tunnel related phenomena
such as wall and scale effects. On the other hand, carefully planned and con-
ducted wind tunnel tests can be used to both validate new theoretical methods,

and to provide data for the formulation of needed empirical models.

The availability of new theoretical methods is a result of dramatic improve-
ments in computational aerodynamic procedures together with the advent of rela-
tively large and fast digital computers. Although these new methods permit the
treatment of many problems that were previously intractable, significant im-
prodements in both computational techniques and computer capabilities are need-
ed before theoretical methods can be used efficiently as engineering toois in
complete configuration design. Rapid advances in the area of improved solu-
tion algorithms are now being made. These new methods cannot be fully developed
nor can they be used in engineering codes until bigger and faster computers are
available.

A large, centralized computer complex, referred to as the Numerical Aerodynamic
Simulation Facility (NASF), has been proposed by the Ames Research Center, NASA,
to provide the needed computer capabilities. This paper will define the
Lockheed~-Georgia Company's position on the NAS% and the companion computationél
methods, the best way to provide thé capabilities, and the procedure for

making them useful to industry. The position will be arrived at by reﬁiewing
the current status and applications of computational aerodynaﬁic methods at
Lockheed-Georgia, and using these experiences to identify our projected needs.
Since subsonic and transonic aircraft are designed at Lockheed-Georgia, the
discussion will be restricted to methods.applicable to these flight regimes.

However, many numerical techniques are valid at any Mach number; therefore,
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much of the discussions will be of general applicability. Also, since finite
difference and/or finite volume techniques applicable to non-linear equations
offer the most versatility and place the greatest demands on computer

capabilities, the discussions will focus on these types of methods.

CURRENT PROCEDURE

STATUS OF METHODS

The use of new computational methods has increased dramatically at Lockheed” in
recent years. This increased utilizédtion is demonstrated in Table 1 where
the theoretical methods now in use at Lockheed are c6hparegﬂuith—past ;roce-
dures, Also shown here is the anticipated need for soTutions of the three-
dimensional time;averaged Navier-Stokes equations in an advanced aircraft
design process. The mgthods are listed in order of increasing complexity, and
the attendant computer programs are categorized as production, development, or
research codes. A production code is one which solves a proven formulation, -
using proven techniques, and operates efficiently on current computers; the
code is an engineering design or analysis tool. A development code treats a
proven formulation, but techniques are being developed to improve its efficiency
and/o} accuracy, and it taxes the capabilities of present day computers. A
research code is a program whiéh is used to develop either formulations or
solution techniques, and which is unproven. |In general, research codes cannot

be used on a day-to-day basis on existing computers.

TABLE 1 TRANSONIC TRANSPORT DESIGN METHODS CHRONOLOGY

-1 C-5 ATA #1 ATA #2 CXX
METHODOLOGY : 1960 1965 1975 1977 - 1985
PRODUCTION
Airfoil Section Data Banks X X .
Lifting Surface Theories ; X X X X X
2-D Viscous Airfoil Methods X X X X
3-0 Subsonic Panel Methods X X X
2-D Transonic Weak Interaction X %
DEVELOPMENT
3~D Boundary Layer Methods x X
3-D Inviscid Transonics X X
3~D Viscous Weak Interactions X X
2-D & 3-D Aerodynamic Optimization X X
RESEARCH
2-D Navier-Stokes b
X

3-D Navier-Stokes
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The philosophy of the current design approach is to use the simplest method to
do a specific task, and to rely on proven, correlated methods. At present, pro-
duction codes are in general easy and economical to use, and they yield accurate
predictions of vehicle aerodynamics. For example, two-dimensional viscous tran-
sonic flow calculations can be done in less than one minute computat?bn time

on a CDC 7600 class computer using only a small fraction of available core.

Some production codes can, however, be expensive to use. For example, a symmet-
ric airplane analysis using 3-D Inviscid subsonic panel methods at one Mach
number requires around 2,000 panels and uses about one hour computation time and
all available core on a CDC 7600 computer. The cost of such a run makes the
avoidance of input errors imperative. Also considerable engineering manhours
can be required to prepare program input even when automated lofting

technigues are used.

Three-dimensional inviscid transonic methods, 3-D viscous subsonic techniques,
and optimization procedures are examples of development codes. A 3-D transonic
code might use about 100,000 grid points, and a sinale point {Mach number,
angle of attack) solution would require about 10 minutes computation time and
use about 200,000 (decimal) 60-bit words of core. Despite these demands, 3-D
transonic methods areAbeing used often at Lockheed and they are proving to be

useful analysis methods.

Numerical optimization is a technique, classified here as development coding,
which permits the use of any aerodynamic analysis method to design configurations
that are in some sense optimized for specific flight conditions. In this ap-
proach, the chosen aerodynamic method is used repeatedly to generate solutions
for computing gradients and search information. Consequently, the feasiéility
of numerical optimization is dependent on the efficiency of the aerodynamic
module. ‘Lockheed is doing both two- and three-dimensional transonic optimiza-
tion. Much of this work is being done in cooperation with NASA-Ames. Results
to date are encouraging. In cone airfoil design study engineering hours were
reduced by a factor of four from previously used design procedures. Also, wind
tunnel verification studies show the optimized airfoil to out-perform the con-
ventionally designed section. On the other hand, 3-D optimization, although

yielding encouraging results, is hampered by large computing costs and poor
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job turn-around time resuiting from the large core requirements and run time.
Nevertheless, because of its versatility, numerical optimization will

undoubtedly be &n important design-tool in thé future,.

Methods for 'solving the time-averaged Navier~Stokes equations are now being
develope&. The computer programs are considered to be research codes because
both the formulations and solution techniques are constantly changing. |In
general, they caﬁnot be run on a day-to-day basis on available computers.
Lockheed is, however, involved in research concerned with applications of such’
codes. The approach we have chosen is to work in cooperative programs w{th
government agencies. .In these programs, the basic solution algorithms are
developed primarily within NASA. Lockheed works with NASA in the application
of the algorithms to specific problems, and in correlating the theoretical
solutions. This approach has proven to be successful in the evolution of 3-P
transonic methods and we believe it has been mutually beneficial to Lockheed
and NASA. We also think that methods for the NASF will be developed through

similar combined government, industry, and university programs.

CURRENT COMPUTERS

A company-owned Univac-1100/11 computer is used at Lockheed-Georgia for the
majority of scientific computations. This computer capahility is augmented- by
remote batch terminals providing access to CDC 6600 and 7600 computers on the
CDC CYBER Network. The terminals also provide a means for accessing NASA and
other government computers. The dual computer system has proven to be a viable
approach for providing needed computer capability at Lockheed-Georgia. Most
production codes listed in Table 1 are used efficiently on the company-owned
u-1100/11. Some production work and most development programming is done on
the CDC 7600. With this approach, the U-1100/11 is heavily used, and the
outside CDC computers are employed only when needed. -Un the other hand,
current bLockheed-Georgia computer usage does not warrant the acquisition.of a

{DC 7600 with its attendant higher operating costs.

The use of off-site computers has not proven to be a problem. Operation of the
remote batch terminals is straight-forward. They are capable of reading and
transmitting information at the rate of about 400 cards per minute, and the

printer operates at up to 500 lines per minute. Although the system is /0
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bound, it provides sufficient job turn-around for the applications here. The
very good communications between terminal and mainframe has proven to be

indispensable in operating the remote batch terminals.

PROJECTED REQUIREMENTS

A large, centralized computer, referred to ag the Numerical Aerodynamic
Simulation Facility (NASF), has been proposed by the Ames Research Center,

NASA to fulfill &he need for increased computational capability required to
develop and use advanced aerodynamic methods. The ultimate purpose of the NASF
should be to provide a tool for designing better aerospace vehicles while at
the same time reducing development costs. To be useful in industry applications,
the facility must:

1.‘ Provide sclutions sufficiently accurate for engineering applications.

2. Be easy to use.

3. Be relatively inexpensive.

i. Be easily accessed and provide reasonable job turn-around.

5. Provide appropriate data security.

The methodologies and computer capabilities needed to attain this purpose are

forecast in this section.

METHODS {

Experience has shown that the simplest method which yields sufficiently accurate
engineering predictions of vehicle aerodynamics will be favored over a more
exact theory which is more difficult and costly to use. Therefore, a variety
of aerodynamic methods will probably be used in 1980-1990 design processes.
The types of methods which we think will be needed and which impose computaticnal
requirements exceeding current capabilities are listed below: k
- 1. 3~D Nonlinear Potential Fiow with Weak B.L. Interactions

2. 3-D Nonlinear Potential Flow with Patched N/S Solutions

3. Numerical Optimization with 1 and 2

. Complete N/S$ Analysis
Because of Lhe interest in active control systems and because of the inherent
unsteadiness of transonic flows, formulations of these methods applicable to

both steady and unsteady flows will be needed.
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Three-dimensional subsonic panel methods with weak interactions have been ex~
cluded from the list despite the fagt that they are useful methods which tax
current computers. They have been excluded because their formulation requires
the solution of dense diagonally dominant matrices while either tri~diagonal

or btock tri-diagenal matrices must be solved in finite-difference or finite
volume techniques. Hopefully, increases in computational speed may result from
developing a specialized processor for tri-diagonal matrix solution. This
possible improvement in computational speed, together with anticipated refine-
ments in finite difference equation solution algorithms, may result in computa-
tion times for finite difference solutions which are about the same as that
required for panel methods. |If this proves to be the case, then although panel
methods may be used in special cases on the NASF, most complete configuration
aerodynamic design and analysis will be done using finite difference or volume

methods.

Another reason for empha%izing 3~D nonlinear potential flow methods instead of
panel technigues is that they are of course applicable at any Mach number for
which the flow is nearly isentropic; specifically, they can be used to compute
transonic flow fields. Accurate transonic aerodynamic predictions will be
needed in the 1980-1990 time pericd because efficient transonic performance will
continue to be an important design requirement for both transport and fighter-
type aircraft. Both extended small disturbance (ESD) and full potential
equation (FPE) transonic methods will probably be used in the transonic design
process. The advantage of ESD methods are that they are exceedingly easy to use
and they require less computation time than FPE methods. ESD methods are also
more easily combined with boundary layer methods. However, FPE methods, of
course, yield more accurate solutions, especially near the wing leading edge.
Weak interaction solutions will be used in the envisioned design process because
they can be e*pected to yield sufficiently accurate cruise aerodynamics for
well-designed configurations, and they should be easier and more economical to
use than complete N/S methods. That the weak interaction solutions should be
more economical is a consequence of the need to use fewer grid points, to

store fewer dependent variables, and the use of simpler equations in viscous
regions. Viscous flows which cannot be modeled using Prandtl's boundary layer

hypothesis can be treated using patched N/S methods. Examples of such flows
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are wing-body~fillet flows and shgck wave/boundary layer interactions, Although
the viscous flow equations are more complex than the boundary layer equations,
the patched solution still offerg a means to reduce the size of computational
grids and thus using less core and Eomputation time than would be neesded for a

comparable complete N/S solution.

Numerical optimization is a powerful new technique (at ]east)[q detailed
aerodynamic design) which will be used often in the future. Basically, the
technique is the theoretical esquivalent of a parametric wind tunnel test in
which various configurations are investigated. However, the design space from
which the configuration can be investigated is much larger in computational
optimization. Numerical optiﬁization with reliable, proven theoretical methods
should be much faster than wind tunnel configuration development. The cost of
numerical optimization is dependent upon the efficiency of the aerodynamic
analysis module. Since the usual design objective is to develop configurations
with well-behaved, attached fiows, weak interaction solutions and not N/S

methods will probably be used.

The prediction of complete configuration asrodynamics including the presence of
embedded separated turbulent flows requires the solution of the time-averaged
Navier-Stokes equations. |If efficient solution methods become available, and
if problems such as turbulence modeling are overcome, then much aerodynamic
research and configuration development that up unti] now was conducted in wind

tunnels can be performed on computers.

To date, the most successful method for solving the N/S equations has been the
time-splitting finite~difference technique developed at NASA-Ames for the time-
dependent form of those equations. Dramatic reductions in run times have re-
cently been reported. Although most research is now concerned with two-
dimensional flows, continued improvement in the time-dependent approach, includ-
ing extensions to three-dimensions can be anticipated. However, recalling that
early two-dimensional inviscid transonic methods were ultimately replaced for
the most part by relaxation solutions of steady state equations, an examination
of relaxation methods applicable to the N/é equations would seem to be likely
in the future. |f this proves to be the case, then recent progress in using

alternating direction implicit techniques to solve nonlinear problems indicates
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that such techniques will probably be useful in solving the N/S equations.

The finite volume (or element) method is also receiving considerable attention
nowadays, although it has not yet been applied to the N/S equations. Diffi-
culties have been encountered in applying the finite volume method to discon-
tinuous flows. However, the flexibility that the method offers in apply:ng
boundary conditions Stl]] makes it an attractive solution technique for 3-D
flows about arbitrary configurations. Consequently, the continued develop-
ment of the finite volume method is warranted, and a successful, application
of the method to discontinuous flows is likely by the early 1980's.

The availability of é finite volume method applicable to arbitrary three-
dimensional flows would greatly simplify the problem of grid generation since
the method permits the use of more or less arbitrarily arranged control
volumes. In fact, configuration lofting methods currently used to define
complex configurations for linear subsonic and supersonic surface singularity
solution techniques could probably be modified to provide surface boundary
conditions for the finite volume method, and to serve as a basis for erecting

the control volumes throughout the flow field.

in the projected design approach, shown schematically in Figure 1, simpler
methods such as 3-D pdtential flow techniques with weak boundary layer inter-
actions together with numerical optimization will be used to eliminate many
possible con?igurations. The most promising configurations would then be
analyzed in detail using the N/S solvers in much the same way a final configu-
ration development is now done in wind tunnels. The design approach will
achieve the goal of providing accurate engineering solutions. With appropriate
automatic grid generation and confiéuration lofting routines, the methods

should be easy to use.

COMPUTER

A new computer system is needed to achieve the stated goals of providing a
relatively inexpensive, easily used, and easily accessed tool which can yield
solutions to the already defined methods with a reasonable job turn-around.
Researchers’actively engaged in developing fundamental solution algorithms can

better define the detailed machine architecture requirements. However, our
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experience at Lockheed-Georgia using new theoretical methods on both on-site and

remotely accessed computer systems enables us to provide some general suggestions.

Since the solution of the N/S equations places the most stringent computational
demands on the proposed computer, the computer should be sized to treat these
prqblems. Also, since these computations will be the most costly, the computer
should be designed to solve N/S equations algorithms efficiently, at the cost

of less efficient treatment of other problems.

An estimate of the capablltt:es required of an advanced computer can be made by
extrapolating the computer requirements of numeraca] methods that are .now prac-
tical. Three-dimensional inviscid transonic flows can be solved more or less
routinely on the CDC 7600. Approximately 100,000 grid points are used in 3-D
transonic programs to compute the flow field for a configuration in symmetric
flight. Significantly more grld points will be needed to solve the 3-D N/S
equations and to analyze yawed aircraft. This need arises because many grid
points must be concentrated in the viscous layer adjacent to the body. For
example, on the order of 20 to 40 grid points normal to the surface are used in
current finite difference boundary layer programs, compared to about 50 total
vertical grid points in a 3-D transonic code. |If so-called large eddies which
are typically smaller than 10% of the boundary layer thickness are to be computed
numerically as an integral part of the solution, then many more grid points will
be needed through the viscous layer. This very fine grid resolution normal to
the surface dictates the use of fine grids in the other coordinate directions to
keep the grid aspect ratio within acceptable limits. Consequently, at least an
order of magnitude more grid points will proba?ly be needed to solve the N/S
equations than are currently used to solve 3-D inviscid transonic flows. Since
at least five flow variables (instead of a single potential function} must be
stored at each grid point, a need for at least a two order-of-magnitude increase
in core storaée is easily envisioned. A corresponding increase in computatlon
rates and memory transfer rate will also be required to handle the increased
number of computations. The following table compares the CDC 7600 with the
projected computer: ) ‘
" 7600 Projected

Memory Words + 577K 0, 000K

Memory Access, Words/Sec. 36 x 106 h, 000 x 108

Floating Point Operations/Sec. b x 108 400 x 108
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The azhievement of the projected goals seems to dictate the development of a
specialized computer, since it is difficult to foresee an evolution of an

existing computer design providing the needed capabilities.

Although:-NASA, as in the past, can be expected to do most of the research
associated with the development of solution algorithms, past experience indi-
cates that some parallel research will be done by industry anﬁ in universities.
Also, industry aerodynamicists are perhaps in the best position to provide the
coding to make NASA-developed algorithms into production programs. In partic-
ular, configuration definition procedures and data output formats can probably
best be defined in cooperation with industry. Therefore, the computer should
handle many remote terminals efficiently. The capability of transferring data
to and from other computers needs to be provided. Because of the significant
amount of input and output associated wtih 3-D viscous flow calculations and
because of the‘exceedingly fast computation speed envisioned for the computer,
special attention should be paid to providing rapid, diversified, and efficient
input and output. For example, {/0 rates should be at least as large as a

CDC-73h remote batch terminal operating at full capacity on a 9600 BAUD 1ine.

New computationatl methods tend to increase rather than decrease the need for
understanding the physics of fluid flows. Consequently, competent fluid dynam-
icists will be involbed in developing and applying methods. To facititate
their task of comﬁunicating with programming personnel, the computer coding

- language should be as simple as possible and preferably similar to the

familiar FORTRAN symbolic language.

Much of the configuration definition and aerodynamic data used on the NASF will
be classified either for national security or industry proprietary reasons. A
fail-safe data file acquisition approval system must therefore be devised.

The problem of transferring classified data to and from remote terminals also

needs to be resolved.

CONCLUD ENG COMMENTS

A commitment to improve computational capabilities and to use new theoretical

methods to design more efficient aircraft has been made at the Lockheed-
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Georgié Company. The availability of new methods together with a computer

. system like the proposed Numerical Aerodynamic Simulation Facility would permit
the attainment of a balanced experimental and theoretical design progess.

Pians to develop such a centralized facility are supported by Lockheed because
it will provide industry with access to needed computer capabilities without
burdening the Company with an on-site computer which is too large and too

expensive for our day-to-day needs.

Continued discoursé between government, university, and industry personnel
involved in developing and applying new theoretical aerodynamic methods is
needed to ensure the development of a. facility that is useful to all parties.
The Lockheed—Georgia-Company is interested in participating in future

discussions.
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COMPUTATIONAL AERCDYNAMICS REQUIREMENTS
IN CONJUNCTION WITH EXPERIMENTAL FACILITIES*

J. Leith Potter and John C. Adams
ARO, Inc., AEDC Division
A Sverdrup Corporation Company

von Karman Gas Dynamics Facility
Arnold Air Force Station, Tennessee

ABSTRACT

Examples are presentad to show how computatioral aerodynamics has
an .important role in improving quality and efficiency in production of
information at a wind tunnel test center. Some principal appiications
of the calculations are (1) to extend or clarify the understanding of
experimental "data, particularly when wind tunmnel or scaling limitations
prevent attainment of all conditions of interest and (2) for furnishing
on-line or near-on-line math-model results or other comparative data
needed for test direction. Significant computational abilities are

needed for these purposes.

*The regearch reported herein was conducted by Arnold Engineering
Development Center (AEDC), Air Force Systems Command (AFSC), U.S.

Air Force. Research results were obtained by personnel cf ARG, Inc.,
contract operator of AEDC. PFurther reproduction’is authorized to
satisfy needs of the U.S. Government. '
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INTRODUCTION

. Computational aerodynamics, viewed in terms of manpower engaged, is
at preseﬁl only a small fraction of the experimental activity at the’Arnold
Enginee;ing Development Center.' However, there ig frequent use of computed,
theoretical_results in conjunction with experimental research, development,
testing, and evaluation (RDT&E). Typically, the purpose of the computations
is one of the following:

a. To confirm or support an otherwise uncertain conclusion, based on
experiment, e.g., the attainment of fully developed turbulent
boundary-layer cdﬁditions in a test or the trend of center of
pressure location with changing Mach or Reynolds number.

b. To extend experimental results to the full-scale f£light con-
ditions so that wind tunnel and flight data wmay be compared.
For - example, to evaluate imperfect scaling, e.g., wall tempera-—
ture ratio, Mach or Reynolds numbers, or ablation effects.

¢. To evaluate the influence of tunnel free-stream conditions when,
e.g., wall intexference, flow nonuniformity, or real gas effects
are suspected.

d. To produce math-model results cn liné during a test, e.g., to
yield comparative data of to give trajectory points of a "dropped”
store.

Owing to present limitations on computatiomal capabilities, such supplemental
calculations normally are made for simplified configurations which never-
theless serve to estzblish useful baselines for the engineer. Many other

computationieare made in the process of reducing and manipulating data, but

that subject is not dealt with here.
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The Arnold Engineering Development Center (AEDC) mission, as quoted
from an official document, is:

"...to support the development of aerospace systems by testing

hardware in aerodynamic, propulsion, and space environmental .:

ground test facilities that simulate flight conditions; and

develop advanced techniques, instrumentation, and facilities

through performing research and supplying new techniques."

Experience shows that fulfillment of this mission in a cost—-effective and
responsible manner often is aided.by recourse to computed theoretical results
whén circumstances and abilities coincide. As computational abilities grow,
circumstances wherein computed data are both useful and obtainable will, no
doubt, arise more often. Providing needed aerodynamics information to users
in the most efficient manner is expected to require both experimental and
computational facilities. Some general examples are given to indicate how
the two approaches are complementary and necessary.
"EXAMPLES OF THE NEED FOR COMPUTATIONAL
SUPPORT TO WIND TUMNEL TESTING

An exhaustive listing of examples is not approprilate to this brief
presentation. Rather, it is intended to furnish a reminder of the fact that
wind tunnels sometimes do not directly provide all the information needed
by designers, and that advanced computational capability can represent a
worthwhile addition to the resources of a test-oriented center. It is also
apparent that computational aerodynamics will not soon overcome ali obsta—

cles to acquisiticn of all the information one might wish to obtain in

- laboratory facilities.
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Deficiencies in wind tunmel flow conditions may take the form of,
e.g., (1) inadegﬁate Reynolds number; (2) "wet"‘flow; (3) nonuniform f£low;
(4) support interference; (5) wall effects; (6) inability to create high-
enthéipy,%real-gas flows: (7) excessive turbulence and noise; or (8) un-
realigtic fluid temperature. The use of coqputed results to estimate or
e#trapoléte measured data to Reynolds numbers beyond the range available
in the wind tunmnel is commonplace. The same may be said for the evaluation
of items' (3), (5), (6), and (8) in thg above list. Calculations are less
conclusive but nonetheless of some use in analyzing the remaining ifems
listed. Some examples will be given in the next section.

Pitfalis in modeling may result from the impracticality of duplicating
surface roughness, éayiness, gaps in structure, ablation, propulsion unit
inlet and exhaust flows, airframe flexibility, or wall temperature ratio.
All tﬁe above represeﬁt possible causes for error when model data are‘
exfrapolated to flight. Computational aerodynamics offers less aid in
these cases, but all of the factors named can be evaluated to varying
degrees of_approximaﬁion by computations, ——

A particularly troublesome error in extrapolation to flight conditioms
may come about when uncertainty exists as to boundary-layer transition
lacations in either or both model and full-scale cases. For example, it
is easily understood that differences in transition location will cause
differences in local and total skin frictiom drag and heat transfer rate.
Not 'only méy‘sgin friction drag account for a éignificant fraction of total
drag, but the state of the boundary layer (i.e., laminar, transitional, or
turbulent) often dictates the location or nature of flow separation and
where local shock waves occur. The latter is especially important under

transonic drag-rise conditions. It may alsc influence base pressure and,
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therefore, base drag. Effects of transition on the flow around a body can
be very complex and a major cause of discrepancies between wind .tunnel and
flight resulté. The reasons for failure to reproduce flight or full-scale
bounda%y-layer transition under wind tunnel conditions are at leadt partially
understood, but the remedy is often out of reach because the flight case
cannot be predicted at the time of the wind tunnel testing. If it were
possible, then transition could be fixed at the same scaled position on
the wind tunnel model. Even that situation would not be wholly satis-
factory because tripping the boundary layer can result in a thickness
that is not properly scaled due to a false increase of thickness compared
to natural transition.

It is important to remember that transition usually is influenced by
a combination of factors and that the roles sometimes are interrelated.
Furthermore, the influences are not always qualitatively the same, e.g.,
reducing wall temperature ratio (TW/Taw) seems to delay transition when
TW/TaW ¥ 1/2 and encourage it when TW/TaW B4 1/2. Because of the number
of factors and their complex interaction, it is generally the case that
one cannot predict where transition will occur in the tunmel or in flight
on arbitrary bodies. Periodically, a2 method for predicting transition is
proposed, but none have proved adequate under general conditions yet.
Thereforg, computations cannot be relied on for the actual prediction
of transition location on an airframe; they can only be used for para-
metyxic "what-if" studies. Progress in this long-standing wind tunnel
problem probably will require both experimentation and analysis of high
order. Thus far, computational approaches have entailed assumed flow
models which were designed to yield transition-like results which matched

gsome set of experimental data.
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EXAMPLES OF CURRENT UTILIZATION OF ADVANCED COMPUTATIONAL CAPABILITY

To demonstrate more clearly the advantages of computational support to
wind tunnel testing, we will show two representative examples of recent work
at the AEDC. .

The adaptive wall concept relative to interference-free transonic
wind tunnel testing is an area of great current interest, both at AEDd and
other testing centers. Recent experimental measurements of the upper surface
pressure distribution were made on an NACA 0012 airfoil at a freestream Mach
. number (M) of 0.80 and 1.0-deg angle 6f attack in the AEDC/PWT 1-ft tran-
sonic wind tumnnel using an adaptive wall. Results did not agree with
supposedly wall-interference-free data taken in the Calspan 8-ft transonic
wind tunnel with respect to either shock location or trailing-edge pressure,
as can be seen in Fig, 1. Wote that the Calspan data correspond to a lower
chord Reynolds number (Rec) than the AEDC/PWT data by a factor of three.

In order to better understand the aerodynamic impact of this mismatch in
Rec, numerical calculations for turbulent transonic flow based on the time-
dependent_Navier-Stokes equations in conjunction with an eddy viscosity model
of turbulence were performed using uniform freestream boundary conditions
for each of the two different Rec conditions. The solution corresponding

to the Calspan data indicated that the flow was entirely separated from the -
52-percent chord location to the trailing edge of the airfoil, whereas tﬁere
was less ﬁlow separation shown by the higher'Rec calculation corresponding
to the'AEDC/PWT data. This separation region for the Calspan flow con-
dition displaced the shock forward relative to the higher Rec AEDC/PWT
condition, and also preduced a trailing edge pressure plateau not indicated
by the AEDC/PWT data or calculation. It is also important to note that the

inviscid transonie small disturbance theory calculation shown on Fig., 1 is

in substantial disagreement with the viscous Navier-Stokes calculations and
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the experimental data. This served to strongly emphasize the often doﬁinant
role of viscous éffects on transonic airfoil flows. The ability to examine
these experimental data in the light of theoretical c¢alculations cobviously
was of m%ch value.

One of the most frequent AEDC/VKF applications of analytical techniques
is in verification and understanding of turbulent boundary—iayer flows pro-
duced in hypersonic wind tunnel tests where the boundary layer has been
"tripped" in some manmer. It is generally required to use relatively large
trips to achieve transition in hypersonic wind tunnels, and that raises
questions about unwanted flow disturbances.

Presented in Fig. 2 are typical results for centerline heat transfer
distributions (din terms of the Stanton number, Stw) on the Phase B ¥cDonnell-
Douglas Delta Wing Orbiter at 50.0-deg angle of attack with a "tripped"
turbulent boundary layer. The effects of change in the freestream unit
'Reynolds number (Rew/ft) at an essentially constant freestream Mach number
(M&) and wall temperature ratio (Tw/To,w) can be seen from the two AEDC/VKF
Hypervelocity Wind Tunnel F results for different Re on Fig. 2. Wall
temperature effects on turbulent boundary-layer heat transfer as reflected
in the Stanton number may be seen by comparison of the AEDC/VKF Tunnel B
results with the Tunnel F results at a time of 135 msec. Note that qu/ft
is about the same for these two flows, with a slight'mismatch in M ; wall
temperature ratio is the primary difference (TW/TO’w = 0,64 in Tunnel B
and 0.20 in Tunnel F). The agreement shown in Fig. 2 between three-
dimensional turbulent boundgry—layer theory and experiment indicates that
upstream "tripping" of the boundary layer (in this case with carborun&um
grit) was indeed effective. TFurthermore, the use of computed results

served to confirm the existence of fully-developed turbulent boundary
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layer flow at all Reynolds numbers and to clarify the cause of the differ-

ence in Stanton numbers obtained from Tunnels B and F.
CONCLUDIMG REMARKS

Other presentations in this session have addres;ed future computa~
tional aerodynamics requirements for the subsonie/transonic flow regimes.
Presented in Tablg 1 are the guthors' views on some requirements for re-
entry vehicles and 1lifting bodies in the supersonic/hypersonic flow regimes.
The most pressing computational need today, in our opinion, is for three-
dimensional codes allowing amalysis of general geometry (ablated) nose
tips at incidence under both inviscid and viscous flow conditions. As
an extension of thié,‘a three-dimensional viscous shock layer code written
for general body peometry and including turbulence modeling is also needed.
This type of anaiysis has been shown to be very useful for application at
high Mach number. Good general body geometry packages are currently
available for both reentry vehicles and lifting bodies.

To be of value,-the computational results must take into account the
users' needs and merit their confidence. The wind tunnel operators have
devoted years of study to tumnnel-related problems-in the areas of simula-
tion and scaling and are in a good position to supplement experimental data
with computations which will enhance the information acquired in the lab;ra—
tory. The computational facilities needed for this service must be capable
of furnishing speedy solutions of large codesrgo that maximum efficiency

in test direction can be realized, i.e., so that decisions can be made

during the course of testing. instead of well afterwards.
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TABLE 1

CURRENT STATUS AND FUTURE REGUIREMENTS FOR COMPUTATIONAL
AERODYNAMICS APPLIED TG REENTRY VEHICLES AND LIFTING BODIES

INVISCID FLOWS

o ADEQUATE GENERALIZED 2-D anD 3-D CopEs- AVAILABLE FOR SUPERSONIC CONDITIONS,
@ EmMBEDDED SuBsonic Rec1ons NEep More Work.

6 GENERAL 2-D anp 3-D BLunt Nose Cobe Neepep,

VISCOUS FLOWS

¢ ADEQUATE GENERALIZED 2-D AND 3-D BounpaRY-LAYER CoDES AVAILABLE.
e GENERAL 3-D Viscous SHock Laver Cobe NEeDED.

e GENERAL 2-D anD 3-D BLunt Nose NaviEr-Stoxes Cope NEepeb.

GECMETRY
® ADEQUATE GENERALIZED CODES AVAILABLE.

QUICK - GRUMMAN
PREQUICK - AEDC/VKF
KWIKNBSE - AEDC/VKF



COMPUTATIONAL FLUID DYNAMICS (CFD) -- FUTURE ROLE. AND REQUIREMENTS
AS VIEWED BY AN APPLIED AERODYNAMICIST

H. Yoshihara
Boeing Company
Seattle, Washington

ABSTRACT

The problem of designing the wing-fuselage configuration of an
advanced transonic commercial airliner and the optimization of a
super&ruiser fighter are sketched, pointing out the essential
fluid mechanical phenomena that play an important role. Such
problems suggést that for a numerical method teo be useful, it
must be able to treat highly three dimensional turbulent separa-
tions, flows with jet engine exhausts, and complex vehicle
configurations. Weaknesses of the two principal tools of the
aerodynamicist, the wind tunnel and the computer, suggest a
complementing combined use of these tools, which is i1lustrated

by the case of the transonic wing-fuselage design. The anticipated
difficulties in developing an adequate turbulent transport model
suggest that such an approach may have to suffice for an extended
period. On a longer term, experimentation of turbulent transport
in meaningful cases must be intensified to provide a data base for
both .modéling and theory validation purposes. Development of more
" powerfyl computers must proceed simultaneously.
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The role and requirements for CFD in the near future will be sketched from the
point of view of the user aerodynamicist who has the task of incorporating ad-
vanced contepts into the design of new aircraft. This will be accompiished by
first describing two problems of current interest, identifying the key fluid
mechanical phenomena that must be modeled. The primary weaknesses of the two
principal tools of the aerodynamicist, the wind tunnel and computer, are next
reviewed, thereby setting the stage for defining a meaningful role of the com-
puter in the near future.

Consider first the near-term optimizatfon of the next generation transonic
commercial transport, several versions of which are shown in Figure 1. Here

one important subtask is the determination of the wing-fuselage configuration
which has the highest drag divergence Mach Number (where the drag abruptly
increases) for a prescribed 1ift, no drag creep, and an acceptable buffet

margin. Significant computational progress on this problem has been made on

an fnviscid framework by Jameson, but the formidable remaining obstacle is _
our inability to model the crucial three dimensfonal (3D) viscous interactions

at the shock. ,

Another problem is the design of a new combat aircraft, the so-called super-
c%ujser, which is required to have increased supersonic radius {for decreased
vulnerability) and still be able to maneuver with agility in the transonic

speed regime. The dilemma here is the incompatibility of the configurations
demanded by the two requivements. Thus high supersonic radius mandates 1oy
zero-1ift drag that then necessitates wings of low aspect ratio and large

leading edge sweeps as shown in Figure 2. In the subsonic and transonic re-
gimes with such a configuration it is not only difficult to generate significant
Toadings on the planform, but whatever Toading generated is diminished by
pressure leakages over the near-proximate edges of the wing. Since the supersonic
performance is not to be compromised, the primary task is thus to find means

to enhance the transonic high 11ft performance of the supercruiser configuration.
One possibility is the use of leading edge separation vortices to induce in-
creased suctions on the wing upper surface as shown in the lower part of Figure 2,
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Another potential means is thrust vectoring whereby the engine exhaust is
deflected downwards by means of a 2D nozzle. This generates 1ift, not only by
the jet-reaction, but also by the aft'cambering effect produced by the jet
plume. Theﬁe devices are shown in Figure 3.

When the above aft devices are employed, a difficult problem is to balance out
the resulting nose-down moment to trim the aircraft. One possibility is the

use of a canard as shown in Figure 3 to provide a 1ift forward of the vehicle
center of gravity. Such a canard is positioned to interact favorably with the
wing such that the canard leading edge separation vortices pass over the wing
upper surface without buréting to generate additional suction over the wing.
Vortex bursting is somewhat akin to boundary layer separation wherein the tight -
spiraling motion degenerates into a highly disorganized turbulent motion by a
still unknown mechanism. When such bursting occurs upstream of the wing as
shown in Figure 3, the 11ft of the wing is greatly diminished.

The above two problems are not atypical of those confronted by applied aero-
dynamicists. Such problems involve strong viscous interactions with complex

3D separations, presence of regions of increased stagnation enthalpy as in the
jet engine exhaust plume, and the need to consider complex vehicle configurations.
Any-contemplated prediction tool must be able to handle these complications.

Two tools available to the aerodynamicist are the wind tunnel and the computer.
Although wind tunnels are reasonably reliable in the supersonic regime, they
are inadequate in the transonic regime, just the regime of importance in the
above two problems. A prudent engineer uses a transonic wind tunnel mainly to
obtain incremental effects in-a configuration study. There are numerous causes
that distort transonic wind tunnel data, but the two that are difficult to
assess or to eliminate are due to wall interference and the inability to model
the fuil scale viscous interactions. ‘
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In the case of CFD the primary 1imitation is the inability to model the
turbulent transport to the generality required to cover situations described
above, Extrapolating the past and present progress of turbulent transport
modeling 7 one cannot be optimistic of developing an -adequate model to cover
the extreme situations described above. One formidable obstacle is the
generation of useable empirical data base on which to construct the model.

In this environment what should then be the role of CFD in the immediate
future, perhaps within the next decade? At lTeast for the immediate future,

in the transonic regime, one viable procedure will be the complementary use

of the computer and wind tunnel whereby the strength of one is used to
supplement the weakness of the other. Here we probably must be still content
not in the prediction of the performance fn an absolute fashion, but in
determining incremental performance differences among candidate configurations.
In particular the determinatton of the drag to the required accuracy may. still
be well out of reach. The precise details of the Joint use of the wind tunnel
and the computer must be ad hoc, tailored te the specific problem on hand.

One posstbitity for the simpler case of the transonic wing-fuselage design

of the commercial transport will be outlined for 11lustrative purposes,

Consider the specific example of minimizing the drag of a wing-fuselage con-
figuration at a a given transonic Mach number having a prescribed 11ft., When
the flow over a prescribed configuration cannot be calculated with sufficient ease,
it is difficult to carry out a formal optimization process for example as a
_variational procedure. A commonly used and meaningful alternative is to design
the wing to achieve uniform isobars on the wing upper surface reasonably
aligned with the local wing sweep. 1In this manner severe premature deterior-
ation of the shock-induced losses along the span is avoided. Thus of the
hierarchy of sophistication to model the viscous interaction, one of the
crudest will suffice for the present application--namely, the modeling of the
displacement effect of the boundary layer. This then will permit the deter-
mination of the pressure distributions and hence the isobar pattern.

The detailed steps in this approach are shown in Figure 4. Here one presupposes
the availability of an exact potential code as that developed by Jameson but
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with a generalized mesh generation subroutine. Additionally the computer
program must have the option of prescribing surface pressures in specified
regions of the configuration in 1ieu of the shape.

In Step 1 of Figure 4 an initial configuration is designed using for examp1e
the abgve 1nvisc1d code possibly supplemented by a viscous displacement model
generated by a previous example. The resulting configuration is then tested

in the wind tunnel (Step 2) at a Reynolds number of the order of 2-4 % 105 per
mean chord where extrapolation to the full scale Reynolds number will not
produce qualitative surprises. The measurements must include pressure
distributions at a sufficient number of span stations to enable a determination
of the isobar pattern. Pressure measurements in the vicinity of the upper and
Tower walls of the wind tunnel must also be carried out. Additional runs at
several values of Mach number and angle of attack in the neighborhood of the

important test conditions, as at the cruise condition, must also be carried out.

In Step 3 calculations are carried out at the cruise condition where the
measured pressures are now prescribed as boundary conditions in the region aft
of the shock waves where the viscous displacement effects are significant.
Elsewhere the original slopes are prescribed. The measured wall pressures

are also prescribed to-simulate the wind tunnel environment, The results then
yleld the viscous displacement shape where the pressures were prescribed, and
the pressures where the shape was prescribed. The agreement of the latter with
the measured pressures will serve as a check. The above calculations are now
repéated at several of the test points about the cruise condition to enable 2
more reliable modeling of the viscous ramps applicable for neighboring shock
configurations.

With the resuylting viscous ramp model, calculations are repeated at the cruise
condition, ‘recontouring the wing in“deficient regions by prescribing more _
desirable pressures in these regions. Here it must be remembered that due to the
presence of an extended supersonic region on the wing upper surface, changing

the wing contour in a given region will also affect the flow in the corresponding
domain of influence. In the latter calculation the measured wall pressures are
replaced by the free stream-conditions, and 1f suitable scaling laws are -
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available, the viscous ramps would then be scaled to full scale Reynolds
number. Needless to say, a fluid mechanically experienced designer is
essential in this step. After a satisfactory configuration is evolved,
confirmation of the design is obtained by a final wind tunnel test. For
this purpose calculations for the final configuration are performed in the
wind tunnel environment by prescribing the measured wall pressures and using
the proper viscous ramps.

In summary, in the above simple case of the wing-fuselage design of a tran-
sontc commercial airliner, combined use of the wind tunnel and computer
was suggested to model the strong viscous interaction, and the computer
then used to tailor the design without wall interference. Here a crude
level of modeling the viscous interaction was suggested, permitting the
continued use of the inviscid equations. The resulting model should be
reasonably reliable since it was applied only to cases closely nefghboring
the empirical data base.

The above approach was necessitated by the limitations of existing 3D
boundary layer codes. Such codes cannot bridge the shock properly

to yteld the necessary initial conditions for the calculation of the
boundary layer downstream of the shock, in particular the velocity pro-
files. The use of the 3D boundary layer codes, though appearing super-
ficially to be more exact, in fact can lead to less accurate solutions.
Most seriously, they cannot handle separated flows.

The present approach emphasized the near-term. What then are the longer
range prospects. Clearly the dominant obstacle still remains the develop-
ment of a suitable model for the turbulence in the generality required

for practical problems. Such models can range from those based on molecular
transport resulting in the unsteady (laminar} Navier-Stokes equatfons _
to those based on a coarser averaging. The unsteady Navier-Stokes equations
irequire no empirical inputs, have universal applicability, but have their
‘well known limitation in their numerical analogue as the result of trunca-
tion errors. Moreover, in this highly resolved representation, boundary
conditions may not be a priori kncwn in the required consistent manner.
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particularly in the wind tunnel environment when experimental verification
is sought. In the more coarsely grained representation, an experimental
data base is necessary, and the generality of the latter will define the
versatility of the resulting phenomenological equations. It is the result
of the anticipated difficulty of generating such data base that an approach
as described above combining the use of the wind tunnel and the comiputer
might have to suffice for an extended period.

:
On the other hand for the long term, experimentation must be intensified,
not only to seek to unravel the complexities of relevant turbulence at
various time scales, but to generate a meaningful data base. The Tatter
will be used to model phenomenologicaily the turbulent transport as well
as to furnish a validation base for the resulting theories. Here the
laser velocimeter-and other non-intrusive instrumentation will play a key
role. Hand in hand the development of more powerful computers must proceed
with the above experimentation
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BASIC OBSTACLE

MODELING OF THE
3D SHOCK-BOUNDARY LAYER
INTERACTION

o Type B Interactions

o Spanwise Contaminations
on Swept Wings

From BMA Manager, August 1977, Vol. 7, No. 7

Figure 1. Design of a Transonic CGmmercial Airliner

139



O- EFFICIENT SUPERSONIC CRUISE
Low-cD {Sleek Area Distribution)
- Lo

High L.E. Sweep - Low AR

0 GOOD TRANSONIC MANEUVERABILITY &
LANDING AND TAKEOFF CHARACTERISTICS

Low Sweep & High AR

POSSIBLE SUBSONIC SOLUTION

Nonlinear Vortex Lift

Figure 2. An Aerodynamic Dilemma - The Case of the Supercruiser
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STEP 1 STEP 2

CALCULATION OF INITIAL DESIGN |- WIND TUNNEL TEST ~~FIRST ENTRY

(Design for Uniform Isobars) Measure Pressures on ¥ing and

INVISCID CODE + AVAILABLE Near Wind Tunnel Walls

VISCOUS RAMP MODEL ¢

STEP 3 .

CALCULATIONS (Evolve Viscous Ramps)
Prescribe Aft Pressures on Wing

Prescribe Wall Pressures

l

MODELING OF
VISCOUS RAMPS

FINAL
CONFIGURATION|| %

STEP 4

STEP &

Remove Design Deficiencies -

FINAL CONFIRMATION Make Isobars Uniform

WIND TUNNEL TEST

Prescribe Free Stream pondit1ons

Rescale Viscous Ramps to Full
Scale Reynolds Number if Modeling
Availeble

Figure 4. Complementing Use of Wind Tunnel and Computer -
Design of the Transonic Commercial Airliner
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THE STATUS AND FUTURE PROSPECTS FOR VISCOUS FLOW SIMULATIONS

Robert W. MacCormack

Ames Research Center, NASA

’F i
Moffett Field, California ‘

)

The Navier-Stokes equations adequately describe aerodynamic flows at
standard atmospheric conditions. If we could efficiently solve these equations
there would be no need for experimental tests to design flight vehicles or
other aerodynamic devices. - Unfortunately, at high Reynolds numbers, such as
those existing at flight conditions, these equations become both mathematically
and numerically stiff.

Reynolds number is a measure of the ratio of the inertial forces to the
vigcous forces of a fluid., The viscous terms which cause the system to be
parabolic are of the order of the reciprocal of the Reynolds number. At high
Reynolds number the system is almost everywhere hyperbolic; the viscous terms
are negligible except in thin layers near body surfaces. Within these thin
layers viscous effects are significant and control the important phenomenon of
boundary layer separation. Because of the disparity in magnitude at high
Reynolds number between the inertial and viscous terms and their length scales,
such systems of equations are difficult to solve numerically. Although we
have made much progress toward their solution, the calculation of flow fields
past complete aircraft configurations at flight Reynolds numbers is far beyond
our reach. They await substantial progress in developing reliable and powerful
computer hardware, in devising accurate and efficient numerical methods, and
in understanding and modeling the physics of turbulence.

During the past two decades rapid progress has been made iIn computer
hardware development. Computer technology has increased computing speeds by
a factor of ten approximately every five vears. This has resulted in a
reduction of the computation cost of a given problem by a factor of ten ap-
proximately every seven years. During the next decade it appears that this
trend will continue and that computers more than two orders of magnitude faster
than present machines and with memories as large as 32 million words can be
built for fluid dynamies applications.

The availability of powerful computers has spurred on the development
of numerical methods for solving the Navier-Stokes equations. We have wit-
nessed during the past decade dramatic progress in computational fluid dynamics
which has reduced the required computation time to solve a given problem on
a given computer by one and two orders of magnitude. During the next decade
we can expect that this trend will continue and that numerical methods an
order of magnitude faster will be devised.

Finally, we can expect the availability-of fast computers and methods to
spur on the development of the third essential element —— the understanding
and modeling of the physics of turbulence., Turbulent flows contain eddies
that cause rapid fluctuations about the mean flow solution, which itself
may also be varying in time. Because of present and foreseeable computer
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speed and memory limitations, the computational mesh cannot be made fine
enough to resolve all significant eddy length scales. Thus, the instantaneous
solution is impossible to determine. However, because mean flow quantities
such as 1lift, drag, and heat transfer are of primary interest to aeronautical
design, solutions to the Reynolds or "time averaged" Navier-Stokes equations
are sought. ,To solve these equations, however, mesh size and small-scale
turbulence effects must be accounted for by modeling. Such models exist now
for compressible attached flows with mild pressure gradients and for Mach
numbers as high as ten. There are no models, however, that can be applied
with confidence to predict turbulence effects for flows separated by

strong adverse pressure gradients. There is presently much experimental,
computational, and theoretical activity toward the development of such
models. During the past few years much progress has been made. We can
expect much'more in the next decade., Where today we can calculate some
complex unsteady two and three-dimensional flows about simple but arbitrary
geometries at high Reynolds numbers, perhaps a decade from now we will™

be routinely calculating for design purposas, in computation times

meagured only in minutes, flows past complete alrcraft configurations at
flight Reynolds numbers.
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N78-19799

COMPUTATIONAL REQUIREMENTS FOR THREE-DIMENSIONAL FLOWS*

F. G. Blottner
Sandia Laboratories
Albuquerque, New Mexico 87115

For the prediction of steady viscous flow over complex configura-
tions the needed computational requirements are considered. The desired
predictions must be made at rea‘sonable expense, require a reasonable
amount of storage, and result in solutions. that are sufficiently accurate.
The information needed to estimate the cost of Navier-Stokes solutions
_is not available to the author and does not appear to be available.
Therefore, some experience with the solution of the three-dimensional
boundary layer equations will be utilized to help illustrate the needed
information and what can ];e expected for Navier-Stokes solutions.

The cost of a computation can be estimated from the following .
relation:

C=T-+-E , (n

*This work was supported by the U.S. Energy Research and Development
Administration.
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where

=]
n

total computation time (s},

trd
I

expense of computer per unit time (§/s).

The value of E appears to have remained nearly constant with time, and

a value'of E = lOfl is assumed. Also, it is assumed that a reasonable
cost for a prediction -is $1000 which gives T = 104 s. Therefore, the
computation time should be less than this mumber unless computer expenses
can be sufficiently reduced. The total computation time is estimated

v

from

T=Nt/S |, (2)

where

N = mumber of grid points - Ny - Ny "N

~ t = time to compute one grid point on reference
computer (CDC 7600)
S = machine speed relative to rsference computer.

Next, it is assumed that the mumber of grid points in each direction is

the same, which gives Nx = Ny = Nz =n, or N= nd. The time to compute

one grid point is expressed as the following:

t=11 , (3)
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where

T = time to compute one grid point for one
time step or one iteration step on reference
camputer (CDC 7600),

I = mumber of time or iteration steps.
When the above relations are combined, the cost of a computation becomes

c=n%1 @S , ' (4)

where the texrm in the bracket is determined from the computer being used.
Perhaps this expression oversimplifies things, but hopefully it indicates
the important parameters which determine the cost. The value of some of
these parameters for boundary layer flows will be investigated next.

As can be seen from Eq. (4), the mumber of grid pdi.nts -required
-is extremely important in determining the cost of a computation. Also,
one cammot state the number of grid points required until the desired
. accuracy of the solution is given. For incompressible, two-dimensional,
turbulent boundary-layer flows the accuracy of the wall shear stress
has been determined for various number of grid points by Blottner® and
Wornom.? These results are given below for two desired accuracies and

for second- and fourth-order schemes.
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Number of Grid Points

Blottner Wornom
Accuracy- Znd Order Znd Order  4th Order
1.0% 25 ' 30 8
0.1% 70 100 13

For an incompressible, laminar, three-dimensional boundary-layer calcula-
tion by Blottner,® the following results were obtained in the cross-flow

direction for the indicated accuracy of the streamwise velocity:

Number of Grid Points

Accuracy for Znd Order Scheme
1.0% 25
0.1% 80

For a compressible, two-dimensional, laminar boundary-layer flow with
linearly retarded edge velocity, the following results are given by
Blottner® for the accuracy of the wall shear stress for the mumber of

grid points in the flow direction:

Number of Grid Points

Accuracy for 2Znd Order Scheme
1.0% 10
0.1% 25

With the above results it is estimated that the mmber of grid points

required for three-dimensional boundary-layer solutions is the following:
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Number of Grid Points

Accuracy Z2nd Order Scheme  4th Order Scheme
1.0% 253 103
0.1% _ 803 .S

These estimates assume that equal number of grid points can be
used in each coordinate direction and the difference scheme is of the
accuracy indicated in each coordinate direction. Also, it is assumed
that a variable grid or coordinate transformation is utilized to
oi:tain the desired accuracy with a minimum number of grid points.

The time to compute one grid point with various difference schemes
needs to be known. The value of 1t for a variety of problems and solution
techniques is given in Table I. The explicit schemes are generally faster
than implicit schemes but the solutions in some cases are obtained with-
out time marching or a relaxation procedure. It appears that a value of
T = 10'3 s is a reasonable value for three-dimensional problems and can-
not be changed too much with various numerical schemes. The important
parameter is I as far as the numerical scheme is concerned. For boundary
layer flows I a i, for semi-direct methods I §; 10, while time marching
and relaxation procedures require I = 102 or more. Development of tech-
niques which reduce the value of I while obtaining a steady-state solution
is a worthwhile task.

With the foregoing iﬁformation some estimates for the cost of per-
forming 3-D boundary-layer computations are now made for a CDC 7600

computer. The results are the following:
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3-D BOUNDARY LAYER SOLUTION

" 2nd Order Scheme 4th Order Scheme

Accura Cost Time (s) Cost  Time (s)
1.0% 3160 16 $0.10 1.0
% 51.00 512 0.34 3.4

For the fourth-order scheme the value of T has been assumed the same as
for the ;ecoﬁd-order scheme which is“too optimistic, For two-dimensional
boundary layer solutions with fourth-order accuracy in the direction nor-
mal to the- surface, the value of 1 is increased only 10 of 20%. Since
fourth-'o:;der a.ccura..tg Jboundary layer solutions in all coordinate direc-

_ tions c'l‘o not exist, the correct value of T remains to be determined. If-
the complete Navier-étokes equations are used to solve for the 3-D boun-
dary iayer flows, what cost would one expect?' For the same accuracy of
the results, the same mmber of grid points would be required. The main
difference is in the solution procedure required for the two cases since
a time marching or relaxation scheme is needed for the Navier-Stokes equa-
t.ions. Therefore, I = 10% is a reasonable value. The 3-D.Navier-Stokes
s’olutio_ns could become unreasonably expensive with a second-order accurate
scheme, while a fourt]:}—order method might result in a reascnable cost as

shown below:

’ 3-D-NAVIER-STOKES SOLUTION OF A BOUNDARY LAYER FLOW

. Cost -
Accuracy - Znd Order Scheme 4th Order Scheme
1.0% . $1,600 $100

0.1% $51,000 $340
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The cost to compute the flow field around a complete afarodynamic shape
could be estimated if the cost of the various parts of the flow field
are known. At the workshop the various part:i:cipants should be able to
help provide the various estimates needed. The total cost will probably
be 10 to 100 times more expensive than the above computation. Such com-
putations would be unreasonably expensive on present-day computers with
present computational techniques. It would appear possible to solve

the complete flow around aerodynamic-shapes if the following items are
achieved:

1. Develop higher-order accurate finite-difference schemes
that can provide reasonably accurate solutions with a mini-
mum number of grid points required. This is also a very

important concern with storage requirements.

2. Develop coordinate transformationsand variable grid tech-
niques which result in the need for less grid points.
Especially, multidimensional self-adaptive grid techniques

are needed.

3. Determine numerical schemes that can obtain the steady-
state solutions without a large number of time steps or

iterations.

4. Utilize cheaper and faster computers.

If improvements can be made in each of these items, then the need for

drastic improvements in any one item will not be required.
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TABLE T

COMPUTATION TIME/GRID POINT/STEP

(ON CDC 7600}

PROBLEM °° * TIME/GRID POINT (ms) REF.
1-D Unsteady @;dacComack Scheme) 0.64 Authdr
2-D Unsteady (MacCoxmack Scheme) 0.36 4

(Beam § Warming) 0.46 5
3-D Poisson Eq. (Direct Solution) 0.10 6
2-D Compréssible Boundary Layer 0.16 7
- (Uncoupled)
2-D Incompressible Chammel Flow 1.2 8
_ (Coupled) :
3~D Incompressible Boundary Layer 1.0 9
|(Uncoup1ed)
3-D Compressible Boundary Layer
(McLean) 2.4 10
" (Cebeci, et al) 0.3 11
3-D Navier-Stokes (MacCormack) .53 12
4 13

3D Navier-Stokes (Briley § McDonzld)}
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Viscous Flow Simulations in VTOL Aerodynamics™

“W. W. Bower
o - -- - McDonnell Douglas Research Laboratories

N 78 =1 97 91 St. Louis, Missouri 63166

Abstract

The critical issues in viscous flow simulations, such as boundary-iayer separation, entrainment,
turbulence modeling,.and compressibility, are discussed with regard to the ground effects problem
for vertical-takeoff-and-landing (VTOL) aircraft. A simulation of the two-dimensional incompress-
ible 1ift jet in ground proximity is based on solution of the Reynolds-averagsd Navier-Stokes equa-
tions in conjunction with a turbulence-model equation which are written in stream function-
vorticity form and are solved using Hoffman’s augmented-central-difference algorithm. The resulting
equations and their shortcomings are discussed when the technique is extended to two-dinensional
compressible and three-dimensional incompressible flows.

Nomenclature
grid spacing in { direction
b grid spacing in 9 direction
Cp empirical constant in turbulence model

Cp specific heat at constant pressure normalized by Ep,o
Cy empirical constant in turbulence model

D jet slot width at exit plane (used as normalizing parameter for all lengths)
E ) conformal mapping function

Fr Froude number, Vo/+/E,D

H height of jet exit plane above ground normalized by D

i
k

VT -

turbulent kinetic energy normalized by Voz; thermal conductivity normalized by X,

& length scale for dissipation normalized by D

2 g - length scale for viscosity normalized by D

3] static pressure normalized by p 702/2

Pr Prandtl number, Ep,o Bof Eo

Q mapping modulus

Re Reynolds number, Re = g, Vo ﬁ/ﬁo

u velocity component in x direction normalized by Vo
v velocity component in y direction normalized by V
Vo jet centerline velocity at exit plane

w velocity component in z direction normalized by V,,
W width of solution domain normalized by D

X Cartesian coordinate normalized by D

y Cartesian coordinate normalized by D

z Cartesian coordinate normalized by D

*This research was conducted under the Office of Naval Research Contract N00Q14-76-C-0494,
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o coefficient in general form of transport equation
g coefficient in general form of transport equation
Y coefficient in general form of transport equation; ratio of specific heats ..
7 _ mapping coordinate normalized by D )
] " vector angle _
o coefficient in general form of transport equation
u molecular viscosity normalized by p V D for incompressible flow and by E, for
compressible flow
Mot effective viscosity normalized by 5 VoD i
Eturb turbulent (eddy) viscosity normalized by 5 Vo P
mapping coordinate normalized by.D
J/ . mass density normalized by g, ‘
o source term in general form of transport equation
ok,tulrb turbulent Prandtl number
@ general flow variable; function in compressible flow equations
W, ] stream function normahzed by V D for,incompressibie flow and by 5 fo Vo D for
compressible flow
0, w vorticity normalized by V,/D
- . (arrow) vector quantity
- (overbar) dimensional quantity
oo ambient conditions
¥ .
Introduction

" With the growing interest in jet and fan-powered vertical-takeoff-and-landing (VTOL) military
aircraft, there has been an increasing demand for improved performance-prediction methods. This
demand.is greatest for techniques to predict propulsmn-mduced aerodynamic effects in the hover
mode of VTOL flight.

This task is a challenge to the computational aerodynamicist. As the schematic of Fig, 1 illustrates,
the hover mode of a VTOL aircraft is characterized by complex flow phenomena. Ambient air is
entrained into the lift jets and the wall jet, leading {o an induced down-flow of air around the air-
craft and a resulting suckdown force. In addition, the inward jet flows merge and create a stagnation
region from which a hot-gas fountain emerges and impinges.on the lower fuselage surface. The
fountain is a source of positive induced forces which, to some extent, counteract the large suckdown
forces near the ground. However, the fountain flow also heats the airframe surface and can result in
the reingestion of hot gas into the inlet.

Clearly, the VTOL ground effect flow illustrated in Fig, 1 is characterized by three-dimensionality,
high turbulence levels, compressibility, strong pressure gradients, and regions of stagnation-point and
separated flow. These problem areas are critical in viscous flow simulations and cannot be adequately
treated through inviscid-flow calculation techniques coupled with simple empirical or boundary-
layer corrections. Rigorous treatment of this problem requires solution of the Navier-Stokes equations. ]

This paper discusses modeling the VTOL hover flowfield, concentrating mainly on the required
computational algorithms. Treatment of the two-dimensional, incompressible ground effect problem
is presented in detail, and extension of this method to compressible and three-dimensional flows is
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discussed. Although specific attention is giver to VTOL aerodynamics, the conclusions related to
the numerical algorithms apply fo a variety of external and internal viscous flows of practical
interest.

Inlet suction
flow

e,

#_7

Lift-jet flow
Wall-jat flow

-

Jet antrainment flow

——
Ground plane Fountaln upwash flow
N ) [ Well jet interaction
Jet impingament region stagnation line

{fountsin base) GP77-1007-1

Fig. 1 Flowfield about a VTOL aircraft hovering in ground effect

Viscous Flow Simulations

At the McDonnell Douglas Research Laboratories (MDRL), a flowfield model based on the
Reynolds-averaged Navier-Stokes equations has been applied to the ground effect problem for.”
steady, planar, incompressible, turbulent flow. In this section details of the model and solution
algorithm for the governing equations are deseribed, and the extension of this approach to two-
dimensional compressible and three-dimensional incompressible flows is discussed.

Two-Dimensional Incompressible Flow

In order to gain a fundamental undemstanding of a lift-jet induced flow less complex than that
shown in Fig, 1, MDRL has conducted both theoretical aund experimental investigations of the
flowfield created by a single planar lift jet in ground effect. The planar geometry was selected for
the initial study instead of an axisymmetric geometry since the vectored planar jet flowfield can be
computed with a two-dimensional analysis, while the vectored axisymmetric jet presents a fully
three-dimensional problem.

The planar univectored impinging jet flow is shown schematically in Fig. 2. The jet exits from a
slot of width D in a contoured upper surface a distance H above the ground plane. The region of
interest extends a distance W on each side of the jet centerline,

In the present approach, the time-averaged continuity and Navier-Stokes equations for steady,
planar, incompressible flow are used to describe the mean motion of the fluid. Through the averag-
ing procedure, unknown turbulent stress terms arise which are computed using a turbulent-kinetic-
energy equation proposed by Wolfshtein® in combination with a phenomenological equation that
relates the square root of the-turbulent kinetic energy to turbulent viscosity.
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Fig. 2 The planar impinging jet

The governing equations are not written in primitive variable (velocity-pressure) form but rather
in streain function-vorticity form to take advantage of the accurate and efficient.numerical methods
.currently available to solve this system of equations. The stream function is defined by

wy =, wx = -V, . (1)
and the vorticity is defined by

’ W =Yy — Uy : (D

Details of the derivation of the vorticity/stream-function form of the time-averaged conservation
and turbulence model equations are presented in Ref. 2. The resulting equations are given below.

Poisson equation for stream function:

ij(x + Ebyy -, ) (3)
Varticity transport equation: )

(1+ Re pyyrpy) wxx — Re (hy —2 “turbx) wy +(1+ Re pyyrp) Wyy

+Re (Yy+2 *uturby) wy = Re (4 ¥yy "“’cw:bxy *¥yx Hturb,

+ wyy "ltuﬂayy - ‘Pyy ”turb};X — Yy ‘u'turbyy)’ 4
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Turbulent kinetic energy equation:
(/o + Re Byyrb/0x turb) kxx + Re (“turbx/ Ok, turb—Vy) kx
+(1/oy + Re tyyr/ Ok turh) Kyy * Re (”turby/ “k,tprB + ) Ky

= Re {CD k3/2/QD — Murb ‘4 I,nyz + (“DYY o wxx)zl}: ) | ) (5).

Poisson equation for static pressure:

= AT] 2 )
Pyy t Pyyt= H¥xx Yyy — ¥xy™ — Hturb, “y * ”turby “x #

T ¥yy ("‘turbxx - “turbyy) - ‘uturbxy (Wyx — Yyl E (6)
where .
=c, k% )

Fturb = Cu o .

and )

tefr = 1/Re + By, : &)

The turbulence modeling constants, Cp and Cus and the length scales, &) and £,,, are specified in Ref.
2. The length scales are an important element of the one-equation turbulence model in that they
significantly influence the level of the turbulent viscosity throughout the field.

Equations (1) through (8) have been written in dimensionless form by using the normalizing
parameters D (the jet width at the exit plane), Vo (the jet centerline velocity at the same station),
and p (the constant fluid density). This normalization introduces the Reynolds number based on
properties at the jet exit plane, Re = g, Vo D/ug.

To solve the governingequations for a flow with the contoured upper boundary used to simulate
the lower surface of a fuselage (Fig. 2), a conformal mapping procedure is introduced. In this
technique, which was originally devised at MDRL by G. H. Hoffman, a finite-difference computa-
tional plane with coordinates (£,n) is specified. The distance between nodes in the £ direction is a,
and the distance in the 7 direction is b, where a and b are not necessarily equal. A conformal mapping

given by
Etin=F(x+iy) (®)

is introduced which determines the physical plane (x,y). Laplace’s equation is satisfied by both x
and y and is solved for each variable subject to the required boundary conditions. The latter follow
from physical constraints when they are known at the boundaries and from integration of the
Cauchy-Riemann relations for x and y when the boundary distributions are not known. The deriva-
tives in these equations are rewritten in terms of the computational plane coordinates-and a mapping
modulus Q.

Figure 3 illustrates the physical and computational planes used in the calculation of the two-
dimensional ground effect flowfields, along with the boundary conditions imposed on the primary
flow variables (stream function, vorticity, and turbulent kinetic energy). Since only normal im-
pingement is considered, geometric symmetry about the jet centerline exists so that only haif the
flowfield need be solved.  The stream function and vorticity are asymmetric about the centerline,
and the turbulent kinetic energy is symmetric. Boundary conditions imposed on ¥, w, and k follow
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from the no-slip, impermeable wall constraint at the solid surfaces, from symmetry at the jet center-
line, and from the assumption of no gradients in the £ -direction at the right boundary. The last -
boundary condition is not accurate for relatively small values of W;in these cases experimental data
should be used to better define the flow properties,

With conformal mapping, the ell1pt10 partial-differential equations that describe the flow<¢an be
written in the form

abys+ 10+ By + 80y =, (10)

where o, v, 8, and § denote the nonlinear coefficients, and o denotes the source term. For the two
Poisson equations, ¢ =  or ¢ = p, Eq. (10) can be solved numerically without difficulty using the
conventional central-difference (CD) finite-difference algorithm, which is accurate to second order.,
For the vorticity transport equation, ¢ = ¢, and for the turbulence model equation, ¢ = k, the CD
algorithm presents problems. The coefficients for these equations contain the Reynolds number as
a multiplicative factor, and, as a result, with the standard CD algorithm, the discretized system is
diagonally dominant for only a limited range in the coefficients v and 8. Diagonal dominance is
necessary to obtain convergence in the iterative solutions of the discretized system of equations.

One approach for obtaining convergent solutions at high Reynolds numbers uses a one-sided
finite-difference scheme to represent the convection terms appearing in Eq. (10). However, this
technique is only first-order accurate as opposed to the second-order accuracy for central differenc-
ing. Consequently, in the present work the vorticity transport equation and the turbulent-kinetic-
energy equation are solved using the augmented-central-difference (ACD) algorithm developed by
G. H. Hoffman at MDRL3. The essence of this method can be illustrated by considering the
derivative ¢£ of Eq. (10). Using the five-point finite-difference stencil shown in Fig. 4 and point-of-
the-compass notation, this derivative can be evaluated at point P using the following Taylor-series
representation and standard CD approximation to the first dexivative:

¢zl p = ($p — dy)/2a — (a2/6) breelp — a%/s5h bereeel (11)

In the ACD scheme, the derivative ¢zgs is retained and is expressed in terms of lower-order deriva-
tives by differentiating Eq. (10) with respect o . The derivative qﬁn in Eq. (10) is represented in an
analogous fashion with the ACD algorithm.

The finite-difference forms of the flow equations are solved iteratively using point relaxation.
First, a convergent solution of the Poisson equation for stream function, the vorticity transport
equation, and the turbulent-kinetic-energy equation is obtained..Then the primitive flow variables
(static pressure and the velocity components) are calculated. The Poisson equation for static pressure
is solved subject to the boundary conditions on the normal pressure gradients imposed by the time-
averaged momentum equations, and the velocity components are computed from the defining equa-
tions for the stream function. For the case of incompressible flow, calculation of the pressure field
can be deferred until after stream function, vorticity, and turbulent-kinetic-energy distributions
have been evaluated.
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Fig. 4 Five-point finite-difference stencil

Flowfields have been computed for the planar impinging jet illustrated in Fig. 2 with various
values of H and Re using the CYBER 173 system of the McDonnell Douglas Automation Company.
Figures 5 and 6 contain the contour plots of the primary and primitive flow variables for the geome-
try of Fig, 3 with H=2, W =3.68, and Re = 100 000. The following basic flow characteristics can
be observed in the solutions: a strong convection of vorticity toward the right boundary with separa-
tion near the slot edge, a region of recirculating flow with fluid entrainment into the free jet, and
strong pressure gradients in going toward stagnation point along the jet centerline and the lower wall.

Specific comparisons between measured and computed data for this geometry are shown in Fig. 7.
1In the theoretical pressure distribution, Fig. 7(a), the pressure values at the end points of the right
boundary have been used for p., at each surface. The computed normalized profiles of p — P,
reproduce the lower-wall pressure drop in the impingement region and the relatively constant, Iow—
pressure level along the upper surface. Good agreement between the measured and computed center-
line velocity variations is also obtained, Fig, 7(b).

Two-Dimensional Compressible Flow

Currently work is in progress at MDRL to solve the compressible flowfield associated with a two-
dimensional lift jet which is at a temperature much higher than that of the surrounding air. Density
variations between the ambient air and the less dense lift jét have an influence on the entrainment
of air at the free boundaries of the free jet and the ground wall jets. In addition, mixing of the am-
bient enfrained air with the hot lift jet fluid thickens the free jet and the wall jets. The latter will
eventually separate from the ground because of buoyant forces.

The geometry of interest remains that shown in Fig. 2. The governing equations are the time-
averaged continuity and Navier-Stokes equations for steady, planar, compressible flow in conjunc-
tion with an extension of Wolfshtein’s turbulence model! to account for compressibility. The equa-
tions are again solved in stream function-vorticity form to use the numerical algorithm developed for
the transport-type equations. For simplicity in explaining the numerical procedure, the case of the
Iaminar impinging jet is considered here,
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Fig. 7 Comparisons of computed and measured flow
properties for the planar impinging jet, H=2

A compressible stream function is introduced,

')by =AU, l,llx= — v,

(12}

and the defining relation for the vorticity, Eq. (2), remains the same, The governing equations are

given below.
Poisson equation for stream function:

wxx”px“bxlp"' 1lbyy = py ‘»by/p =pw
Vorticity transport equation:

Mgy T o) +(2 1y — Re Yydwy + (2uy, + Re ) @y,

=Re ¢ — ¢ — (Re/Frd)p,
Poisson equation for static pressure:
2
Tuyy 97+ 41 ¢g/3) — 2¢9 + 2py/Fr

Thermal energy equation:

(1/Ps) (Kfep) (hyy + o )+ [(1/PD) (Kfep), — Re ] by
+[(1/Br) /ey + Re yy] by = (Re/2p) (¥, By — ¥y Pyp)

— 610~ (Re/Fri)d,
Equation of state: ‘

p=2ph{y— Dy
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Transport properties:
p=pq () C(®)

k=k; (). (19)

Equations (12) through (19) are written in dimensionless form. Two additional parameters enter
the problem for the case of compressible flow. These ate the Froude number, Fr= V5/+/&, D, and
the Prandtl number, -

Pr= Ep,o‘ﬁo/f{-o'

The terms ¢ through ¢ appearing in the equations involve derivatives of the stream function,
vorticity, and density and are omitted here for brevity.

The conformal mapping and finite-difference procedures described previously can be directly applied
for solution of the governing equations subject to the required boundary conditions. Since these terms
are rather lengthy, calculation of the source terms in the governing equations requires more machine
comiputation time for the case of compressible flow than for the case of incompressible flow. In
addition, the Poisson equation for static pressure must be solved in combination with the remaining
equations since the density depends on the static pressure. Calculations of the latter cannot be
deferred until the end of the computations as is the case for incompressible flow.

Three-Dimensional Incompressible Flow

Work is also in progress at MDRL to solve the flowfield associated with a three-dimensional
impinging jet in ground effect, This configuration is of practical significance since it is representative
of the actual lift jets in VTOL, aircraft,

To generate this geometry, an axisymmetric jet which impinges normal to the ground, Fig. 8, is
rotated through some angle 8with regard to the normal. The governing equations are the time-
averaged continuity and Navier-Stokes equations for steady, planar, incompressible flow in combina-
tion with an appropriate turbulence model. An extension of the stream function-vorticity concept
to three dimensions is introduced to take advantage of the numerical algbrithm deseribed previously
for transport-type equations. As before, the laminar impinging jet is considered here to simplify the
numerical procedure.

Following Aziz and Hellums4, for a three-dimensional velocity field

- fu .
v=(v ), - (20)
W.

a vorticity vector  is defined by

(3]

- 1 :

Q= wy ) =yxv, (21)
w3
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Fig. 8 Three-dimensional impinging jet geometry

and a three-dimensional counterpart ?!; of the two-dimensional stream function is defined by

V=vxy (22)
with
R ¥ ]
v=l ¥ | ’ (23)
V3

With the constraint V$= 0, the following governing equations describe the three-dimensional
incompressible flow:

Poisson equations for the sfream functions:

VitV T, = o) @4
XX yy 7z

+ + _ 25

szx \bgyy ‘szzz (-02 (25)

+ Ty =— G

"D3xx 1113yy 11'3ZZ w3 (26)
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Vorticity transport equations:

¥3. — ¥y

v A
V1,3 Ve —V(l,!lgy—l,bzz) §-v2wjRe =0 (27)
va - ¢'1y
)

Yy Z R )
Vi,~ V3, -sz—V(d;IZ—w3x)-Q—Vzwlee=0 (28)
tllzx— "bly
Y3 — Yo

y “z -
Vi,m 93, | Ve3=VWa — ¥ ) 8-V wyfRe =0 (29)
\sz— \D}y

Poisson equation for static pressure:

P +p =-21I( Y 2+( - 2
xx T Pyy ‘#3yx V2, wlzy t!!3xy)

Yy — 2420y, -4 -
Vo, llllyz) lhzx v3xx)(l’b3yy EbzzyJ (30}

t200p ¥y Y3 Vo i (w. - —
XX yX yz zz) Y2,y llllyy)(lbjzz l‘b?—’xz)]'

Equations (20) through (29) have been written in dimensionless form, introducing the Reynolds
number into the problem. The ACD finite-difference algorithm can be extended to the three-
dimensional case for solution of Eqgs.{27) through (29) with specification of the appropriate
boundary conditions. However, the terms which appear in the discretized forms of these equations

are rather lengthy.

Summary

A finite-difference technique has been developed-for solving the stream function-vorticity form
of the governing equations describing 2 VTOL aircraft ground-effect flowfield. For the case of
two-dimensional incompressible flow, the method provides an accurate and efficient means of
solution. But as the stream function-vorticity formulation is extended to two-dimensional compress-
sible and three-dimensional incompressible flows, the algorithm becomes less efficient.

Numerical algorithms are required which are based on solution of the governing equations in
primitive-variable form. For example, an investigation should be made of the feasibility of extending
the box method of Keller? to the elliptic case. This scheme applied to parabolic equations has been
used successfully by Cebeci and Smith® for calculation of the boundary-layer equations.
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CRITICAL ISSUES IN VISCOUS FLOW COMPUTATIONS

W. L. HANKEY
_Air Force Flight Dynamics Laboratory

- ﬁ: ) Wright-Patterson AFB, Chio
N78“1979‘% '

In developing computer programs to numerically solve the Navier-
Stokes equations, the purpose of the computation must be clearly kept in
mind. In the Air Force, our purpose is to provide design information on
'mon-linear' aerodynamic phenomenon for aircraft that perform throughout
the flight corridor. This translates into the requirement for a computer
program which can solve the time averaged compressible Navier-Stokes
equations (with a turbulence model) in three dimensions for generalized
geometries. The intended application of the results then controls the
priorities in addressing critical issues.

In our investigations of viscous flows, several problem areas keep
recurring. (Most of these are topics for subsequent discussions.)

They are as follows:

1. Grid generation for arbitrary geometry
2. Numerical difficulties

3. Turbulence models

4. Accuracy and efficiency

5. Smearing of discontinuities

GRID GENERATION FOR ARBITRARY GEOMETRY

It is generally accepted that viscous flow problems require a surface-
oriented coordinate system. Also for arbitrary geometries, automation of
a numerical transformation (as opposed to an analytic transformation) is
necessary. In addition, some optimization of the distribution of grid
points throughout the flow field is necessary to economically sclve prac-
tical problems. Conceptually, this implies that higher order derivatives
(in the transformed plane) of the primary dependent variable be minimized.
The distribution of the grid points greatly influences the requirement of
the number of field points necessary to achieve a desired accuracy.
Considerably more attention is needed in this area to improve the economics
of the viscous flow computations.

NUMERICAL DIFFICULTIES

This is a "catch all" term to cover the reasons a program "bombs out',
Given a proven algorithm and an experienced user with a properly formu-
lated problem, program failures are still common during the initial phase
of the investigation. The problems are most frequently due. to large
truncation errors which eventually swamp the true solution. The cause of
the problem is that the grid cannot truly be established until the flow-
field is determined. A redistribution or increase in the number of grid

168



points often permits success. Artfully changing the damping coefficients
in the region of discontinuities has also been successful. In addition,
alternate approaches for expressing the boundary conditions can have a
dramatic effect on the success or failure of a problem. A requirement
exists for a method in which the flowfield modifies its own'numerical
grid where needed. Also, additional program guidelines are needed to
ensure ‘a more robust code. ¥

TURBULENCE MODELS

In time-averaging the Navier-Stokes equations information is lost.
Information must be re-inserted into the governing equations by resorting
to experimental observation. The engineer needs empirically determined
transport properties to proceed with the numerical computation. A largs
body of data exists for flat plate boundary layers and good correlations
have evolved which generally permit calculations to be performed that fit
the data to within #10% for skin friction and boundary layer thickness?
(see Fig. 1). Unfortunately, the agreement for the pressure gradient case
is not nearly as good. Higher order closure schemes have not greatly
improved the prediction capability. There is a need for the measurement
of turbulent Heynolds stresses under pressure gradient for a wide range
of flow conditions to permit correlations comparable to the flat plate
case. Without this data, progress in the field will be limited.

Many skeptics are pessimistic of our ability to compute turbulent
flows in the near future. Turbulence is felt to be too complex and the
progress has been slow in developing a thorough understanding. To
counter these skeptics, an encouraging viewpoint is offered. First, the
good design predictions of flat plate properties are possible without
fully understanding the true mechanism of turbulence. Secondly, in some
cases it may be possible to bracket the extremes of flows with pressure
- gradient by computing the frozen and equilibrium states?, thereby, pro-
viding useable design information (Fig. 2}. Thirdly, remarkable results
are possible4in the prediction of gross turBHlent properties by simply
treating the eddy viscosity as a constant (—Ei = Ret = const.)

Turbulence is limited and confined, and these approximate results are easy
to compute; the difficulty is in reducing the error bounds to satisfy the
scientist. Fourthly, in most applications, only displacement effects
which influence the pressure distribution (separation point location) are
significant. Skin friction and heat transfer, which require preater
numerical resclution, are often of secondary importance.

One last point concerning the future development of turbulence models
the models to date have been analytical in nature. New models have an
additional requirement to be compatible with numerical computation. We
need something like "digital turbulence".
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ACCURACY AND EFFICIENCY

Accuracy and efficiency should be addressed concurrently because of
their interrelationship. Given a stable algorithm, the greatest control
on spdatial accuracy is the number and distribution of grid points. Figure
30 shows the error in drag coefficient vs number of points in one coordinate
direction in an airfoil flowfield. The computational time increases with
N2 (for a two dimensional problem) and hence it is very expensive to obtain
the last few percent accuracy. The accuracy requirements of any design
problem must be very carefully defined in order to avoid excessive computer
cost.

Once satisfactory spatial accuracy is achieved, a convergence criterion
must be selected which produces comparable accuracy. A time dependent
approach is generally used to solve the NMavier-Stokes equations in which
the computation proceeds from an arbitrary initial condition until a steady
state solution is azchieved. In the past, several (maybe 5) characteristic
times(é ) have been sufficient for the initial transient to decay. However,

based ug%n the analytical solution of an impulsively started flat plate,
the error hetween the transient value and steady state decays as £,

This slow convergence rate implies that to cut the error in half, the com-
puter time must be increased by a factor of four® (for the same At).
(see Fig. 4) Another discouraging aspect is that for some flows, periodic
values are legitimate steady state solutions. TFor example, subsonic air-
foils near stall shed vortices in a regular manner® (Fig. 5 and movie).
Computations must he accomplished for many characteristic times to achieve
mean and rms values for design application. Slow convergence could well
be our most critical problem in our goal to economically produce aero-
dynamic design data,

Paramount to all of these issues is the fact that a good finite dif-
ference algorithm is used to solve the governing equations. Considerable
success has been achieved with MacCormack's method’ to solve supersonic
viscous flows. MacCormack's explicit method possesses many desirable
features with the exception of efficiency. The CFL stability limit requires
small time steps where small spatial steps are required to resolve viscous
regions. To relieve this restriction, implicit methods have been developed
which are conceptually unconditionally stable. However, our experience
shows a gain in efficiency only in the viscous region. Accuracy (not
stability) requirements in the inviscid region can be achieved only for
the CFL time step. Hence, the hybrid method>,8 (explicit in the inviscid
and implicit in the viscous region) is at present probably the most
efficient method available.

SMEARING OF DISCONTINUITIES

In examining viscous flow problems, two scale lengths appear. One is
the mean free path, ) ~-¥ ; the other, which is introduced through the

boundary conditions, is a characteristic geometric length, L. One can
also derive another scale length, & ~ \[i % » which is a combination of
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the previous iwo lengths. In numerically solving any viscous flow pro-
blem, the grid size, A y, should be sufficiently small to accurately
resolve these three scale lengths (L, 8 , A ). This, of course, is
impossible to achieve in nearly any practical problem today. Slip lines,
shock waves and leading edges are examples where the characteristic
lengths are too small to be honored. As a consequence, these discon-
tinuities are incorrectly computed. Large errors exist in the immediate
vicinity of these regions and numerical smearing results. Based on both
wind tunnel and computational experience, it is believed that these local
errors near singularities do not totally invalidate the global results.
Figure 6 shows a Navier-Stokes computation9 of a high speed inlet flow
indicating good agreement with experiment with the exception of the shock
Jjump and the entropy layer generated by the cowl lip leading edge. More
effurt is required to minimize the smearing of these discontinuities,

CONCLUSION

Although additional research is required, we believe all the nec s~
sary components for the numerical wind tunnel exist. The main requiremecnt
is the need for a computer larger than presently available. It appears
doubtful that the computer centers of most organizations can completely
‘service the needs of all their users. Therefore, national facilities
will be necessary to solve the few large problems each organization .
requires. Collectively, these users can justify the nced for a huge com-
puter. Computational fluid dynamics, weather modeling, aero-—elastic-
structural analysis and physical chemistry are fields that, to advance, .
require computers larger thun currently exist. By joining forces we could
share the cost and satisfy all of our needs.
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- VISCOUS FLOW SIMULATION REQUIREMENTS

| .N?S" 1_9_“‘? 9 3 ' Julius E. Harris

ety

) Laﬁgfey Research Center, Hampton, Virginia

INTRODUCTION

SimuTation of two~dimensional compressible laminar viscous flows by
numerically solving the compressible Navier-Stokes {N.S.) equations first
began to appear in the Titerature during the mid 1960 time frame; since
then significant advances have been made in this area of computational fluid
dynamics (CFD). Research directed at the low Reynolds number (NR), two-
dimensional, incompressible laminar N.S. equations began much earlier and
is still.predominant in the literature today since the incompressible system
is somewhat'simpler to solve (for Tow NR) and requires less computer
resodrces than the compressible N.S. system. Reviews of the research area
are presented in references (1) to (9). However, in spite of the research
effort problem areas still remain to be solved before viscous flows requiring
solution of the compressible N.S. equations can be efficiently and accurately
simulated for flows of aerodynamic interest. These problem areas include
turbulence (three-dimensional character), complex geometry, flow unsteadi-
ness, placement of artificial boundaries relative to solid boundaries,
specification of boundary conditions, and large flow gradients near surfaces
and in the vicinity of shock waves for supersonic flows.

The cost of developing aircraft has risen dramatically over the past
decade to the degree that it is estimated that approximately 100 million

dollars of.wind tunnel testing will be required in the 1980's for each
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new aircraft (ref. 19); it is obvious that this trend must be reversed. It
appears that the only way that this trend can be reversed is .by accelerating
CFD capabilities for viscous flow simulation. The acceleration of CFD
simulation depends upon (1) algorithm development coupled with (2) special
purpose computers designed for processing these algorithms together with
(3) coordinated programs (experimental/numerical) in turbulence closure
techniques. The Tatter of these three research areas invoives CFD studies
in turbulence simulation with sub-grid scale closure, careful examination
of modeled Reynolds stress equation closure concepts for separated three-
dimensional flows, determination of the valid limits of algebraic closure
concepts (eddy vi;cosity/mixiﬁg Tength) and "Hyilding-block” exnerimental
programs for high Reynolds number, separated turbulent flows. The success
achieved to date in simulation of turbulent boundary Tayer flows can be
attributed to (1) the development of efficient implicit finite difference
algorithms for solving the parabolic system of equations, (2) computer
systems that efficiently and accurately process the resulting sequential
c6des, and (3) the ]érge experimental data base available for developing/
verifying the scalar eddy viscosity models for turbulence closure. It
should be carefully noted that this data base is marginal for attached
three-dimensional flows {ref. 11) and does not exist for three-dimensional
flows with separation. The development of accurate turbulence closure
models for three-dimensional separated flows appears at the present to bé
the main pacing item for aerodynam%c simulation.

Considering the complex nature of .general aerodynamic flows and the

fact that the complexity in simulation is compounded by the interdeﬁendence
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of the various factors, one comes to the conclusion that no one single

factor can be isolated and studied independently of the remaining factors.
For ekampTei it is absurd to evaiuate the efficiency of a sbecific algorithm
unless the evaluation is related to a specified computer architecture
(péra11e]/pipe?ine/sca]ar, etc.). Transformation procedures employed to ¢
treat complex three~dimensional geometry cannot be evaluated independently

of the viscous flow requirements which require careful placement of the grid
points (nodes, for spectral methods) in order to capture the large gradients
in regions- of high shear (wall boundaries, shock waves, etc.) as weTl as
minimize -the number of required grid points. Consequently, while the purpose
of the present paper is to address directly critical issues in flow simulation
for flows with. large reéions of separation, it is not possible to accomplish -
this task without addressing to some degree the <interrelationship between
factors such as (1) transformation procedures for complex geometry, (2)
coordinate systems and grid point distributions, (3) special requirements

of flow regions with large gradients, (4) boundary placement and boundary
condition specification, (5) algorithm structure and its relationship to

(6) computer architecture, and (7) turbulence closure for three-dimensional,
1ar§e NR flows. The problems posed by the global nature of the pressure
field for éompressib1e subsonic and transonic flows is_an area that has not
received the required attention in CFD Titerature. Each of these problem
areas will be addressed to some degree in the present paper while attempting

to remain focused on large Ny turbulent flows with separated regjons.

Visual material used by the author during the workshon panel entitled
"Viscous Flow Simulations" is presehted in the Appendix of the present
paper.
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Transformation Procedures

One of the first and Tasting impressions of the difficulty of three-
dimensional flow simulation is the complex geometry associated with aesrospace
vehicles. Consequently, most of the CFD simulation research to date has
centered on relatively simple geometrical shapes where coordinate 1ines could
be chosen coincident with the boundary (see ref. 8, pp. 29-37). For these
simplified geometric shapes it was generally possible to avoid interpolation
between grid points not coincident with the boundary Tines and thus avoid
the jntroduction of interpolation errors into the region where the flow
gradients were severe. Since the boundary conditions, especially on physical
boundaries, are the dominant influence on the character of the solution,
the use of grid points not coincident with the boundaries that required
interpolation would place the most inaccurate difference representation in
the region of maximum sensitivity. The generation of a curvilinear coordi-
nate system with coordinate Tines coincident with all boundaries thus
becomes an important part of the simulation problem, especially for complex
aerodynamic shapes. Such a system is often referred to in the literature
as a "boundary-fitted" coordinate system.

The general method for generating a boundary-fitted coordinate system
is to require that the coordinate lines be solutions of an ellintical
partial differential system in the physical plane; Dirichlet boundary
conditions are imposed on all boundaries. A method for the automatic
generation of general two-dimensional curvilinear boundary-fitted coordinates
is presented in reference (12). The curvilinear coordinate system will in ~
general be nonorthogonal for the arbitrary spacing of the coordinate lines
required in viscous flow simulation; however, the tack of orthogonality
does not appear to present any serious problem in the specification of

Neumann boundary conditions. However, the coordinate line stretching may
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introduce truncation errors due to the rapid variation of the coordinate
Tine spacing in the physical plane.

The %ethod of reference (12) has been appiied successfully to two-
dimensional flow simulation for multi-connected regions. The elliptic
differential system for the coordinates are solved in finite-difference
approximation by SOR iteration. The coordinate system can evolve with
time without requiring interpolation of the dependent variables. Conse-
quently, all computations can be performed on a fixed rectangular grid in
the transformed plane without interpolation regardless of the time-history
of the grid boints in the physical plane.

The basic theory for the three-dimensional transformation is presented

in reference (13). However, to date the method has not been carefully tested

1

and will probably require detailed numerical experimentation on three-
dimensional configurations before the desired grid distributions in the
physical plane are achieved. ‘

If simulation research is to be successful the three-dimensional body-
fitted coordinate system will play an important role; research in this area
must be continued. Careful -assessment must be made of the truncation error
effects introduced into the system by the coordinate line stretching in the

physical plane.

Boundary Conditions
There appear to be two extreme philosophies concerning how much of- the
“flow field surrounding a vehicle should be simulated by solving the N.S.

equations: (1) only in regions where the N.S. equations are required, i.e.,
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neighborhood of shocks, lee-side flows with separation, embedded subsonic
regions, etc.; (2) use the N.S. equations for the complete configuration,
i.e., enclose the vehicle in gn'e1ongated box.” * The former of thesg two
extreme;rwi]1 most certainly require extremely complex logic with ;hich
the~embeddeq regions could be jsolated and enclosed in bounded regions.

The interaction required between the boundary-layer like regions, N.S.
regions, and external inviscid flow is at this point too compiex to logically
outTine in diagram form for aerodynamic configurations. There is even some
question as to whether such an approach would result in any saving of computer
resources since for the two-dimensional compression corner with separation it
has been shown to be more efficient to utilize the N.S. equations directly as
opposed to the interactive procedures (ref. 14). -The latter of the two
extremes will without question require the most extensive computer storage
(0(109) grid points); however, in terms of computer time and manpower hours
it may well be the most efficient of the two extremes. To date most flow
simutations have involved solving the N.S. equations within truncated regions
of the flow.field as opposed to solving the complete flow field surrounding
the aerodynamic vehicle. This course of action was chosen to reduce the
computer resource requirements as well as simplify the problems associated
with boundary conditions and geometry.

It is generally conjectured that the N.S. equations retain the mathematical
properties of each of the individual equations in the set. Consequently, one
can classify the set as hybrid parabolic-hyperbolic for unsteady flows and
elliptic-hyperbolic for steady flows. The hyperbolic character is embodied.in
the continuity equation. The parabolic or elliptic character arises from the

dissipative character of the remaining equations. For flow regions where
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dissipative effeqts are small (large NR) the system tends to exhibit the
characteri§tics of the Euler equations in regions removed from wall bgundaries.
The cofrec£ choice of boundary conditions depends upon the mathematic;1
character of the equation set (higher order derivatives). Consequently, the
global solution is a strong function of the dissipative terms even for large
NR separated flows where these_terms are generally quite small. In general,
the rigorous mathematical treatment of existence and uniqueness does not

exist for a given set of boundary conditions and one is forced to rely

almost entirely on heuristic arguments.

The specification of computational domains and their required boundary
conditions for fwo-dimensional flows is presented in reference (8) (see also
ref. (9}, pp. 261-286); a detailed discussion of the material presented in
referencé (8) is beyond the scope of the present paper. However, it is
important to note that most of the two~-dimensional problems solved to date
have had the following character: (1) truncate the flow field and bound
only that part of the flow where the N.S. equations are required such that
bouﬁdary-]ayer like  flow occurs both upstream/downstream with supersonic
external flow; (2) enclose the entire body being careful to place the down-
stream boundary sufficiently far from infinity so that infinity flow
conditions have not been reached, but far enough removed from the body for
its upstream influence to be negligible. Experience gained to date in
numerically treating two-dimensional separation will be of value for general
three-dimensional separation; however, the latter is much more complex énd
Tess understood (ref. 15).

For three-dimensional flows the option to isolate and bound only those
regions of fhe flow field where the N.S. equations are required (as opposed

to bounding the entire body) will result in extremely complex 1og#c for
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specifying the bouﬁdary conditions over this'bound{ng surface.” Exceptions
may be simple reentry type vehicles where sepaﬁation cccurs only on the lee
surface or in the region of control devices. In general, for coméﬁex
aerodynamic'configurations the boundary conditions would depend upon solutions
of boundary-layer 1ike equations that had been interacted with the external
flow field. For steady flow fields this option might be possible provided

one could develop the logic to isolate these regions (highly doubtful);
however,: for unsteady floWs.this option appears to be impractical if not
impossible. Consequently, it appears that the only current option is to
enclose the entire vehicle and specify the boundary conditions on this

closed surface.

Algorithm Selection

Based on current usage for two- and three-dimensional viscous flow
simulation,-only finite-difference methods can currently be considered as
candidates for implementation on the proposed special-purpose computer.
Integral methods, finite-element methods, and spectral methods have not been
sufficiently tested to date for the compressible N.S. equations to be
considered as possible candidates for a special-purpose computer for aero-
dynamic simulation. Candidate finite-difference methods can be explicit,
implicit, or mixed explicit-impiicit in character. If the flow under study
is unsteady, then the numerical scheme must be consistent with the exact
unsteady equations and sufficiently accurate in both time and space. For
flows where turbulence closure is provided by either modeling or solving the
Reyn01d§ stress equations, the method must be a minimum of second order

accuracy in time and space; whereas, for turbulence simulation with sub grid
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scale closure, fourth-order accuracy in space is required. If the flow under
study is steady, then the numerical scheme need not be consistent with the
unsteady équations unless the transient solution is of physical interest.
The only reguirement for the method is that it yield a steady solution for
large time which is an approximation to the solution of the steady-state
equations (N.S. equations with time derivativés equated to zero). There
are several advantages to using nonconsistent schemes: (1) large time
steps in comparison to a consistent scheme which results in (2) faster
convergence to steady state. However, for large NR three-dimensional
viscous flow simulation for aerodynamic flows the method should be con-
sistent with the exact unsteady equations since most flow fields will in
general haQe embedded regions of unsteady flow.

Finite element methods. - Finite-element methods have received increas-

ing attention in the Titerature over the past five year period as a possible
substitute for finite-difference methods in fluid mechanics. The utility

of the finite-element ‘method for viscous-flow simulation has been questioned
from several viewpoints (for example, see ref. 16). The most frequent

claims of finite-element methods are: (1) elements can be fitted to irregular
boundaries; (2) “natura1; treatment of boundary conditions. In practice
neither of these claims has proven to be true. The development of boundary~
fitted coordinate systems (refs. 12 and 13) has essentially removed the
problems associated with irregular boundaries for finjte-difference methods.
Furthermore, while in principle natural boundary-condition treatment may be
possible in the finite-element method (problem dependent) it has not been so

in practice (see ref. 16, pp. 233). One of the primary problems associated

184



with the finite-element method is the complex mﬁtrjx equations resulting
from the formulation. Consequently, .the method has large computer

resource requirements (storage/processing time) in comparison to finite-
difference methods. The compiexity of the finite-element method as compared
to finite-difference methods for the two-dimensional compressible N.S.
equations is shown in reference (17).

Spectral methods. - Spectral methods are relatively new and have not

been sufficiently tested for compressible viscous flow simulation; however,
the method has been applied to incompressible flows with success (refs. 18
to 21). The method is optimum for flows with periodic boundary conditions
(FFT), but the complex boundary shapes associated with flows of aerodynamic
interest present problems. For more details the reader is referred to
references (22) and (23).

Integral methods. - Integral relation procedures have been used

extensively over the years for both inviscid and parabolic boundary-Tayer
Tike flows; however, the methods do not appear feasible for the N.S.
equations and to the author's knowledge there-have been very few attempts
to apply the method to the compressible N.S. equations (refs. 24 and 25).
The selection of the "class" of solution procedures, based on current
experience then appears to be lTimited to finite-difference procedures. The

potential error in this selection process centers around what is not known

about the rapidly advancing state-of-the-art of algorithms. For exampie,

if one_had been faced with the decisjon prior to the publication of referenge :
(26) the choice would still have been a finite-difference technique

of the Lax — MWendroff type, but the -subsequent advancements (ref. 27) made
in the following few years would have negated this selection. The intensive
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research on algorithm developments and/or improvements in existing algorithms
is far greater foday than in the early 1970 time frame. Consequent1y, it

is diffiéﬂ]t to envision the state of the art in the mid 1980's. It is
important that the process required to develop and test a special purpose
computer for viscoué flow simulation be fnitiated today if it is to have

the desired iﬁpact on the aerodynamic design process by the mid 1980's;
however, it is even more important that the resulting product not be a
dinosaur 1ncaqu1é of evolving with the advancing state-of-the-art of
solution procedures.

Finite~difference methods. ~ A review of the finite~difference schemes

that have been applied to the two~dimensional compressibie N.S. equations

is presenféd'in referénce (7):_ both one-step and two-step methods are
discussed for consistent and non-consistent schemes. The two-step scheme
introduced by MacCormack (ref. 26) has been used extensively and has experi-~
enced several important modifications. The most important of these modifi-
cations were: (i) introduction of the splitting concept {ref. 27) originally
introduced by Peaceman and Rachford (ref. 28) to replace the complex operators
by a sequence of simpler ones while maintaining second-order accuracy as well
‘as allowing larger At increments as compared to the original unsplit scheme;
(2) sprtting the equations into hyperbolic part with an explicit method
based on characteristic theory and the parabolic part with an implicit method
requiring simple tridiagonal inversion (ref. 29}).

'The "current" Machrmack scheme ﬁref. 29) yields computer time reductions
of up to two orders of magnitude as compared with the earlier time split
version. This increase in computational efficiency occurs with increasing
NR (see fig. 7, p. 16, ref. 29) as would be expected. With increasing NR
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the solution domain becomes less viscous dominated; consequently, the
severe CFL limitation pfésent in the former methods resulting from. the fine
grid distributions (Ay) required by the severe velocity gradients in the
viscous region was replaced with an implicit boundary-layer Tike procedure
having time steps that are orders of magnitude larger than those imﬁosed by
the CFL stability criteria. —

The approximation of v/c << 1 required for the characteristic equation
in reference (29) appears to be a severe penalty for. general flows where
v/c may be of 0(1). Shang (ref. 30) made an additional modification that
eliminates (1) MacCormack's equation splitting between the inviscid gnd
viscous terms and (2) the v/c << 1 restriction. ’Consequentiy, the method
(ref. 30) appears to be simpler in structure and less restricted in its
range of application for large NR flows as compared with the method
originally developed by MacCormack {ref. 29).

Implicit-finite difference methods have been extensively used for
boundary-Tlayer like flows (ref. 31) because of their stability characteristics;
however, large arithmetic operation counts are required per incremental time
step as compared with the explicit methods. For large NR viscous flows the
penalty of the large number of arithmétic operation counts per time step
generally offsets the advantage of the larger time step allowed by the
implicit metﬁods in comparison with explicit schemes. llowever, improved non-
jterative algorithms coupled with the trend of current computer hardware develop-
ment has resulted in the development and_imp}ementation of efficient imp1icif
procedures for the N.S. equations. Beam and Warming (ref. 32) present an efficient

jmplicit finite-difference procedure for the Culer equations (inviscid) and
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have extended the'prdéedure to the compreséib]e Navier-Stokeé equations
{(ref. 33). The extended algorithm is noniterative and retains the required
conservation-law form. The method is a three-level scheme that requires
only two levels of data stdrage. The three-level scheme effectively treats
the cross derivative terms such that the unconditional stability of the.
algorithm is retained. The method has been applied to flat-plate shock-
boundary-tayer interaction {ref. 33) and compares favorably with the
MacCormack rapi& solver {ref. 29) (see fig. 5, ref. 33}. From the data
presented in reference (29) it is not possible to make‘comparisons of

time required for solution between the two methods; however, the implicit
method requifed less than 100 time steps to steady state at a maximum
Courant ﬁumber of approximately 170.

-Steger (ref. 34) ﬁt%1ized the implicit method of -reference (33) together
with the boundary-fittea curvilinear coordinate system generation procedure
of reference (12) to simulate the unsteady viscous flow field for two-
dimensional airfoils.” In the author's opinion this particular publication
is one of the most, if not the most significant publication that has
occurred to date for'viscouS‘flow field simulation. The approach presented

in reference (34) with accurate turbulence closure may well be the candidate

algorithm for the proposed special purpose computer for viscous flow
simuTétion; the extension of the algorithm to three-dimensions appears to
be reasonably sfraightforward.

Significant progress has been made in the simulation of viscous ffows
with simpie turbulence models for relatively simple tﬁo—dimensional
geometries where the boundary conditions could be'correct1y specified;
this progress has been accelerated with the introduction of transformation
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procedures, especially for two-dimensional airfoils. However, the literature
is sparse in three-dimensional applications (see ref. 8, pp. 35-37). The
finite~difference algorithms previously discussed can be extendéd to three-
dimensional flows provided the computer resource requirements are available.

In 1977 two papers appeared in the literature to-date dea1?ﬁg with supersonic
1aminar flow over three-dimensional compression corners. Shang and Hankey
(ref. 35) applied the finite-difference scheme of reference (36) to the
problem cast in simitarity coordinates. Convergence required 10 hours of
CDC-7600 time for a 8 x 32 x 36 grid for G000 time steps. Hung and MacCormack
(ref. 37) solved the N.S. equations using the algorithm presented in

reference {29) for a 30 x 30 x 30 grid in 1.2 hours on a CDC-7500 for 300 time
steps. The method is now being extended to turbulent flow through scalar
algebraic closure {ref. 38). Hopefully, the algorithm presented in

reference (33) and applied to two-dimensional airfoils in reference (34)

will also soon be applied to three-dimensional flows.

It then appears that no rational decision can currently be made pertain-
ing to "the candidate" algorithm for the special purpose computer for Targe
NR aerodynamic flow simuTation; one cannot eliminate either of the algorithms
presented in references {29) and (33}. However, if the system is hard-wired
to optimally process mixed explicit-implicit procedures then it cannot be
optimum for processing fully implicit schemes. Hopefully as the design
procedure evolves the fo]16w1ng two processes will occur: (1) accelerated
development and testing of the algorithms (refs. 29, 33) for aerodynamic
shapes requiring boundary-fitted curvilinear coordinate systems with careful

evaluation of turbulence closure on performance; (2} a decision to maintain
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sufficient flexibility for programming the proposed special purpose computer

so that advances in algorithm development can be implemented at minimum cost.

Turbuience

Turbulence closure is the most difficult problem area associated with
large NR viscous flow simulation. The increasingly finer length scales that
develop for large NR three-dimensional separated flows 1s the major ?acing
area for three-dimensional viscous flow simulation. These length scales
must be properly ‘treated if the simulation is to be correct. In principle .
turbulence can be numerically simulated without approximation from the time-
dependent Navier-Stokes equations: this is not currently possible nor will
it be possible in the:foreseeab1e futurei The resolution of all the scales
of motion would require O(NR9/4) independent variables in time for which
O(NR3 Tn NR) arithmetic operations would be required (ref. 39). Since the
viscous aerodynamic simulation of problems of practical interest involves

6

NR > 10° the requirements are beyond projected computer system capabilities.

Turbulence simulation with sub-grid scale closure. - A possible but

complex approach to turbulence closure is to utilize turbulence simulation
with sub grid scale closure. In this approach the large-scale turbulence -
__structure is obtained numerically from the time-dependent Navier-Stokes.- - -
equations with aﬁpropriate models for the small-scale structure. This érea
of research is of fun&amenta] importance since it provides bench-mark results
against wﬁicﬁ more approximate modeling concepts'can be compared and/or
developed. To date, the concept has been partially successful only for Tow
NR, incompressible free flows. It is possible that certain compressible flows
could be treated on the CDC STAR-100 system; however, it may well be that a

special purpose computer system will have to be developed and dedicated to

this area of CFD research.
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Scalar closure. - The scalar, algebraic closure concept {eddy viscosity/

mixing Tength) H&s been used'w%th Timited success for two-dimensional
separated flows (see ref. 40). The use has been justified in part by the
experimental data base developed for two-dimensional boundary layer flows
and in part on being the only option available in relation to current
computer Timitations. The algebraic concepts are attractive from

the viewpoint of the N.S. equations since they modify the system only through
the addition of effective viscosity énd conductivity terms, each of which
tends to make the system more diffusive in character. However, the concept
does not reflect the physical characteristics of the flow {for example, the
nonequilibrium character in the vicinity of strong interactions) and cannot
be extended to general three-dimensional large NR flows with separation.
Recent studies have shown that the concept is even highly suspect for
attached three-dimensional boundary layer flows (ref. 41).

Two_equation models. - Two equation turbulence closure models provide

a possible approach to remove the obvious limitations associated with the
scalar eddy-viscosity/mixing-length formuTations without adding greatly to
the complexity of the equation system. Second-order closure two equation
turbulence models utilize two parameters to characterize the turbulence and
define the eddy diffusivity: each parameter satisfies a nonlinear diffusion
equation. Limited success appears to have been achieved for a wide variety
of flows where conventional mixing length approaches have failed; for
example, boundary layer separation (ref. 42} and transition (ref. 43).
However, problems associated with the length scale equation (ref. 44) appear

to Timit the potential success of the approach; also, the near-wall region
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presents a severe problem since first-order wall models are generally used.
The compilation 6f papers presented in reference (45) indicates that the
two-equation model can provide adequate precision for many engineeriné
applications; however, the approach does not‘yield the detailed physics of
the flow (for exampie, see pp. 13.35-13.45, ref, 45) required for aero-
dynamic flow simulation. Considering the wide range of 1ength scales
present in three-d{mensional 1érge NR seﬁérated flows together with the
highly e11iptic:character of such flows, there appears to be Tittle if

any prqmise of utilizing the two-equation mode]s‘for the simu1ation.of
general aerodynamic flows (a minimum of one additional Reynolds stress
term must be modeled for three-dimensional flows).

Modeled Reynolds stress equations. - The modeled Reynolds stress

equations currently appear to be the most promising means by which the
proﬁ]ems associated with fhe scalar eddy viscosity/mixing length and two-
equation models can be circuggggted. However, the system results in a total
of seven additional differential equations that must be solved ﬁith the
averaged N.S. equations (Reynolds equations): a system of 12 equations in

12 unknowns. Furthermore, the "constants" -appearing in the system (6-Reynolds

stress equations; 1-dissipation equation) have not been shown to be universal

and must be modeled by careful comparison of numerical results with'experi-

mental data; unfortunately, the required expgrimenta] data base for three-

dimensional ‘turbulent flows with large separated regions of flow does not

exist. ‘
The set of twelve governing equations, assuming that the modeling

constants for the Reynolds stress and dissipation equations are known to

a sufficient degree of aécuracy presents a numerical problem in itseif from
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the viewpoint of developing a special purpose computer system since they
introduce stiffress into .the system of equations. The stiffness is
introduced into the system through the dissipation equation due to the
sensitivity and interdependence of the dependent variables. Discussions
of the Reynolds sfress closure concept are presented in references (44),

(46), and (47).

Computer System Architecture

To achieve the required processing speed and high-speed memory required
for meaningful aerodynamic simulation the computer system architecturs must
be highly specialized. This improvement in speed will result from paralielism
which is strongly dependent on software and the nature of the N.S. equations.
It appears that the major problem that must be faced is not the design and/or
cost of the processors: the primary problem is sufficient high-speed memory
carefully matched to the processbr speed.

Assuming that the algorithm chosen to soive the Navier-S5tokes equations
could be exploited to take maximum advantage of paraillel architecture, then
it follows that.the system (algorithm plus architecture) could efficiently
simulate three-dimensional, Targe NR separated flows utilizing the averaged
M.S. equations {Reynolds equations) with Reynolds-stress closure. As
previously noted, the stiffness introduced through the dissipation equation
would decrease the efficiency.. However, for turbulence simulation where at
a minimum second-order time and fourth-order space resolution with negligible
phase error is required, it appears that the systoem designed for Reynolds-
stress closure would not be optimum. Consequently, it appears that a

minimum of two special architectures may be required; one for large NR
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aerodynamic flow simulation with Reynolds-stress equation closure and
another- for turbulence simulation with sub-grid turbulence closure. The
projected cost of these special purpose systems is high (see ref. 39,

pp. 41-52); consequently, care must be exercised to make certain that
special pﬁrpﬁse system(s) are as flexible as possible without compromising
their performance to the degree that they approach large general purpose
computer érchitecture. Several recent papers have been presented where
design techniques promise the pofential of reducing the cost associate&
with special purpose systems (refs. 48 and 49).

‘If one reviews the rapid evolution of algorithms for the two- and
three-dimensional N.S.-equations over the past decade, the doubt naturally
arises as to whether a special purpose computer can be designed to adequateﬁy
treat (grow with algorithm development) the potential algorithm improvements
over the next decade (1977-1987): This poses a potentially serious problem
in Tight of the large expense associated with the development of spécial
purpose systems. The algorithm development/refinement that has taken
place over the past decade has resulted from having to do the'job on
computer systems of the CDC-6600 and 7600 class; that is, systems with
marginal speed andmhigh-speed~memory~for—two=~and"three=dimensTonaT"NTSZ
flows. However, the limitations imposed by the available computer systems
resul ted in research to do the job more eff1c1ent]y within the constraints
imposed by the existing and/or available computer systems. This work was
carried out on serial machines that process and advance the data in a
sequential mode (point by point) and as such complex boundary conditions

could be efficiently studied.togethgr with modifications to the basic
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algorithm structure. It is important that we retain this capability on

the proposed special purpose computer §ince comp]jcated boundary conditions
cannot be efficiently treated by efficient ﬁara11e1 procedures; it is also
important that basic algorithm development continue and not be restricted to
a single specialized architecture. Consequently, it is reasonable to
project that general purpose scientific computers comparable to today's
CDC-7600 will continue to be‘used for the foreseeable future, since good
techniques still need to be made better and because the variety of problems
is too diversified to specialize on one system architecture. The flexibility,
programmability and inventory of software also dictates. this conclusion.
Furthermore, ip is highly probabﬁe that large general purpose computers

will be used in conjunction with the proposed special purpose machines.

The large general purpose computer still has a definite role to play
in CFD development as well as complex viscous flow simulation. Basic ideas
must first be developed and tested in order to eva]uaﬁe their potential
success for special-purpose machines. An advanced system like the CDC-7600
but with 106 high speed memory woulq fill these requirements and could be
operated in either the sequential or vector mode; such a system would be
an asset to the aerospace and basic research community for the foreseeable
future. The system would foster the continued development of algorithms
and applied codes for the aerospace industry thus leaving the proposed

special purpose computer free for accelerated flow simulation research.

CONCLUDING REMARKS
The advances in CFD over the past decade clearly indicate that the

computer will play an increasingly important role in reducing the cost
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and time associated with new aircraft development: this reduction will come
throﬁgh-the ability to numerically simulate increasingly more complex three-
dimensional viscous flows. The acceleration of our current ability tﬁ
efficiently treat viscous flow simulation depends upon not only the develop--
ment of more -advanced specialized computer systems, but also upon a dedicated
prbgram of basic applied mathematics. It would be a serious error in judg-
ment to assume that any of the numerical procedures now existing can
efficiently (efficient in relation to potential developments) treat separa-
tion at large NR or that our understanding of turbulence is sufficient to
describe the compiex flow. Consequently, the large general purpose computer
still has a major role to play in the foreseeable future before maximum
benefits can be obtained from any special purpose computer. Hopefully the
developing microcomputer technology can do much to reduce the expense
associated with this evolving process. In the near future it may be possible
to interconnect hundreds or thousands of microprocessors into arrays of
stand-alone systems dedicated to special problems as well as use them to
augment the computational power of large computers.

Large NR, three-dimensional viscous flow simulation with separation
cannot be adequately treated without carefully addressing the three-
dimensional-turbulent -character—of the flow.” The succeéss enjoyed in two-
dimensional turbulent boundary-layer simu]ation through first-order closure
occurred because the assumptions made in the scalar eddy-viscosity models
were not all that physically incorrect for quasi-paraliel flows as well as
the existence of an extensive experimental data base from which one could

verify the modeling constants for various flow conditions. However, this
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success cannot,be directly exfended io general three-diménsiona] flows
with sepa;at%on‘since turbu]enée‘canﬁot Bé treated as a scalar ddéntity;
aTsoi as of tﬁi§ date the data base for three-dimensional flows does not
existl anseqdent]&, success in three-dimensional viscous flow simulation
depends strongly upon developing active experimental programs that are
adequately funded and staffed with qualified experimentalists. The develop-
ment of a special purpose computer (or computers) for large Np three-
dimensional flow simulation with separation will be of Tittle real value
unless experimental research in three-dimensional flows is accelerated.

In conclusion, as one reviews the current CFD literature it appears
that there is an underlying belief held by some that faster, bigger and
more specialized computer systems will provide the solution to the difficulties
associated with three-dimensional large NR viscous flow simulation; this is
in part a delusion. 1t is agreed that larger, faster and more specialized
machines are needed simply due to the large number of grid points
required to adequately describe flow fields ‘of aerodynamic interest; however,
it should also be clearly understood that specific areas such as algorithm
development {stability, accuracy, etc.), coordinate systems, and turbulence
closure still require concentrated research effort before any dedicated
special purpose "super computer" for viscous-flow simulation can have any

real impact on the aerospace industry.
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APPENDIX
Visual Material for Viscous Flow Simulation Panel
The material contained in the present Appendix was used during the

oral presentation for the panel entitled "Viscous Flow Simulations."

GEOMETRY
PACKAGE

BOUNDING REGION
BOUNDARY CONDITIONS

* ALGEBRAIC TRANSFORMATIONS

* BOUNDARY-FITTED CODRDINATE
SYSTEMS

FINITE DIFFERENCE
FINITE ELEMENT
SPECTRAL

IRTEGRAL

* ARCHITECTURE
* SPEED/STORAGE
= SOFTWARE

SOLYTION
ALGORITHM

COMPUTER
RESOURCES

EXPERIMENTAL
PROGRAHS

TURBYLENCE
CLOSURE

+ SIMULATION

« SIMULATION WITH SUB-GRID SCALE CLOSURE

« REYNOLDS EQS + REYNOLDS-STRESS EQUATIONS
« THO-EQUATION MODELS

» SCALAR: EDDY VISCOSITY/MIXING LENGTH

Figure 1. - The elements of three-dimensional viscous flow simulation.

® HOST FLONS SIMULATED TO DATE HAVE FOLLOWING CHARACTER (THO-DIMENSIONAL

COMPRESSIOH- CORNER == SHUCK-ROUNDARY LAYER BASE FLOW

1HTERACF 10N

» THREE-DIMENSIONAL VISCOUS-FLON SIMULATION FOR AERODYNAMIC ANALYSIS
. 1S MUCH FORE CONPEEX

Figure 2. - Geometry.
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*  THO-DIMENSIOHAL TEEORY DEVELOPED AKD TESTED

PHYSICAL PLAKE TRANSFORMED PLANE
’ * THREE-DIMENSTONAL THEORY DEVELOPED )

PHYSICAL SPACE TRANSFORMED SPACE

L% ' 2

1

Figure 3. -~ Body-fitted curvilinear coordinate systems

® TWO-DIMENSIONAL FLOW
- EASILY DEFINE? 3
- WALL VELOCITY GRADIENT VANISHES : 3§‘= 0 AT SURFACE
- FLOW MAY/MAY NOT REATTACH (CLOSE) ON BODY

® THREE-DIMENSIONAL FLOW
- SURFACE SHEAR NOT NECESSARILY ZERO

- VELOCITY GRADIENT- NORMAL TO SEPARATION LINE VANISHING
IS A°NECESSARY BUT NOT SUFFICIENT CONDITION FOR
SEPARATION '

- TWO TYPES: BUBBLE; FREE SHEAR LAYER

(a) Basic definitions.
Figure 4. - Boundary-layer separation.
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- INCEDENT
-SHOCK ™

-
NsSa'REGION S
P
P
sl
L ~_

= S d
A .

TITIIITITIIII 7Y 7T P77 27722277

TWO-DIMENSIONAL SHOCK-BOUNDARY LAYER INTERACTION

viscaus VISCOUS

" REGION SEPARATION SURFACE
LIMITIHG STREAMLINES . . SURFACE OF
ON SURFACE
EXTERNAL
') STREAMLINES

ON SURFACE
BUBBLE SEPARATION FREE SHEAR LAYER SEPARATION
(b) Three-dimensional separation.

Figure 4. - Concluded.

ACCEPTABLE TRUNCATION
- TURBULENCE CLOSURE: 02, AXD

- SIMULATION- S6C ¢ 0%, AxH) - MAY BE OPTIMOM

© FINITE DIFFERENCE
- EXPLICIT (CFL LIMIT; EASY TO CODE; LOW STORAGE
- IMPLICIT (At>CFL; MORE COMPLEX CODE)
- MIXED EXPLICIT/IMPLICIT (TAKE ADVANTAGE OF FLOW CHARACTER)

& FINITE ELEMENT 1 i .

EXTENSIVE
EXPERIENCE

=~COMPLEX MATRIX ALGEBRA

- EASE OF TREATMENT OF COMPLEX BOUNDARIES [ NOT PROVEW
- MATURAL TREATMENT OF BOUNDARY CONDITIONS| IN PRACTICE
. ‘ - - > INCONPRESSIBLE |
@ SPECTRAL FLOWS

- CURRENTLY LIMITED T SINPLE GEOMETRY

- NATURAL TREATMENT OF BOUNDARY CONDITIONS

- POTENTIAL ACCURACY > 0(A2, Axih

~ EXCELLENT RESOLUTION IN REGIONS OF HIGH SHEAR

® [NTEGRAL )
~-LIMITED APPLICATIONS IN LITERATURE

Figure 5. - Solution procedures.
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REPRODUCIBILITY OF THE
ORIGINAL PAGE-IS POOR -

ASSUMPTIONS LIFFICULTIES SUCCESSES

TURBULENCE CLOSURE. SCHEME REQD, ~HUGE MACHINE TiME/STORAGE ISENTROPTC &

SINULATIONS FOR SCALES SMALLER ~ONLY LOW RE 0., SIHPLE HOROBENOUS

(DIRECT TIME- .  THAN GRID SPACING GEOHETRY, DUE TO HACHINE SHEAR FLONS,

WISE INTEG. (SU3-GRID-SCALE) SIZE & LIHITATIONS LOW SPEED,

OF 3-D NAVIER- - ~REQUIRES TOP_NOTCH NUHER- BOY-TYPE

STOKES EGS. FOR ICAL TALENT, NEED SMALL GEOMETRY

SMALL At, Ax) PHASE ERROR, EXCELLENT

: ACCURACY RESULTS SHOW

CLOSURE. "CONSTANTS"
14 2ND ORDER

METHODS REALLY
“VARIABLES,” EVEN
FOR THESE SIMPLE

CASES,

"REYNOLDS 3RD-ORDER CORRELATIONS, ~"CONSTANTS” VARY FROM  GIVES REASONABLE

STRESS” PRESS, FLUCT,, LENGTH FLOW TO FLOW ANSHERS FOR

EQUATIONS SCALE EQ, TERMS CAN BE -REAL DIFFICULTY (KNOWN SEVERAL TYPES OF

@ 07) HODELED WITH "CONSTANT" FOR LAST 5 YEARS) IS SEPARATED FLOWS,

COBTAINED BY COEFFICIENTS FORM AND MODELING OF FURTHER DATA

TAKING MOMENTS LENGTH-SCALE EQUATION REQD. FOR GOOD

OF MAVIER-STOKES ~STIFF EQ. SYSTEM EVALUATION

ERS. & REYNOLDS

AVERAGING o

(a) Part 1.
Figure 6. - Turbulence modeling.
‘ ASSUMPTIONS DIFFICULTIES SUCLESSES
“THO FQUATION - 'V = p(y'Ze s ;ITZJ L - 8 YEARS OF EXPERIENCE EVIDENTLY SUIT-
MODEL” PLUS USUAL MODELS FOR INDICATES LENGTH SCALE  ABLE FOR MANY 2-D
(USES TURB, KIN.  THIRD-ORDER TERMS EQ, IS MAJOR SOURCE OF  SEPARATED FLOWS
EN. AND LENGTH INACCURACIES EXCEPT NEAR WALLS
SCALE E@S,)
. =~ NOT SUFTABLE FOR 3-D
FLOWS

FIRST ORDER OR UVt = R0, FOR SIMPLE FLOMS ONLY,  EXCELLENT FOR MoST
MIXING LENGTH LENGTH SCALE LENGTH SCALE MUST QUAST-PARALLEL
CLOSURE SPECIFIED, FROM . BE WELL BEHAVED SHEAR FLOWS, LARGE

WEAS., PHYSICS QUANTITY OF DATA
- . FOR 2-D QPSF’S
ALLOKS INCLUSION
OF v, ROUGHNESS,
. DP/DX, M, ETC,,
EFFECTS

NOTE: PROBLEM IN TURBULENCE MODELING FOR NON-QUAST-PARALLEL FLOWS IS SORTING QUT
NUMERICAL AND TURBULENCE MODELING INACCURACIES.

(b) Part 2.
Figure 6. - Concluded.
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ADVANTAGES ) DISADVANTAGES

* SCALAR
+ NO ALGORITHM L]MITATIUNS - CPU SPEED LIMITATICN

+ SOFTWARE WELL UNDERSTCOD/DEVELOPED
+ EVOLUTIONARY DEVELOPMENT ALLOWED

o PARALLEL -
"+ HIGH CPU SPEED FOR APPROPRIATE - ALGORITHMS HOT WELL DEVELOPED
~ PROBLENS ~ SOFTHARE NOT UNDERSTOOD WELL
) . - - FEQUIRES REVOLUTIONARY
DEVELOPHENT
¢ PIPELINE
+ SOFTHARE PROBLEMS NOT AS BAD AS - CPU SPEED FROM SINGLE PIPE
PARALLEL BHT WORSE THAN SCALAR LIMITED
+ CPU SPEED INCREASES WITH MULTIPLE
PIPES BUT APPROACHES PROBLEN
AREA OF PARALLEL
o MINI/MICRO :
+ LOW COST - ORGANIZATION PROBLEMS
"+ POTENTIAL HIGH PERFURMANCE - SOFTNARE DIFFICULT

Figure 7. - Computer ar'ch'ltecture

® SPECIAL PURPOSE COMPUTERS WILL HAVE AN INCREASINGLY IMPORTANT ROLE
IN REDUCING THE COST/TIME ASSOCIATED WITH NEW AIRCRAFT DESIGN

# SUCCESS OF SPECIAL PURPOSE SYSTEM DEPENDS UPON:
- ACCURATE TURBULENCE CLOSURE
- EFFICIENT/ACCURATE TREATMENT OF COMPLEX GEOMETRY
~ = ALGORITHM DEVELOPMENT FOR PARALLEL PROCESSING
- HIGH-SPEED PARALLEL PROCESSOR WITH MATCHED, LARGE

INCORE, HIGH-SPEED MEMORY
o DESIGN WITH FLEXIBILITY TO AVOID AN EKEENSIME_DINQSBUB

® LARGE GENERAL PURPOSE SYSTEMS WILL BE RE@UIRED FOR THE FORESEEABLE
FUTURE

¢ MICRO/MINI SYSTEMS REPRESENT AN AREA WHERE ADDITIONAL RESEARCH IS
REQUIRED (POTENTIAL IS HIGH)

Figure 8. - Recommendatijons.
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COMPUTING VISCOUS FLOWS L_ w T

i

J. D. Murphy
Ames Research Center, NASA
Moffett Field, CA 94035
Due to the short time scale for the preparation of these remarks together

with the restricted space available for presentation, I am taking the liberty
of doing substantial violence to the ugual NASA format for the presentation

of technical information. Rather than the usual order of analysis, fresults,
discussion, and conclusions this presentation will be simply a sequence of

-statements, each one followed by supporting material.

Statement 1

Computational aercdynamics is a discipline distinct from computational

fluid dynamics in its goals and to a degree its techniques.

Computational fluid dynamics is, in general, the application of numerical
analysis to the solution of the equations of fluid mechanics. As such it is
primarily concerned with the mathematical structure of these equations and

the generation of stable accurate algorithms for their solution.

Computational aerodynamics, on the other hand, is an engineering science,
directed to the generation of useful information, applicable to the design of
airecraft and aircraft components, predominantly through the application of

numerical methods.

With these definitions it becomes clear that the major differences arise
from the fact that computational aerodynamics is not concerned with what

is "true," but rather what is "close enough" and what is "cheap enough.™
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Statement 2

To perform efficient aerodynamic computations the most attractive approach
is the use of hybrid methods where the equations treated and the solution algo-

rithms used reflect the local character of the flow.

It is becoming increasingly clear that, except for hypersonic flows with
signific@qt curvature, i.g., ref. 1, and for flows with large separation
bubbles, e.g.; ;ef. 2, boundary layer theory provides a pe;fectly adequate
predictivg capability for laminar flows at Reynolds numbers cof importance to
aerodynamicists. Figure 1, for example, shows a comparison of the skin-friction
coefficient as obtained f;om boundary-layer theory, ref. 3, with that from
a solution to the full Navier—Stokes equations, ref. 4, for laminar flow

over a flat plate. Such differences as arise between the two solutions are

.003 -
REL * 6.1x105, Ue » 100, due/dx =0
a
© BOUNDARY LAYER
oonl SOLUTION REF. 3
) 8 o NAVIER~STOKES
SOLUTION REF. 4
Ct B
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‘00l |- NOTE: GLITCH AT x~ 0.2 1S @ @ g
ASSOGIATED WITH GHANGE o o
IN-STREAMLINE-DIFFERENGE"
FORMULATION AT THAT
LOGATION
1 | | | I | 1 1 i |
0 .1 .2 .3 4 5 6 4 .8 ] 1.0

Fig. 1. Comparison of skin friction coefficients as obtained from boundary

layer and Navier-Stckes calculations.
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Fig. 2. Effect of Reynolds number on predicted nondimensional skin friction

distribution.

almost totally numerica%. Figure 2 conveys a similar message, although
somewhat leés directly. Here we see a comparison of three solutions to

the Navier-Stokes equations, ref. 4, at increasing Reynolds number with

- the boundary-layer solution of Howarth, for a separating and reattaching
 flow. It is obvious that for the attached portion of the flow and for

REL > 105, boundary-layer theory satisfies our criterion of "c¢lose enough."”
More importantly, however, we see that for high Reynolds numbers, the
solution is independent of Reynolds pumber and hence it is the ellipticity
of the Navier-Stokes system, and not the existence of normal pressure
gradients which is significant. Further, this eilipticity can be artificially
introduced into the boundary-layer equations to permit treatment of slender
separation bubbles, e.g., refs. 5‘- 8. Figure 3, taken from ref. 8, compares
an inverse boundary-layer sclution with the Navier-Stokes solution of
MacCormack, ref. 9, for a Mach 2 laminar boundary-layer shock-wave inter-

action.
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Fig. 3. Comparison of results of an inverse boundary-layer method with

calculations of MacCormack. -

This last figure is something of a “swindle" since in oxder to obtain
the inverse boundary layer solution the skin-friction distribution must be
input. The intent however, is to show that when the required ellipticity
has been introduced, albeit artificially, the boundary layer egquations
represent the physics of guite a large variety of flows sufficiently to
provide a "work-horse" calculation method for many computational aero-

“WdyﬁamiC“nEéds:""It“is“true—that—for“some*row—configuration57"fbt“tnﬁnm;r€~'
portions of military aircraft and off-design studies of commercial air-
crafé, solutions to the Navier-Stokes equations may be reguired. But
even here it seems probable that hybrid calculation schemes offer the
most promise for efficient computation. Examples of these kinds of

methods using coupled (oxr patched) soclutions of boundary layer, Navier-—
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Fig. 4. Comparison of hybrid method results with experimental data;
pressure distribution over a NACA 64A010 airfoil; M = 0.8,
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Stokes ;nd Euler equations are appearing with increasing frequency, e.g.,
refs. 10-13, and represent substantial economies in computation over the
use of Navier-Stokes equations alone. Figure 4 (fig. 6 of ref. 12} shows
a_comparison of a hybrid method predicted and a measured pressure distri-
bution on a NACA 64A010 at a Mach number of 0.8, Re = 2X 108 and o = 3.5.
The authors indicate an order of magnitude reduction in CPU time for the
hybrid method as compared with a Navier-Stokes solution for the entire

flow Field.
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Statement 3

The pacing item in obtaining a significant breakthrough in compu~
tational aerodynamics is a general turbulence model that works, and
this breakthrough is only peripherally related to availability of large,

fast computers.

Despite 100 years of study we have only a hazy qualitative idea of
what is really goirg on in a turbulent flow. Fortunately, again our

’

"close enough” criterion comes to the rescue. Figure 5 presents a com-

:
parison of the predicted skin friction distribution for turbulent flow
over a flat plate with Fhe data of Wieghardt, ref. 14. The turbulence
model employed is a simple algebraic mixing length model embodying almost
totally fictitious physies, but it works surprisingly well, not only for
low speed flat_plates, but for any flow for which the boundary conditions

are not changing too rapidly. Even for more complicated flows such as an

ungeparated shock-wave boundary layer interaction, relatively minor modifi-

© DATA OF WIEGHARDT
—— BOUNDARY-LAYER THEORY
W/ALGEBRAIC TURBULENGE
MODEL
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| !
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Fig. 5. Comparison of predicted skin friection distribution on a flat

Plate with the data of Wieghardt.

214



o DATA OF REDA & MURPHY

_ —— EQUILIBRIUM MODEL
2.0 T CXPONENTIAL LAG ~103 J REF- 8
csx103 1.0} TSR, o5 T
g e
A\ ,
(o] | [ 1 1 ] ]
3.0
p 20F
po
LOE
t/t L I t ! I |

0 04 0.5 0.6 0.7 0.8 09
. x/1.

Fig. 6. Comparison of the present method with the data of reference 8;

turbulent unseparated flow.

cations, such as an exponenéial lag governed by an.ordinary differential
equation, provide useful results, see fig. 6. For flows which are still
more complicated, héwever, such as flows with large separation bubbles
and three—dimensi;nal and time-dependent flows, these models are not ade-
guate and none of the proposed models have demonstrated significant

generality.

To summarize this section one can do no better than to quote Peter
Bradshaw. In ref. 15, he remarks that "It is not wise to dis?inguishu—or
choose—calculation methods on the basis of the numerical procedure
employed, even though much of the work in developing a calculation method
may be numerical analysis and computer programming: a numerical proce-
dure without a turbulence model stands in the same relation to a complete

calculation method as an ox does to a bull."™ Since the panel to follow
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is addressing itself exclusively to the subject of turbulence modeling

there is no need to further belabor the point.

Statement 4

There is no unanimity of opinion as to what may be the optimum algo-

rithm or even family of algorithms during the next decade.

The obvious direction for future efforts in both computational aero-
dynamics and fluid mechanics in general is toward the development of
three-dimensional and time-dependent prediction methods. This is parti-
cularly true for the boundary layer eguations which appear to lag inviscid
methods in three-dimensions and Navier-Stokes methods in time—dependent
flows, and.are critical to the development of three-dimensional hybrid
methods. At present I don't think we are capable of making a judgment
as to which algﬁrithms or even which family of algorithms may prove to
be the most efficient for these classes of problems. Implicit methods
including ADI, and various spline methods appear to offer significant
promise for the future, but the ultimate determining parameter for useful
calculations will remain the turbulence model. 1In fact a real possibility
is that the most efficient numerical method will be determined by the

character of the turbulence model.

Statement 5

It is premature to develop an optimum processor for computational:
aerodynamics, but such a machine, dedicated to the study of the structure
of -solutions to the three-dimensional time-dependent Mavier-Stokes equa-

tions and to the computability of turbulence would be very valuable indeed.
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It has been suggested that by optimizing the machine architecture
about a speéific computational algorithm one might pick up two or even
three orders of magnitude in speed. This is very prcbably true, but
even ignoring the very real problems associated with the design, fabri-
caticn, reliabiliity, and software support for such a machine; we are not
in a position today to determine what will prove to be the proper algo-

rithm around which to optimize.

Since even in hybrid methods 80% of the time is sPent on sblving
the‘Navier—Stokes equations it is clear that we should optimize about a
Navier-Stokes solver, but over the past several years these solvers have
been sped up by more than an order of magnitude so that we take the risk
of producing (and paying for) a very powerful machine structured about
an antique algorxrithm which is overall no more efficient than an off the

shelf item at a fraction of the cost.

If, however, the decision is made to proceed with the procurement
of such a machine, it would be only prudent to require that, in addition
to the special purpose charactexr ¢f the machine, it be at least as fast
in general computation as the best "off the shelf" computer at the time

of delivery.

It strikes me that the éeal utility of a very large, very fast machine
is in fundamental studies of the structure of solutions of the Navier-
Stokes eguations and in particular to investigations of the computability
of turpulence. This has 1little to do with Computational Aerodynamics
during the next ten vears, but may well prove fundamental to our under-

standing of fluid mechanics in generations to follow.
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Statement 6 . .

From the foregoinh it is clear that in order to maké significant
progress in computational aerodynamics we must continue to advance in
both the physical and mathematical aspects of fluid mechanics. Here, as
in all scientific endeavor, the primary motivation for advancement will
be human curiosity; and the primary tools of advance will be human in-
telligenceé and creativity. If we lack these elements and an environment
wherein they can prosper, arbitrarily large increases in computational

power will be meaningless.
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PROSPECTS FOR COMPUTATIONRAL AERODYNAMICS

N78-1979

J. C. Wu ‘ ?

i
L

Georgia Institute of Technology '*
Atlanta, Georgia 30332

During the past several years, my colleagues and I at Georgia Tech have
been developing a new numerical approach, called the integral representations
approach, for the solution of the Navier—Stokes equations. Our work is being
supported by the Office of Naval Research, by the Army Research 0ffice, and by
the Georgia Institute of Technology under its academic research program. The
theoretical basis of this approach as well as the detailed numerical procedures
and computed results for various types of flow problems are presented in a
series of articles prepared by my co-workers and myself (References ! to 14).
In some of our studies, the entire set of differential equations describing the
fluid motion is recast into integral representations. The desired solutions
are then obtained by numerical quadrature procedures. In other studies, only
some of the differential equations are recast into integral representatiouns.
The formulation of the problem is then called the integro-differential formula-
tion.

My remarks are based on our own experience in the development of the
integral representation approach, our experience in applying available finite—
difference and finite—element technigues, as well as our knowledge about the
current work of many other researchers whom we keep in touch with continually.

Computational aerodynamicists participating in this workshop were asked
to consider the following two questions:

1. What computational capability, in terms of arithmetic speed and
memory size and access rate, is required for routinely solving three-
dimensional aerodynamic problems ineluding those with embedded
separated turbulent flows?

2. What types of three-~dimensional solution algorithms, turbulence
models, and automatic grid generation methods are likely to be
available by the early 1980's?

A year ago, I prepared an article (Reference 12) assessing the prospects for
the routine numerical solution of two— and three—dimensional flow problems
involving appreciable regions of separation at high Reynolds numbers. I find
that the viewpoints expressed in that article are, for the most part, still
current today.

In Reference 12, it was pointed out that for two-dimensional laminar flows
the state of art permitted the development of a package of computer code that
is efficient, reasonably universal, sufficiently accurate, and relatively
simple to utilize. It was further suggested that such a package would have a
relatively short life-span and would not see broad engineering usage more
concerned with three-dimensional turbulent flows. Such a package nevertheless
would be a highly valuable asset within the research community.
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Recently, Dr. M. M. Wahbah, a member of our research team at Georgia Tech,
prepared a general-purpose user-oriented package of computer code for internal
steady laminar incompressible flows in two-dimensions using the integral
representation approach (Reference 13). As input, a user assigns the locatioms
and the sequence of the numerical data nodes to be used in the computation
procedure, the velocity values at the boundary nodes, the Reynolds number of
the specific problem, and several parameters such as a critetion for termi-
nating the computation. The computer code then calculates, through the use of
a computer, the numerical values of the velocity components and the vorticity
at all data nodes as well as the pressure at all boundary nodes for the problem
specified. Typically, CPU time for solving a problem at a Reynolds number of
several thousand and using about a thousand data nodes is a few minutes on the
CDC~6600 computer. This computer time requirement does not increase very
rapidly with increasing Reynolds number.

Also recently, two of our Ph.D., students completed two separate studies of
two-dimensional time-dependent laminar incompressible flows past airfoils. In
one of these studies, §. Sampath considered an airfoil set into motion
impulsively (Reference 1). In the other study, N. L. Sankar studied an airfoil
oscillating in pitch at specified mean angles of attack, amplitudes, and
frequencies of oscillation. (Reference 14). Both studies utilized the
integro~differential formulation. In the impulsively started airfoil study, a
transformation method is used to obtain a body-fitted grid system for the
differential part of the solution procedure. (The integral representation part
needs no special procedure for generating body-fitted grid systems). In the
oscillating airfoil study, a hybrid finite difference-finite element grid
system is used. Qur experience indicates that it is now feasible to utilize
the existing knowledge in computational fluid dynamics and construct a highly
efficient general-purpose package of computer code for external laminar incom-
pressible flows, either steady or time—dependent, in two—dimemsions. TFor
airfoil-type problems, such a package will require less than one minute of CDC-
7600 CPU time to advance the solution by one dimensionless unit of physical
time, i.e., the time interval during which the airfoil advances by one chord
length relative to the freestream.

"In contrast to the considerable experience that has been accumulated in
recent  years relating to laminar flow problems in two-dimensions, our own
experience at Georgia Tech as well as those of our colleagues elsewhere are
severely limited relating to three-dimensional solution algorithms and to
turbulence models for separated flows. In our opimion, an accurate assessment .
. -.of -computer- requirements for the Toutiné solution of three-dimensionmal separ-
ated turbulent flow problems requires much more extensive experience in these
two research areas than presently available.

Regarding three-dimensional solution algorithms, it is known that. the
extension of some of the more efficient numerical methods, which work well in
two—dimensions, to three-dimensions presents some uncertainties. For example,
in Reference 15, it is pointed out that plausible extensions of iterative ADI
methods to three~dimensions frequently fall to converge. There appears to be
little reason for doubting that, with extensive efforts devoted to the develop-
ment of three—-dimensional algorithms, some successful methods for treating
three-dimensional separated laminar flows will be firmly established in the
early 1980's. An uncertainty, however, does exist regarding the specific
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method that will eventually become the best candidate for a general-purpose
three-dimensional code. In fact, judging from past experience, it is reason-
able to expect that, during the next few years, some new numerical approaches
will emerge and be demonstrated to be superior to the established approaches
popularly considered today. The future development and general availability of
more advanced and faster computers are important factors influencing the
development of new methods. Conversely, planners of numerical flow simulation
facilities should not overlook new numerical methods as they appear on the
horizon.

At Georgia Tech, we conclusively demonstrated that, for the incom-
pressible flow problem, the integral representation approach possesses the
distinguishing ability of confining the solution field to the vortical regionms
of the flow. In an incompressible external flow, the inviscid portion of the
flowfield, where the vorticity is negligible, ig generally vastly larger in
extent than the vortical region where viscous and Reynolds stresses are
important. Because of the ability to confine the solution field to the
vortical region, the integral representation approach requires drastically
fewer numerical data nodes than other known methods which do not possess this
ability. The advantages offered by this ability, in terms of computational
requirements for two-dimensional problems, have been amply demonstrated. For
three-dimensional problems, the factor of reduction of the number of data nodes
tends to be the square of that in two-dimensions. Our estimate of the number of
data nodes required for complex three—dimensional flow problems is about one
tenth of that estimated by many other researchers. Therefore, we are convinced
that the required arithmetic speed and central storage for the routine solution
of three-dimensional laminar flow problems will be drastically smaller than
those presently estimated by many other researchers.

At the present, our experience in treating three-dimensional problems
using the integral representation approach is limited to flows involving very
simple boundary geometries (Reference 7 and 10). For compre881ble flows, we
have shown that the integral representation approach permits the solution field
to be confined to the region where the vorticity and/or the dilatation is non-
zero (Reference 4). We have yet to implement the approach for either the
compressible flow or the three—dimensional flow involving complex geometries.
Our estimate should be viewed, like those of our colleagues elsewhere, as
educated guesses. There are a number of ways of increasing the solution
efficiency. Some of these ways have been investigated reasonably thoroughly;
others have merely been suggested. For example, a method of segmenting the
solution field, which is already confined to the vortical region of the flow
through the use of the integral representation approach, was demonstrated to
offer substantial reduction in the amount of computation needed (References 1
and 11). It was shown that the segments can be of arbitrarily specified shapes
and sizes, and each segment can contain any number of data nodes. The
computation of field variable values within each segment can be performed
independently of that in other compartments. This segmentation technique is
therefore well-suited for parallel programming. Thus far, however, our own
computations have all been carried out on older computers, such as the UNIVAC
1108 and the CDC-6400 and 6600, that do not possess a parallel programming
capability. We have not yet demonstrated this well-suitedness by actually

utilizing the parallel programming capability of a super computer such as the
ILLIAC IV.
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In our opinion, while drastic improvement in solution efficiency is no
longer a critical factor in the routine computation of two-dimensional flows, it
should be considered a pacing item for three-dimensional separated flows. We
support the plamning of a numerical aerodynamic simulation facility today. We
wish to emphasize, however, that the development of more efficient algorithms
will lessen the requirements on the facility. From a cost-effectiveness point
of view, it will be important to stimulate worthy research in the area of three-
dimensional algorithms while the flow simulation facility is being planned.

Dur own experience in computing turbulent flows are at present limited to
relatively simple two-dimensional problems, although we did explore the possi-
bilities of using ‘simple algebraic models, a two—equation model (Ref. 3) as well
as a statistical distribution function approach (Ref. 16) on the basis of these
simple problems. It appears that those of us who have devoted considerable
amounts of efforts in computation of turbulent flows are in agreement that in
the near future it will not be realistic to plan for a computing facility that
permits routine numerical solution of the full Navier-Stokes equations for
three-dimensional turbulent flows, including small-scaled motions, about com-
plex solid geometries.

With Reynolds-averaged equations of motion, there is a great uncertainty
regarding which, if any, of the presently proposed models of turbulence is
sufficiently reliable or universal for the purpose of "routinely solving three-
dimensional aerodynamic problems including those with embedded separated turbu-
lent flows." The question as to which level of closure is adequate for the wide
range of applications being considered has not been answered. Because of the
empirical foundation of turbulence modelling, this question cannot be answered
without extensive experimentation, both numerically and in the laboratory.

It is well known that turbulence research has been a most challenging
activity in fluid mechanics for more than fifty years. Perhaps less well known
is the fact that the concept of turbulent viscosity, which forms the basis of
many of the algebraic and differential models of turbulence being studied today,
was introduced by Boussinesq in 1877, precisely a century age. The longevity,
intensity, and ubiquity of interest in turbulent flow attested not only to its
practical importance but also to-the formidable difficulties attendant to the
subject. For separated flows, the twin obstacles of (1) the lack of definitive
experimental data of sufficiently high quality and fine detail and (2) the lack
-of—tools—powerful--enough -to—accurately solve Reynolds —averaged equaticns of
motion, with any proposed model of turbulence, have in the past precluded the
needed extensive numerical experimentation and calibration necessary for the
firm establishment of turbulence models. Tt is natural for us to anticipate
that the availability of modern instrumentation and computation facility will
eventually remove these two obstacles. Bradshaw noted in the Sixth Reynolds-
Prandtl lecture which he delivered in 1972 (Ref. 17) that we may hope for rapid
progress in the future. His concluding paragraph of the lecture, quoted below,
is of interest to us:

"What would our heroes say to all this, Reynolds who never saw hot-wire
measurements of his turbulent stresses, Prandtl who never saw computer solutions
of his turbulence models? Would they be amazed at the spectacular progress we
have made? Perhaps they would be amused to find that with all our hot wires and
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computers we have still not achieved an engineering understanding of turbulence,
and that it is still as important and fascinating and difficult a phenomenon as
when the first steps in studying it were taken by Reynolds and Prandtl."

If we replace the words "hot-wire" and "computer" by "laser velocimeter"
and "super computer', the above quotation is as worthy of note today as when
Bradshaw delivered it five and a half years ago. There is no doubt that modern
computing facilities and rapid response instrumentation have drastically ex—
panded our horizon. We.must point out, however, that the task involved in the
establishment of suitable turbulence models is more enormous and longer—-termed
than some of us realize. Very few detailed and definitive measurements of a
quality high enough to guide the develépment of turbulence models for separated
flows exist today, even for "two-dimensional' flows. Chapman et al stated in
1975 (Ref. 18) that "...we strongly advocate that more carefully designed and
thoroughly documented basic fluid dynamic experiments be conducted. These
should cover a wide variety of flows of various degrees of complexity and
encompass wide ranges of Mach and Reynolds numbers. More important, the
documentation for each flow should include detailed measurements of such
quantities as pressure distribution, skin friction, heat transfer, mean velo-
city and temperature profiles, and especially the fluctuating quantities which
determine turbulent shear stress and emergy transport. Few flows have been
thoroughly documented to this requisite degree. But that documentation will be
required in order to provide a basis for devising new and improved turbulence
models..."

Chapman et al expressed optimism about more rapid development in turbulence
modelling in the future (Ref. 18). While we share this optimism, we have in our
minds a much longer time table than one presented by Chapman et al (Table 1 of
Ref. 19). We feel that the magnitude of experimental efforts required is so
immense that this task will not be completed before the mid 1980's. 1In fact,
judging from the present pace, it appears to us it will be many years before
adequate experimental information 1s accumulated and documented even for
"two~dimensional" flows.

A computing facility designed specifically for aerodynamic simulation will
be a highly valuable asset for computational serodynamics. We support the early
planning of such a facility. At the same time, we are of the opinion that many
major obstacles, other than the absence of a bigger and faster computer, still
exist. These obstacles require persistent long-term research activities to
remove. Before they are removed, the aerodynamic simulation facility can only
serve as a research tool and not a facility for the routine computation of
complex three-dimensional separated turbulent flows.

The magnitude of the efforts required to develop turbulence models and
three—dimensional algorithms indicates that computational fluid dynamic research
needs to have a broad base. WNASA can and should stimulate worthy research in
computational fluid dynamics both within and outside its own research centers.
Broader access to modern computing facilities that are in existence within NASA
should be promoted for active researchers not affiliated directly with NASA.
Funding for the development of turbulent models and of three-dimensional
algorithms within and outside NASA should receive a higher priority than they
are receiving at the present. A numerical wind tunnel with which we know
neither the proper instrumentation mor how to install a test model is not an
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effective flow simulation facility. With additional emphasis on the numeri~
cal methods and the turbulence models, we can be reasonably certain that we
will not end up with such a numerical wind tunnel.

3
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LEVELS OF TURBULENCE 'PREDICTION'

I e e e
by N78-1979¢:

Jdel B, Ferziger and Stephen J. Kliné-

Department of Mechanical Engineering

Stanford University
Stanford, California

1. Introduction

Although the major purpose of this meeting iz to look inio the value
of supercomputers Iin the 'prediction' of turbulent (and other) flows, it is
well to beéin by iﬁoking at the subject from a broader perspective: At the
outset, a couple of important points need to be emphasized. The first is
that, With"the,exception of a few very simpie low Reynclds number turbulent
flows, we can do almost nothing about predicting turbulent flows. (In this
context, we are using prediction in the strong sense that the outcome of an
experiment is calculated from nothing more than the fundamental equations
of physies and the properties of matter.) In most cases, what we are really
doing is what Saffman calls postdiction; i.e., we are having the computer
use the results of a set of experiments to calculate the outcome of another
experiment. Another way of looking at it is to say that we are performing
interpolation, not extrapolation. In essence, many of our computer codes
for turbulent flow computation are not much more than highly sophisticated
~versions of non-dimensional engineering corrélation methods that have been
in use for a long time. The second important point is that we may never be
able to solve the Navier—Stokes equations for turbulent flows in the Reynolds
number range of technological interest. Furthermore, there is no reason,
other than aesthetic, why we should want fo. "In virtually every case, the
information that is required is of a very low level compared to the complete
details of a turbulent flow. All the engineer needs is certain simple data:.
for example, 1ift, drag and some important moments. The proper task for an
engineer in design is to find a way to obtain this information with as little
extraneous data and calculation as possible. In fact, we would argue that one
of the principal aims of research in turbulent flow computation in the near
term must be the establishment of a map that will tell the designer what level

of description must be provided in a computation to produce a given level of
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results in terms .of both accuracy and detail of information for each of vari-
ous common types of'problems. )

There are a number of ways in which one can classify turbulent £flow pre-
diction methods. One is obviously in terms of the kind of flow: subsonic/
transonic/supersonic, internal/external, free/bounded, and so forth. A second
classification scheme, ﬁfoposed by Bradshaw, is based on the complexity of the
strains that.the’ turbulence undergoes in the flow. This classification is
particularly useful for 'modelers' constructing computatign methods. However,
our primary .interest here is in knqwing what type of program is necessary to
computé the properties_of a flow. For this purpose, a classification accord-
ing to the levél of detail of description the method provides is probably most .
useful. We emphasize, however, that all of the classification methods are
tentativeé at the present time, and they are meant mainly to serve as the focus
of mﬁch—needed further discussion.

We propose that flow calculations can be classified into five categories:
. Correlations
. Zonal methods
.  Time~averaged equations

. Large-~eddy simulation

;oW

. . Navier-Stokes solution

There are methods that fa2ll into more than one category, and theré are sub-
divisions of each category. This particular scheme seems to us to be the one
that best sorts existing methods for the purpose of choice by an engineering
user. The rémainder of the paper is devoted to a discussion of the advantages

and disadvantages of each of these five categories.

2. Correlations

It is well ta remember that, even in this age of large computers and
sophisticatqd:;umericql methods, the great bulk of engineering work involving
fluids hanéling is stiil done via the use of relatively simple correlatioﬁs.

In situations in which the geometry is simple or where there are many devices
with similar geometries, the most efficient and accurate approach to design is
normally the use of empirical data in the form of non-dimensional correlations.
Well-knewn examples of this approach are the friction factor charts for pipe’

flow and the rather extensive charts of non-dimensional heat transfer
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coefficients. More complex versions of the method are in use by almost all
manufacturers, based on their own proprietary data..

When the method is applicable, there is little question.that it cught
to be the preferred approach. The approach is simple, easily understood,
very quick in application, and requires nothing more sophisticated than a set
of charts apd/or tables and a hand calculator. The difficulty with this
method is that the data are available only for a set of standard cases, and
any design that does not fall within the range covered by the data set re-
quires:new measurements; in aerodynamics this means a new wind tunnel test for
almost every new shape. Also, because of the costs of data-gathering, corre-
lations usually provide only a few kinds of simple information —— t&pically
only average behavior for a few parameters. Thus the correlation approach is
.not one that is well adapted to the needs of an industry that relies on the
continual intreduction of new concepts or frequent and significant design

changes  from earlier practice.

3. Zonal Methods

A second category of flow 'prediction' is also gquite old; it dates to
the development of boundary layer theory in the early years of this century.
In practice it also makes considerable use of empirical data in the form of
correlations; howevef, the data are used in a more complex way that permits
one to calculate the performance of devices for which direct experimental data
are not available.

) We shall define a 'zconal' method to be any approach in which the flow is
divided into a number of 'flow modules', each of which is modeled by a differ-
ent technique. Perhaps the simplest and best known example is Prandtl's orig-
inal theoty that divides a flow into a potentizl flow far from surfaces and a
boundary layer_ in a thin region near the surface. The obvious advantage of
such an approach is that the equations that one has to deal with in each
region are simpler than the full Navier-Stokes equations. The difficﬁlty in
many cases is that of 'patching' the solutions together. In a typical calcu-
lation of the classical type,one first computes a potential flow about the
body; then the pressure distribution at the surface, from the potential flow,

is used to compute the boundary layer behavior. From the displacement
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thickness of the boundary layer a new potential flow is computed, and the
process is iterated as required*. ‘

The blggest drawback to this method from the point of view of the present-
day designer is that it cannot adequately treat boundary layer separation. It
is important to point out, however, that our understanding of the computation
of flows near separation has improved considerably in the past several years,
and it is now possible to compute at least gome separated flows by modifica-
tions of Prandtl's original method. The number of flow modules used has to
be greater than just the two in Prandtl's method. For example, the airfoil
shown in the figure would requlre five zomes: two attached boundary layers,

a2 separation zone, a potential flow, and a wake.

Potential

Flow Separation

O Wake

Attached Boundary
Layers

Each flow module 1s computed using an appropriate approximate method.
In most cases, it is advantageocus to use the simplest method possible. (Our
group has had some success with integral boundary layer methods combined with
bﬁuudary integral methods for the potential flow.) Then some means must be
found of patching the modules together, and this requires as much attention
_ag_the modules themselves. . In-particular; as—-Ghose-and~Klime [1] have psintéd ~
out, it is Important to compute the potential flow and the boundary layer
gimul taneously In the region of separation.

It appears that, despite thelr relative crudity, zonal methods have the
potential to be a useful design tool for some time to come. They offer the
possibility of cheap computation (they require minutes on small machines, )

seconds on large ones) coupled with reasonable accuracy. They are thus well

We omit here discussions of convergence and improved asymptotic matching,
gince it 1s a large topic and, although important in some cases, does not add
much for the purpose of this discussion.

232



within the reach of the working engineer. Their most important shortcoming
is that they usually nust be redome for each important case, and the author
of a program of this type needs to include all of the possibilities that might
oceur in the flow for which the program is designed. This is the price that

must be paid for the simplicity..of the equations in each regiom.

4.  Time-Averaged Methods

We now come to an approach that is over a century old but, with a few
important exceptions, ;aw little use until computers became widely available
in the early 1960'%, This method is bhased on averaging the Navier-Stokes
equations and, largely for this reason, it has become a very popular approach.
For flows which are steady in the mean, the averaging used is usually a long-
term time average. Ensemble averaging is more appropriate for unsteady flows,
while span aveféging.may be used in two-dimensional flows (Some of these terms
require careful definition.)

No matter what averaging method is used, the major difficulty arises from
the nonlinear term in the W¥N-5 equations. After the decomposition of the
velocity field into a mean and a fluctuating part has been made, there always
remains the Reynolds stress term bﬁ;ﬁ;l Although this term is typically
small with respect to the other terms in the equation, its effects are usually
profound on the parameters of design interest, and its accurate treatment is
therefore often crucial. A number of methods of modeling this term have been
tried, We will give only a very brief overview here; for further information,
the reader is referred to the papers by Reynolds [2] and Rubesin [3].

— The most popular approach to modeling the Réynolds stress is to make an
analogy with the viscous stress and assume that it is proportional to the strain
rate in the mean field Sij = (Sﬁifaxj + éﬁﬁ/axi)/z. In the simplest models
the proportionality parameter (eddy viscosity) is simply a prescribed function
(either a cbnstant or a function of the distance from a wall). Such models
are called algebraic or zero—equation models. More complex models make the
eddy viscosity a function of local properties of the turbulence, such as the
kinetic energy or the length scale. New, auxiliary,partial-differential equa-
tions are required for the turbulence guantities used in these more complex
models. These auxiliary equations are solved along‘with the equations describ-

Aing the mean—flow field. We then have the so-called one- and two-equation
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http:simplicity.of

turbulence models, depending on the number of additional quantities whose
values are calculated. There is a greht deal of effort on the development
of models of this type at the present time.

The most sophisticated time-averaged models that are receiving attention
at the present time are full Reynolds stress models in which partial differen—
tial equationg are written for the Reynolds stresses themselves (three equa-
tions in 2-D, six equatioms in 3-D). These, too, are currently under intensive
development.

The hope is that these more complex models will have a wider range of
applicability than simpler models. To date, the evidence on this point is
mixed; there is no clear proof either way. What seems to be reasonably clear
is that, as a result of the flexibility of these models, they can probably be
tuned to do an excellent job on a limited range of flows. It is the opinion
of the authors that the most popular method for computing turbulent flows ten

years from now will likely be two-equation models tuned for the particular

type of flow; thus there will probably be several different models for differ
ent jobs. '

Currently, the techniques are under intensive development in both model-
ing and algorithms. Using approximately 30 points in each dimension (a rep-
resentative number), a program of this type typlcally requires on the order
of 10 minutes on a machine of the CDC-6600 or IBM 370/168 size in two dimen-
sions, and a few hours in three dimensions. This clearly means that programs
of this type can be used only occasionally by designers at the present time,
but one order of magnitude increase in available machine size will bring them
to design feasibility. Experience with the methods is needed to.determine
“their 1ong-range Valde. "Fif&glly, thereé™is a Vital need Tor more experimental .
data of high quality that can be used to tune and test the models and algo~
‘rithms. The need for data is likely to become more acute as time goes by.

In a sense, computational methods are outrunning the data base from which they
have historically been derived. In this connection, we emphasize two things.
(1) At this level all methods known have been (and to date remain) postdic- -
tive, and thus require reliable data inputs covering a reasonable number of
cases (in the 1968 Conference on computing turbulent boundary layers [4],

this reasonable number was found to be at least =a dozen).
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(ii) Thus far, at least, the methods have not been found to extrapolate; when-
ever we have gone beyond the class of cases used to "tune" a method, we have found
it necessary to introduce new data and modify or "retume" the model. This suggests
that perhaps no single model, with a2 fixed set of constants, at this level of ap-
proximation, can "predict' all flows and therefore that we should seék & number of
methods carefully classified regarding what problems they: '(a) will do, (b) may do,
and (c) won't do. We need to include estimates of uncertainty for types (a) and (b).
This suggests two further ideas. First, we need to be seriously sceptical of
claims of universality —— of any single method purported to "predict” all turbulent
flows at this level of approximation. Second, there is the possibility for using a
combination of zonal ideas and more sophisticated models by using different closure
models in different zones, e.g., in attached shear layers, near wakes, and so on
within a given flow~field calculation.* This idea is not new but seems to the writ-

ers to be currently underexploited. It is mot elegant, but may be very practical.

5. Large Eddy Simulation

This is a relatively new appreoach that ﬁas become feasible only since the in-
troduction of the CDC-7600 and other machines of its size, speed, and cost per com-
putation. The ideas behind the method are (i) the relatively well-established ex-
perimental result that the large eddies in any turbulent flow are dependent on the
nature of the flow and vary greatly from flow to flow; (ii) the generally accepted
hypothesis that the large eddies 'carry' most of the Reynolds stresses. The large
eddies are difficult to model, and this is probably a central reason why turbulence
modeling is difficult. On the other hand, the small eddies are nearly universal
and isotropic and are not responsible for much of the overall transport of mass,
momentum, and energy in a turbulent flow. (Most researchers believe the main effect
of small eddies is to produce dissipation; however, some workers now believe that
small eddies play an important role in creating new large eddies in'turbulent bound-
ary layers —— this area is also the focus of much current research.)

In large eddy simulation, one tries to compute the large eddies explicitly and
model only the small gddies. This is accomplished by filtering or local averaging.
These processes résult in a set of equations for the large-eddy field which contains

terms analogous to the Reynolds stresses of the models described earliexr. They are

In this light, the distinction between zonal methods and time-averaged methods
begins to become unclear. It is possible to use time-averaged methods for some of
the modules of a zonal methed, e.g., the boundary layers, and it is possible to use
different time-averaged methods in different =zomes.
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called the sub-grid scale Reynolds stresses, and can be modeled by the methods
mentioned In the previous section. To date, almost all calculations have been

done with algebralc, i.e., zero equation, models.

The method has been applied only to relatively simple flows to date, but
has shown itself to be extremely promising. Good results have been obtained
in all cases tried to date; the evidence so far is that the simple sub-grid
scale model used is adequate. Much more work needs to be done before this
method can be applied to geometrically complex flows. Work on wall-bounded
flows is only now beginning.

Large eddy simulation necessarily requires three-dimensional time-
dependent calculation. Consequently, even a 16 X'16 X 16 mesh point calcu~
lation currently requires about 10 minutes on the 7600, and a 64 X 64 * 64
calculation (the largest yet attempted) requires a few hours. This means that
laxge eddy simulatian will remain a research tool even on next-generation com—
puters. However, it mav become a verv valuable tool in providing information
to be used in constructing and checking time—averaged methods.

Large eddy simulation provides a considerable amount of information about
a turbulent flow. As a result, the output of a large eddy simulation program
must be processed considerably before it can be useful. Typically the data
are processed in a mamner similar to that for experimental data; averapges of
various kinds are computed and computer graphics are used to provide 'flow
visualizations'. If large eddy simulation is to be used to its full capacity
in the future, conmsiderable effort will be needed in developing three-
dimensional computer graphilcs.

Finally, large eddy simulation can be used to check time-averaged models.

From the output, one can compute the time-averaged Reynolds stresses and, simul-
taneously, the model approximations to them. One can then test the model di-
rectly by using correlation coefficients and, if the models are found valid,
the constants in them can be evaluated. The remaining. problem is that.the
contribution of the sub-grid scale turbulence to average quantities may be

difficult to assess.
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6. Navier~Stokes Equations

‘Exact' solutions to the Navier-Stokes equations can be computed. Un-
fortunately, ‘a well-known result due to Kolmogoroff shows that the number of

9/4 in turbulent flows, where Re 1is

mesh points required, scales like Re
the Reynolds number. Thus it- is unlikely that there will ever be a computer

with the capacity needed for calculating turbulent flows of engineering inter-

" est in comﬁlete detail, nor is it clear that one would want to do the calcula—
tion. The information that would be produced is not needed for moét {perhaps

all) engineering design work.

The role that exact simulations will play is likely to be in the area of
model checking. Exact simulation does not suffer from the difficulty of esti-
mating the effect of the sub-grid terms that arises in large—eddy simulatiom.

Tt can therefore give unambiguous results as to the validity of a model. Fur-
thermore, it cén be 'used to check both the sub-grid scale models of large-eddy
simulation and the Re&nolds stress models of time-average calculations.

The major drawback in the exact solutions is a severe limit on the accessible

range of Reynolds numbers, and one has to be cautious about extending results

obtained outside the range of Reynolds numbers for which they are valid. Despite

‘this, exact simulation is likely to be an important complement to experimental
«data in the area of model validation. Larger computers will, of course, extend

.the accessible range of Reynolds numbers.

7 Conclusions

1. A wide variety of methods for ‘predicting’ turbulent flows exists, and
each method has an important contribution to make in its range of applicability.
2, The engineering designer should use the lowest-level method consistent
with the accuracy desired. Higher-level methods can then be used to verify
the results.

3. The development of computational methods will require ever—increasing
amounts of experimental data. Since the lead time for experimental work is
typically nuch larger than the lead time for computer program development, it
is essential that the sponsoréhip of high—quality experimental work be made a

high priority item and begun as soon as possible.
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4, The computation of turEulenf flows is an area that can fully occupy
any computer that is likely to be built in the next 20 years. An increase in
computer capacity of an order of magnitude yields only a twofold increase in
the ranée of available Reynolds number for direct simulations but offers qual-
itative improvements at lower levels of computation. This increase ié of
considerablg §mﬁortaﬁce, howe%er, and new computers can make a substantial
contriﬁution to the art and science of turbulent flow computation.

5. For Eechndlogies in which the use of correlations is not an open
option, the computational methods in use ten-years from now are likely to bs
found at what we have called levels two and three. Level two offers cheaper.
computation and allows the use of intuition to a greater degree than level
three, but requires separate programming for every case. Level three allows
the péssibilif& of a single code that covers some variety of situationms.

6. Civen.that in ten years the effective cost of coﬁputing will be con—
siderably reduced from what it is now, we believe that the commonest design
tools are likely to be two-dimensional computation at level three. Two equation
models tuned to the particular type of flow are the most likely choice, but
this is highly speculative.  Zonal modeling will continue to be an important
tool and should be used whenever a code applicable to the problem at hand is
available. Three-dimensional zonal programs may be available at reasonable
cost, but three-dimensional, two~equation programs will probably remain in the

research and verification domain for this pericd.
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MODELING OF THE REYNOLDS STRESSES

By

Morris W. Rubesin
Ames Research Center, NASA

It is generally accepted that for the next decade, or so, the computation
of complex turbulent flow fields will be based on the Reynolds averaged
conservatign equations. In their most general form, these equations result
from ensemble or time averages of the instantaneous Havier-Stokes equations

T

or their compressible counterparts. For these averaging processes to be con-
sistent, the averaging time period must exceed the periods identified with

the largest time scales of the turbulence, and yet be shorter than the charac-
teristic times of the flow field. With theée eguations long—geriod variations
in the flow fields aré deterministic, provided initial conditions are known.
The averaged dependent variables are sufficlently smooth to be resolvable by
finite difference techniques consistent with the size and speed of modern
computers.

The difficulty with these equations is that they contain second-order
moments of dependent variables as well as the-first-order variables themselves.
When equations for these moments are derived, these equations contain additional
higher order moments. As the process is continued, the numbers of dependent
variables grow at a faster ;ate than numbers of the equations. This prolifera-
tion of dependent variables and the need to truncate the process at a reasonable
level is called the "closure' problem.” 1In first—ofder closure, these second-
order momeﬁts, called the Reynolds stresses, are expressed algebraically as
functions of the coordinates and the first-order dependent variables of the.
conservation equation, i.e., the mean fluid velocity and physical properties.

Since these quantities are related algebraically, an equilibrium between
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turbulence stress and strain is implied. The process closes the problem at the
level of the conservation equations. As mo supplementary differential equations
are introdgged, first-order closure 1s sometimes called a zero-equation model.
Irn second-order closuré; third-order moments énd moments other than Re?nolds
stresses are expressed algebraically in terms of the Reynolds stresses and the
flow-field vaiiables. The differential equations for the: second-order moments
are '‘closed" by this process. Currently, most of the modern modeling efploys
such secbﬁd—ordgr closure. The main differences between the methods are in the
number of second-order equations employed. When a single turbulence kinetic
energy equation is used to establish - the intensity of the turbulence, it is
called.a one-equation model. TIn this case the length scales of the turbulence
are defined algebraically in terms of the firit-order variables. An eddy
viscosity 1s defined that depends on the intensity and length scale. When both
the scalé and intensity are established with differential equations, the turbulence
model is called a two-equation model. Finally, when the individual Reynolds
stresses are expressed with differential equations, the models are called Reynolds
stress models. TFor compressible flows, these latter models involve approximately
10 differen?iél equations‘in addition to the conservation equations.

) Examples of computations based on representative examples of these various

classes of turbulence models are shown in the figures that follow. The boundary-

P

layer experiments identified by the experimenters’ names from Zwarts through
Lewis et al.nare described in Fig. 1. On Figures 2 through 5 the lines identi-
fied by: "M;rvin-Sheaffer” reﬁresent a first-order, algebraic model, by, "WI"

a second order, two- equation model, and by "ARAP" a full Reynolds stress modei.
A comparison of the computed results and the data indicates that the more comr

plex models are gemerally a little better at predicting the data than is the
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first~order, algebraic model. Althéugh, the improvements of the newer models
are not dramatic for these examples, the newer models also possess the decided
advantage of being applicable, with minimum change, to flow fields other than
attached boundary layers. The Reynolds stress model, which shows no significant
advantageaover the two-equation model in these examples, seems to posSess this
generality to a greater extent than does the two-equation model. These
advantages, however, are not without cost. For similar marching techniques,

the computer times required to solve a boundary-layer flow are roughly in the
ratlo of 1:2:5 for the algebraic, two-equation, and Reynolds stress models,
respectively.

Examples of application of zero-, one-, and two—equation models to problems
that must use the full Navier-Stokes (compressible) equations rather than
boundary—l;yer equations are shown imn Figures 6 and 7 for separated flow fields
induced by a standing shock wave and a compression corner, respectively. The
full Reynolds stress approach has not yet been tried in such a complex flow.
Also, the two-equation results shown here are rather preliminary. For the two
examples shown, the second-order closure models utilizing one and two equations,
essentially unchanged from their attached boundary-layer forms, seem to capture
the downstream skin friction rather significantly better than does the zero-
equation model, though there i1s insufficient basis for choosing between the
second-order closure models with the limited data shown. Upstream of separation,
the zero-equation model is about as good as the two-equation model results,
whereas the one-equation model lags the data. The relative costs of performing
these calculations are indicated in the following table for the corner—flow

problem.
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TABLE I
CorNER Frow ProBLEM. 50x32 MESH
MODEL EMPLOYED COMPUTER _SPACE TIME
0-Ea. ‘ 186K worDS 2.7 SEC/ITER
1-Ea. | 254K worDS | 4,1 SEC/iTER

2-Le, 208K worDps G.7 SEC/ITER

It caﬁ be concludéd from this brief examination of turbulence modeling
that for two-dimensional attached boundary layers the newer second-order closure
models on the whole, provide gomewhat better agreement with data but at
higher computer costs. For two-dimensional separated flows, computations
with time-dependent solutions of averaged Navier-Stokes equatioﬁs show serious
shortcomings in skin-friction predictions by the 0O-eq. model and potential
with the l-eq. and 2-eq. models. ¥For the newer models, the computation costs,

at least up to two—equation meodels, are at acceptable levels.
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TURBULENCE MODELS FROM THE POINT OF VIEW OF
e AN INDUSTRIAL USER
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INTRODUCTION

Erom the point of view of the potential user of numerical fluid mech-
anics, the overall objective is the development of useful design tools. In
the aircraft industry, this means methods capable of handiing fully three-
dimensional mixed subsonic and supersonic flows.

Since there appears to be little prospect of the development of meth-
ods for the solution of the full, fime-dependent Navier-Stokes equations in
the near future, we will continue to need turbuience models to approximate
the Reynolds stress terms that appear in the time-averaged Navier-Stokes
equations. It is important to emphasize, however, that even if methods

were available for solving the full equations, this would not necessarily

be the optimum choice in all cases. As the cost of numerical computations

decreases, the trend toward the use of more complex methods is Tikely to
continue, but there will always be a need for a range of methods, depending

on the accuracy and detail required from the calculation.

248



It is also jmportant to appreciate that if useful design tools are to
become avaj1a51e in a timely manner, it will require the coordjnated efforts
of specialists in a variety of research areas, and turbulence modeling is -
only one of the areas. The emphasis here is on the word "coordinated."
Specifically, this means that not only must the turbulence model be valid
for thg flows considered, it must also be compatible with the solution al-
gorithm Being used, and with the storage capacity of the available computers.

Since much of the expected increase in computer speed and storage
capac%ty over, say, the next 10 years is probably going to be used primar-
ily in the solution of more geometrically complex problems, intefest in
relatively simple turbulence is 1ikely to continue. It is probably inevi-
table that increased generality will require increased complexity but, at
least for the industrial user, simplicity will probably contifue to be a

desirable goal.

PROGRESS AND PROBLEMS

One of the most obvious conclusions one reaches in reviewing progress
of our understanding of turbulent flow over the last 10 years or so is that
_improved understanding is not achieved either easily or quickly. HMuch of
the recent improvement in our prediction ability has been due more to the
availability of large computers, which has allowed us to implement ideas
proposéd earlier, than to any breakthrough in ouf understanding of turbu-
Tence itselft. —Virtua11y all of the turbu1eﬁce models now in use are based
on work started in the mid-forties or early fifties. Certainly, there haée
been some recent improvements and refinements, but the major advance has

- been 1in our ability to solve sets of coupled, nonlinear, partial differen-

tial equations.
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In an excellent review paper on turbulent shear flows published in

1966(1), Kiine identified many of the important problem areas in both free

~ shear flows and in wall boundary layers. It {s discouraging to find that

most of thie problem areas identified by Kiine are stiil with us. Take for
example the near field or developing region of free shear fiows. As Kline
points out, this region of free shear flows is important for at least two
reasons. First, it is important in itse]f,‘since in many industrial appli-
cations most or all of the events of interest take place within the devel-
oping region. Secondly, it is important even if we are primarily interested
in the far field or the fully developed region of the flow. Say we wish to
predict the velocity decay in the far field of a simple axisymmetric jet.
There are a number of turbulence modeis available that will accurately
predict the mixing rate in the far field of an axisymmetric jet, but since
we must start our calculation at the nozzle exit, the overall accuracy of
our prediction in the far field will be limited by our inability to accur-
ately predict the mixing rate in the initial developing region of the jet.
In spite of some improvement in our understanding of the near field, our
ability to predict it has remained substantially unchanged over the last 10
years.

This is due, at teast in part, to the lack of detaiied expefimenta]

data, and this brings us to a.second.major_problem... .Qur _ability--to--predict -

turbuient flows is at present increasing much faster than we are acquiring
the experimental data necessary to evaluate the predictions. This problem
is particularly acute for complex three-dimensional flows, especially at

full scale. More and more today we are finding that our numerical predic-
tion capability cannot be fully utiiized because we do not have sufficient
experimental data to establish the reliability of the predictions. This is
already a serious problem and may well become chronic in the near future.
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In spite of the above problems, numerical methods have had a‘signifi-
cant impact on the design process over the last 10-years. Finite difference
solutions for two-dimensional wall boundar} layers are now almost standard
procedure in the aircraft industry. Transition and separation aré still
problem areas, but the overall reliability of the pre&ictions is generally
good. This was drématica11§ illustrated recently when Boeing selected an
inlet Hesign‘for the 727-300 aircraft without any experimental tests. Had
development of the airplane continued, the inlet would undoubtedly have
been tested bgfoﬁe the airplane went into production. Nevertheless, this
does illustrate the extent to which numerical methods have replaced para-
metr%c experimental testing.

Unfortunately, many flows of practical importance are inherently
three-dimensional, and the ability to predict such flows has become po.ssi-
ble only recently. Some examples of the type of three-dimensonal viscous
flows that are now being ana]yied are shown in Figures 1 and 2. The first
is an experimental and numerical study of the flow downstream of a 12-Tobe
mixer, inside the tailpipe of a turbofan engine. The calculations were
started a't the mixer exit plane and were continued downstream to the nozzle
_exit. A comparison between numerical predictions and experimental data,
for a model-scale simulation of the full-scale flow, is shown in-Figure T,
together with the full-scale data. In view of the fact that these predic- -
tions were run "blind," without detailed experimental data at the starting
plane, the agreement between the predicted and measured data is very en-

couraging. This work is described in more detail in reference 2.
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The work illustrated in Figure 2 was undertaken because of discrepan-
cies between numerical predictions and experimental data. Initial attempts
_ to predict the flow within the taiipipe of the same engine, with the mixer
removed, were not in good agreement with the available éxperimentaT data.
Since the flow was nominally axisymmetric, only one or two data traverges
had been taken at each axial station. However, the discrepancies between
the predicted and measured data were larger than could be explained based
on the approximations involved "in the analysis, and this led to a more '
detailed experimentaj study of the flows. Apparently, the flow leaving the
turbine retained sufficient swirl to set up recirculation cells in the
cross plane, when it interacted with engine struts 1ocate& downstfeam of
the turbine exit. This led to a strongly three-dimensional fiow within the
"engine tailpipe. Using experimental mean velocity profiles, measured at a
station about one foot downstream of the turbine exit, the numerical cal-
culations were repeated, :and these are the predictions shown in Figure 2 --
clearly a big improvement. Although the types of three-dimensional flows
that can be analyzed at present are still somewhat limited, and the results
are not always highly accurate, the reliability of the predictions, at
least for some selected flows, does appear to be good enough for the re-
sults to be useful as an aid in-the design process.

Although any assessment of progress in the deVEIOpment of turbulence

‘ models will reflect, to some extent, the author's interests and personal
opinjons, there are, I beliave, two developments over the last 10 years

that deserve special mention. One is the development of model equations
for turbulence length scales, or for length scale containing quantities.

(3,4)

The second 1s the proposal by Bradshaw for a classification system for

complex turbulent flows.
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When the Navier-Stokeés equations are time-averaged to give the Rey-
nolds equations, information is Tost. A consequence of this is that we are
left with an open set of equations in which there are aiWay; more unknowns
than there are equations. This is the familiar turbulence closure problem.
The equations for the mean velocity components contain second-order cor-
relations known as the Reynolds stresses. Equations can be derived for
these correlations, but they will be found to contain additional correla-
tions, and so on.’ The objective of developing a turbulence model is to try
to replace the information lost in the averaging process, and so to close
the set of equations. Now since most of the information Tost in the time~
averaéing process is phase information, information about the turbulence
length scales, it should be no surprise to find that the range of appli-
cation of a turbulence model is critically dependent on how the turbulence
Tength scales are specified. If one is interested only in a Timited range
of flow, then a simple means of specifying the length scale is often ade-
quate. For example, Prandti's mixing length formula will give good results
for many wall boundary layer flows. But if one réquires a turbulence model
valid for a wide range of flows, then a length scale equation, or its

_equivalent, is required.

" The development of model equations for turbulence length scales,
however, presents formidable problems. Exact equations for length scale
containing quantities can be derived, but because of their complexity these
equations are only of Timited use in the development of model equations.

In spite of the problems involved, a number of such equat%ons have been
developed and some have been tested for a fairly wide range of flows. None
of these turbulence models are valid for all flows, but the best of them do
give predictions that are accurate enough for many engineering applica-

tions, for a surprisingly wide range of flows.
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'The need for a classification system for turbulent flows, and in par-
ticular its relation to turbulence models, is perhaps less obvious. It is
ggnera11y agreed that current turbulence mode]s‘cgnnot be reliably used to
predict f]gws that differ from those used to validate the mode]i But how
different %s different? The variety of flows at present amenable to numeri-
cal ana]ysis_i§ so Targe that the specific flow of interest to the potential
user of a ca1cu1qtion method will almost certainly differ in some way from‘
the flows that have been used to validate the model. After all, if experi-
mental data ;ere available for the flow of interest, there wou]d'be no need
to predict it. The iﬁbortant question is, are the differences significant?
It is not possibie to answer this questién without some implicit or expli-
cit classification of turbulent flows. A classification system of some
sort is also implicit in any discussion of experimental data,-where the
results of one experiment are compared and contfasted with the results from
other experiments. -

Turbulent f]oﬁs have traditionally been classified based on flow
geometry, as for example, jets, wakes, or wall boundary Jayers. If one is
concerned primarily with the simple classical flows, then this system may
appear‘to be entirely adequate, But for the compliex three-dimensional
~ flows -one encounters in most practical applications, a classification

scheme based on flow geometry is almost useless. To give just one example,

in two dimensions a jet may be either planar or axisymmetric, or perhaps
radial. In three dimensions, the variations possibie are almost endless;
in the aircraft %ndu;try, for noise applications alone, thousands of dif- -
ferent nozzles have been tested over the last 20 years.‘ To regard each
flow as a class by itself is obviously impractical, yet the differénces

from flow to flow may be significant.
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Bradshaw's proposal -to classify complex turbulent flows by flow phe-
nomena rather than by flow geometry has a number of advantages. The most
obvious of these is that it greatly reduces the number of flow classes.
Secondly, a classification system based on flow phenomena appears to* be
more useful, at least in the context of turbulénce models, since the models

themselves are basically phenomenoTogical.

TURBULENCE MODELS IN THE EIGHTIES

What changes do we expect to see in turbulence models over the next 10
or 15 years? First, I think we must accept that there is not 1ikely to be
a major breakthrough that will revolutionize turbulence modeling. It could
happen, but we shou]d not count on it. As larger computers become avail-
able, we-wi11 see more work on subgrid scale models and attempts to obtain
solutions to the full time-dependent Navier-Stokes equations for some -
selected lTow Reynolds number flows. I would expect to see this work start-
ing to have some impact on the development of turbulence models, but these
methods will probably not be used directly for the solution of practical
. problems. The turbulence models used in practical calculations will not
differ greatly from the models now in use. They will be more general and
probably more complex, but still recoghizable extensions of models now in
use. However, given sufficient computer resources, relatively modest
improvements in turbulence models will allow us to compute many flows of
practical importance. Ten years from now, I would expect to see three-
dimensional viscous flow predictions in general use, at least at the
preliminary design stage, and perhaps for some detailed design problems

where the vatidity of the models has been demonstrated.
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The turbulence models in use at present use a single turbulence length
scale. This implies a universal turbulence energy spectrum, and this can
obviously only be true for a very limited range of flows. For many flows,
such turbu1énpe models nay predict results of acceptable accuracy. There
are, however, many situations where this assumptioﬁ is not only clearly
invalid, but where it appears to lead to predictions that are not even
qualitatively in agreement with experimental measurements. Transition and
laminarization are obvious examples of flow situations where the shape of
the turbulence energy spectrum changes dramatically. There are, however,
many other flow situations where similar but perhaps. 1ess dramatic effects
must be expected. Strong additional rates of strain, or sudden changes in
the boundary conditions on a shear layer, for example, near a separation or
reattachment point, may also lead to significant changes in the shape of
the turbulence energy spectrum. To account for these changes, we will
probably need additionai length scale equations. A number of groups are
already working on such models, and hopefully they will be available for

use by the mid-e