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I. INTRODUCTION

This report summarizes the work donme thus far under Contract NAS3-20974
concerning development of the three-axis stabilized navigation model for
purpose of measuring winds from the ATS5~6 image data.

Over the past year our work with the ATS-6 attitude telemetry data
and the associated image data has shown that the telemetry data is not of
sufficient quality for the purposes of measuring winds accurate to a few
meters per second. However, a methodology has been developed to account
for the relative attitude changes between successive ATS-6 images which
allows reasonable high-quality wind sets to be produced. The method consists
of measuring the displacements of the right and left infrared earth edges
between successive ATS-6 images as a function of scan line; from these
measurements the attitude changes can be deduced and used to correct the
apparent cloud-displacement measurements. The preprocessing time and effort
for obtaining these earth-edge measurements is comparable to that of obtaining

landmark wmeasurements,

The wind data sets generated from ATS-6 using the "earth-edge' methodology

mentioned ahove were compared with those derived from the SMS-1 images (and model)
_wzéﬁering the same time period. Quantitative comparisons for low-level
trade cumuli were made at interpolated uniformly spaced grid points and for
selected individual comparison clouds. There were sixteen grid points at
which vector comparisons could be made between the ATS-6 and SMS-1 derived
winds. The differences between each satellite-derived wind wvector component
at each of these points were all less than 2 meters per second with a ~

root-mean~square difference of less than 1 meter per second for both vector

components. Wind direction differences did not exceed 13°. TFor the nine



“selected individual comparison clouds, the root-mean-square differences for

the U and V components were 1.0 and 1.2 meters per second with a maximum
wind direction difference of 15°.

The major task remaining under this contract is the implementation of
the ATS-6 model (including the new earth-edge methodology) to AOTPS system

at GODDARD; this work is currently in progress.
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TI1I, ATS-6/SMS-1 CLOUD VELOCITY COMPARISON MEASUREMENTS

This section discusses the ATS-6 wind sets produced using the methodology
discussed briefly in the INTRODUCTION and in more detail in SEC. III and
compares them to the SMS-1 derived winds.

The background on the study area and the procedure used to obtain
both ATS-6 and SMS-1 wind sets using McIDAS are given in the 31 June, 1976,
NAS5-20974 progress report. The SMS-1 wind sets and all associated figures
and measurements discussed in that report are reproduced here unchanged
except for figure and table captions.

FIGURES II.1. and II.2. show the ATS-6 and SMS-1 low-level trade cumuli
" wind fields and FIGURES II.3. and II.@. their associated wind fields
interpolated to 2° latitude/longitude grid points. TABLE II.l. summarizes
the low-level wind-vector comparisons for small clouds which could be
identified on both the SMS-1 and ATS-6 images, and TABLE II.2. summarizes
the low-level wind-vector comparisons for the interpolated grid-point
values shown in FIGS. II.3. and II.4. Note that the root-mean-square values
in the component differences (AUrms’ AVrmS) are all about 1 m/sec for both
the small comparison clouds and the interpolated grid-point values. The
slight bias of the ATS-6 V-components to values smaller than the cbrre5ponding
SM8-1 values for the small-cloud comparisons (TABLE II.2.) is curious because
these same clouds are scattered throughout the clouds in the study area
from which the interpolated grid-values are obtained -- and the interpolated

ATS-6 ﬁ%component values are slightly higher on the average than their SMS

counterparts. This small-cloud bias most likei} results from the small

number of clouds measured.

, FIGURES II.5. and II.6. are plots of the high-level ATS-6 and SMS-1
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“winds.  Quantitative comparisons were not made because of the small number
of measurements available.

FIGURE 1I.7. is a plot of the windevector differences of the successive
palrs of ATS-6 images and serves as a quality check on the vectors. These
vectors are related directly to those given in FIGURE II.l., where in this
figure, the U-component, for example, was obtained by averagiag Ul2 and U23
where U12 is the U-component measured for a cloud between images T1 (1642232)
and T2 {1706582Z) and Uég between images 'I‘2 and T3 (173134Z). 1In FIG. II.7.
however, the U-component is (U12 - Uzg)lz and therefore is a measure of the
distance from the mean of these two values. The same discussion applies
to the V-component. Thus, FIG. II.7. is an iandicatiom of the consistency
and accuracy of the ATS-6 wind—measﬁring process. Ideally these vector
differences would be zero for non-accelerating clouds (effectively true for
this study area), and if not zero, at least small and pointing in random
directions, This latter condition is generally satisfied as implied by

FIG. TI.7. TABLE II.3. presents the vector differences for the two ATS-6

image pairs for the szme small-cloud measurements given in TABLE II.I1. and

also makes comparisons to the SMS$-1 values. The standard deviations given

in TABLE ITI.3. show that there is slightly less variation between the ATS-6

wind-vector component measurements Ulz(vlz) and Uzs(V23) than there is between

i (Vlz) and the corresponding averaged SMS components UA(VA)' Furthermore,
12

the averages of the ATS-6 vector-componéent differences are less than 0.5 m/sec.
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measurements to account for attitude changes. Length of vectors are proportional
to velocity. Reference vector shown in lower left-hand corner.
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ATS-6 due to the former satellites higher resolution. Reference vector is shown in
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No. SMS SMS ATS-6 DIFFERENCE

LAT LON U(m/8) V{n/8) U(n/s) V(n/s) AU AV |$A-%S| Ad
1 22.99 ~66.75 - 2,82 4.25 - 1.37 4.14 1.45 ~0.11 1.45 15°
2 21.75 ~67.48 ) - 4,14 5.27 - 4.42 3.94 -0.28 -1.33 1.36 -10°
3 21.12 ~67.76 - 3.99 5.15 - 3,28 2.61 0.71 -2.54 2.64 -14°
4 20.10 -63.46 = 7.45 2,51 - 7.65 1.98 -0.20 -~0.53 0.57 - 4°
5 18.21 -62,81 - 9,14 2.31 - 7.87 2,16 1.27 -0.15 1.28 1°
6 16.10 -74.88 -10.95 3.76 - 9.48 2.64 1.47 -1.12 1.85 - 3°
7 16.05 -67.13 -11.22 1.36 -11.08 0.15 0.14 -1.21 1.22 - 6°
8 15.97 -63.84 ~11.00 -2,28 -12.25 -3.76 -1.25 -1.48 1.94 ~ 5°
9 15.17 ~-64.34 ~11.16 -1l.44 ~11.79 -1.47 .-0.63 ~(.03 0.63 0°

AU=0.30  ‘AV=-0,94
S(AU)=0I98 S(AV)= 0.82
AU =0.97 AV = 1,22

Ims ms

TABLE II.l. ATS-6/SMS-1 LOW-LEVEL WIND-VECTOR COMPARISONS FOR SMALL CLOUDS which could be identified
on both the SMS-1 and ATS-6 images. The averages X and standard deviations 5 Lbo%p in m/8) are given
for the U~ and V-component differences between the two sets of wind vectors; |VAf SI 1s the magnitude
of their vector differences and A¢ the differences in wind direction.

L-IX

———— -


http:AV=70,.94
http:ATU=0.30

SMS-1 ATS-6 DIFFERENCE

LAT  LON Um/s) V{(m/s) U(m/s) V(m/s) AU AV |vA--vS Ad
23 =70 - 3.09 5.18 - 2.31 4,37 .78 - .81 1.12 3°
23, -68 - 2.67 3.89 - 2.28 3.96 .39 .07 .40 5°
23 -66 - 2.46 3.72 - 1.59 3.79 .87 .07 .87 © 11°
23 -62 - 4.30 3.24 - 4.26 3.98 .04 74 T4 6°
21  -68 - 4.16 5.00 - 3.65 3.15 .51 ~1.85 1.92 -9°
21 -64 - 5.93 2.13 - 7.03 1.61 -1.10 - .52 1.22 -~ 7°
21 -62 - 7.14 2.22 - 8.58 1.85 ~1.74 ~ .37 1.78 - 6°
19  -64 ~7.21 1.83 - 721 2.06 !:éo .23 .23 2°
19  -62 - 8.56 1.15 - 9.05 2.05 - .49 .90 1.02 5°
17 -78 - 8.03 - .25 - 6.71  0.37 1.32 .62 1.46 5°
17 -76 - 8.06 1.79 - 7.80 3.44 .ie 1.65 1.67 11°
17 -74 - 9.15 2.08 - 9.03 2.69 12 . 6l .62 4°
17 -72 T 9024 1.08 - 8,27 2.75 .97 1.67 1.93 12°
15  -78 -11.60 - .06 —10i81 1.15 .79 1.21 1.45 6°
15  -76 | ~10.49 1.70 -10.47 1.31 .02 - .39 39 - 2°
15 Eiéﬁ? -10.13  -1.99 -11.61  -1.13 -1:48 .86 1.71 6°

e | —

AU=0.09 AV=0,29
© §(AU)=0.88 S(AV)=0.94

AU - =0,86 AV__ =0.95

. rms rms
TARLE II.2. ATS~6/SMS-1 LOW-LEVEL WIND-VECTOR COMPARISONS FOR INTERPOLATED GRID-POINT VALUES.
Vector components at each grid point for which both ATS-6 (FIG. I7.3.) and 8MS-1 (FIG. I1.4.)
non-zero vectors are available are given. The averages X and standard deviations § (both in m/s)
are eiven for the U- and V~component differences.

8~I1
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74195 TIME170000 200-300 MB WINDS

DRY

HIGH-LEVEL ATS-6 WINDS derived from same imagery as ATS-6 low-level

FIGURE II.5.

winds.



DAY 74185 TIME170858 200-300 MB WINDS

FIGURE XI.6. HIGH-LEVEL SMS-1 WINDS derived from same imagery as SMS-1 low-level
winds.
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DAY 74195 TIME170658 900-800 MB WINDS

FIGURE IT.7. ATS-6 WIND-VECTOR DIFFERENCES. Vector components are (U2 - Uz3)/2
and (Vi3 - V23)/2 where U V . are the velocity components measured from the
ith ~ jth image pair. Thege vaiues are tabulated in TABLE II.3. and compared to
SMS—1 values. Double circles in figure indicate vectors of zero magnitude.
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No. ATS-6 SMS ATS-6 SMS .

Uy, (m/s) Upa(m/s) AU, U AU Vip(m/s) Vag(m/s) AV, Vg AV
1 - 2,07 -~ 0.67 -0.70 - 2.82 0.75 5.29 3.00 1.15 4.25 1.04
2 - 3,86 - 5.00 0.58 - 4.14 0.30 4.85 3.04 0.91 5.27  -0.42
3 - 4,03 - 2.54 -0.75 =~ 3.99  -0.04 . 4.22 1.01 1.61 5.15  -0.93
4 - 6.71 - 8.60 0.95 = 7.45 0.74 1.51 2.45 -0.47 2.51  -1.00
5 - 8.16 - 7.60 -0.28 - 9.14 0.98 2.05 2,30 -0.13 2,31 -0.26
6 -9.19 ~9.80 0.31  -10.95 1.76 3.06 2.24 0.41 3.76  -0.70
7 -12.51 -~ 9.66 -1.43  -11.22  ~1.29 0.04 0.28 -0.12 1.36  ~1.32
8 -12.52  =12.00 -0.26  -11.00  ~1.52 -4,59  =2.95 -0.82  -2.28  ~-2.30
9 -11.13  ~12.46 0.67  -11.16 0.03 -0.84  -2.11 0.64  =~l.44 0.60
X=-0.10 X=0.19 X=0. 35 | ¥=-0.59
8=0.79 s=1.06 S=0.80 §=1.00

TARLE II.3. WIND-VECTOR DIFFERENCES OF SUCCESSIVE PAIRS OF ATS-6 IMAGES and comparison to SMS-1 values,
These data are for the same nine small clouds given in TABLE II,1l. Uj, is the U-component measured from
ATS-6 images Ty and Tp, Usg for images To and T3. AU, = (Upp - Us3)/2 is the difference from their mean
value and AU, = Uyp - U, is the difference of Ujp from the mean SMS-1 measured U-component Ug for the same
cloud. The same definigions apply to the V-components. Averages X and standard deviations S glven under
the difference columns are in meters per second.

¢I-1I1
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1
“ITI. METHODOLOGY TO ACCOUNT FOR ATTITUDE CHANGES WHEN MEASURING AND
COMPUTING WINDS

1. Method and Results

The method for removing the attitude changes between successive ATS-6
images by using earth-edge measurements is described below. -

For simplicity let us assume that wind measurements are to be made
between only two successively scanned ATS-6 images designated T; and To.

The following procedure is followed: .

(i) The two infrared images are loaded on successive TV frames on McIDAS

with the same start—coordinates so chosen that the right earth-edges can be viewed

“and the scan lines cover the same scan-line range cooresponding to the study area.

Using an image-matching technique, the displacement of the Tr—edge relative

to the Ti1-edge is measured along the scan lines in increments of approximately
10 TV-scan lines (5 ATS—6 scan lines) at a time until measurements have been
made along the entire available earth edge. These data are recorded and

curve fitted (see FIG. III.1.). It is important to point out that the image-

matching technique used measures displacements only along scan lines and

not perpen&icular to it.

(ii) The same procedure as given in (i) is performed for the left
earth edge corresponding to the same scan line range. These measurements
result in data such as shown in FIG. ITI.2.

(iii) It is shown in Appendix A that from these right and left earth-
edge displacement curves it is possible to compute the sgatellite displacements
(AL{L), AE(L)) of the T, -~ SSP (Sub-Satellite Point) relative to the T; — SSP
as a function of mirror-scan line number L. (The resulting AL(L) curve and

AE(L) curve derived from the curves presented in FIGS. III.1l. and ITI.2. are

shown in FIGS. III.3. and III.4. respectively). The AL curve is in effect
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FiGURE III.1. RIGHT EARTH-EDGE DISPLACEMENT MEASUREMENTIS as a function of mirror-
scan number. The crosses show the actual measured displacements (measured by an

. image-matching technique) in resolution elements for a particular mirror-scan line
of the T, image relative to the T; image of the right earth edge. The infrared
digital imagery was used to obtain these measurements. The measured data were fit
with a 15th degree polynomial curve shown in the figure. '
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FIGURE ITI.2. LEFT EARTH-EDGE DISPLACEMENT MEASUREMENTS. These measurements are
complementary to those shown in FIG. ITI.L.




LINE DISPLACEMENT FROM 15 DEGREE CURVE
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FIGURE III.3. RELATIVE LINE SHIFT OF THE T, SSP RELATIVE to the T;—SSP as a function
of mirror scan number. This curve was derived from the curves shown in FIGS. IIT.1.

and III.2. by the methods discussed in the text and Appendix A.

{SSP = Sub-Satellite

Point; T; corresponds to ATS-6 image DAY 195 1974, 164223Z and Tp, 170658Z same day)
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ELEMENT DISPLACEMENT FROM 15 DBEGREE CURVE
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FIGURE III.4. RELATIVE ELEMENT SHIFT OF THE T»-SSP RELATIVE to the T1-38P (solid
curve) as a function of mirror scan number. This curve is the complement to the
one in FIG. III.3. Dotted curve is pitch-angle difference between images T; and T,
obtained from the attitude telemetry data plotted in FIGURE III.5. and clearly

shows that these data are not able to account for the actual observed changes
between ATS-6 images.




I11-6

“the roll-angle difference curve between T; and To as a function of line
number and the AE curve the pitch-angle difference curve between these two
images.

(iv) The AL, AE curves are converted to look-up tables as a function
of line nwber. Thereafter, whenever a cloud displacement is measured
between the Ty-and Ty—images for the purposes of wind velocity measurements,
the AL, AE values corresponding to the average scan line number of the cloud
are "looked~-up" and these values are subtracted off the cloud-displacement
cocrdinates obtained by the conventional image-matching technique. The
resulting modified vectors are then run through the ATS-6 model as before
to convert satellite image coordinates to earth-coordinates and hence wind
vectors. That this simple procedure does in fact remove the reoll and pitch
angle changes correctly is justified in APPENDIX B.

The method discussed above has the following advantages:

(i) attitude telemetry data are not needed;

(ii) because the method is basically a null-detection scheme, the
"earth-edge" need not be defined;

(iii) distortions in the scan system do not affect the nature of the
wind fields or the magnitude of the wind vectors;

(iv) landmark measurements are required for only one image in a study

sequence (this statement is clarified in Appendices B and C).

The reason the method works is basically because:
(i) the ATS-6 attitude control system during the image acquisition time
was good enough such that attitude changes were generally small and therefore

:Téﬁéiilanéle approximations can be used in the ATS-6 navigation model with a

high degree of.accufacy;
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(ii) attitude changes are generally slow compared to the time required
to scan a line (peiiod for an attitude oscillation cycle is on the order
of 100 mirror-scan lines);

(iii) distortions in the mirror-scan nonlinearities are small and
slowly varying (42 resolution element change over 200 resolution elements
along a scan line - see Appendix G);

(iv) mirror-scan nonlinearities repeat in magnitude and phase from
line to line and change very slowly from image to image;

(v) yaw-angle changes are small (see Appendix E);

(vi) eccentricity of ATS-6 orbit is very small (see Appendix F).

2. Attitude Telemetry Data

FIGURES ITI. 5-7 show the pitch, roll and yaw-angle differences between
the T; to T, images used to obtain the wind-measurements reported im this
report. These attitude data were obtained from the NASA/GODDARD magnetic
tapes supplied to us and represent the latest processing procedure applied
to the ATS-6 telemetry data. Our June, 1976, progress report showed plots
of the attitude data derived from a different processing technique which
contained "saw-teeth" in the yaw and pitch data; it is evident that this
artifact does not appear in tﬁe present data. That report also presented
evidence that the large pitch and roll changes'around Mirror Scan 200 were
indeed "present” in the associated image data but that the smaller attitude
angle changes seemed to have little relationship with the studied image
data, The same statement is true of the present attitude data, The T} - T»
pitch-angle differences in FIG. III.5. corresponding to the Study Area
(from which the wind measurements were obtained) have been plotted in
FIG. III.4. (dotted curve). Recalling that the Element Shift curve (solid

line) in this figure is essentially the correct-pitch-angle-difference curve,
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T1-T2 PITCH DIFFERENCES. NEW DATA
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FIGURE ITI.5. PITCH-ANGLE DIFFERENCES (DEGREES) BETWEEN ATS-6 IMAGES T; (164223Z)
and T (1L70658Z) attitude telemetry data from latest NASA/GODDARD tapes supplied

to us. Data corresponding to Study Area mirror-scan range was plotted in FIG, IIL.4.
(A first-oxder pitch difference results in an element difference between successive
ATS-6 images; a 0.0083° pitch change results in a l-element shift)
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T1-T2 ROLL DIFFERENCES. NEW DATH
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FIGURE III.6. ROLL-ANGLE DIFFERENCES (DEGREES) for same image pairs discussed in
FIG. III.5.
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it 4s apparent that attitude telemetry data contains no useful information
for the purposes of accurate wind determination. If the dotted instead
of the solid line had been used to correct for attitude changes when -
computing the reported winds, errors of +5 m/sec would have resulted.
Comparing the roll-difference plot (FIG. III.6.) to the Line Shift curve
(FIG. III.3.), the opposite situation exists in the sense that the roll-
difference change in the Study Area interval suggested by the attitude data
{about 1.5 m/sec) was not in fact observed to be the case (the Line Shift

curve is essentially plot over this mirror—scan range).

3. Error Analysis

There are two poiential-error soﬁrces related to attitude changes which
could reduce wind measurement zccuracies:

(i) large yvaw-angle changes (discussed in Appendix E);

(ii) large amplitude and frequency roll-angle changes occurring in
the vicinity of +100 ATS-6 scan lines about the SSP-scan line (discussed

in Appendix B).

For the ATS~6 image data which is so afflicted, there is nothing that

we know about that can be done to correct for these affects. i
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APPENDIX A. ANALYSIS OF METHOD WHICH DETERMINES ATS-6 SSP IMAGE COORDINATE
DISPLACEMENTS BETIWEEN SUCCESSIVE IMAGES RESULTING FROM ATTITUDE
CHANGES

As shown in Section III, the ATS-6 attitude telemetry data time series was

shown to be inadequate for the purpose of accurate wind measurements. This

appendix presents an analysis of the technique used to calculate the ATS-6

Subsatellite Point (8SP) image coordinate changes between successive images

(shown in FIGS. III.3. and III.4.) resulting from attitude changes during the

image-scan time. Appendix B shows how these measurements are used to account

for the attitude changes in the process of computing accurate cloud displacements.

1. Method

Lef‘Tl, T, designate two successive ATS-6 data images where T, is the
"earlier" of the two images and (Lc, Ec) {Line scan and RElement numbers)
are its SSP image coordinates (¥FIG. A.1.) determined from the ATS-6 navigation
model. Let (L,E)‘be the T, image coordinates for a point on the right
earth edge and AER, AEL the measured displacements along line L of the
Right and Left T,-earth edges relative to the T, e;rth edges. (These
measurements are obtained in practice on McIDAS using the infrared ATS-6
data images and an image-matching technique which is constrained to measure
displacements of the earth edge only along a scan line. It is worth
emphasizing that the image-matching method indeed measures displacements
of the geometrical earth edge and not features mear it — such as clouds.¥®
This is not surprising since the greatest contrast is between earth and
space ~ not within features near the earth's edge.)

The object, then, is to compute the displacement coordinates (AL,AE)
of the T,-SSP relative to the T{-SSF at line L using the measured values

of AER,AEL.

*See added note at the end of this appendix.
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FIGURE A.1. Earth-edge Displacement Measurement
Geometry

Let SBiuts 1-5 be on line L at the earth edges indicated in the figure,
and points 0 and 0' the T,-SSP and T,-SSP. Furthermore, point 5 is the
bisect point for the T,-chord coinciding with line L, and both T, and T,-
earth circles have equal radii a:

Letting 5;_:_§g'be the distance {(always non-negative) between points

i and j, AL,AE can be derived from two simple geometrical identities:

The first is

P4 - P5 = PS - P2 s, Or

(E + AE;) - (E_ + 4E) = (E, + AE) ~ (2E_ ~ E + AE)) ,

solving for AE,

AE = (AER + AEL)IZ . D)
The second identity is
P4 - P2 - AER = P3 - Pl - AEL s where (2)
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=2V@-1)2+ ®@-E)2- [L- (L_+ DI2,and (3
Py~ B =2(E-E) . ()

Substitution of (3) and (4) into (2) and rearranging yields

8 -~=,\/X2 + Y2 - (Y - AL)2 - X , where (5>
§ = (8B, - AEL)IZ
X=E-E
c
Y=L-L .
c

Since 8 is obtained from the AER,AE measurements and (L,E), (LC,EC) are

L
known, AL can be solved for (5) to yield

AL = Y + \/RAD , where (6)
RAD=Y2 -2X68 - 82, :

The choice of sign in (6) is determined by substituting the expression for

§ in Eq. (5) in RAD; the result is

AL = Y + V(¥ - 1_\1.).2

Y+ VRAD , Y > AL

(7)

Y- VRAD , Y < AL .

The peculiar condition implied by (7) that AL must be known before AL can
be calculated is really not a problem since generally AL is small (+ 5 lines)

and |Y| is usually >> |AL|. For most cases then the conditions are

AL =Y+ VRAD , Y 20, (8)

. = v2 _ - 82
RAD = Y2 - 2 X 6 - 62 . ORIGINAL ?AGE‘i 1S
OF ROOR QUA™



For the case where [Y] approachs (AL) in value there are other problems;
these are discussed at the end of this appendix.

Equations (1) and (8), then, define the displacement in image coordinates
of the T,-S5F relative to the Tl—SSP.for line L. By repeating this entire
process for other scan lines the 8SP-shifts (AL,AE) as function of T;-1line
poéition are obtained. In practice the right and left earth-edge displace-—
ments are first measured over the entire range of scan lines of interest.
Curves are then separately fit to the right and Ieft edges measuremenfs (see
FIGS. III.l. and IIT.2.) resulting in a AE, vs L and a AEL vs L curve over

the scan-line range of interest. The curve values themselve are then used

in (1) and (8) to compute the AL,AE curves shown in FIGS. III.3. and III.4.

2. Error Analysis

The magnitude of the errors associated with the displacement coordinates
(AL,AE), denoted by (A(AL), A(AE)), depend on the accuracy to which the
horizontal earth-edge displacements can be measured and the location on the
image (i.e. polar, equatorial) where (AL,AE) are being computed.

For regions near the poles, the slope of the earth edge approaches zero
and the "edge' covers an increasing number of elements for each scan line.
The horizontal image matching ;ccuracy does not noticeably degrade until
the slope is éelow 45°, nominally corresponding to a latitude of 50°.
However in this region of the image, the location inaccuracies resulting
from foreshortening of features on the earth is severe enough that wind
measurements are generally not made at these higher latitudes. Thus the
error in AE(A(AE)) associated with the study regions of interest (between

+ 50° latitude) is the error associated with the difference in the earth-

edge displacement curves shown in FIGURES III.1. and TIT.2. From (1) and (5)



A-S

it is seen that A(AE) = A8 and this averapge error as seen in these figures

and also suggested by the accuracy in the resulting wind measurements is

estimated to be about .1 pixel; thus, A{AE) = AS§ = .1 pixel. (9)
The error A(AL)}, on the other hand, increases in size for lines near

the SSP (nominally the equator).

Letting

az = (L - Lc)2 + (E - Ec)2 = (radius of earth—image)? = (1044 pixels)?

b2=(Y—AL)2;Y=L—Lc

Ad measurement errer,

then from (8)

AL{S + A8) - AL(S)

it

A(AL)

it

+ [VRAD(§ + 486) - VRAD(§)] for b S 0

Ik

+ [VD2 - 288(a% - B2)172 ~ 1] . (10)

The region in which equation (8) for the computation of AL breaks
down is when the value of L (and hence b) is such that the expression of the
radical in (8) is zero, i.e.

Region for which (8) is invalid occurs when:
[b] = |L ~ L, - AL] € V2aAs = 14 pixels , (1)

where the assumption b2 << a2 was made (generally |AL| does not exceed
5 scan lines, thus as L approachs Lc’ b?Z gets very small compared to a?).

For b2 3 10 (2aA8), (10 reduces to
ACAL) = + Va2/b2 -1 , b 5 0. (12)

Values of A(AL) computed for various values of b using (11) appear

in the table below.



Approximate number of Mean-maximum error
lines from $SP-line {1ines)
13 laen[*
50 2.1
100 1.0
200 0.5
300 0.3
400 D.2
500 0.2
600 0.1

TABLE A.l. Iine~Shift Errors as a Function of Line Number
for an earth-edge displacement error of 0.1 pixzel.

oL
'Visible image lines (2 visible lines equals 1 ATS-6 mirror-sweep
line).

c
This table and TABLE D.1. indicate that in the range of 1 200 lines

(+ 100 ATS~6 scan lines) about the SSP-line that wind-measurement errors

would exceed 1 m/sec for a 3~image study sequence if nothing were done to

reduce the A{AL) errors. Fortunmately, the AL vs L curve (FIG. TIII.3.)

is a slowly varying curve whose amplitude fluctuations tend to be small;

thus the AL vs L curve can be Interpclated across the SSP region from

the curves derived on either side of it.

#Note added from p. A-1l. That the image-matching technique measured earth-
edge and not cloud displacements on the earth edge was checked by two
methods: 1) earth-edge measurements were made on the earth's limb using
the visible imagery and compared to those measurements made from the
associated infrared imagery covering the same portion of the earth edge;

2) the infraread digital images were remapped so that brightness values

above and below threshold values determined from the earth-edge values

were set equal to a constant leaving only the earth edge values unchanged.
(The unchanged earth edge image was about 3 pixels wide or 15 km at the
equator). Earth edge measurements were made and compared to the measuremenls
made from the ummapped data. In both tests the resulting comparison curves
were identical.

ORIGINAL PAGE 13
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APPENDIX B. ANALYSIS OF ALGORITHM WHICH ACCOUNTS FOR RELATIVE ATTTTUDE
CHAWGES "IN SUCCESSIVE ATS-6 DATA IMAGES USING EARTH-EDGE
SHIFT MEASUREMENTS
This appendix provides a semi-rigorous analysis of the algorithm used
to account for the relative attitude changes in a sequence of ATS-6 data
images using the earth—edge measurements derived by the technique discussed
in the main portion of the report and APPENDIX A. In effect, this appendix
shows why the algorithm Y“works™; the following appendices discuss in more
detail the limitations of and the errors associated with this method.
Consider a sequence of n ATS-6 images degignated by Tl’ Tz’ .en Tn,
from which the displacements in earth coordinates of a feature (cloud)

between successive imagesare to be determined. Let

(Li,Ei) = image coordinates (Line, Element) of the cloud feature
for the Tith image,
iPFi = PF(L B ) = unit pointing vector in Picture Frame coordinates
derived from (Li’Ei) using the ATS8=6 scan—camera geometry,
s = unit Local Vertical pointing vector associated with Tppi’
Ri = 3x%3 rotation matrix which transforms without error TIvi
into fPFi at the time the feature was scanned, i.e.
PR - N4 Trvg L

1. A Two-Image Sequence

Consider mow the first two images Tl, T2 in the sequence whose relation-

ship between LV and PF coordinates are given by

g = ¥ Tty (2)

Ipps = Ry rLVZ . (3



The relationship of the cloud feature in LV coordinates for image T2

can be related to T1 as follows:

~

~ +
Tive = Toyn T ATy (AT,) @)

where A%iv is the displacement of the cloud in LV coordinates from T1 to

T2 and results from two effects:

(i) apparent change in the earth's orientation over the time
interval ATl2 caused by a non—zero angle of inclination in
the satellite's orbit (the eccentricity of the ATS-6 orbit
was so small (- 10““) that no significant change in angular

size occurs — see Appendix F);
{ii) motion of the cloud relative to the earth's surface.

Now the orientation of the earth relative to the LV frame depends only on
the orbit and the earth's position relative to celestial coordinates; thus
if fLV1 and ELVZ were accurately known, the displacement of the cloud over
the time interval associated with these two vectors could be calculated
with an accuracy limited only by the equations describing the dynamical
relationship between the satellite orbit and the earth's position relative
to celestial coordinates. It is assumed that for ATS-6 that this transformation
produces negligible error.

Returning to equations (2) and (3), the rotation matrices Rl’ R2 differ
from each other slightly because of an attitude change of the PF frame
relative to the LV frame between T1 and T2; they are related to each other
by an infinitesimal rotation I + E12 where I is the unit matrix and EIZ’

an antisymmetic matrix whose elements are the small-angle differences between

+

the PF axes at times T1 and T2. Thus
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R2 = (I + Elz) R1 : {5)
substituting (4) and (5) in (3) and expanding
-
T

- = T +
T. + E R T RIA I

A -
pre - Mt BB T T

y8T ) + B R Ao (AT ) (6)

The first term on the RHS of (6) is E?Fl’ the last term is negligible

(~10% times smaller than the first order terms), the second term is the change
“in PF coordinates due to an attitude change and the third term is the change
“in PF coordinates due to the two changes in the LV frame discussed above. Using

“(4) to combine the Ffirst and third terms, équation (6) then can be rewrittenm as

Tppo ~ R1rLV2 + ElerFl * )

~

Comparison of (7) with (2) implies that if E12 and Rl were known, %LVI

and £LV2 - and therefore the cloud displacement — could be computed with
a high degree of accuracy.

A good approximation to E12 is obtained from the earth-edge displacement
measurements which provide the displacement in image coordinates Ale(L)’
AEIZ(L) of T, relative to T, as a function of line number L.+ The line shift
AL12 is proportional to a gmall change in roll AR12 about the PF-X axis and

the element shift is proportional to small changes in pitch AP12 about the

PF-Y axis, i.e.

Ale = ARlzlp , (8a)

AE

L, =82 l0 (8b)

where p is the angular size of a pixel = 1.45 X 107% radians.

Letting fPFl = [X, Y, Z]T where T is the transpose, the explicit form of

E and the last term in (7) is

12 ORICINAL PAGE IS

OF POOR QUALITY
These displacement measurements are obtained by the method discussed in
Sec. III. and Appendix A; curves showing the displacements AL,AE as a
‘function of L are shown for one image pair in FIGS, III.3. and III.4.
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ElerFl =10 0 AR||Y
-AP -AR 0 J\Z
= [APZ, ARZ, — (APX + ARY)]T,L (9)

where it is understocd that AR, AP refer to the T1 to T2 changes in attitude
at the times the cloud was scanned.

Note E12 contains no non-zero yvaw angle element (small rotation about
the axis passing through the image SSP) since there is no way that the
earth~edge displacement measurement technique can provide this angle;\however,
the analysis given in Appendix E shows that the effect on the accuracy of
wind measurements {displacements) for yvaw changes is generally small. Analysis
of landmark measurements and the ATS-6 wind sets shown in this report,
indicate that for the data images studied thus far, the yaw changes are
negligible.

With E12 and hence the last term in (7) determined, equation (7) can

be rewritten as

~~
r! =r - E

, pF2 - TpF2 T Fiatpm1 T N

1%LV2 ? a0

where féFz ig interpreted as the I, cloud pointing vector with the attitude

changes removed.

. ol § - -
2. Computing ToFo in Practice

Cloud displacement measurements and computation of f%Fz is accomplished

as follows:

(1) the T1 image coordinates (Ll’El) of the cloud are recorded,
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(2) the total displacement of the cloud in image coordinates
(ALT, AET) from Tl to T2 are measured on McIDAS using an

image matching technique,

(3) from previously determined earth-edge displacement parameters,
the displacement coordinates Ale, AE12 due to relative
attitude changes are computed and subtracted from ALT, AET.
These differences are added to Ll’ E1 and the associated

PF vector computed. That this vector is a good approximation

~y ]
of rPFZ is shown below.

By definition,

Top, = Tpp(lyaEp) ab
F =32 (L. +ALY, B, +AEY) = £ (L ,E) (12)
PE2 PFY1 > PF 272

T T

Expanding %PF(L1 + ALY - AL (L), E + AE

T
12Ty - AEIZ(Lz)) about (L1 + ALY,

E1 + AET) keeping first order terms, we have

T T 9 Kk

fop(L + AL°, B + AE") - o PF(L E)) AL, - 3= PF(L JE,) AE, . (13)

From the geometry of the ATS-6 scan—camera,

fPF [—cosAsinS, -sin}, coskcosS]T 14)

T
X, ¥, Z)
where

A= (Lc - L)p

mirror step angle,

§ = (E - E)p
c

1

mirror sweep angle,

(Lc’Ec) = image center line and element value,

p = angular size of a line or element.
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Taking the partials of EPF

first order terms with the partials evaluated at (Lg’ﬁé):

in (14) with respect to L,E, and retaining

3 . 5 -
ot T 2lyo T 3E Tpr 2Ep,

= [0, PZ, —PY]TALIZ + [pZ, O, -PX]TAE12 , 15)

substituting (8a) and (8b) into the above expression and adding the two

vectors in (15) yields

T
ZAP ZAR — (XAP  + YA
[ 12° ( 12 Rlz)} ?

12°
which is equivalent to (9); therefore (15) is the same as ElszFl' Since

the first term in (13) is T 7> Ve have

P
@ +8F - AL (L), E 4+ AET - AE. (L) =

PF "y 1227 71 1272

(16)

~ - ~ =A'
rPFz ElerF rPFz by

comparison with (10). Thus the method discussed above correctly yields

~

1
rPFz .

3. Transforming PF to LV coordinates

With the attitude changes between Tl and Té removed, we have

T =R

PF1 YR A an

~

réFz (see (10)) (18)

R.T
1 LV2
Let R be the transformation from LV to PF coordinates derived from

T1 landmark measurements in a least squares sense assuming a constant

attitude over the time interval the T1 landmarks were scanned, i.e. R

is a constant matrix. R then will differ slightly from R1 due to small
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attitude changes over the T1 scan time and, in addition, will differ from
R1 {assumed to be the error-free transformation) due- to mirror scan

nonlinearities. Similarly, as above, we can relate R to R1 by an infinitesimal

transformation

nosre

R'= Rl (T -¢e), (19)
where e is the infinitesimal antisymmetric error matrix which is a function

of line and element. uIt is important to realize that the elements of ¢

_contain absolute errors (Appendix C) which the ATS-6 model cannot account for.
However, our previous work using landmark measurements has provided us with
bounds on these errors and the rate at which they change as a function of
image coordinates. The worst-case estimates correspond to about + 2.5 pixels
(+ 3.6 X 10~ radians). The errors tend to be oscillatory as a function of
line or element position with a period of 100 to 200 pixels. Thus for
typical feature displacement measurements (corresponding to tens of pixels),
e can be considered to be a comstant locally. (It would be appropriate to
remind the reader at this point that the absolute mirror scan nonlinearities
as a function of image coordinates repeat from image to image.)

Taking the transpose of (19) and operating on (17) and (18)

At —T"

_ - T ~ - A b od
Typ " RIppy T @ FORRTG =Ty T T (20a)
A' = _‘TA' = T "~ = ~ -
Iiva R rPFz (I + e)RlerLv2 T vo + T, s {20b)
where
-> ~
Te = €y ° (21)

.- Application of ﬁ:then, results in the correct LV vectors to within
the same additive vector constant. It is shown in Appendix C that this

constant has a-'negligible effect in computing cloud velocities or displacements.

ORIGINAL PAGE IS
OF POOR QUALITY"-
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) - - + - . - -
In addition location errors on the earth due to r, is given in this

appendix.

4. General Case of n—image Sequence

The case for images Tl’ T2, . Tn is simply a generalization of the
2-image case. The error-free LV to PF frame matrix for Ti can be related

to Rl by the image pair relative-attitude transformation matrices E,

i,i+l
where
Rh = (I -+ En—l,n) sor (I + E23)(I + Elz)Rl
n-1
= (I + .2 Ei,i+1)R1 . (22)
i=1

where only first order terms are retained. Thus the analog to (10),generalized
to n images;is
n-1

o | = = - o = o
*PFn ~ TPF (121 Ei,i+1) pF1 - Ny TLva °

1

where in practice fPFn is computed by evaluating the expression

R _ n-1 n-1
1 = _ -
TP¥a rPF(Ln B8y saa(Pyan)s By E AEi,i+l(Li+l)) (23
i=1 i=1
T T earth~edge
where Li,i+l(Li+1)’ Ei,i+l(Li+1) are evaluated from the 1 to 141 g
displacement measurements evaluated at Li&i’ where Li+1 is the Ti+1 line number
of the "center of gravity" of the feature being tracked.
Application of (19) to the fiFi results in
.=t . +7T i=1,2, ...n . (24)
LVi LVi e o -
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APPENDIX C. EFFECT OF ABSOLUTE ATTITUDE ERROR ON THE ACCURACY OF WIND
MEASUREMENTS AND FEATURE LOCATION

As discussed in the main body of the report.and Appendix B, the
transformation from the ATS-6 image frame (PF) to the Local Vertical (LV)
contains an absolute error term because of landmark measurement errors
and absolute mirror scan monlinearities. This means that the computed
location in earth ceordinates of a feature on the AT3-6 image will be in
error. Because this error is the same for successive images and changes
slowly as a function of image position compared to features such as clouds
"moving'" on these successive images, the error of the measured displacements
and consequently the errors in the wind measurements will be negligible
but the errors in absolute location Qesulting from the absolute attitude
uncertainty error will become more important. The purpose of this appendix
is to compute the velocity and location errors as a function of
angle measured from the SSP due to the absolute attitude errorx.

From eqs. (4) and (20) in Appendix B,

>
r

J\' ~
= +
Ty () Try(€) + T @)
A..l _ Y 5 >
. = + ~(2
vty Ty (8 F A glE,) + T (2)
where
va(tl) = correct LV unit vector which points from the satellite
to a cloud at time tl
Eiv(tl) = computed LV unit pointing vector for cloud at time t1
;é = vector error resulting from absolute attitude error

Eiv(tz) = computed LV unit pointing vector for cloud at t,



A%iv(Atlz) = change in computed pointing vectors due to clouds
motion in the time interval Atl2 from t1 to t2 .
- > ~ :
where "reu, "ArLV" << ”er(ti)“ = 1.
The geometrical relationship of these terms is shown (greatly exaggerated)
in Figure C.l. where it is assumed all vectors are coplanar. Figure C.2.
shows how these vectors relate to the satellite/earth system.

In Figure C.2. the following are defined:

P = point on earth's surface of cloud at time t1
8 = angle at earth center between SSP-Satellite line and cloud
¢ = angle between SSP-Satellite line and %Lv(tl)
R = earth radius = 6378 km
K = .61 for geosynchronous satellite.
AY.
ot
rLV(tz) : (tq) P
v 1
{0 R
- ¢ q
SSP |
7 (ty) Satellite Earth
v | I
! (t))
Lv(l e KR e
FIGURE C.1. Geometrical FIGURE C.2. Satellite/Earth
Relationship Among Pointing Geometry

Vectors
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Clearly the greatest error resulting from re ogcurs when it lies in
the plane formed by Eiv(tl) and Eiv(tz) and points in the same direction

as A%iv. Since an upper bound on the errors is desired all subsequent

analysis will be confined to a plane and it will be assumed that A;LV

-+ . . . . . - ¢ ot
T, point in such a direction as to increase ¢. With these stated conditions

and

>
the computed veloeity V can be treated as a scalar.

The correct velocity V of the cloud from times t, to t, at point P
is given by
V =C[8(p + 4d) ~ 0($)] , (3)
where
C = RjAt12
Ap = ”A;LV” = change in ¢ due to cloud motion
8(4) = value of 6 for a given value of ¢ to be derived later on.

Assuming Ad << ¢ and expanding 6 about ¢, keeping first—order terms, (3)

becomes
V&Ce Ab, 8" = defds . %)

._).
The errcr in V, AV resulting from re is

1

AV = CL[6(¢ + A + A9 ) ~ 0(¢ + 49 )] - [68(¢ + A9) - 8($) 1}

1k

clo (o + 2¢) — 8(9)] 4%

lit

C 6" (¢) A9, ¢ (5)

where {5) was expanded as above keeping first-order terms and

2
0" (4) = iﬁ]
de2je
A¢e = u;é" = error in ¢ resulting from vector error ;;.



At this point it is convenient to compute 8', 8". From Fig. C.2.

it is easily seen that

___sind . (6)
tan$ = K - cos8

From (6) 8', 8" are computed and (6) is used to eliminate ¢, thus:

(R - cosf)2 + sin2e

108 = TR cost - 1 ’ ™
. T
(o) = o1 (o) [ B 2+ OOV ®
- @ T ds’'
where 8' = g’ g" = Fral

The fractional error in velocity AV/V as a function of © can be expressed

using (4}, (5), (7) and (8) as

AV 87(8) _ [K sind (2 + 8'(9))
89, = ] 89, )

v T 87(0) K cosd — 1

Values of AV/V can be computed as a function of € when A¢e is assigned a
value. As discussed before the worst-case estimate in the absolute attitude
error is

+ 2.5 pixels = + 2.5 pixels (1/120 ATS-6 pixels/deg)
=+ .021° = + 3.6 X 107* radians.
Using A¢e = 3.6 X10~% radiams in (9), we find that for 8 = 60°,

AV/V < .02 .
Since AV/V increases with increasing angle © and recalling that
almost all wind-velocity measurements are confined to study areas within
“an angle 8 of 50° to 55°, we conclude that the effect on wind velocity

measurement errors due to absolute attitude-angle uncertainty errors is

entirely negligible.
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Location Errors

The absolute location error S in earth coordinates (degrees and

kilometers) is

Skm) = RO + 8¢ ) - 6(p)]
=R 6(8) Ad_ (10)
S5(degrees) & 6'(8) A¢e . (1)

Using the wvalues R = 6378 km and A¢e = 3.6 X10~* and the expression for 8'(8)

given by (7)gand substituting in (10) and (11) we arrive at the following table.

Absolute Location Error

Angle for + 2.5 Pixel Uncertainty
8 (degrees) + AS (degrees) + AS (kilometers
0 0.12 13.0
10 0.12 13.3
20 0.13 14.4
30 0.15 16.3
40 0.18 19.7
50 0.23 25.8
60 0.34 38.6

TABLE C.1. Absolute Location Errors as a Function of
Angular Distance from the SSP. These errors result from
absolute landmark measurement and mirror scan nonlinearity
errors.
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APPENDIX D. PIXEL MEASUREMENT ACCURACY REQUIRED FOR ACCURATE WIND MEASUREMENTS

This appendix estimates the image-matching accuracy required between

Successive ATS-6 images to obtain wind-speed measurement accuracy to within

+ 1 m/s.

Referring to Fig. C.2. in Appendix C, the following are defined (it

is assumed that the image-matching error angles lie in the plane of the page).

A¢ = pointing angle error resulting from image-matching error

between two successive ATS—-6 images

1

AP

At

AV

i)

it

R

K = 6.61 for a geosynchronous satellite.

An image-matching error in A¢, results im a corresponding error in

A8 and hence in the veloecity V as follows:

pointing error inm pixels corresponding to Ad

velocity measurement error resulting from Ad

radius of earth (6378 km)

_ o KA¢ _ . A0
AV = R At R At at thg 38p,
and
R d8 .
AV = At a9 for an arbitrary 9,
where
Ad = AP (pixels) 7 rad
¢ = ATS-6 pizels. 180 deg °
120¢ )
degree
dé (K - cos8)2 + sin?e
T = eq.
dd 5 ¥ cos8 - 1

(7), Appendix C

time difference between two -successive ATS-6 image (24.6 min)

(1)

(2)

(3
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Substitution of (2), (3) into (1), solving for AP and assuming the velocity

a

error to be AV = + 1 meter/sec yields:

K cosd - 1 , 4)
(K - cos0)? + sin?s

AP = + (1.55 pixels)

for an ATS-6 two image sequence with a velocity error of + 1 m/s.

Equation (4) ig used to generate the following table for a two- and three-—
image sequence. (The image-matching measurements between the first and
second and the second and third images in a three-image sequence are assumed
to be independent; thus the accuracy in a thre;—image sequence need only

be 1/4/2 times as accurate as for a two—iﬁage sequence to obtain wind-speed

measurements accurate to 1 mfs.)

Accuracy in Pixels AP Required to Obtain Wind

Angle Speed Accuracies Within + 1 m/s
Two—-Image Sequence Three—-Image Sequence
6 (degrees) + AP (pixels) + V72 AP (pixels)
0 .29 .40
10 .28 .39
20 .26 . .38
30 .23 .32
40 ‘ .18 ’ .26
50 - .14 .21
60 .09 .13

TABLE D.1. Accuracy in Pixels Required to Obtain Wind-Speed
Accuracies to 1 1 meter per second as a Tunction of Angle
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APPENDIX E. EFFECT OF YAW ANGLE ERRORS ON WIND-MEASUREMENT ACCURACY

The earth-edge shift measurement scheme used to account for relative
attitude changes accounts for roll and pitch changes but cannot account
for yaw—angle errors (a yaw-angle change results in an effective rotation
of the earth image about the SS8P). This appendix derives expressions to
estimate the errors on wind-velocity and wind~-speed calculations due to

yaw angle errors and computes wind-speed errors as a function of angle measured

" from the SSP line. -

For simplicity and without loss of generality, let the earth-centered
XYZ coordinate system coincide with the earth--fixed axes relative to which
latitude and longitude are measured (Fig. E.l.) and let the satellite be

located on the + X aygis_:

X

FIGURE E.1. Yaw—Angle Geometry
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Define the following:

; = R[X,Y,Z]T = wector locating a point on the earth, radius
R, whose”scaled components are X, Y, Z. "I" is the transpose
:jéﬁijﬁgtéow_ﬁectorfn -
{0,9) = latitude, longitude corresponding to ?
Aey = yaw-zngle change between two successive ATS-6 images

separated in time by At

(AU,AV) = apparent velocity errors in U- and V-components due to yaw—

angle change AGY

BA = angle between X-axis and T
AVY = apparent wind-speed error.

—)—
The vector r expressed in O and ¢ is

a

-
r = R[X,Y,Z]T = R[cosBeosd, cosbsing, sinG]T . {1)
Now a yaw—angle change ABy between two consecutive image scans of the point

..).
located by r (in the first image) over a time At results in an effective

U- and V-component velocity error given by the expressions:

- g b
AU =R At cosH (2)
AB
AV = R A (3)

where A6,A$ are the latitude and longitude errors resulting from ABy.
The apparent change in ¥,A; over the time interval At due to AS
can be expressed in terms of an infinitesimal rotation by the angle ABY

about the X—axis:



i

R[O, 26 2, -A8 Y]V
y y

RIO, 46 sind, -Aeycosesinqa,]T (%)

Now the relationship (1) can be differentiated with respect to 8,¢ and the

differentials replaced by A's to yield

It

- -
dr Ar

It

R[-A¢cosbsing ~ ABsinfcos¢, A(cosbsing), A@cosB]T (5)

The equality of the X-components in (4) and (5) yields

Apcosg = - A@sinfcosd ©

sing ?
and the egquality of the Z-components yields
A9 = —Aeysin¢ . N
Substituting (7) into (6) results in
Adcoss = Aeysinecos¢ . (8)

Substituting the BHS of (8) into (2) and the RHS of (7) inte (3) results
in the apparent U- and V-velocity component errors resulting from yaw-angle

errors as a function of latitude and longitude:

26

AU = R EEX sinfcosd )
A8

AV = R —XL ging . (10)

At



The total wind-speed error AV& is

AV

It

A6
Vau? +av2 =R T Vsin2gcos2$ + sinZd

it

RAB \/ 5 RAB 5
-7 - 24 = — T a/1 .
At 1 cos“Beos“d rys 1 cos BA

RAD
= -——-—z ]
X 51nBA > a1)

where GA is the azimuthal angle between the X-axis and ?. ((11) could have
been derived directly from very simple geometric considerations, but for the
sake of completeness, it was desired to derive the AU and AV error terms.)

Using the worst—case estimate of Aﬂy as + 2.5 pixels, the following can

be evaluated:

A8 = +* 2.5 pixels L -\
y ATS-6 pixels 180 deg °’
120
degree

R = 6.378 X 10° o ,

At = 24.6 min (60 sec/min) ,
substitution of these walues into (11) yields

AVY = 1.57 31n8A (m/s) , a2

-

for a 2-image ATS-6 seguence, and

AVY = i;%g-sineA =1.11 sinBA (m/s) ﬁ13)

for a 3-image sequence. From (12) and (13) Table E.l is prepared
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Velocity Error AVY due to + 2.5 pixel Yaw

Angie Erroxr
BA (deg) 2-image Sequence 3-image Sequence
(& o/s) (+ m/s)
0 0 0

10 .27 .19
20 .54 .38
30 .79 .56
40 i.01 .71
50 1.20 ;85
60 1.36 .96

TABLE D.l. Velocity Error as a Function of Yaw-Angle Error and Angle

The low-level grid-point interpolated winds measured from ATS-6 images and

coinciding with those winds measured from SMS-1 images (TABLE I1I.2.) span

__anangﬁiar range about the ATS-6 SSP line from 22° to 40°. Thus

the largest ATS-6 wind-speed error in a 3-image sequence that could result
from a + 2.5 pixel yaw-angle error would range from .4 m/s to .7 mfs. As
seen from TABLES II.l. and Ii.Z. these values are less than the rms wind-
speed errors measured. Thus we can conciude for this image area studied
that the effect of yaw—angle error on wind-speed measurements is small

compared to other sources of error.



APPENDIX ¥, EFFECT ON EARTH—EDGE DISPLACEMENT MEASUREMENTS DUE TO
h ECCENTRICITY OF ATS-6 ORBIT

As discussed in Appendices A and B, the effective attitude changes
between successive ATS-6 images as a function of scan line is determined
from the measured right and left earth-edge displacements between the
successive image scan lines.

Clearly for nonzero eccentricity of the satellite's orbit, the angular
size of the earth as seen from the satellite will change from one image
to the next.

If this change were large enough, it could affect the attitude-change
estimates between consecutive images derived from the earth-edge measurements.
This appendix places an upper-bound estimate on the angular change of the

earth's image between consecutive ATS-6 images.

Satellite

Orbit Plane

FIGURE F.1. Satellite/Orbit GeometTy



r = distance from the earth-center to the-satellite

R = radius of earth

V = true ancmaly angle -

6 = half-angle that the earth subtends at the satellite
€ = eccentricity of ATS-6 satellite’s orbit = 2 X 107%

A = change in 6 over a time interval At (for two consecutive ATS-6
images At = .41l hours) due to the eccentricity satellite's orbit
a = semi-major axis of orbit = KR, K = 6.61 geosynchronous

satellite

The equation of the orbit in terms of r, V and e is:

P

- — = - 2
T T ¥ ecosv ? a(l -e%) @)
= RR(1 - e2) ,
and since € << 1, P & KR and (1) becomes
r & KR(1 - ecosV) . (2)

Now the greatest change in r for a change in V occurs when
dr/dV = KRe sinV has its maximum value which occurs when V = Vm = 90°;

thus

(dr/dV)max = KRe . (3)

From Fig, F.1l., sin® = R/r; differentiating both sides and replacing the

differentials with A's yields:

i 2
cosBA® = S Ar ; cos® = V1 - (B) =1,
2 r
r
po =R apz Rz A (4)
r2 (KR) 2 K2R



The maximum change in A8 is computed from (4) as follows:

po_ = 1 be = . (%) AV (5)
- K2R K2R max -
= KR v - '1'<e" AV, ) (6)
K2R :
where (3) was used to replace (%) with KRe.
max )

Now AV = (15 %?}5)(.41 hr) = 6.15 deg for an ATS-6 2-image sequence, thus

{(6) becomes

_ 2 X107*

Aemax ~ 6.61

6.15 deg = 1.86 X 107% deg

(1.86 X 10™" deg) (120 ATS-6 pixels/deg)

.02 ATS-6 pixels.

Thus the worst—case estimate of the eccentricity results in an angular

change between successive ATS5-6 earth images which is eni:irely negligible.
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APPENDIX G, METHOD OF OBTAINING MIRROR-SCAN-OFFSET CORRECTION CURVES

The nature of the mirror—-scan nonlinearity problem has been discussed
in previous reports. In order to correct the alternate scan offset caused
by this effect, we need a table of offset values as a function of element number
{(i.e. a AE(E) function). Tor our initial efforts to produce a AE(E) function,
Wé'used the McIDAS cloud-tracking program to measure the displacement of
a feature seen in the odd number scans of an image to its positiomn in the
even numbered scans of the same image. The method described here is a
somewhat more automated scheme and does not require viewing the ATS-6 images.
The method has been applied to an IR image (74195 1731347) and gives good
agreement with the old method with leés scattéer of individual points about
a polynomial least-squares fit curve (FIG. G.l1.).

In the automated method of computing the AE(E) function a correlation
value is computed for the match between a small segment of an odd scan and
a shift segment of an adjacent even scan. The amount of shift which gives
the best correlation for that small line segment is taken to be the AE
value for that scan line and element location. Values are computed over
many scans and elements, then averaged over the scans. The result is a table
of AE values as a function of E(element). The table values are then smoothed
by using a least squares fit polynomial. In more detail the method is as

follows:

let:

m
if

element number (1 < e < 2400)

0]
1

scan number (1 < s < 1200)

pe(s,e) = pixel digital value at a given even-scan, element position
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po(s,e) = pixel digital value at a given odd-scan, element position

6 = an element shift value

t = a small number defining the length of the scan segment used
for a correlation
C{s,e,d) = a measure of the match between line segments from adjacent

odd and even scans.
Now define C by:
e+t
C(s,e,8) = z [po(s,e‘) - pe(s +1, e' + §)]2 (s odd)

e'=ze-t

The element shift, AE, for a given point on the image (s,e) is the value

of § that gives a minimum value to C:
C(s,e,AE(s,e)) < C(s,e,§) Ve

After an array of these values is generated, a weighted average over scans

is taken:

g w(s,e)AE(s,e)
AR(e) =

g wis,e)

The weighting factor is the range of brightness wvalues from the odd scan

used in computing C.

w(s,e) = MAX(p (s,e’)) - MIN(p (s,e'))

where e - t < e' < e + t.
The reason for using this wedighting is simply that high contrast features
should, in general, produce a correlation value of more significance than

features of nearly uniform brightness.
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The computer program to do this used the values: t = 7 and +4 <4 < 12,
Values of AE(s,e) were computed for every eight scans for the middle third
of the image (s = 399, 407, ...., 799) and for every 10 elements across most
of the width of the image (e = 100, 110, ..., 2300). Using this line and
element range some AE values will be computed for points off the earth. When
off-earth and on—earth points are averaged together the weighting factor %ill
give only a very small or zero weighting to the off-earth points. Tor some
element valueg no on—earth points are encountered. We found that these
points could be determined from the table of AE(e) values. There is a
discontinuity between the on-earth and off-earth values.

The AE{e) function is then used to create a corrected image by shifting
even scans. An improved method of correcting the alternate scan offset has
alsc been developed. In the old method a fixed shift value was used across
the width of a McIDAS image (672 pixels). Although this gave fairly good
results, there could be a one or two element alignment error near the edges
of the image. The new method, as before, uses the odd scans as a fixed
reference. However, the required amount of shift is computed, or looked up
in a table, for each pixel in the even scans. Thus the amount of shift varies
from one side of the image to the other. Pixels are dropped or doubled, as

appropriate, between regions of different shift values.
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ALTERNATE SCAN BFFSET. ATS5-6 IR 7419% 1731347.
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FIGURE G.1. Mirror—Scan Nonlinearity Curve AE(e) using newly developed procedure.
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