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1. INTRODUCTION

The Central Data Processing System (CDPS) is the Central Integration
Facility which transforms the raw data collected at remote sites into
performance evaluation information for assessing the performance of
solar heating and cooling systems.

This CDPS Software Performance Specification (CSPS) provides the medium

for baselining the overall software system requirements. After baselining,
the software requirements will be placed under change coniiguration control
and can be changed only through formal change procedures established by

the Marshall Space Flight Center (MSFC). Through this procedure, the
document will remain current with the requirements/capabilities of the

CDPS software throughout the contractual pericd.

The objective of this document is to establish the requirements which

must be satisfied by the CDPS software. All descriptions of and references
to the CDPS hardware configuration are only to facilitate explanation of
the software requirements and not to control the configuration of the
hardware. The CDPS hardware is controlled by IBM and is used for support
of multiple contract programs. To support this varying utilizatiom
environment, IBM must maintain the flexibility to modify the configuration
as required. Because of this flexibility requirement, the CDPS hardware
configuration may vary during the performance of the SIMS contract, but

the capability to satisfy all SIMS processing requirements contained
within the CDPS Hardware Performance Specification will be maintained.

This document will not be updated to reflect changes in the detailed

CDPS hardware configuration which do not affect CDPS software requirements.

The programming standards to be used in development, documentation and
maintenance of the software are discussed in Appendix A. In additionm,
the CDPS operations approach in support of daily data collection and
processing is discussed in Appendix B.
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1.1 CDPS ROLE IN 30LAR HEATING AND CCOLING PROGRAM

The CDPS, located at I3M's FSD facility in Huntsville, Alabama,
provides the rescurces required to assass tie oerformance of solar
heating and cooling systems installed 2t 5C remote sites. These
remote sites cons‘st of residential, cczmercial, government, and
educational types oI bduildings, and the sc.ar heating and cooling
gyatems can be hot-watexr, space neating, cooling, and combination:
thereof. The ins::u:en:a:icu data us=ociated with these systems -
vary according to the application and =ust be collected, processc
and presented in 2 Zorm which supperzs continuity of performance
evaluation across all applications. Ia additicn, data must be
maintained for historical purposes and Zor detailed analysis.

In supporting the overall program objectives, the CDPS satisfies the
following functional requirements:

Data Collectlon - The CDPS daily collects instrumentation data
from all remote sites via standard voice-grade 1200 Baud telephone
lines. In addition, non-instrumentation data availiable from MSFC,
ERDA, HUD, ecc., which is neaded in periorming overall system
evaluation, is collected via manual neans.

Data Processing - The CDPS accepts raw data, as collected by the
data collecticn function, and periorms the data processing
functions required to transform the raw data into processed
information for use in system evaluaticn/analysis activities. The
CDPS alsc provides the resources to =aintain a performance
evaluation data base, containing both raw data and processed
information, for use in support of performance analysts.

Data Archiving - To provide capability for detailed analyses of
system periormance and to maintain datz for historical purposes,
the CNPS provides the capabilities to archive data collected and
processed during the program. Both raw data and processed data is
retained on magnetic tape, and fcrmal reports are archived in a
library.

Data Distributicon - In addition to collzction, processing, and
archiving of da:a, > CD2S proviias the essential function of
distridbuting the da:a to the apprcpriate orgzanizations.
Distribution 15 ia the form of printec reports, data plots, and
magnetic tapes.

Systems Analvsis Simulaticn - An essential capability in
assessing tn periormance o: solar heatinz and cooling systems is
the ability to oredict per.orﬁ nce for correlation with
operation:l periormange. The COPS provides the resources needed
in support of this simulation activity aad provides capabilities
for automated correlaticn of predicted and actual performance.
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As shown in Figure 1, the CDPS consists of three major elements -

communication interface computer, central data processing computer,
and performance evaluation data base. These three elements provide
the capabilities required to satisfy the functions mentioned above.
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1.2 CDPS FUNCTIONAL REQUIREMENTS

In performing its role within the solar heating and cooling
demonstration program, the CDPS, through its hardware/software, shall
satisfy overall system requirements. A summary of these system
requirements is given in the following paragraphs:

t Growth Potential - Because of the distinct possibility of growth
in the data collection and processing requirements as additional
sites are added to the program, the CDPS shall be designed to allow
¢ growth in capability with a mininmum of cost.

Data Collection - To support timely processing/presentation of
data in support of the performance evaluation activities, daily
collection of data shall be provided from all remote sites.

Timely Processing of Data - The processing data flow within the
CDPS shall minimize the delay between receipt of data at the CDPS
and availability of processed information. An operations goal
will be to provide processed information and reports at the start
of first shift each day.

Operations Personnel - The design goal of the system shall be to
minimize operations personnel utilization during data collection
and processing. Software shall provide built-in error
detection/recovery techniques to allow maximum of automatic
control.

SDAS/CDPS Communication - Because of the availability of
software/proven concepts on other programs which use telephone
lines for autcmatic data collection, maximum benefit of this prior
experience shall be utilized to reduce program risk.

System Recovery - The overall data collection concept shall provide
the flexibility to ensure that site data is nout lost through
failure of the communication interface or host computer. Backup
shall be provided to restors entire contents of performance
evaluation data base in the event of computer malfunction.

Data Archiving - Within any demonstration program, availability of
historical data must be provided in order to support the
performance evaluation activities. The CDPS shall support this
archiving of data and provide the means of identifying the
location for timely retrieval. A

User Support - Because of the requirements generated through a
diverse user community, the CDPS shall provide a flexible user
support capability which can be easily structured to satisfy
needs.
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1.3 CDPS HARDWARE DESCRIPTION

As shown in Figure 1, the CDPS hardware consists of a communication
interface computer configuration and a host ccmputer configuration.
The following paragraphs briefly describe the components of each of
these configurations.

1.3.1 Communication Interface Configuration -

The communications interface configuration provides the capability to
collect data from remote sites via 1200 baud voice-grade telephone
lines. WATS lines will be used for this communication and will be
supplied by the Government. In addition, the communications facility
at MSFC will provide the necessary ccmmunications hardware to support
the data collection functions. Autcomatic dial-up and command
interface with the remote sites will be provided by the communications
interface computer.

The communication interface configuration operates in a standalone mode of
operation and consists of:

(1) An IBM System/7 ccumputer with input/output peripherals to
support operator interface, report generation, and data
storage.

(2) Communication interface hardware for communications with
remote sites via telephone lines.

(3) Hardware to support collection of data via manual means.

(4) Communication hardware for transfer of data to the host
computer coniiguration (IBM §/370-145).

The overall hardware elements are shown in Figure 2 and are discussed
in the following paragraphs.

1.3.1.1 System/7 Computer

As can be seen in Figure 2, the System/7 computcr‘configuration
consists of the following hardware:

(1) Central Processing Uait (CPU)
(2) Memory

(3) Teletype Keyboard/Printer (5028)
(4) Disk Storage (5022)

(5) Printer (7431)
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These hardware, with capabilities relative to CDPS objectives, are
discussed below:

Central Processing Unit (CPU) - The Central Processing Unit
supports an interrupt-driven, multi-progran environment through a
priority interrupt system. A total of 4 interrupt levels with 16
sublevels are provided. Seven index registers, an accumulator
register, and an instruction address register are supported for
each interrupt level. The CPU also provides 2 interval timers for
timekeeping and program control. Addressing capability for up to
64K - 16 bit words is supported.

Memory - 24K Words of 16 3i:s Each - Main storage provides the
communication processor with fast access, adequate storage to
provide the control, interface and application programs necessary
for control of the communications interface. The main storage can
be expanded to 64K words through field modificatiom.

Teletype Keyboard/Printer - The Teletype Keyboard/Printer provides
the operator interziace required during program load, initiation of
data collection and SDAS troubleshooting. In addition, the
printer provides hard copy reports in support of communication
logging, memory dumps for software debug, and maintains status of
software operation.

Disk Storage - The baseline configuration contains one disk unit

which provides storage for a maximum of 2.457 million 16-bit

words. The unit supports mountable disk files to allow storage of

data in excess of 2.457 million words.

Printer -~ The printer provides the capability for generation of

communication and error reports during data collection. The

printer has the capability to print 115 characters per second.
1.3.1.2 -Ccamunication Interface Hardware
The communication interface hardware provides the interface
capabilities which allow the Systen/7 computer, under software
control, to automatically collect data from remote sites via telephone
lines. This hardware, shown in Figure 2, consists of:

(1) Teleprocessing Multiplexer Module (TPMM)

(2) Auto-Call Unit

(3) Modenm

(4) Coupler

The following paragraphs briefly describe these hardware elements:

ORIGINAL PAGE I8 %9
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Teleprocessing Multinlaxer Mocule (T2)) - The TPMM provides the
communication interiace lcgic Zor controlling up to eight
asynchronous cozmunication lires simultaneously. The T?MM also
providcs the interface to the Systam/7 for control of the

communications with remote sites.

Auto-Call Unit - The Autocall Unit consists of a Western Electric
801 Autocall Unit and provides the interface with the TPMM for
dial-up inforzation and status. Tha Autocall Unit is an output-
only device and performs automatic dialimg of the remote sites as
commanded by the Systen/7 via the TPMM.

Modem - The nmodem is a Western Electric 202C device which is
compatible with the meda= in the SDAS unit at the remote sites.
The modem perforns modulation/demcdulation of signals being
transmitted to/from the rexote site.

Coupler - The coupler is a standard Western Electric device which
provides voltage transient protection for the telephone lines.

1.3.1.3 Manual Data Collection (Cassette Read)

To support collection of data via manual means from remote sites, the
communication interrace configuratlon contains a prototype Site Data
Acquisition Subsystem (SDAS). Cassette tapes manually retrieved from
aites will be inserted into the prototype unit and transmitted to the
Systen/7 via local telephone lines.

1.3.1.4 System/7 - Host Computer Communication (S3CA)

The Sensor Based Communication Adapter (S3CA) provides the capability
for high-speed data transier between the System/7 and the host
computer. The S3CA will transfer data at a rate of 2.2 megabits per
gecond.

1.3.2 Host Computer Confizuration

The host computer configuration receives raw data collected from all
remote sites, on a daily basis, via the comaunication hardware from
the communication interface configuration. This data is then
processed and storad iznto the perf{ormance evaluation data bank for use
in evaluation activi:ies. The host cozputer configuration consists of
an IBM System/370-~145 which is shared with other users. The
configuration is shown in Figure 3, and significant elements are
discussed in the following paragrapns. ODectailed descriptions are
available in existing I3M equipment reference manuals.

1.3.2.1 Sensor 3ased Control Unit (SBCY)
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The SBCU provides the communications medium for receipt of data from
the communicaticn interface configuration for processing. Data
transfer rate is 2.2 negabits per second.

1.3.2.2 Terminal Support

IBM 3277 terminal units are provided for access/update of the
performance evaluation data base. Two teriinals will be dedicated to
the solar energy applicaticns to ensure availability. Tabular output
can be displayed on these terminals.

A Tektronix 4015/4631 display hard ccpy unit provides the capability
to generate either text or graphical data representative. This unit
is dedicated to support of the analytical/reporting requirements of
the progranm. :

1.3.2.3 Magnetic Tape Units

The configuration provides both 9-track and 7-track magnetic tape

handling capabilities. Density for 9-track tapes is 1600 BPI oR 800
BPI; whereas, 7-track tapes are 300 3PI. The magnetic tape units will
be used to generate deliverable tapes to MSFC for use in updating the
MSFC solar energy data base and to other data users as required. 1In
addition, archival data will be placed on magnetic tape for storage.-

1.3.2.4 Disk Storage Units

The configuration provides 13Y 3333/3330 disk units for use in
supporting the performance evaluaticn data base. The present
configuraticon contains storage capacity of 400 megabytes; however, the
system supports expansion without hardware modification to 2 billion
bytes of storage. One disk unit, which providee storage for 200
megabytes, will be dedica:edsrzkg?Ps functions.

\
1.3.2,5 High-Speed Printers

Three high-speed Printers (1100 lines per minute) are provided for
support of report generation/distridbution requirements. In additien,
reports created during processing of data will be printed for
analysis.

1.3.2.6 Console

The operation console provides the operator with visibility into and
control of operations within the corputer. It will be used to allow
the operator to initilate daily prccessing of data from remote sites.

Status during processing and operator actions required will be
presented on the console. ]

1.3.2.7 Mainfrane
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The Mainframe of the host computer consists of a memory capacity of 1
million bytes, input/output channels, and the Central Processing Unit
(CPU). Memory utilizaticn of approxtmataly 256K bytes is anticipated
in support of data processing func!ions; thus, significant margin
(excess capacity) exists. The CPU provides the instruction set,
memory addressing logic, registers, .ad input/output control functions
required in support of software execution.

1.3.2.8 Operating System

The System/370 operating system (OS/MVT) is utilized to control the
execution of data processing functions within the software. In
addition, the operating system provides the language processors
(compiler/linkage editors/etc.) used in generation of both the §/370
and System/7 software.

A processing priority system is utilized by the operating system to
maximize computer utilization. To ensure that solar energy data is
processed within -pecific time constraints, a high priority level will
be assigned.

A-13



1.4 CDPS OVERALL SOFTWARE DESCRIPTION
Within the CDPS, the major software tasks to be performed are:
0 Communication Interface - for data collection

o Input Processing - for conversion of raw data into
information

0 File Maintenance - for updating/maintaining performance
evaluation data base

o User Support - for generation of outputs to satisfy the needs
of the data user comnunity.

As can be seen in Figure 4, the major software tasks have been
allocated to CDPS hardware configurations. This allocation is based
on the philosophy of the System/7 computer coniiguration's perforaming
the data collection functica and the host computer coniiguration's
performing detailed data editing, data conversion, file maintenance,
and user support functioms.

Also shown in Figure 4 is the performance evaluation data base. This
data base will contain all data required to support the performance
analyst and will reside on disk storage and magnetic tapes within the
host computer configuration.

Subsequent sections of this document define the detailed requirements
which must be satisfied within the software elements and the data
base.

A-14
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2.0 COMMUNICATIONS INTERFACE SOFTWARE REQUIREMENTS

The communications interface software will reside in a System/7
computer and provide the communications interface functions for the
central data processing system.

The System/7 communications interface software will sequentially dial
sites over switched asynchronous telepnone lires and collect sensor
data. A site directory on disk will be used to control the proper
sequencing of site data collection. Aifter data collection is complete
the System/7 - host computer linx will be used to transmit the data to
the host for subsequent detailed processing and data base update.

A-16




2.1 FUNCTIONAL SOFTWARE REQUIREMENTS

The communications interface software must provide communications with
each SDAS, control the collection of SDAS sensor data, and send the
data to the host computer. In order to meet these requirements, the
following functional capabilities will be provided.

o Access to Remote Sites via automatic telephone calling
sequences contained within a site directory.

o Control of communications signals to support a switched
telephone interface to each SDAS.

o Control of each SDAS over telephone lines for data
collection.

[ Temporary buffering and disk storage of the data from each
SDAS.

[ Transmission of SDAS data to the host computer.
-] Manual control of SDAS commands for troubleshooting.

The detailed software requirements assoclated with each of the above
functions are presented in the following paragraphs:

A-17

C vy e e s e




2.2 SITE DIRECTORY REQUIREMENTS

A site directory containing information on each site shall be provided
for the communications interiace software to control the data
collection process. This information shall be maintained on the
System/7 disk to insure data integrity during power off conditions.

2.2.1 Site Directory Information

Information in the site directory is required for each site. The
information shall be organized on cisk by site records and fields of
data. Each site shall have a record of information that contains
fixed data fields. Each field of 30AS information required will be
described in the following paragraphs:

2.2.1.1 SDAS Station Address

This field shall contain the unique station address associated with
each site. This field will be usad to obtain the station address for
SDAS command messages described in Section 2.4.1.

2.2.1.2 SDAS Status

This field shall provide the operational status of each SDAS. It
shall be modified by the communications interface software as each
aite 13 called, commands seat to the SDAS, and data collected. The
atatus field will allow proper sequencing during a restart of the data
collection process.

2.2.1.3 SDAS Dial Digits

This field shall contain the autocall dial digits required to
automatically call a site over switched lines. These digits shall be
entered by an operator when the remote site becomes operational and
shall remain fixed thereafter.

2.2.1.4 SDAS Process Requirements

This field shall specify how often data will be collected from a site.
It will contain the number of days desired between data collections.
A "1" in this field for instance would indicate daily collection.

This fiald shall initially be inpu: dy an operator when the site
becomes operational and shall be changed only if collection
requirenents chaage.

2.2.1.5 SDAS Data Collection Time
This field shall be required by the communication interface software

to determine when data is to be collected from a site. It shall
contain the tize (year, day, hour, nin, sec) that data was last
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collected. By subtracting this field from the current time and
comparing the result with the SDAS process requirements field, the
software shall automatically deteraine when to collect data from a
aite.

2.2.1.6 SDAS Error Information

This field shall contain error information received from a site during
data collection. Error information is contained in the reply message
from a site and is described in Section 2.4.2.2.

2,2.1.7 Number of Site Disk Extents

- Data collected from each remote site shall be temporarily stored on
disk until forwarded to the host computer for processing, To provide
the flexibility to continue the collection from sites when either the
data transfer link (SBCA) or the hoat computer is not functioning, the
gsoftware shall allow provisions for up to five daily collections
bafore data transfer to the host must be accomplished. This field of
the site directory shall indicate the number of times data has been
collected since last transfer to the host computer. Upon completion
of data transfer, this field shall be reset to indicate that no data
is being retained on the disk.

2.2.1.8 Site Record Index

This field shall indicate where the data collected from a site is
atored on disk. This field shall have the capability to contain five
entries due to the collection requirement specified in 2,2.1.7.

2.2.1.9 Site Byte Count

This field shall indicate how many bytes of data were collected and,
when used with the field epecified in 2.2.1.8, will indicate where
data was stored on disk and how much data was stored. This field will
hold up to five entries (one for each possible data collection).

2.2.1.10 Initial Real Time Clock Reading
(\ocm. Ting)

This field 4s required in order to determine the actual (€S%) time of
sensor readings in the collected data. It shall contain the time
(year, day, hour, min, sec) in CST that the Real Time Clock in each
SDAS read zero. This field shall hold five entries (one for each
poasible data collection).

2.2.1.11 BCH Errors

This field shall indicate the number of BCH errors detected during
each data collection (five entries shall be provided). BCH error
processing is discussed in Section ..3.2 of this document.
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2.2.2 Site Directorv Update Reguirements

The ability to manually update the site directory from the Systea/7
teletype shall be provided. The fields which shall be updated are:

o SDAS Dial Digits
-] SDAS Process Requirerents

All other fields shall be updated under program control during data
collection and subsequent transxmission to the host.

2.2.3 Site Directory Print Recuiresents

All the site directory fields dascribed in section 2.2.1 shall be
printed, either upon request or wnhen the site directory is inicially
generated. This function will 2ot be done on-line during data
collection but shall be initiated as an off line progranm.




2.3 COMMUNICATIONS HARDWARE INTERFACE REQUIREMENTS

In order to automatically collect data from remote sites, software
shall be provided to comnunizate with each SDAS via the communications
hardware. Figure 5 shows the communications hardware with which the
software shall interface. The software shall initiate commands to the
Teleprocessiig Multiplexer Module (TPMM) to establish proper
communications to the autocall unit and modem for both transaission to
and receipt of data from the SDAS. In addition, the software shall
perform status checking after every input/output operation to ensure
correct operation. The following paragraphs define the detailed
requirements to be satisfiad in interfacing with the communication
hardware. :

2.3.1 Interface Command Reguirezents

Interface commands and required software action to initiate
communication operations are shown ia Table 2-1.

Table 2-1. Interface Commands/Software Required Actions

COMMAND SOFTWARE ACTION

OPEN A LINE Initialize a communications line for asynchro-
nous send/receive operations or a dial operation

CLOSE A LINE Place a comaunications line in the inactive
state.

DIAL A REMOTE Automatically issue dial digits to the Bell 801

SITE autocall unit and complete a connection to a

gite over a switched telephone line.

ISSUE SDAS COMMAND ransait data (SDAS commands) over an asynchro-
nous comzunications line and then receive data
(SDAS reply) over the same asynchronous communi-
cations lize.
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SYSTEM/?
COMMUNICATIONS
INTERFACE
SOFTWARE

SYSTEM /7 1/0
CONMANDS

TELEPROCESSING
MULTIPLEXER
MODULE (TP\MM)

DATA t i’r AND G"-‘““"i DIAL INFORMATION

WESTERN WESTERN
_ ELECTRIC - ELECTRIC
TYPE 202C TYPE 801
DATA SET (ACU)
SWITCHED

TELEPHONE LINES

SDAS

Figure 5. Communication Interface Hardware
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2.3.2 Data Integrity Requirements

A validity check shall be required on all data sent or received over
the communication systea. This validity check will be sent/received
every eight bytes as part of the data and will provide a data
Antegrity check down to eight bytes.

The method of validity checking shall be a cyclic redundancy code
method called Base-Chaudhuri-Hocquenghenm (3CH). A BCH shall be
calculated and sent with all data transzmitted to a SDAS. The SDAS
will calculate a BCH for the data received and verify the BCH sent is
the same value. If the value is not the same, an error reply message
(as definaed in Section 2.%.2) shall e sent to the System/7. A
sinilar yverification shall take place in the communications interiace
software in the System/7 for all cata received from the SDAS. Actiom
taken by the System/7 soitware Ior error conditions is discussed ia
Section 2.4.2. place in the ccmmunications interface software in the
System/7 for all data received Irom the SDAS.

2.3.3 Cormmunications Hardware Status Requirements

During each interface command specified in Section 2.3.1, status
checking shall be performed and atatus information made available
after the operation. The types oI ervors required to be detected and
tequired software actions are defined in Table 2-2.
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Table 2-2.

Communication Error Detection/Software Action

ERROR STATUS

SOFTWARE ACTION

Data Set Check

Q Loas of Data Set Ready
during a read

0 Losa of Carrier Cetect
during a read

0 Loas of Clear to Send
during a write

0 ACU not ready during a
dial

Make three attempts to reestablish
cormmunications and retry the com-
mand. If unsuccessful, continue
to next sitex*

Data Qverrun
Q Character interrupt
occurred before previous
character serviced

Retry command three times, then
continue to next site*

System/7 XIO Error

Retry command three times, then
continue to next site*

Time Out Between Characters

Make three attempts to reestablish
communications and retry the com-
mand. If unsuccessful, continue
to next site*

"Time Qut - No SDAS Reply

Make three attempts to reestablish
communications and retry the com-
mand. If unsuccessful, continue
to next site*

BCH Error in Received Data
1 error for all commands
other than '"Read Tape."
10 errors for '"Read Tape."

Retry command three times then
reestablish ccmmunications and re-
try three times then continue to
next site*

Software Error

Stop**

L

[FIf retrys are unsuccessiully attempted on two conse:urive sites, the error

will be considered a hard failure and processing wiil stop. Operator will
notify comaunications personnel for trouble shooting.

*System recovery shall be under operator contrcl (reload of system and

restart/contact System/7 prog

er)
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2.4 SYSTEM/7 - SDAS COMMUNICATIONS REQUIREMENTS

The System/7 communications software shall initiate all communications
with a site. Each site cozzunications shall be initiated with a
command message from the Systen/7 and be followed by a reply message
from the site. Figure 6 illustrates the communications command/reply
sequences necessary to coliect sensor data from a site. The following
paragraphs describe the Systea/7 - SDAS communications requirements.

2.4.1 Command Message Processing

Upon establishing cormunications with a remote SDAS via the
communications hardware (cescribed ia paragrapa 2.3), the
communications software shall transmit a cormand message to the SDAS.
Each command message shall ccatain:

1. A unique command ccde for the SDAS function to be performed.
2. SDAS identification information
3. BCH code for data validity checking

The format of the command message is discussed in paragraph 2.4.4.
After transmission of the comzand, the software shall delay for 21
gseconds awaiting a reply message from the SDAS. If no reply is
vecelved within the time lizit, the cocmuanications software shall
disconnect from the telephcne line, print a message indicating failure
to respond, and attempt to reestablish the command interface. The
software shall attempt to establish communications three times., If
not successful, a message shall be printsd indicating unsuccessful
communications, aad the software must proceed to the next remote site.

2.4.2 Reply Messages Processing

A reply message shall be sent to the System/7 from the SDAS after each
successfully received command message. Reply messages will vary ia
length depending on the com=and which was transmitted to the SDAS;
however, each reply message will coatain the Icllewing information:

1. Command Code (as received by SDAS)

2. Site Identification (as received by SDAS)

3. Status of the SDAS

4. BCH Code generated by SDAS for data validity checking.
Format of the Reply Message is discussed in Paragraph 2.4.5.
Two types of Reply Messages shall be received from the SDAS:

Normal Replv Message - Bit 0 of the SDAS status code contains a
noll.
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DIAL

=
ANSWER
SYSTEM/? ey SDAS
. READ CONFIGURATION AND END OF FILE COMMAN
gERLECO D, END OF FILE
WRITTEN TO TAPE
READ CONFIGURATION AND END OF FILE REPLY CASSETTE
-
REWIND COMMAND
e
REWIND REPLY _ TAPE CASSETTE REWIND
-
READ TAPE COMMAND
.
READ TAPE REPLY TAPE CASSETTE
W PLAYBACK
REWIND COMMAND
—
REWIND REPLY TAPE CASSETTE REWIND
A
DISCONNECT COMMAND
-
DISCONNECT REPLY DISCONNECT

Figure 6. Command/Reply Sequerce
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Error Reply Message - Bit 0 of the SDAS status code contains a

Upon receipt of a Reply Message, the software shall determine the type
of reply and perform the processing fuactions required for the type.
These processing requirexzents are discussed in the following
paragraphs.

2.4.2.1 Normal Reply Processing

The software shall exa=ine the status and BCH codes returned with the
reply message. If the 3CH returned with the data does not agree with
the BCH calculated for the data, the software shall repeat the ccmzand
sequence up to three tizes. II the reply data is incorrect for three
consecutive attempts, a message shall be printed, communications shall
be reestablished and three more a:texpts made. If still unsuccessful,
the software shall proceed to the uext site for continuation of data
Gollection. '

If the status returned indicates an SDAS error, the message reply is
considered an error reply message and the actions specifiied in section
2.4.2.2 shall be perforzed.

For normal reply messages which pass BCH and status tests, the
gsoftware shall proceed to the next ccmmand in the site data collection
sequence.

2.4.2.2. Error Reply Message Processing

The error reply message shall contain status codes indicating the

error which exists within the SDAS. These errors, with the
corresponding required software actien, are shown in Table 2-3.

IS
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Table 2-3. SDAS Error Conditions and Software Action

Error Condition Software Action

1. BCH Error in Previous Reissues command to SDAS (3. times, if £
Command required) then continues to next site

2. Invalid Command Received|Reissues command to SDAS (3 times, if
required) then continues to next site

3. Invalid Station Address |Reissues command to SDAS (3 times, if

Received required) then continues to next site.
4. SDAS Devices Failures A message containing the status re-
MPX 1 ceived is printed and the software
MPX 2 proceeds to the next site. The SDAS i
MPX 3 error information is placed in the i
Al Basic site directory field specified in
Interface Timer 0 Section 2.2.1.6

Tape Control
Realtime Clock
Interval Timer 1 r

00 0O0OO0OO0OCOO
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2.4.,3 Command Definitions

The cozmunications software shall support the commands to the SDAS as
shown in Table 2-4. The actions taksa by both the SDAS and the
communications software in accomplishing the command function are also
ghown.

Table 2-4. System/7-SDAS Commands/Scitware Action

COMMAND SDAS ACTION REPLY ACTION

Read Conifiguration & | End of file written to | Systeam/7 computes when

End-of-File tape cassett2 and reply | SDAS RTIC was initially
message with current "0" and proceeds to
Realtime Clceck (RTC) next command

reading sent to System/7

Rewind Tape cassette is re- Reply message verified
wound and reply sent and next command
to System/7 issued

Read Tape Tape cassette is placed | Tape cassette data is
in play moce and data read, BCH checked, &
on cassette saat as stored on disk

reply message

Disconnect Reply message sent to Reply message verified-
: System/7 and SDAS dis- | any new comzand nust
connected froa com- dial to reestablish
munications communications with
SDAS
Disconnect & Rewind Reply messaze seat to Reply message verified-
System/7, SDAS dis- any new command must
connected from com=- dial to reestablish
munications, and tape cormunications with
casette rawound SDAS

Read Configuration* Reply message sent to Reply message verified
System/7 with current
SDAS RTC reading

Reinitialize#* Reply message sent to Reply message verified
Systen/7 and a master
reset of SDAS hardware
and software executed

*This command useful for verifying status of SDAS
k%Not used during operaticnal data ccllection.
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2,4.4 Command Message Format

All command messages shall have the following format: '

e 6 bytes

Pad Sync Command SA BCH Pad
Pad - FF Circuit Activation Bits - 1 byte ;
Syt_\c - 6C Synchronization byte
Command - HH* Unique command code
SA - HH Station Address - SDAS Identification Code
BCH - HH Block Check Code for previous two bytes

*H - Hexadecimal digit - 4 bits

2.4.5 Reply Message Format

All reply messages with the exception of the Read Tape reply shall
have the following format.

=Bk ——— 3 or B8 Bytes —

T T T
PAD | SYNC | COM. | SA STATUS | REC . CT.|REAL TIME l(:I.OCK BCH |PAD
|

lelead Configuration cme

Commands Only
Pad - FF Circuit Activation Byte - 1 byte
Sync - 6D Synchronization 3yte |
Command - RH* Cormand Received
SA - HH SDAS Station Address
Status - HH SDAS Status
Record = HHHH Cnused
Ce.
:31:1; =  HHHHHH ~~ 24 B4t SDAS Real Tizme Clock Reading

Clock
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BCH - HH Block check clock for previous 3 or 8
bytes depending on reply

*H - Hexadecimal digit - 4 bits each

ORIGINAL PAGE I3
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| 2.6.6 Read Tape Reply

The Read Tape reply contains data transnitted from the cassette tape
in the SDAS. This reply zessage shall vary in length depending on the
amount of sensor data on the tape. The format of the Read Storage
Table reply is shown in Figure 7.

2.4.7 Communication Report Requirements
During the System/7 - SDAS communications required for data collection
an operational log or report shall be generated. This report shall
maintain a history of each site command/reply activity and shall
contain the following:

Q Time information with each message

0 Commands sent to SDAS

9 Status information associated with each command

. Action taken after errors

A-32




DATA TIME DATA 8LOCK DATA B8LOCK | DATA ‘a::.'gg:
e 10 &2 evies) | wovies) | OO | wevies) | QT | @evies
PARAMETERS) (1 8Y'TE) (1 BYTE)
BUFFER -
FORMAT (
1512 BYTES MAX)
> PAD SYNC Fcoumn i’oﬂo:‘gg& SYATUS | RECORD |TIME BLOCK | DATA IS)QI: PAD g&nggx ﬂfggno
] 3 BYTE cHecks | scan | ....... x |sLock
@ | WEVIE] weviBjevie i WevIE) | count |Bevres| aevie| O NO.N |(8BYTES) CHECK
€) (2 BYTES) (VBYTE) | (18YTE)
TAPE BUFFER BUFFER BUFFER END OF -TAPE
g FORMAT ODUMPNO.1 | DUMPNO. 2 DUMP NO. N MARKER
g g (S12BVYTES) | (5128YTES) (512 BYTES) (12 BYTES)
e
E Figure 7. Read Tape Command Reply Format
E S
@




2.5 DATA STORE REQUIREMENTS

The communications interface software shall accept and store on disk
all incoming SDAS sensor data. This data will be received as the

reply to a Read Tape Command and will be in the format described in
Section 2.4.6. The data store software shall provide the following:

[ Buffers in System/7 memory to accept the data transmitted
from the SDAS. Two separate, chained buffers will be
required to allow one buffer to accept data while data is
being written to the disk from the other.

[ Provide storage (non-volatile) of the data or System/7 disk

0 Maintain the Site Directory fields that provide an index to
the data on disk.

(-] Maintain the time (CST) that the data was collected
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2.6 TRANSMIT DATA TO HOST COMPUTE:

The communications interface software shall provide a host forward
store capability. This soitware shall perform the following:

(-]

Automatically retrieve the sensor data for each site from the
System/7 disk.

Build an identification/header record to be sent to the host
with the data from each site.

Update the Site Directory fields on System/7 disk.

Transmit the header recorcés znd data from site to a cata set
on the $370-145 host computer.

Provide error recovery during Systea/7 - HOST data transfer.

The required format of the header records and data to be sent to the
host are shown in Figure 8.

B
AL PAGE
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:
ID RECORD
1 2 3 45 67 89 lon 1213 s i1
SITE g(':\“on YEAR DAY | HOUR [MINUTE SECONDE%'#:LHE EX;%SD'ANTA rz.é'ﬁoem &l‘
: 0 COUNT NECONDS RECORD
CLOCK START TIME AT SITE
: DATA RECORDS
; 3 8 - 10, lna 4 12561 z;; : 121: 1Fg - ’ 1DATA1§1125
DATA [,c:]; s |,crg] - r wra | Wro' (A INFO gg[ v [R] wee (R
RECORD 1 RECORD 2 RECORD 5

BCH - BLOCK CHECK CIHARACTER
FLAG - INDICATES WHETHER THERE WERE ERRORS IN THE PRECEDING 8 BYTES OF DATA

DATA INFO

END OF EXCESS TO
BLOCK BLOCK 8LOCK BLOCK SITE COMPLETE RECORD

(BLOCKS ARE ALIGNED TO BEGIN ON A BYTE AFTER A FLAG BYTE)

Figure 8. System/ 7 Output Format .




Le-v

END OF SITE

1

2

-

SA

sC

4
FFig

:
(END OF SITE IS 8 BYTES LCNG, AND BEGINS AFTER A FLAG BYTE) :
SA IS STATION ADDRESS / SC IS STATUS CODE :

BLOCK ©
:%25? END OF MORE FF'S ;
CoMMAND Ram Scan acAN SCAN | 3'avres o l’!“l:::‘l? BCH BYTE :
(BLOCK STARTS ARE ALIGNED AFTER A FLAG BYTE, SCAN'S ARE NOT ALIGNED END OF BLOCKS ARE
NOT ALIGNED BUT MAY BE PADDED WITH EXTRA FF'S.)
BLOCK START COMMAND
) 2 34 5 6 . TIME IS A COUNT IN 2 SECONDS ELAPSED SINCE CLOCK |
oo | o | se | mock | vme START TIME AT SITE. TIME AT START OF BLOCK. ?
[ O 1

SCAN |
) 2 TIME IS LEAST SIGHIFICANT 2 BYTES OF COUNT

TIME

SCAN DATA: LENGTH AND ARRANGEMENT
DEPENDES ON SITE

IN 2 SECONDS ELAPSED SINCE CLOCK START

Figure 8. System /7 Output Format (C-::tinued)

TIME AT SITE.




2.7 MANUAL SDAS CONTROL REQUIREMENTS
The ability to manually select and send commands to the SDAS and
monitor the reply shall be provided as an aid in troubleshooting SDAS
or system anomalies. This capability shall also be used in initially
bringing a site on line. The commands provided as operator input from
the System/7 teletype shall be as follows:

o Reinitialize

Q Read Configuration

0 Read Configuration and End of File

0 Disconnect

o Rewind

0 Disconnect and Rewind

o Read Tape

The reply from the SDAS and the communication hardware status shall be
printed after each command. Printing of the data received from the
"Read Tape" command (data written on cassette) shall be under control
of the operator.
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3. INPUT PROCESSING SOFTWARE REQUIREMENTS

The input processing software, as shown previously in Figure 4,
executes in the $/370-145 hest computer configuration. The overall
function of this software element is to transform raw input into
processed information for input into the performance evaluation data
base. This transformation requires that the software satisfy the
requirements as stated in the following paragraphs.

3.1 FUNCTIONAL REQUIREMENTS

The input processing software, in performing its data processing role
within the CDPS, shall perfora the following:

o Accept raw site data from the System/7.
o Extract variables from scans and convert to engineering units.

o Test converted variables ia accordance with performance analyst
inputs.

o Compute performance analyst defined variables.

o Compute performance evaluation parameters. -
° Generate input for data base update.

o Create history/archive tapes.

o Create input summary reports and error messages.

The detail requirements associated with above functions are described
in the following paragraphs:

ORIGINAL PAGE 18
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3.2 ACCEPT RAW DAT ™M THE SYSTEIM/?

Software on the S/370 :all communicate with the host forward store
soZtware on the Sys: ; for the transfer of raw data. Cecmnunication
shall be through a S.:sor Based Control Unit (SBCU) attached to the
$/370 to a Sensor Based Control Adapter (SBCA) attached to the
System/7. Raw data received from the System/7 shall be stored into a
S/370 data set on disk for subsequent processing. The input format
froa the S/7 was shown previcusly in Figure 8, and the format of the
data on the S/370 data set shall be identical to the input. Data
Shall not be passed to subsequent procassing steps if errors are
encountered during data transmission. Data transfer shall be attempted
five times if errors occur. If transfer is unsuccessful after five
tries, the custcmer engineer shall be notified.

Error conditions which shall be detected during the transfer are shown
in Table 3.1.
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Table 3-1. System/7 - Host Communication Error Conditions

Error Conditions Required Actions

1. Channel Control Check 1. Message issued to console. Retry of
transmission will depend on sense
settings associated with error.

2, Interface Control Check 2.  Message issued to console. Retry of
transmission will depend on sense settings
associated with error.

3. Chaining Check 3. Message issued to console. No retry.

4, Channel Data Check 4. Message issued to console. Retry response
on sense settings associated with error.

5. Command Reject 3. Message issued to console. One retry per-
formed.

6. Bus Out Check 6. Message issued to console. One retry per-
formed.

7. Equipment Check 7. Message issued to console. Five retries
performed.

8. Data Check 8. Message issued to console. No retry per-
formed.

9. Overrun 9. Message issued to console. No retry per-
formed.

10. Controller Read Timeout 10. Message issued to console. One retry
performed.

11. End of Block Response 11, Message issued to console. No retry

Timeout performed.

12. Incomplete Read Operation 12. Message issued to console. No retry
performed.

13. Invalid Contrcller Address 13. Message issued to console. No retry
performed.

14. Incomplete Sense SBCU 14, Message issued to console, No retry
perforaed.

15, 1Invalid Order Response 15. Message issued to console. No retry
performed.

16, 1Invalid Branch 16, Message issued to console. No retry
Perforned.
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T.ble 3-1 .

Error Conditions

System/7 - Host Communication Error Conditions (Continued)

Required Actions

b

17.

18.

19.

20.

21.

22.

23.

Invalid End-of-Block Response
Invalid Attention Response

No Controller Selected

No Request Code

Order Respénse Timeout
Request Code Overflow

ALU Check

e stagee cur oY CEECIERS &7 TAZITAC 1RGN

17.
18,
19.
20.
21.

22,

23.

Message issued
performed.

Message issued

performed.

Message issued
perfornmed.

Message issued
performed.

Message issued
perforzed.

Message issued
performed.

Message issued
performed.
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3.3 DECOMMUTATE RAW DATA INTO SCANS

h ik

Decommutating raw data into scans shall include:

o Separating BCH's and flags from the data.

o Determining the location of Block-Starts, End-of-Blocks,
and End-of-Sites.

° Extracting scans from the data.

! ° Computing scan times in local standard time at the site from the
site base time and the relative time values in block-starts and
in the time value preceding each scan.

1 Error processing shall include:

o Stopping the processing for a site if the program cannot locﬁtc
wvhere blocks and scans begin and end. An error message shnll
also be printed indicating that data has been rejected.

o  Storing a scan into a rejected-scan data set if the time of the

scan is uncertain because of BCH error or the time fails time
continuity tests. An error message shall also be printed
indicating time of scan and reason for rejection.
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3.4 EXTRACT VARIABLES CONVERT TO ENGINEERING UNITS

N
The input processing software shall process variable formats for data
variables within scans. The software shall maintain a site
description directory to prcvide a detailed definition of the location
of each variable within each site's input data stream.

To extract variables from scans, the scan file created during
decommutation shall be used as input. The software shall locate each
variable requiring calibration/conversion through use of the site
description directory. .

Variables shall be calibrated and converted to engineering units using
performance-analyst-supplied conversion type and conversion constants
for each variable. The following conversion types shail be provided:

Linear: Eng-Units = A +(B x Raw)

Quadratic: Eng-Units = A +(B x Raw) + (C x Raw?)

Third Order: Eng-Units = A +(3 x Raw) + (C x Raw2) + (D x Raw3)
Discrete: Eng-Units = 1 1f A < Raw < B

0 otherwise
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3.5 CONVERTED VARIABLE TESTING

After conversion to engincering units, individual variables shall be
tested for:

0 Exceeding linmits specified by the performance analyst

o A change between successive readings which exceeds a maximum
specified by the performance analyst

0 A BCH error flag for the portion of the data stream from
which the variable was extracted.

A variable which fails two of the above tests shall be rejected. A
failure indication value shall replace the ccmputed value in the
output used to update the data bank. The rejected computed value,
along with identifying information (site id, time, and an indication
of which variable the dzta is for) shall be stored in a reiected
variable data set and sitall be included in error messages/reports to
the analyst.

The capability shall be provided to perform tests for no change in a
variable. This capability shall be selectable via performance analyst
input. Variables failing this test shall be included in error
messages provided to the analyst.

Control over the level of detail of error messages shall be provided
to the analyst. Capability shall provide detail messages (to the
variable level), summary messages, Or no messages.
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3.6 COMPUTE PERFORMANCE ANALYST DEIFINED VARIABLES

To provide the analyst with flexibility in analytical evaluation of
site system performance, the input processing software shall provide
the capability to compute new variables which are functions of input
variables within the data stream. These variables shall be computed
based on input provided by the analyst. Capability to combine up to
four input variables mathematically (add, subtract, multiply, or
divide) and to multiply the resultant value by a coefficient shall be
provided within the software. The software shall be designed to accom-
modate additional mathematical functions (as required by the analyst).

If any variable specified to be used in a performance analyst defined
variable has been rejected during testing, the performance analyst
defined variable shall not be ccmputed. The output shall be set to
-99999 to indicate that ccmputation was not performed.

Performance analyst defined variadles shall be computed on a detailed
level (Scan). These variables shall be included in data base update
information.
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3.7 COMPLTE pe& TORMANCE EVALUATION PARAMITERS

Since a stondar¢ set of solar heating and cooling system performance
evaluation ¢rit:ria will be used, the input processing software shall
utilize the s/¢: instrumeatation data and manually provided data to
compute these cvaluation criteria. Instrumentation input to these
computations shall consist of input variables after conversion to
engineering uvnits and testing functicas have been performed.
Variables at the scan level shall be utilized in conputations. Manual
input of parameters such as systen type, collector area and hot water
temperature required in ccmputation of performance parameters, shall
be provided by the performance analyst. Resulting performance
parameters shall be included as output for entry into the data base.
The following performance evaluation parameters shall be computed:

(4] Solar energy provided for hot water

o Auxiliary energy required for hot water

(-] Solar energy provided for space heating

o Auxiliary energy required for space heating

o Solar energy provided for space cooling

o Auxiliary energy required for space cooling

(-] Hot water subsystem loss

o Total available solar energy

o Total collected solar energy

o Collector array efficiency

° Total solar energy utilized

o Solar system conversion efficiency

o Solar system operating encrgy required

0 Total auxiliary energy required

o Percent solar applied to lcad

(-] Conventional energy savings

) Percent of time dwellirg ccnfortadle
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o Percent of time hot water available

Table 3-2 contains the equations which shall be utilized in computing
the above parameters. Also included in the table is the definition of
terms and units shown in the equations.

In the computation of the performance parameters, use of any
instrumentation variable which has failed testing criteria shall
result in the performance parameter being set to a =9999 value.

In this manner, nc invalid periormance parameter shall be calculated
- and entered into the data base.
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Table 3-2, Page 1 of 3

1l SOLHW =

2 AUXHW =

3 SOLSH

4 AUXSH

5 SOLSC

6 AUXSC

7 HWLOSS

8 SOLAVL

9 SsoLcoL

10 COLEFF

11 SOLUTL

12 SOLEFF

13 30LoP

14 AUXTOT =

15 PCSOL =

16 SOLSAV =

17 PCTIDC .=

‘18 PCHWA =

FPHeDTPH.CP«FLDENS+K1
WHWAU

FHC.DTHC+CP.FLDENS.K1l, if DC = 0
0, otherwise

WAUE , 1f DC = 1
otherwise

FHC CP FLDEXNS X1, if DC = 1
0, otherwise

WAUE , 4f DC = 1
0 , if otherwise

(SOLHW+AUXEW) = (FHW. THW=-TSW)+ CPW« DENSW+ K1)

HT» CLAREA.K2
S

FCA.DTCA.CP.FLDENS«K1 OQRIGINAL 9‘?613) 1

Q M“ﬂ
SOLCOL OF POOR
SOLAVL +100
SOLHW+SOLSH+SOLSC
SOLUTL

SOLCOL «100

WCP+WPHP+hC?, if collector type = liquid
WCF+WPHF+WHCF, 1 collector type = air

AUXHW+AUXSE+AUXSC

SOLUTL

(SOLUTL+AUXTICT -+ 100
SOLUTL

(CONZFF/10Q) ~SOLOP

100, 4f TID & RHP within comfort limits
(72< TID s 78, 20 < RiP < 60)
0, 1f otherwise

100, 1f TEW > THWREQ
0, otherwise
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Table 3-2. Page 2 of 3
Code Description Units
SOLHW Solar energy provided for hot water KW
AUXHW Auxiliary energy required for hot water KW
SOLSH Solar energy provided for space heating KW
AUXSH Auxiliary energy required for space heating |KW
SOLSC Solar energy provided for space cooling KW
AUXSC Auxiliary energy required for space cooling [KW
HWLOSS | Hot water subsystem loss KW
SOLAVL | Total available solar energy KW
SOLCOL | Total collected solar erergy KW
COLEFF | Collector array efficiency Percent
SOLUTL | Total solar energy utiliized KW
SOLEFF | Solar system conversion efficieacy Percent
SOLOP Solar system operating energy recuired KW
AUXTOT | Total auxiliary energy required KW
PCSOL Percent solar applied to load Percent
SOLSAV | Conventional energy savings KW
PCTDC Percent of time cwelling comfortable Percent
PCHWA Percent of time hot water available Percent
FPH Preheater heat exchanger flow rate Gallons
Minute in liquid system,
Cu Ft.
Minute in air systems
DTPH Preheater input differential temperature 'F
cp Specific heat of transfer fluid BTU -
Pound -°F
K1 Conversion constant .0176 From BTU to XW
Minute
WHWAU Domestic hot water auxiliary power KW
FHC Load heat exchanger flow rate Gallons
Minute in liquid systems,
Cu, Ft.
Minute in air systems
DTHC Load heat exchanger differential temperature|°F
WAUE Auxiliary Tlectric Power KW
DC Cooling subsystem discrete 1 = cooling, 0 not cooling
FHW Domestic not water flow rate Gallon
Minute
THW Hot water supply temperature *r
TSW Domestic service water temperature 4
CPW Specific heat of water 1 BTU
Pound-*F
DENSW Density of water Pound
Gallon
HT Collector incident total solar raciation BTU
Sq. Ft. = Hour
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Table 3-2. Page 3 of 3

Code Descriptions Units
CLAREA | Collector area Sq. Ft.
K2 Conversion Constant .000293 BTU
. Hour to KW
FCA Collector array flow rate Gallon
Minute in liquid systems,
= Cu Ft
Minute in air systems
DTCA Collector array different texmperature °F
3 (094 Collector pump pcwer KW
WPHP Preheater pump pcwer KW
WHCP Load heat exchanger pump pewer KW
WCF Collector fan power KW
WPHF Preheater fan power ’ KW
WHCF Load heat exchanger Zan pcwer KW
CONEFF | Conven:ional energzy conversion efficiency Percent
TID Dwelling indoor dry Sulb temperature °F
RHP Dwelling indoor relative nunmidicty Percent
THWREQ | Hot water minimum temperature required ”w
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3.8 GENERATE INPUT FOR DATA 3ASE UPDATE

The input processing software shall generate input to be used for
updating the data base. The input for each detailed scan shall be
formatted as shown in Figure 9. These scans shall be blocked such
that each input record to the ifile maintenance software contains six
hours of data from the remote site. =Zach element of the input format
shall contain one of the following: '

(1) A value which has passad all testing criteria

(2) An indication that the element does not apply to the remote
site

(3) An indication that the value has been rejected during
processing '

The definition of each element's contents, format, and engineering
units is shown in Table 3-3.

Data base update records shall consist of:
(1) Detail data (scan level)
(2) Hourly data (summarized from detail data)
(3) Daily data (summarized from hourly data)

The requirements associated with the generation of these data are
discussed in the following paragraphs.

Detall Data

Detail records shall contain values of directly-read variables,
performance analyst-defined cemputed variablze, and perfnrmance
evaluation paraceters. Thesc data shall be at the scan level
(baselinad at 5 minutes). All variables, which either are not
applicable to this site or have Zailed processing testing shall be
flagged with appropriate indicator fill words.

Hourly Data

Hourly data shall be computed from the detail data described
previously. If 211 values of a wvariable within the corresponding
detaill data (12 scans) have either failed testing criteria or are not
applicable, the hourly value shall be set to -99999. If values exist
which have passed tests and if the detail data is applicable to the
site, the hourly computed varizble shall te computed as showm in
Figure 10 and written to the data base input file.
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Daily Data

Daily data shall be computed from the hourly data. If all hourly
values of a variahle have been set to -95999, as described above, the
corresponding cdaily variable shall be set to =-99999. If hourly values
exist which have passed testing, a daily data computed value shall be
computed as shown in Figure 10.

For these daily variables which are tectals, a summation of hourly
totals shall be performed.

The data base input shall contain detail records for the past month,
hourly records for the past =onth, and all daily records generated to
date. Daily input for data base upcate shall coatain all site
operational records to be put into the data base not just new or
changed records.
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"BCL™1 NIFS_INPUT, /% RECOPD FOR INPUT TO NIPS =/

e 2.N1=q CHAR( 1), /= CONSTANT _*N' FOR_NIOS % %/
SITE 1D B1C 996997, /=SIT~ ID =/

2 SYS_TYPE CHAR(2)s /= SYSTEW TYOE %/

2 YEAR BIC 1200, /* YEAR CF THI3 FECORD x/

2 DAY PIC 3cQoe, /= DAY _CF _THIS ©Z¢N3D =/

2 HCI= PIC '3779, /% HOUR SF THIS ~ECORD i * /

2 MIN PIC 35T, /= "MINUTE OF THIS RECIID =/

2 LEVEL CHARI(L1) /= LEVEL:? A:J%TAILoE=HﬂUFLYoC=DAlLY </
2. P5TU___ 3t FIXEC(3195) /«STCRAGT. TANK YLLAGE 2RES3U2= =/

2 PCPO FIM FIXED(2142) 4/ <CCOLLECTOR oyuMpP QUTLET S2£SSUPE v/

2 PCFU IIN FIXED(3145) o/ xCOLLECTSR FAN JSUTLET PIESSURE - s/

2 PHCPO SIN FTIXED(3143)4/=2L0AD HIAT SXCHNGR. OY“P JUTLET PRES=/

c2 PHCEC  AIN FIYZD(3)1e3) e/ 2L CAN BIAT ZXCHANGR FAN TUTLET PNSESx/

2 PP1i2Q AN FIXED(EloC)-/'J~PH~ATFQ OUYME O YTLET OESSUYSE x/

¢ DPCP PIN FIXED(3140)o/*CCLLILCTOR 2UMP DIFFEIENTATIL PRES =/

2 CPCF QIN TIXED(145) 4/ =CCLLECTOR FAN OIFFESENTIAL PRESSUR/

" 2,0PHCD | “lV.FI!ED(?l-e) /e LOAD HIAT _SXCHANGES 2UMP_TIFE RPRIS</
2 DPHCF 3IM FIXED!21.28)/=LCAD HEAT EXCHANGFR FAN DIFF PRES 2/

2 TDS 9N rtzE:(31.=)./-nu1 A0 (AARIENT) DORY BULR TEUR =/

2 Twl QINM FIXED(21+43)e/=2UTOS0 (AMAIENT) WET UL TEMP /7

2 119 AN FINSLI3],5) o/ )VELL ING INROCS - QY 3L TP =/

2 TCAl JIN =lec(?1'f)./- OLL=ECTN® AS<AY INLET TZu2 =/

2 ICS NIN FIYER(3142 )/ <COLLECTST SURAFACIZ TEMPEFATURE =/

2 TPHO BIN FIXED(I141R) o/ xDCNE3TIC PREASATER CUTLET TEMP ¥/
L _2 ST _ __QIN_FIXED(3145)+/=STARAGE TAMLK -TEMIFERATURE L x/
2 THCT SINT EIXED(R1 34 ) e /<LOAT HIAT EXCHAMNSGER INLET TEMO =/

2 TCO BIN FIXEC(3148)o/2CHILLER CUTLET TEIMPERATUSRE e x/

2 TCTS RBIN FIXEC(3146) /2000 NG TONER SUPPLY TEZVWPERATURE =/

2 TS BIM FIXED(316¢€) o/ =NCUESTLS STRVICE wATIS TEMDEIATYRE=/

2 THA T RIM FIXEC{(313m )/ SHOT VATER SUPPLY TZMUDPEIATURE =/

¢ DTPH 3IN FIXEC(3115)3/=2REHTATER INPUT DIFF TEMDERATURE =/

2 DTHC BIN FIXED(3145)+/%L0AD HIAT ZXCHANGER DIFF, TEWP x/

e £ BICY___ 204 FIXED(31,45),/+C00LINS TOWER DIFE TEMPEPATURE . ___ */.
2 OTcCu A S rtzED(sl.A)./-\b DIOTN CHILLEF EVAPRTS DIFF FEMFP=/

2 OTCA s IM FlXEP(Blo:)./-CDLLrFT‘n ADPAY JIFF TSVDERATUIE =/

2 FHwv BIN FIXED(214+5)4/%DCYESTIC HIT wWATZR FLONY XATE a/

2 Fer AIN FIKED(214€) /ORI ATER HEAT ‘XCHAVG O FLON _RATE~/

= 2 FAC HIN FIXEDN(3143) 72000 HeaT eXCHANGEF FLOW RATE =/
2 FCaA BIN FIXED(3141:),/=CCLLTCTIS AIRAY FLOW PATE =/

2 wco SIN FIXED(3146)¢/+¢COLLICTCOR 2UUP PIWER = /.

- 2 ¥CF _RIN SIXED(3154) 4 /2CNLLECTIR FAN FONER =
i 2 NRAPAU T3INTFIXED(3100) o/ xD0OMESTIC HOT AATER AJXILIARY POWEGR=/

Z wWPHR SIN FIXYED(314A) o/aDCSHIATES DUYME LIWER =/

2 WPHF RIN FIXED(31e5)/=x2TEHTATES FAN PO'.VEQ g r /

2 W'CD FIN FIXED(314A) o/ «LCAC WTAT EXCHANSGET dyud DAweR >/

T 2 WHCF DUNTF [XE0(31 ) o /¢ 00 HIAT FYCHANGER AN PUAER ~/

2 WAUE BIN. FINEO(3146) e/ raUNILIASY ZLESTSIC POZA : s/

2 WAUS SIN FIZED(3145) o/ AUXILIARY 3435 .PGUYESR 2a =/

. __2 wAun NIN_F!!EDjBIob)./tAUXILIQRY CIL POWER R
e WCTZD RARIN FIXEC(31+5)+/=CCOLINS 0:~-5Fvan.arw PUME POWER =/

Figure 9. Form of Input for Data Base Update

Page 1 of 2
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2 WBAF SIN FIXED(3146)./=25TUN AIR FAN oow £ *
2 HT 21 FIXED(3]1:4) /2 DULSCTOR _TNC IR ‘L_T_ T_SOLAR_RAD

T 2 RAP AT FINESI314/) 1730 a2LLING T°D0CR RELATIVE HUMIDITY =/
2 DHC 2IN FIYED(3146)o/ 747 WIAT IXCHANSGEE ON/OFF DISCPRE T/

2 DCTR A% FIXED(S144)4/5C00LING TINES PUMP GN/OFF OISCRETE=/
e 2.DC. _ .. M FIXED(31+6),/=C DL INT SUISYSTEYW DLSCRETE =/
2 VAND T AIM FIXED(214€) e/ IS SPIED rya

2 CwND SIN FIXED(314€) /=y INC CIRECTIAGN ‘ x/

2 sP1 FIN FIXED(3148)4/e55AR% | My
2 S22 I _FIXSS' 2 43) , 2855455 3 x/
2 SP3 T FICES TV 1€ ) o/ €305 ~/
2 SPs4 BIN FIRED(I1e6H) 4 /432408 4 . =/
2 s°5 AIN FIXEC(314R8)4/x3Da85 3 N *x/
2._SP6 DIN_FIYXEQ(31L35) 3/ 832AF & | — : =/
2 SB7 Tln FIREC(314F ) o/ x354RT 7 v

2 SPs3 FIN FIXEC(3146) /%3047 3 =/

2 sP3 SIM FIXED(314f) o/e3DLRE 9 ' =/
2 SP1% IIN_FIXEDL3145)e/%32855 12 _ e */

2 SOLHY 6 IN FIXED(3146) o/~S7TLA? INFRAGY B2V FCR “0T7T WATES =/
-2 AUXHW IIN FIXED(3I1vA) e/ =aXIL ZENFRGY REG FOR HOT WATER x/ .
> 2 SCLSH 0OIN FIXTL(3146)+/25C0LAR ENTESY POV FO? SPACE HEATNG=/:
W 2_AUXSH__SIN _FIXEO(314R) o/=xAUXIL _SNERGY_ 2ZQ FECR _QPACT HEATING=/Z,
2 SCL3C BIW FIXEL(2142) ¢/ w3MLAY ENZIRGY PROV FO2 SPACE COSLNGe/
2 AUXSC BIN FIXEDL(3146)7¢auUsll ENSRGY RETQ FOR SPACE COOL ING=/.
2 HWLOSS :‘!‘l FIXEC(3146) e /%21NT WATFS SUDSYST=A LJISS =/

2 _SCLAVY, 11 | FIXEC(3] 08 ) 0/ «TATAL_AVATLAILE SOLAR ENTOGY =/

2 SCLCAL FIN FIXED(IN. 61 /«TOTAL COLLE CTED SCLAR ENERGY T/
. "+ % 2 COLEFF SI% FIXED(2146) 4/ «CTOLLECTOFR ARPAY EFF ITIENCY ~/
2 SOLUTL ®IN FIXED(31:6) +/=TOTAL SCOLAR ENERGY UTILIZEOD '/,
s 2 _SCLEFF. ’I\nf)}ED(Eloﬁ)./ts”LAJ SYSTEZM CINVERSICN SEFICIENCY/
2 SOLNP SIN FIXEC(31v3) o/ CLAR SYSTZM QRESATING c©N\E QGY REQ =/

© 2 AUXTOT ?l“ FlXED(El.h)./-*FTAL AUXILTARY REQUIRED - =/

2 PCSOL  BIN FIXEC(3145) 4 /e2E2CINT SOLAR _APILIED TN LOAD «/
2_S2LSAV NIN FIVC(I1,4) 4/ CTNVERTICNSL SNIIGY_SAVINGS %/

2 PCTOC 61N FIXCO(I14A) W/ =023CENT °F TIME OWZLLNG COMFORTAIL=/
w2 PCHAA DIN FIXED(3)+5):i/=<PERCENT OF TINE HOT WATER AVAILASL=/;

Figure 9. Form of Input for Data Base Update (Continued)
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SRl S8 Lo e o 2D .

COOE VARIABLE veSLRIP IV ) - 2 NnEwwie. ‘ B L b v

STU . o5TORPASE TANK Ulladr, PRISZURE oo ot

necPO TOLLECTER DM QUTLET PARFSSURE | PSIG ESTI!AATED ESTIMATED

PCFQ COLLTATOR FAN OUTLET PRESSURE ! AVERAGE AVERAGE

OHCO20 LOAD HEAT FXCHNGR DYMD QUTLET RIS PSIG PSIG

PHCFG LOAD HZAT TXCHANGR FAN JUTLET 2RES

nOHPO  PPEHEATER DUMP NUTLET PRESSURE

nece COLLECTOR DUMP DIFFERENTATL 9RZ :

DPCF COLLECTOR FaN DIFTERENTIAL poeqaun. ESTIM:T? ESTIMATED
DPHCP. LOAD. HEAT..CLXCHANGZIR .PUMP._DIFE_PRES | PSID :;ER G AVERAGE

DOPHCF. ""JAD HEAT EXCHANGE® FAN D (FF D:=g| PSID

*p8 DUTOOOR (AMARIENT) ORY UL TEvo

TwS 'OUTDOOR (AMBIENT) wET 3ULB TEMP

TID. -DWFELLING INDOCR .ORY BULR. TEMP— ..

TAY COLLECTOPRP ARRAY INLET TEMP ESTIMATED ESTIMATED

TCS COLLFECTOR SURFACE TEWPERATURE AVERAGE AVERAGE

TOPHD DOMESTIC PRFEHEATFR JUTLET TZ M oF oF =
15T ..3TJRAGE_TANK.. T;w:::r:.uun_ e s t
THCI LLOAD HEAT EXCHANGER IMLET TEw4P o !
TCO - CHILLER OUTLET rsuozaAruaE ' !
TCTS COOLING TOWER SUPOLY TZEMPERATURE )
TSW . , DOMESTIC SERVICE WATER.TF “PEQATURE

THW HOT WATER SUDRLY TZYPERATO= : |
TP PREHEATER [NPUT DIFF TEMDPERATURS

DTHC LIAD HEAT £ XCHANGER DIFF TEWD :

RTCY .. :COCLINSG.INAER. DIFF. TEMPERATURE -~

1.T1CE 'A3SOPPTN CHILLFR SVAPRTR OIFF TEup

DTCA SS'&'AEFCTOR; ARRAY err TEUIERATURE

FHW = S”: 0T “: 9 FLO® RATE "7 1[GAL7wWNUTE  |ESTAVG GALMIN EST AVG GALMIN
FOH. QEHEATER HMEZAT X HA*JC.:- F =| fJCAWIRUTE

FHC LOAD 4EaT —XCHANJISL FLf'): Qli?: RAT “.’ LIQSYSTEMOR | EST AVG EST AVG SAME

o e R ARDAY F = i JCU FTMIN SAME AS DETAIL UNITS AS DETAIL

TA _jCOLLELTD DAY FLOW RAT: | ASRSYSTEM bazd

Wo CILLECTOR PUMDP PnuzR ——
WCF . .COLLECTOR FAN POWER . .. o | ,

wHwAU DOMESTIC HIT WATER AUXILIARY PawWs =R KW KWH KWH

“ THP POEHEATER PUMP |NDWER | EST OF KWH USED EST. OF TOTAL

wPHF PREHEATER FAN POWER : THIS HOUR. KWH USED THIS DAY
wWHCP . LOAD HEAT T XCHANGEZP PUMP ﬂmrn_--_1 SAME AS EST. AVG.

wWHCF LOAD HEAT @ XCHANGER FAN POWER OF KW I
wAUE AUXILILARY ELECTRIC 90#;‘2 l

WA UG AUXILIARY GAS POuZ® :

wAUD AJXILIARY OIL. POWER .. _._.___ _. :|GAL/MINUTE EST. AVG EST. AVG.

ACTEDS CONLING TUNSILFVADPATN DIJMP DOWE

2o AF  ETHEN ALF FAN PDOwrR -_‘_4___‘__._} KW KWH KWH (EST. TOT.)

'n" r‘aLLECTCD INCIDENT TOT SNLAR 24D .[8TU/IHRSQ FT) | EST. AVG. EST. AVG.
(MR UWELLING, INDONR RELATIVE HUMIDITY, leercent EST. AVG. PERCENT EST, AVG, PERCENT
LHET T TUOAD HEAT EXCHANGER DN/JOFF DISCRET{1=0N ’
r(’) CODLI“G T3H=Q "‘J‘JD ON/'):F DISC?CTE 0= OFF EST.AVG. EST.AVG.

l\IC‘ND r?gl‘slgg .Armfvar-v DI ,C°=TE ] i) = COOLING EST. AVG EST. AVG

N wi! ESR ceeee U TIVAILES.HA ST.AVG. MILES/HR HR

' WND WIND DIRECTION ‘ ,-_W————g—ﬁam———_—%%m;_
321 SPARF | T w8 [EGeuse -

G2 ‘SPARFE 2

é’gz 'SPARE . 3 = s i . g _—

S SPARE & UNKNOWN EST. AVER

o8 30ARE 5 EST. AVERAGE |
Nl 532ARE 6 i
€P7 SPARF 7 !
ca2n SDARE A

aR9 3DPAREC O i
SPIC SPARE 1% B , .

JLHW . SOLAR ENERGY POV FIR HIT WATER..T.

AUXHYW  AUXIL ENSRGY RFQ FOR HAT waT=d , ,
SOLSH  30LAR ENZRGY 200V FOR SPACE HEZATNG {
AUXSH  AUXIL ENERGY REQ FOR SPACE HEATING KWH, KWH. -
SOLSC .SNLAR ENFRGY PKAV FCOR SPACE. COOLNG{ KW ESTIMATE OF TOTAL ESTIMATE OF TOTAL
AUXSC -auxIL ENCPGY REN FNR SOACE CCOL ING :vovanssefare’?s KWH USED THIS
MWLOSS MOT WATERQ SURSYSTEM LOSS ESTIMATED AVG. kw. | °AY ol
“OLAVL TOTAL AVAILAZLE SNLAR ZMERFY : T i
SALCOL.TOTAL. COLLECTED. ANLAR .ZNERGY. ! e 3
(ILZFF :COLLECTOR ARDAY _EFFICIENCY [ PERCENT EST. AVG. PERCENT EST. AVG, PERCENT ~,
SOLUTL TOTAL SNLAR EMERGY UTILIZ™D | KW KviH KYiH (EST TOT) o
SOLEFF :SOLAR SYSTEM CONVERSION EFFICISNCY[PERCENT EST.AVG. PERCENT T EST. AVG.PERCE LI
S0LOP SOLAR 3YSTEY OPFRATING ENERGY REOQ.. T
. AUXTOT 'TOTAL AUXILIARY REOQUIRED | xw KWH KWH (EST. TOT!
'fgegl;v :ZERCFE.NTIS:J;.AQ A23L[SD TN LCAD . PERCENT EST. AVG. PERCENT EST. AVG PERCE™]

" LONVENTLONAL SNERGY SAVINGS O H 1SST. o
{ PETOC SESCCNT_OF.TIHE HalLLNG COWFURT AL pererny e AT .
| PCHWA |9E3CENT OF TI4E HOT_WATEA AVAILA“L g0R1%0) Li1E PERCENT TIME PENCENT
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VALUE
s 3 VALUE ,
jVALUE 1 _ | r
VALUE ,

| t | |

| | | |

| I '

| | | |
STARTOF  TIME, , TIME , CTIME 4 TIME , END OF
HOUR/DAY HOUR/DAY

® VALUE 1, VALUE 2, VALUE 3, AND VALUE 4, REPRESENT
“GOOD"” VALUES READ WITHIN THE SAME HOUR

@ "HOURLY COMPUTED VALUE =gy [(Min,# 11
VALUE + (Mﬂz' Min‘). VALUE + (Mlﬂs . Mlﬂz ’.
VALUE; + (59 - Ming). VALUEﬁ

® 'MIN:'-_MINUTE PORTION OF TIME; (0£Min; £59)

DAILY COMPUTED VALUE = ,‘% [(HOUR . VALUE1) + (HOUR, HOUR,), VALUE,)
+(HOUR3-HOUR,), VALUE 5 +(HOUR,—HOUR ). VALUE, ...,

(24-HOUR 3), VALUE,,

Figure 10. Weighting of Valyes in Computing Hourly/Daily Variables

) AL PAGE 18
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3.9 CREATE HISTORY/ARCHIVE TAPES

The input prccessing software shall provide the capability to create
and maintain history and archive data (raw data and processed data) on
magnetic tapes. Raw data received daily from the S/7 computer shall
be written to disk storage and organized into a data set for each
day's data. The corresponding site description data file containing
calibration/conversion information shall also be written to the data
get on a daily basis. On a monthly basis, this data shall be written
to magnetic tape for arcnival purposes. Magnetic tapes shall be
cataloged to relate days of information with tape identification for
retrieval purposes.

Processed data shall be maintained on tape for history purposes.
Monthly, after all data Ior the month has been processed, the detail
records for the month, organized by site ID, shall be stored on detail
record archive tape(s). Hourly records for the month, organized by
aite id, shall be stored on hourly record archive tape(s). Daily

summary records remain in the data base, thus there is no requirement
to keep them on archive tapes.
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3,10 CREATE INPUT SUMMARY REPORTS AND ERROR MESSAGES

To assist the performance analyst and data base maintenance personnel,
the input Processing Software shall create input summary reports and
error messages. To provide these reports and messages, the software
gshall:

o Generate daily reports to specify the number of data base input
records by site and scans

o 'Generate a report to specify the number of records by site placed
in monthly data base detail record history files

Q Generate a daily summary report to specify the number of sites
' processed and the number of sites for which processing failed

° Generate daily messages if a site is dropped or a block of data
is dropped o

o Support user selection options for site summary reports on raw
input processing. These reports shall include the following types
of information:

- Number of blocks

- Number of scans

- Time of firat and last scan

- Summary or errors in variables.

Q Support user selection for error messages on individual
variable errors (BCH errors, out of limits, variable changing

too fast, variable rejected) during raw input processing.

0 Support user selection option for printing data base detail
tecords created by raw input processing.

0 Provide a report of calibration/conversion parameters for each
remote site. Report shall include:

-  Calibration/conversion data for each input parameter

- History of changes in calibration/conversion data

ORIGINAL PAGE I8
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4, FILE MAINTENANCE SOFTWARE REQUIREMENTS

The file mainterance spftware shall execute in the S/370-145 host
computer and shall provide the capabilities required in support of the
performance evaluation data base. The software shall execute in a
shared environment under control of the 5/370 OS/MVT operating system.

4.1 FUNCTIONAL REQUIREMENTS

To support the management of the performance data base, the file
maintenance software shall:

o Update the data base from the output of Ihe Input
Processing Software

o Provide capability for manual input to the data base for data
collection/addition/correction

o Provide capabilities required in performance of data base
maintenance, access, and update functions

o Provide security of data base contents.

The following paragraphs address the detailed requirements which must
be satisfied.
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4.2 AUTO&ATIC UPDATE OF DATA BASE

The file maintenance software shall accept the output of the input
processing software and create the performance evaluation data base.
The input to this software shall be of the format shown previously in
Figure 9 and shall be sequenced by site identification and all data
for each site shall be in time sequence. The input shall contain 30
u days information for each remote site and shall be stored onto the
- disk unit, withia the host computer facility, which is dedicated for
solar heating and cooling system evaluation data. Directories
required for access/update of the contents o. the data base shall be
created during the update process.

Errors encountered during creation of the data base shall be provided
for data base correction activities.
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4.3 MANUAL INPUT TO THE DATA BASE

The performance evaluation data base shall contain non-instrumentation
data relating to description and performance of solar heating and
cooling systems. In addition, manual input for correction of data
base contents shall be supported. Both terminal input and batch input
techniques shall be provided.

The manual interface capability shall be used to generate initial data
files within the cata base and shall be used to enter non-
instrumentation data, problem descriptions, problem solutions, and
other text-type information.

During the manual input of data, the software shall perform editing on
format of input to ensure that incorrect data is not entered into the
data base. Messages shall be proviced to indicate erroneous input (on
display tube from terminal input and via printout for batch mode).
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4.4 DATA BASE MAINTENANCE, ACCESS, AND UPDATE

The normal data base maintenance, access, and update capabilities
shall be provided for support of the performance evaluation data base.
The file maintenance software shall provide:

o Precefined operations to be performed on the data elements
. _ vhen maintenance is being performed.

-] Interface between the data base processing language and user
. written routines for data editing.

o Data field editing while performing file maintenance.
o Indication of errors in data makeup for corrective action.

o Statistics on system characteristics for use in improving .
performance. =%

o Ability to access multiple files within the same processing
sequence.

o Capability for keyword/secondary indexing of data fields.
° System recovery/restart.

° Data migration (archiving) of data from the data base on selected
basis.

.

[ Support of restructuring data files to allow for changes in either’
file size or content.

o Data base utility functions for data conversion.
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4.5 DATA BASE SECURITY

The file maintenance software shall provide security in access of the
data within the data base. The data base security capabilities shall
be utilized in either the terminal or batch mode of operation.
Details of the security requirements are contained in the following
paragraphs:

Terminal Access.

Data base security within the terminal access mode shall consist of
sign-on, password, and file classification security techniques.

At sign-on to the terminal, the user shall specify accounting
information and name. This information shall be verified for
correctness, and if incorrect, a message shall be displayed specifying
that incorrect accounting information has been entered. The user
shall be allowed to retry three.times before the terminal input is
ignored. A sign-off shall be required before the terminal will be
reactivated within the system.

If a log-on is successful, a password shall be required before
proceeding. Three consecutive errors in password entry shall result
in terminal being ignored by the system. Error messages shall be
provided to the terminal during password editing.

Successful completion of password processing shall result in a user's
being allowed to request that a data file be opened for access.

If a data file open request is entered, the software shall ensure that
the user has the authority to access the data file being requested
through file classification. The software shall allow the user access
to: (1) read only, (2) write only, or (3) both based on the access
table within the system. If the user cdoes not have proper file
classification code, he shall not be allowed to address the data file,
and an exror message shall be displayed.

Batch Access

Security within the batch mode of operation shall be similar to that
described above for terminal access with the exception of "sign-on"
security which does not apply to batcn operations. For password and
file classification protection, erroneous requests shall result in the
batch job being terminated and error messages being printed for user
action.

Access Authority

Authority to access the data base shall be controlled via formal procedures.
Management approval shall be required prior to releasing password information
and shall be required to add user's ideatification to the access list.
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5. USER SUPPORT SOFTWARE REQUIREMENTS

The user support software executes in the S$/370-145 host computer and
provides those capabilities which are critical to the performance
evaluation activity. Presentation of information in a form supporting
evaluation and satisfying the needs of a diverse user community shall
be the overriding objectives of this element of the software.

5.1 FUNCTIONAL REQUIREMENTS

The user support software shall utilize the contents of the
performance evaluation data baSE to provide the following:

o Information retrieval capability for report generation
(non scheduled)

o Plot capability for support of analysis activities and inclusion
in reports

o Generation of daily, monthly, and annual reports (séheduled output)
o Generation of magnetic tapes
o Terminal/Batch capabilities

The detailed requirements in the above capabilities are described in
subsequent paragraphs.

-

A-65



5.2 INFORMATION RETRIEVAL

The user support software shall provide the user with the capability
to access the data base contents on a non-scheduled basis for
generation of reports/plots to support his daily analytical
activities. An information retrieval language shall be provided to
allow the user to generate queuries to satisfy his own unique
requirements. The retrieval capability shall be supported in both
terminal/batch mcdes of operation and shall provide the following:

]

Retrievals against single/multiple files.
Data qualification via user generated subroutines.
Terminal data entry/collection from desired files.
Batch processing of 1@;3e data retrievals/updates.
Multiple answer files from one retrieval.

Versatile output formatting with headers, labels and boolean
processing capability.

Library capability for temporarily storing queries for
repetitive use.

Display statistical summaries of selected parameters.
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5.3 PLOT CAPABILITY

The ability to provide the perfcrmance analyst with plots of
instrumentation shall be an essential capability within the user
support software. The software shall provide the ability to:

o Plot selected parameters versus time
. o Plot parameter versus paraneter over time interval

o Plot multiple parameters against time

o Provide multiple plots on the same CRT image
The Tektronix 4015/4631 terminal-nardccpy unit shall be supported by
the software to provide both plots for analysis on the display and
hardcopy of plots for inclusion in regorts.
Input to the plot support software shall be a file created through use
of the information retrieval capability. The ability to process
multiple input files to produce nultiple hardcopy reports shall be

provided. Interactive capability wizh data base for plots will not be
required.

Representative examples of plot requirenents are shown in Figure 1ll.
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Figure 11. Terminal Graphs and Plots

A-68



5.4 GENERATION Of SCH-DULED REIPORTS

The user support Sof tware shall provide the capability to access the
data base on a planned tasis for generation of scheduled output
reports. The softwav® shall provide libraries of standard information
retrieval queries which create the reports in the required formats.
After completion of the caily data base update, the daily summary
reports shall be generated and will preseut data summarized on an
hourly basis for analysis.

On a monthly basis, the monthly summary reports shall be generated.
These reports shall have data summarized to a daily basis, shall be
analyzed for accuracy, and delivered toc users for evaluation and
archiving.

Capability to generate annual reports shall be provided. Daily
summarized data shall be summarized iato months and the monthly data
presented over the annual reporting period.

A representative example of a scheduled surmary report is shown in

Figure 12. Reports shall be provided to MSFC, ERDA, and MSFC
associate contractors.
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SOLAR HEATING AND COOLING PROGRAM
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5.5 MAGNETIC TAPE GENERATION

The user support software shall provide the capability to generate
magnetic tapes compatible with user (MSFC/ERDA/MSFC associate
contractors) computer facilities. Magnetic tapes in either 9-track
1600/800 BPI or 7-track 800 BPI formats shall be generated. The
information retrieval capability shall be utilized to access the data
bank to create data files containing the required data in the correct
. : format. User support software shall be provided to access the data
files and write the data to the magnetic tape for delivery to users.
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5.6 TERMINAL/BATCH CAPABILITIES

In support of users, the user support software shall provide access to
performance evaluation data bank contents via both terminal and batch
modes. The terminal supported shall be IEM 3277 units located with
the IBM facility (local terminals). An interactive terminal
capability shall be provided for access and display of data base
contents. Displays shall te text or numerical information and shall
be used for on-line performance evaluation activities. Hardcopy
outputs and graphic displays cannot be generated on the interactive
terminals but shall be provided via the patch mode (hardcopy) and plot
capabilities (grapnhic on the Tektronix 4015/4631 display unit
dedicated to support of performance analysts within the IBM facility.

The terminal processing software shall provide the user the capability
to:

o Generate and execute information retrieval queries
o Execute predefined information retrieval queries :
o Submit batch jobs via remote job entry

o Use a display language to define output formats

o Perform maintenance on existing data files

The batch operating capability shall provide the capability to perform
the following: ' ;

<] Generate and execute information retrieval queries
o Execute predefined queries

o Production of hardcopy reports
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6. PERFOkMANCE EVALUATION DATA BASE REQUIREMENTS

The performance evaluation data base shall be located on disk storage
and magnetic tapes within the §/370-145 host computer and shall
contain all data files required in support of performance evaluation
activities. Management and access to data within the data base shall
be via the daia base management and user support software.
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6.1

FUNCTIONAL REQUIREMENTS

The performance evaluation data base shall be organized to provide
each major data bank user with his own data file yet provide the
capability to correlate information among the files. The data
contained within the data base shall include both automatically-
-entered and manually-entered data.

The data base shall provide files for the'following:

Each

[ Remote site description

o Remote site operational data

o System analysis simulation/weather data
o System interaction aata

o Subsystem evaluation o

0 Configuration management

o Software development

o Raw data file

of the files shall have the following design requirements:

Fixed Data Elements - Data fields, which represent record keys,

site/system characteristics, site/system identification,
geographical, and past climatological information, shall remain
fixed within data set records for life of the Solar Heating and
Cooling Development contract. These fields shall be protected
from arbitrary access and inadvertent destruction to avoid propa-
gation of error throughout the remainder of the data base.

Periodic Data Elements - Data values, which represent solar

system and subsystem integration and testing data, and data
collected from operational sites will recur on a fixed periodic
basis as input to the data base. The periodic interval shall be
one of the following: five minute sampling interval of raw data
readings, summarization intervals such as hourly, daily, etc.,
and pre-defined intervals in accordance with the schedule for
system and subsystem testirg. Periodic data shall be pre-
processed (converted to engineering units, limit checked, scaled,
etc.) prior to being included in the data base.

Variable Information - Variable data fields shall contain text

and commentary information and also as pointers to data items in
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off-line storage. Of particular importance will be the
maintenance of failure history information for each remote site.

Grouved Data Elements - To simplify data manipulation and
retrival, continuous fields of related data shall be groured and
secondarily named as one field when appropriate. For example,
the latitude, longitude, and elevaticn of a site shall be grouped
under one name, 'location', to facilitate data operations,

Data Value Modes - Both alphameric and numeric data value shall
be stored in the data base. Reccrd elements which are defined as
alphanumeric mode shall require EBCDIC characters to be stored as
bytes. These fields shall not regquire mathematical processing.
Record elements (fields or groups) centaining numeric values
shall require processing using mathematical operators.

Data Set Record Sizes - One record of each operational data set
shall be equated with generated or collected data for each 6-hour
period out of a 24-hcur day. Since the site operational data set
requires the largest data base storage, the maximum physical
record size is determined by tne volume of data remotely
collected in one 6-hour period as shown below:

1 Physical Record = One 6-hour period of data per site

Period 1 00:00 - C6:00 hours
Period 2 06:00 - 12:00 hkeurs
Period 3 12:00 - 18:00 hours
Period 4 18:00 = 24:00 hours

Number of recordings/hr = 12 (1 every 5 minutes)

Number of data parameters read = 42 (maximum) per reading

Avg. nunber of bytes per parameter = 4 (1 word)

Total bytes per hour = 12 x 41 x 4 = 2016 bytes/hr

Reccrd Overnead = 16 percent ' :
Total Physical Record Size = 1,16 X 12,096 = 14K

Catalogued Procedures - To ease the requirement on the user to
supply all the necessary jecdb coantrol statements and language when-
ever a system component is used, cataloged procedures shall be
prepared. These proccdures are sets cf previously writtern job
control statements wiilch will require prior storage into the
System Library, uniquely named, and autcmatically retrieved during
execution. Examples of required procecures are those to generate
routine and fixed format reports, such as daily, weekly, monthly
and quarterly analysis and evaluation reports.
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Assembly and Hizher Level Languaze Routines Support - The data
base user shall be provided the flexibility to process his data
directly from the data base and optionally update the data base
from the calculated results. This requires that the user be
provided temporary work files on which to store intermediate
evaluations and redefine inguts to the data base. Usage of
programming languages will require conforming to the programming
linkage conventions as defined in the NIPS File Structuring
User's Marual.

Secondary Indexing Capabilitv - Secondary indexing shall provide
the user with the capability to index files in the data base by
the contents of a field or fields other than the record key
identification (e.g., cate/ system/site ID). The primary purpose
of this capability is to provide a faster response time for
qualifying records during retrievals. Representative fields
which are required to te indexed due to their frequency of use
are:

(4 Subsystem (collector, storage, etc.) manufacturer's
identification

o Subsystem type identification
o Subsystem material type identification
0 Subsystem cost category (economical, marginal, uneconomical)

o Subsystem efficiency category (very high, high, average, low,
very low) .

IBM Starcdard 370 Software = The System/370 Particion Data Set
(PDS) access method snall be utilized to support software
developnent and configuration management. The Partition Access
Method allows rapid access to software mcdules and configuration
mar-gement reports by ''mame' alone. Each name and its associated
data is a member of a PDS.

Interfile Cutout - Interfile output (IF0) is the capability to
combine data from several related files (data sets) during output
nrocessing. This capabdility shall be required when the user
requires information frcm several files to satisfy a complex
information retrieval query.
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6.2 REMOTE SITE DESCRIPTION

The remote site description file shall contain physical chracteristics
of the remote site, description of the solar heating and cooling
system, auxiliary power costs, and other characteristics needed to
evaluate performance of the system. Since no instrumentation data is
included within this file, manual input shall be required to generate,
update, and maintain the file. Correlation information shall also be
included to allow interfile access to satisfy complex queries
requiring information from several files. Pointers shall also be
included for correlation to off-line documents pertinent to each site.

The remote site descripticon file shall reside on the disc and be
immediately available throughout the life of a remote site.

ORIGINAL PAGE IS
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6.3 REMOTE SITE OPERATIONAL DATA FILE

The remote site operational data file shall contain the daily
processed instrumentation data from each remote sitz. Because of the
volume of data, only one month's input shall be maintained on disk for
immediate access. Data more than one month old shall be maintained on
magnetic tape.

This file shall be organized by remote site ID and operational data
shall be in chronological order over the month interval. In addition

to the detailed instrumentation data, the file shall contain

hourly summaries (over previous month interval), daily summaries

(over life of remote site), performance evaluation parameters computer
during the input processing activities, and correlation information to
support interfile queries. This file shall also contain correlation
information to files which contain manual input such as non-instrumented
data, site anomalies, failures, etc. The file shall be automatically
update. on a daily basis.

Because this file shall contain the data of most interest to the
performance analyst, the design shall optimize data organization to
minimize retrieval/ access times in generation of reports/plots.
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6.4 SYSTEMS ANALYSIS SIMULATICN/WSATHER DATA

In the prediction of system performance at a remote site, systenms
analysis simulations will be performed. The results of the simula-
tions performed for reference with operational performance shall be
maintained in this data file. 'weather data (US Weather Service Data)
used during development of reference predictions shall reside on
magnetic tapes; however, the data file shall contain reference to

: weather data used.

The results of remote site predicted performance simulations shall be

- provided in summary form for correlation with data reports generated
from the remote site descripticn and remote site operational data
files. The results of reference simulations shall be organized by
site ID and autcomatically entered into the data file by the simula-
tion software.
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6.5 SYSTEM INTEGRATION DATA

Each solar heating and cooling system installed in remote sites shall
be assigned a unique identification for evaluation purposes. The
file shall contain the identification of subsystems comprising the
system, characteristics of the system as deterzined during testing or
from vendor provided information and pertinent test data.

This data file shall be manually updated and shall reside on disk for
lifetime of the solar heating and cooling system.

6.6 SUBSYSTEM EVALUATION DAT.

Each subsystem provided tc IBM by MSFC for use in systems integration
shall be included within this data file. Characteristics of the
subsystem (both vendor data and MSFC test results) shall be included
within this data file. The file shall be organized according to
subsystem type (collectors, storage, hot water, cooling, heating,
etc.).

The data file shall reside on disk and shall be manually maintained.
The file entry for each subsystem shall remain active throughout the
utilization of the subsysten.

6.7 CONFIGURATION MANAGEMENT

The configuration management data file ;hall provide the capability to
maintain historical data pertaining to change activity. Both hardware
and software changes-shall be maintained on disk within the host
computer, Upon release of first articles for use, an entry within the
configuration management data file shall be established. All changes
made to these baselines shall be entered into the file along with
associated documentation.

6.8 SOFTWARE DEVELOPMENT DATA

The softwarc development data file shall contain the library of
baselined software deliveries and shall be modified only through
configuration management approval. Both source and load modules shall
be included and shall be identiZied by 'name' within the file.
Security shall be provided to ensure controlied access to the file,

6.9 RAW DATA FILE

The Raw Data File shall reside on magnetic tape and disk storage
within the IBM facility and shall coatain a history of all raw data
received from each remote site. The data less than one month old shall
be maintained cn disk and shall be dumped to magnetic tape on a
monthly basis., Raw data shall be organizecd according to day of

P
A-80 om(;m AL Y QU ALITY




-

receipt aﬁd shall be sequenced in the order in which remote site data
was collected.
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7. SOFTWARE VERIFICATION REQUIREMENTS

Verification of the CDPS software shall be performed prior to the
overall CDPS becoming operatioral. This verification shall be
performed while utilizing the CDP?S hardware and shall consist of three
phases:

Development Verification - Analysis and testing performed to
ensure that elements of the CDPS software satisfy requirements.

Qualification Verification - Testing to ensure that the software
system satisfies overall design requirements.

Acceptance Verification - Testing to ensure that the software
system satisfies normal operational requirements.

During qualification and acceptance verification, test procedures
shall be prepared and follcwed.-- Test results shall also be
documented.

Details of the verification plan and approach are contained in the
"CDPS Verification Plan" and other CDPS documentation.
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APPENDIX A
PROGRAMMING

STANDARDS
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1.  INTRODUCTION

During the development, documentation, and maintenance activities
associated with providing an operational CDPS capability throughout
‘the lifetime of the demonstration progran, a set of prograrming
standards shall be utilized. The use of these standards results in an
organized and systematic approach which provides reliable software
which is easily understood and maintained.

1.1 SOFTWARE IMPLEMENTATION STANDARDS

The standards/conventions/procedures established for the software
implementation phase are to provide continuity among the many
progranmers assigned. The implementation phase is usually the most
difficult to control because of the individuvality involved. A
significant objective of standards is to establish a more structured
approach to the coding process and to obtain program listings more
easily understood and transferable.

Standards to be utilized during software development are discussed in
more detail in the subsequent paragraphs.

1.1.1 Structured Coding Technicue

In concept, structured coding is an extension of the approach utilized
in hardware design and development, of constructing complex circuits
from elementary AND, OR, and NOT gates. The software analogies to the
hardware ccmponents are:

o Sequence of two operationms.
o Conditional branch to one of two operations and return.

Programs written using structured code can be literally read from top
to be.tom typographically; there is never in line branching as is
typical in trying to read code which contains 'GO TO" statements.

An important task in assuring that a program meets its design
requirements is the detailed audit procedure. Since this audit is
best r:rformed by someone not initimately in the program development,
readability of the code is of prime importance. One of the advantages
of the structured code technique is that it provides a basis for
systematic reading of the program. The reading sequence within each
segment 1is strictly from top to bottom. As a result, audit procedures
are made more systematic and result in higher software reliabilicy.
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1.1.2 Program Support Library

The programming support library (PSL) is a set of clerical and
computer procedures designed for use in a software development
environment, plus the clerical support needed to make it work. The
principal objective of the library is to provide up-to-date
representations of the programs and test data in both computer and
human readable fcrms. The design of the procedures permits most of
the clerical and recordieeping operations associated with programming
to be isolated from the prograrmer.

The principal advantages gained from use of the program library on
software development are:

o Frees the programmer from clerical duties.
o Centralizes the software system development activity.
o Provides discipline to system development process.

o Increases management visibility and control over software
development.

1.1.3 Top-Down Development

The top-down development technique is the application of the natural
system design approach. This technigque requires the software control
architecture and interfaces be established and developed first and
succeeding levels of ‘detailed logic implemented in a downward fashion.
Top-down development provides an orcering which allows for continual
software integration of system components and provides for well-
defined interfaces at each level.

In top-down development, the system is organized into a tree stucture
of segzents. The top segment contains the highest level of control
logic and decisions within the pregram and either passes control to
lower level segments, or identifies lower level segments for inline
inclusion. The process continues for as many levels as required until
all functions within a system are defined in executable code.

Many system interfaces may occur either through data base definition
or calling sequence parameters. The top-down approach requires the

data base definition statements be coded and actual data records be

generated before exercising any segment which references them.

The top-down approach provides the capability of evolving the product
in a manner which maintains the characteristic of being always
operable, modular, and always availadle for the successive levels of
testing that accompany the corresponding levels of implementation.
The quality of a system produced using this approach is increased, as
reflected in fewer errors in the mocule integration process.
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Inconsistencies are eliminated, and lower level segments can be
generated by referencing implemented code.

1.1.4 Coding Standards

A critical item in the production of software which is easily
understood, transferable, and maintainable is the establishment of
standards to be utilized during the coding process. The output of the
coding process, the program listing, is the most highly utilized
portion of the documentation package and must be controlled through
the application of standards. High order languages, which support the
structured programming concept, shall be used.

1.2 SOFTWARE TESTING STANDARDS

The software shall be tested in an atmosphere which emphasizes the
need for planning of testing. Because of the emphasis of high quality
in the operational use of software, a highly structured approach must
be followed to ensure that, in addition to satisfying user
requiremens, the operational system satisfies the objectives of
maintainability and transferrability.

1.2.1 Top-Down Testing

Top-down testing concentrates all testing activities on verifying
functional capabilities of the software in the system environment.
The benefits are increased system reliability, reduced testing cost,
and a more visible testing process.

Using the top-down approach to software system development and a
programming support library, all tests shall be performed in the
system environment. The top-down approach ensures that all interfaces
needed to execute are available when testing begins. Hence, program
interface assumptions are never made and all testing verifies the real
interfaces. Testing new programs or program changes in a teaporary
mode, without permanently modifying the systems, is easily done. When
the program is tested, it shall be incorporated into the master system
via the system build after receiving I2M management/NASA review for
change control. Performing all tests against the master system
acconplishes integration testing continuously as the functional
capabilities are verified. ‘

1.3 SOFTWARE DOCUMENTATION STANDARDS

The software documentation shall be generated in a continuing fashion
throughout the software development phase. As was discussed, the
programning support library will provide the central facility for
generation of cdocumentation. The primary documentation output shall
consist of:
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o .80£tware Requirements Document
o Software Design Document
o Users Manual

1.3.1 Structured Docuzerntation

Documentation consists of the products of the definition and design
activity. Implementation, verification, validation, and delivery will
only modify design docunentation. Emploving top-down design will
require that documentaticn be developed in a hierarchical, tree-like
fashion. Top-level descriptions will reflect functional software
operations. These high level descriptions will, in turn, be explained
and/or expanded by lower level dzscriptions, and the process continued
to the lowest module leve:. This produces documents that can be read
and understood at any level. In addition, physically seaprate
documentation required by volume can be done without impacting
readability.

Readability shall be provided by describing software operation in the
following manner:

o Visual Table of Contents

o Overview diagrams

o Detail diagranms

o Supporting text and annotated data
Functional documentation proceeds from a top level Visual Table of
Contents diagram down to a basic module diagram of input, Processing,
Output, functional chart. For each task to be performed, a module

diagram shall be developed.

1.3.2 Flow Chart Standards

Although use of high-level language for sof:tware development reduces
the usefulness of flow charts, flcw charts will be required for
deliverable documentaticn. The flow charts will depict how the
software performs in the satisfaction of requirements.

To provide ease of correspondence between program listings and flow
charts, the picture-on-a-page technique appiied during coding will be
applied to the generaticn of flow charts. Through this technique, a
flow chart will exist for each routine of the software, and toth the
flow charts and listing will prcvide direct corraspondence.
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1. INTRODUCTION

The CDPS must satisfy the processing and user support requirements
resulting from daily data collection frem ail remote sites. To
provide data to analysts by the beginning of first shift each day, an
operations procedure has been established and is discussed in the
following paragraphs.

1.1 DATA COLLECTION

SDAS data collection will occur during the evening hours (beginning at
2000) . The collecting will centinue until approximately 2330 (60
sites require appreximately 3.5 hours) and upon completion, will be
transferred via data link toc the S/370-145 (requires 30 seconds).
Computer operator intervention will be performed at the start of data
collection time period to initiate the System 7 software. During the
data collection time period, the communication interface computer
console will be monitored fcr indicaticas of telecormiunications
progress in contacting and receiving data from the SDAS equipment. 1In
the event of communicaticns cifficulties, effort will be undertaken to
resolve the probiem during the hcurs dedicated to data collection.

The communication operations personnel will be guided in the problem
resolution by directions frcm the S/7 software analyst. The operator
will, as required, iaterface with the MSFC Telecommunications Systems
Status Center (TSSC) for resolution of communications difficulties.

1.2 DATA PROCESSING

Data processing on the host computer will occur between the hours of
midnight and 0700 each day in order to provide error reports and
summary reports and perfcrmance reports for SIMS analysts at the
beginning of first shift (G200). The Input Processing portion of the
CDPS software system will de executed, upon ccnpletion of data
communication and retrieval by the Cozmunication Interface computer,
and will process the forwarded data frcm the System/7. All processed
data containing no errors will be converted into engineering units,
performance calculations pcriormed, and data made ready for insertion
into the performance evaluatzicn data daank. Errors enccuntered during
processing will be flagged such that erroneous data will not be
entered into the data base, and error messages/reports will be
provided for analysts. '

1.3 DATA BANK PROCESSING

Upon ccmpletion ¢f the Input Processing phase, the Data Base/User
Support software will be executed in a batch environment under control
of computer operations perscnnel. This processing will be
accomplished in a manner to satisfy data availability requirements and
output distributien.
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To ensure timely completion, a high priority will be assigned to the
processing of input data and will be monitored by operations
personnel. If conflicts occcur, the processing will be assigned the
highest priority and will override any other processing.

Archiving of data will be provided through the use of software within
the host computer. Raw data, processed data, and performance reports
will be maintained within the ccmputing facility and will be
distributed as required for analysis/storage.

1.4 USER SUPPORT

User support will require that the data base management software allow
ready access to the data base contents via local terminals and support
batch job access to data for special analysis activities. When the
IBM performance analyst requires a terminal capability to access the
performance evaluation data base the computer operations personnel
will, upon request, initiate the terminal processing capability of the
NIPS 360 software. This will free cozputer resources (core memory)
for use by other processing requirements instead of tying those
resources up when termiral activity is not required.

1.5 DATA BASE MAINTENANCE

In addition to the daily scheduled updating of the Performance
Evaluation Data Base with input from the Input Processing Software
there will be the capability to perform selected maintenance on an as
required basis.

1.5.1 Error Correction

Error conditions on data fields within the data bank corrected during
first shift will be entered into the data base via local terminals
(for small data volume) or via batch job subtmission. Upon completion
of error correcticn, the performance evaluaticn data within the data
base will be fcrmatted and written to magnetic tape for transfer to
the MSFC Solar Energy Data Base.

1.5.2 Non-Instrumentation Data Handling

Data elements to be added to the data base which are not gathered by
the SDAS and processed in the CDPS, such as site location, site
equipment availability, weather data, etc., will be entered into the
data base via terminal or batch mode using the NIPS-=360 File
Maintenance czpability. This will allow for text type data to becoze
part of the data base and availadle for reporting purposes.
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1.0 INTRODUCTION

The Central Data Processing System (CDPS), through its hardware and software,
shall provide the data collection, data processing, data archiving, and data
distribution functions associated with performance evaluation of Solar Heating
and Cooling Systems. The hardware, included within the CDPS, shall reside

at IBM's FSD facility at Huntsville, Alabama and shall consist of two elements -
a communications interface configuration and a host computer configuration.

The performance specifications associated with this hardware, in support of the
Systems Integration of Marketable Subsystems (SIMS) contract, are discussed

in the following sections of this performance specification document.

2.0 TYPE OF HARDWARE

The hardware, to be used within the CDPS, shall consist of commercially
available hardware.




3.0 COMMUNICATION INTERFACE CONFIGURATION
The Communication Interface Configuration shall provide:

(1) Hardware required to interface with the Site Data Acquisition
Subsystem (SDAS) via telephone lines for data collection.

(2) The computational capability to control automatic call-up
of each remote site on a daily basis, to control communication
protocol with the SDAS, perform error checks on incorrect
data, format data for subsequent processing on the host
computer configuration, and store data for transmission to
the host.

(3) Input/output capability for operator intervention in event
of errors and for logging of communications activity and error
conditions.

(4) A multiprogram environment for software execution.

(5) Hardware for transmission of recorded data to the host
computer configuration.

(6) lass storage for temporary storage of recorded data.

(7) Operational environment which requires minimum operator
support during the data collection activities.

The performance specifications relative to the above capabilities are discussed
in the following paragraphs:

3.1 SDAS INTERFACE

The SDAS interface hardware shall provide the capability to: (1) accept
automatic dial signals from the communication interface computer, (2) perform
the automatic dial function, (3) provide interface to a modem compatible with
the modem contained within the SDAS, (4) receive data from the SDAS via the
telephone lines, and (5) interface the data to the communication interface
computer, A feedback mechanism shall exist in all hardware for signalling
correct/incorrect operation.

The hardware associated with the above functions shall consist of:

(1) Teleprocessing multiplexer (TPMM) for 6omputer controlled
operations.

(2) Auto-call unit to support automatic dialup feature.
(3) Modem for telephone line interface.

The specifications of these nardware elements are discussed below.
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3.1.1 Teleprocessing Multiplexer Performance Specifications

The Teleprocessing Multiplexer shall provide the following capabilities in
support of computer functions:

(1) Software selection of operation (asynchronous mode for SIMS).

(2) Internal mode of clocking to support asynchronous transmission.

(3) Receive/transmit at 1200 Baud Rate on telephone.

(4) Automatic call of Remote Sites under software control.

(5) Interrupt communication processor on each byte of data
transmitted/received (serial to parallel and parallel to
serial conversioms).

(6) Status information regatding communications status.

3.1.2 Automatic Call Unit Specifications

The Automatic Call Unit (ACU) shall accept the above signals from the TPMM
hardware under control of the computer software and perform the Automatic
Dial Functions. The Automatic Call Unit shall provide the TPMM with control
information regarding the dial function.

The sequence of operations between the TPMM and the Automatic Call Unit shall
consist of:

(1) Call Request (CRQ) line - activated by the computer to indicate
that a call is to be placed.

(2) Present Next Digit (PND) - activated by the ACU to signal the com-
puter that the ACU is ready to accept the next digit for dialing.

(3) Digit leads (NBl, NB2, NB4, NB8) - activated corresponding to
the digit to be dialed.

(4) Digit Present (DPR) lead - activated by the computer to signal
that a digit has been placed on the Digit leads (NB1-NB8).

(5) Data Line Occupied (DLO) lead - indicates to the computer
whether the line is busy or not.

(6) Abandon Call and Retry (ACR) lead - indicates to the computer
that the called party does not answer or that, for some reason
or other, the call is not completed.

(7) Data Set Status (DSS) lead - activated by the ACU when the con-
nection has been established.

The ACU within the CDPS shall be Bell 801 or equivalent.
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- 3.1.3 Modem Specifications

The modem within the CDPS shall be the Bell 202C or equivalent and shall be
compatible with the modem within the SDAS.
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3.2 COMPUTER PERFORMANCE SPECIFICATIONS

The communications interface computer shall provide the control, interface, and
application programs necessary for complete control of the Communications
Interface. The computer shall be interrupt driven, provide cycle capture of
data to memory, and have growth potential in both storage and processor CPU
cycles.

3.2.1 Processor CPU Specifications

The CPU shall provide support for priority level processing through the use
of an interrupt handling system within the hardware. When an interrupt
occurs, the current status of the processor shall be automatically saved
within specific save areas for continuation of processing after interrupt
gservicing. Four levels of priority processing shall be provided with the
capability to define 16 sublevels of priority within each primary level.

The instruction set provided by the CPU shall include the following classes
of instructions:

(1) Load and Store

(2) Arithmetic

(3) Logical
(4) Shift
(5) Branch

(6) Register-to-Register
(7) Input/Cutput
The CPU shall be capable of handling multiple input lines simultaneously.

The CPU shall perform parity checks on all data stored or retrieved from the
Memory Unit of the computer. An odd-parity technique shall be provided.

The CPU shall provide capability for addressing storage and for maintaining
computer status within the computer.

The following registers and indicators shall be provided:
(n Storage Address Register
(2) Instruction Address Register
(3) Index Registers

(4) Accumulation Registers



(5) Interrupt Registers

(6) Carry Indicator

(7) Overflow Indicator

(8) Result-Zero Indicator

(9) Result-Even Indicator
(10) Result-Positive Indicator

5 (11) Result-Negative Indicator

(12) 1Interval Timer Registers

3.2.2 Memory

The memory of the computer shall be sufficient to support the anticipated
needs of the software (approximately 24K 16-bit words) and shall provide
the capability for expansion through field modification to the baseline
system. Maximum required memory shall be 65K 16-bit words.

3.3 INPUT/OUTPUT SPECIFICATIONS

A complement of peripheral I/O devices shall provide support toc t\: software
executing in the processor to satisfy the operational requirements of the
CDPS.

3.3.1 Operator Console

The operator console shall provide hard copy for information inquiries, status
messages, memory dumps, and control and maintenance of the Communication
Interface Software.

3.3.2 Direct Access Storage

A direct access storage device shall provide on-line storage for the
Communications Interface Software and provide temporary storage for incoming
input data. The direct access disk shall provide the capability to store
information from 60 sites.

3.3.:3 Additional Devices

The Communication Interface Processor shall have adequate growth capability
and flexibility in terms of new I/0 modules/devices. This growth shall be

. supported by the initial computer architecture and shall not require any
significant reprogramming or hardware design effort.

3.4 HOST COMMUNICATIONS

An interface or data link from the Communication Interface Processor to the
host computer shall be provided. The communications interface shall not
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require constant host communication and shall support a stand-alone
environment., The host communication link shall be a coaxial cable,
and the distance supported shall be less than one mile.

3.5  OPERATIONS
After manual initiation, the communication interface configuration shall be
capable of unattended operation during daily data collection from remote sites.

In the event of errors which cannot be circumvented under automatic control,
operator intervention shall be required.
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4.0 HOST COMPUTER PERFORMANCE SPECIFICATIONS

The host computer shall provide the capabilities, through its peripheral devices
and processing capabilities, to create, support and maintain the SIMS perform-
ance evaluation data base. The host computer shall receive remote site data
from the communication interface computer over the Host/Communications

Interface data link and accept manual inputs via cards or terminals for
non-instrumentation data. The following sections specify the functional
performance requirements of these elements.

4.1 MAIN MEMORY

Main memory shall provide the host computer with fast access, directly address-
able storage of data. Main memory shall be of sufficient size to allow both
SIMS data and programs to be loaded and processed. Main memory shall also

have growth capability. The maximum storage requirements is estimated to be
256K bytes. ;

4.2 CENTRAL PROCESSING UNIT

The CPU shall be the controlling element for the host computer and shall
provide facilities for:

o Addressing main storage

o Fetching and storage of data

o Executing instructions

o Initiating communications between main storage and I/0
devices

The CPU shall suppcrt both fixed and floating point arithmetic operations as
well as logical operations and shall be sufficient speed to support the SIMS
data processing requirements.

4.3 INTERRUPTS

The host computer shall have an interrupt system to allow efficient use of
1/0 devices and for dynamic and fast response to peripheral equipment
requirements. The interrupt system shall be used in a manner that results
in a multi-program environment for the host computer.

4.4 INPUT/OUTPUT

The host computer shall have an input/output system that will adequately
handle SIMS data transfers between main storage and the I/0 devices. The
input/output system shall be flexible and allow for additional devices to
be added with minimal system impact.

<
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4.4.1 I/0 Channels

Channels are the direct controllers of I/0 devices and control units. The
host computer shall provide channels with the ability to read, write, and
compute and relieve the CPU of the task of directly communicating with the
1/0 devices.

4.4.2 Direct Access Storage

The host computer shall have direct access storage available to provide .
auxiliary storage for the performance evaluation data base and off-line

storage for program storage. Direct access space required for SIMS is

estimated to be 200 million bytes. .

4.4,3 Display Terminal

The host computer shall provide high speed, visual, interactive communications
between the host computer and the user via display. The terminals shall provide
the SIMS user with the means for entry and change of information in .he host
computer. The interactive mode shall be provided via IBM terminals. Graphics
capability shall be provided via a Tektronix 4015/4631 Display Unit or equivalent.

4.4.4 Magnetic Tape

The host computer configuration shall support the production and delivery of
magnetic tapes containing performance evaluation data. These tape units
shall support 9-track 1600/800 BPI density and 7-track 800 BPI density.

4.4.5 Printer

The host computer shall provide high-speed printers (1100 lines per minute) for
creation of reports to be delivered to users of performance evaluation data.

4,4,6 Card Reader/Punch

The host computer shall provide a card readar/punch for program and data
input to the system,

4.4.7 Communications Interface

A communication data link shall be proviied from the host computer to the
communications interface configuraticn for high-speed transfer of data collected
and buffered by the communications interface (see Paragraph 3.4).

4.5 CPERATIONS
The host computer shall be shared with other users. To insure that SIMS data

processing is processed within specific time constraints, a high priority level
will be assigned.
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1.0 INTRODUCTION

The Central Data Processing System (CDPS), which is comprised of both hardware
and software, provides the essential capabilities of data collection, data
processing and storage, and data user support for the SIMS Program. Because
of its criticality in Solar Heating and Cooling System performance evaluation,
the system must be verified prior to tecoming an operational element of the

program.

The objectives of the CDPS verification activity are to ensure that each
_olcnent of the system, as well as the overall system, satisfies or exceeds the
requirements established in the CDPS Performance Specification Docuzentatilonm.
The verification activity, therefore, requires a systematic approach to analy-
sls and testing and sufficient documentaticn to provide traceability of test

results. The approach, however, must ensure maximum confidence in system

operation with the minimum expenditure of resources.

Within this document, all descriptions of and references to the CDPS hardware
configuraticn are only to facilitate explanation of the software requirements
and not to control the configuration of the nardware, The CDPS hardware is
controlled by I3M and is used for support of multiple contract programs. To
support this varying utilizatlon environment, I3M must maintain the flexibility
to mcdify the configuration as required. Because of this flexibility require-
ment, the CDPS hardware configuration may vary during the performance of the
SIMS contract, but the capability to satisfiy all SIMS processing requirements
contained within the CDPS Hardware Performance Specification will be maintained.

1.1 PURPOSE
The purpose of this CDPS Verification Plan is to define the approach to be

utilized in verification of the CDPS and to delineate the schedules to be
followed in provicding a verified CD?S.

Cc-1
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1.2 SCOPE

This verification plan addresses the verification activities required of the

CDPS. In additicn, configuration control techniques and test plans are de-
fined to provide management and NASA visidility into the verification activities.

1.3 APPLICASLE DCCLMENTS

The following documents are required in supgort of CDPS verification:

)
(2)
3)
(4)
(5)
(6)
)
(8)
(9

CDPS Hardware Perfor—mance Specification Document

System/7 Functicnal Characteristics

Site Data Acgquisition Subsystem Performance Specificatiocn
Guide to S/370-145

Syscem/370-145 Functional Characteristics

XMCS Information Processing System Manuals

S/7 Teleprocessing lPescripticn

CDPS Software Performance Specificatlon

Programing Guide for Systen/7 Teleprocessing Feature (GC34-1549)

omlsnghl‘PA‘“Bl’
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2.0 CDPS DESCRIPTION

Within the overall Solar Heating and Ccoling Demonstration Program, the CDPS
performs the following functions:

Data Collection - The CDPS daily collects instrumentation data from all remote

sites via standard voice-grade 1200 Baud telepnone lines. In addition, non=-
instrumentction data available from MSFC, ERDA, HUD, etc., which is needed in

performing overall system evaluation, is collected via manual means.

Data Processing - The CDPS accepts raw data, as collected by the data collec-

tion function, and performs the data processing functicns required to transform
the raw data into processed inforzation for use in system evaluation/analysis
activities. The CDPS also provides the resources to maintain a performance
evaluation data base, containing both raw data and processed inforzatiom, for

use in support of performance analysts.

Data Archiving - To provide capability for detailed analyses of system perfor-

mance and to maintain data for historical purposes, the CDPS provides the
capabilities to archive data collected and processed. Both raw data and pro-
cessed data is retained on magnetic tape, and formal reports are archived in

a library.

Data Distribution - In addition to collection, processing, and archiving of

data, the CDPS provides the essential function of distributing the data to the

appropriate organizations. Distribution is in the form of printed reports,

data plots, and magnetic tapes.

C-3
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3.0 VERIFICATION APPRCACH

The verification of the CDPS will consist of a systematic testing/analysis

approach which will ensure that system specifications/requirements are achieved
or exceeded. Test procedures will be generated and followed during testing of
each CDPS couzponent and test results will be documented in a qualification re-
port for review by management and MSFC. Verification cross-reference matrices
will be used to ensure that all CDPS requirements/specifications are addressed

during verification.

Three phases of verification will be performed on the CDPS as defined in the

following paragraphs:

DEVELOPMENT - Analysis and testing of design approaches to ensure that approach

selection will meet system specifications.

QUALIFICATION - Analysis and testing of CDPS to design limits., Performed prior

to entry to acceptance testing of the system.

ACCEPTANCE ~ Testing of the operational CDPS as a system to ensure that over-

all system satisfies system performance specifications.

The development and verification activities associated with the CDPS are shown

in Figure 1.
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4.0 DEVELOPMENT/VERIFICATION SCEEDULES

The CDPS is scheduled to be fully operational by 9/1/76. To achieve this
program milestone, cdevelopment and verification schedules have been defined
and are shown in Figure 2. Discussion of the schedules is given in the
following paragraphs. i

L}

4.1 DEVELOPMENT SCHTDULE

Development activities have teen scheduled to provide software elements which

have undergone prelininary development verification activities by 7/1/76.

4.2 VERIFICATION SCHIDULE

Development verification will be accomplished during June on individual software/

system elements and during July on system integration activities for the overall
CDPS.

Qualification verification will commence on 8/1/76_ and will extend until
approximately 8/25/76. During this period detalled verification will be
performed to test the system to design limits.

Acceptance varificasion will commence on 8/25/76 and extend to 9/1/76. Upon

completion of acceptance verification, the CDPS will be considered operational

to support the overall progranm.

C-6
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5.0 TESTING CONFIGURATION/UTILIZATION

The testing configuration for use in verification of the CDPS capabilities
relating to data collection/data processing/data base update/user support is
shown in Figure 3. As can be seen in the figure, the configuration consists
of the following elenments:

Sﬁstem/? Test Software

Controlled Signal Generation Equipment
Prototype Site Data Acgquisition System (SDAS)
Telephone Line Interiace

Cormmunication InterZace Coniigurations

Host Computer Cenfiguration

0O 0 o 0 o0 o o

Performance Evaluation Data Base

A description of each of these elements and the raticnale for their use during

verification activities is discussed in subsequent paragraphs.

5.1 SYSTEM/7 TEST SOFTWARE

To provide the CDPS verificaticn activity with reasonable sensor data, a
System/7 test software package will be required. This software will allow an
SDAS sensor configuration to be simulated for the purpose of generating CDPS
test data. These sinulétot signals will be recorded for rveference with CDPS
output. The use of the System/7 soitware for sensor simulation results in a
significant reduction in CDPS verification complexity and provides flexibility
to easily reconfigure the simulaticn to address varying SDAS applicatioms

(increased sensors, varying formats, etc.).

5.2 CONTROLLED SIGNAL GENERATION EQUIPMENT

The Controlled Signal Ceneration Equipment will be utilized to provide labora-
tory controlled voltages to the input multiplexer channels of the SDAS and

thus will simulate signals which would be generated by sensors., This simula-
tion capability is required because no sensors are connected to the SDAS until

C-8
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either system testing at MSFC or installation at a remote site. In support of
CDPS verification activities, the Controlled Signal Generation Equipment will
have the following capabilities:

] Place voltages onto selected input multiplexer channels of. SDAS
o Support interface to all input nmultiplexer channels

5.3 PROTOTYPE SITE DATA ACQUISITION SYSTEM (SDAS)

The prototype SDAS will provide the capability to read the simulated sensor
inputs from the Controlled Signal Generation Equipment and record theam on
cassette tape for subsequent transanission via telephcne lines. The prototype
SDAS will provide the capadbility to reduce the sample time to 8 seconds to
speed up the data recording process (24 hours of data gathered in .6 hours)

and reduce significantly the duration of tests.

5.4 TELEPEONE LINEZ INTERFACE

e

To simulate the operational CDPS environment, telephcne lines are provided for
communication with the protototype SDAS. Two lines '(a local line and an IBM
tie-line) will be utilized during verification., The local line will be used
for development veriZication to perform debug of SDAS/comzunication interface
configuration interface. The use of a local line reduces communication iine
errors and thus provides a more controlled eavironment. During qualification
and acceptance verificaticn testing, the IBM tie-iine will be used to simulate
the use of a long-distance telephone line. These lines are not of high-
quality and will provide a realistic testing environment., Calls to the proto-
type SDAS via the tie-line will be routed to New Jersey and back to the
Huntsville facility. This technique is widely used within IBM to test commu~
nications between teleprocessing elements and presents a worse-case teleccmmu=-
nications environuent for testing.

Cc-10



5.5 COMMUNICATION INTERFACE CONFIGLURATION

The communication interface configuration will contain the operational hard-
ware and software undergoing verification. The operational system will per-
form in an unmodified form and will collect data frem the prototype SDAS via
the telephone interface equipment. Ccmmunication reports/error messages
obtained during data collection can bz compared to the reference data provided
during the sensor simulation/SDAS data gathering phase. Upon completion of
data collection, the data will be transmitted to the host for subsequent

processing.

5.6 HOST COMPUTER CONFIGURATION

The host computer configuration (hardware and software) will be an unmodified
operational system. Data transmitzed to the host from the communications
interface configuration will be processed and entered into the performance
evaluation data base. Error messages/reports generated will be compared with

System/7 test reference data for verification purposes.

5.7 PERFORMANCE EVALUATION FILE BASE

vy
..

The data collected and processed will be entered into the data files and will
provide the basis for user support interface verification. Plots/reports/
magnetic tapes will be generated frcm the data and analyzed for correct content/
format/etc. SDAS sensor test reference data will be used for reference with

user output.

GE IS
GINAL PAGS o
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A verification cross-reference matrix provides the correlacion'amcng the CDPS
petforuance specification and the corresponding verification techniques and
phascé. The verification matrixes for the CDPS are shown in Table-6-1. __ The
matrices, therefore, provide the base for development of test procedures to
address all performance requireaments/specification. A separate verification
matrix 1s provided for each CDPS element.

The verification matrix also indicates the test procedures and test results
documents which correspond to the Performance Requirement. This approach
will allow ready access to the verificaticn data relating to each entry

in the matrix. Visibility and traceability will be achieved and will

aid 1n maintaining the complete verification history throughout the mainte-
nance/utilization of the system. In addition, as changes are made to require-

ments, updating of test procedures will be simplified.

Cc-12
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ITEM (NAME AND PART NO.) VERIFICATION CROSS
CENTRAL DATA PROCESSING REFERENCE MATRIX
SYSTEM SOFTWARE (Comunications Interface)
VERIEICATION METHOD 1. SIMILARITY 3. INSPECTION N/A NOT APPLICABLE
2. ANALYSIS 4. TEST
VERIFICATION PHASE " REMARKS
PERFORMANCE e
REQUIREMENT DEVELOPMENT |QUALIFICATION| ACCEPTANCE /;zg#lCABL-. ?g;#'CABLE
X PROCEDURES | COCUMENTS
2,2 Site Directory
2.2.1 Site Directory 4 4 4 2.2.1-1
Information
2.2.2 Site Directory 4 4 4 2.2.2-1
Update
2.2.3 Site Directory 4 4 4 2.2.3-1
Print
2.3 Communications
Hardware Inter
face
2.3.1 Interface 1,4 4 4 2.3.1-1
Commands .
2.3.2 Data Integrity 2,4 4 _ 4 2.3.2-1
2,3.3 Status 4 4 A 2.3.3-1
2.4 SDAS Communica- 4 4 4 2.4-1
tions
2.5 Data Store 4 “ 4 254
2.6 Host Trans- 1,4 4 4 2.6-1
mission '
2,7 Manual SDAS 4 4 4 2.7-1
Control
ORIGINAL p
E
OF POOR QU rro

Table 6-1. Verification matrixes (Sheet 1 of )
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ITEM (NAK'E AND PART %0.)

el 2

CENTRAL DATA FROCESSING

VERIFICATION CROS!
REFERENGE MATRIX

SYSTEM SOFTVWARE : (Input ?:oeessinz)
VERIFICATION METHOD 1. SIMILARITY 3. INSPECTION N/A NOT APPLICABLE
2. ANALYSIS 4, TEST
VERIFICATI(IN PHASE REMARKS
PERFORMANCE ‘
REQUIREMENT DEVELOPMENT [QUALIFICATION| ACCEPTANCE | Tees o orr | PEEs/CABLE
g PROCEDURES | DOCUMENTS
3.8 Receive Data 1 4 4 3.2-1
from Ccmmunica-
tion Interface
3.3 Decomzutating 4 4 4 3.3-1
Data intc Scans
3.4  Conversion to 4 "4 4 3.4-1 ‘
Engineering
Units
3.5 Linit Checking 4 4 4 3.5-1
3.6 Computed Var- 4 4 4 3.6-1
iables
3.7 Perforzance 4 4 4 3.7-1
Evaluation
Parameters
-3.8 Data Base Input 4 4 4 3.8-1
3.9 History/Archive 4 4 N 3.9-1
3.10 Reports 4 4 4 3.10-1

Table 6-1. Verification matrixes (sneet 2 0f a)

C-i4
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JARN

CENTRAL DATA PROCESSING REFERENCE MATRIX
SYSTEM SOFTWARE (File Maintenance)
VERIFICATION METHOD 1. SIMILARITY 3. INSPECTION N/A NOT APPLICABLE
2. ANALYSIS 4, TEST
VERIFICATION PHASE REMARKS
PERFORMANCE
REQUIREMENT DEVELOPMENT |QUALIFICATION| ACCEPTANCE | Tgar — DLe | fEek/CABLE
. PROCEDURES | DOCUMENTS
3 4,2  Automatic Update 1,4 1,4 4 4.2-1
of Data Base
. |43 Manual Baten 1 1 4
Input to Data ‘
Base
4.3 Manual Teraminal 1 g 4
Input to Data
Base
4.4 Data Base 1 1 A 4
~Maintenance
4.5 Batch Security : 1 1 & 0S-GC28-6550
4.5 Terminal 1,4 1,4 4 4.5-1
Security
DRIGINAL PAGE IS
DF POOR QU

Table 6-1. Verification matrixes (Sheet 3 of §)
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ITEM (NAME AND PART N\O.)
CENTRAL DATA PROCESSING

VERIFICATION CRCSS

REFERENCE MATRIX

SYSTEM SOFTWARE " (User Support)
. . SIMILARI X PPLI
VERIFICATION METHOD 1. SIMILARITY 3. INSPECTION N/ANOT A LCAB.LE
2. ANALYSIS 4. TEST .
VERIFICATION PHASE REMARKS .
PERFORMANCE
APPLICA PLI
REQUIREMENT DEVELOPMENT [QUALIFICATION| ACCEPTANCE | Teer o0 | Teer CABLE
PROCEDURES | DOCUMENTS®
5.2 Informaticn 1 1,4 5.2-1
Retrieval
5.3 Plot Capability 4 4 5.3-1
5.4 Report Genera- 1 1,4 5.4-1
tion
5.3 Magnetic Tape 1 1,4 5.5-1
Generation
5.6 Terminal/Batch 1 i
Capabilities

Table 6-1, Verification matrixes (Sheet 4 cf 4).
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7.0 DEVELOPMEUT VERIFICATION PLAN

Development verification will be performed as a part of the initial CDPS
design activities. Analysis of the proposed designs and testing of initial
concepts will be performed to ensure thzt the CDPS approach selected provides
the growth and flexibility to address system specifications in a cost effec-

tive manner,

0f prime consideration in davelopment verification will be the utilization of

commercially available hardware and soitware to satisfy CDPS requirements.
g

Trade analysisngd-peiioéaance":ésﬁing of available capabilities against
CDPS System Performance Specifications will prcvide the bases for selection.

Development verification will consist of detailed testing of each software
element, under sizulated input conditions, to ensure that the design satisfies

the software requirements. These tests will be executed in a standalone

_environment and will test error paths as well as the normal processing paths.

Upon completion of development verification activities on each software ele-
ment, detailed tests will be performed, using simulated data, to test inter-
faces among the software elements. As a result of this interface verification
testing, the overall CDP?S design will be proven and the system will be avail-

able for qualification verification.

Development verification of the harcdware will be performed in conjunction with
software verification. Ability to satisfactorily perfora software development
verification will prove the hardware can satisfy the cdesign requirements for

each system element,

An interactive relationship will exist among development verification and CDPS
design/trade studies/selection processes. Any deficlencies noted in the
approach will be discussed and resolved to the s:utsfaction of the development
verification perscrnel. The interactive relationships will be internal to
1EM; however, the results of developzment veri{iication will be discussed with

MSFC at periodic meetings/design reviews,

ORIGIY
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8.0 QUALIFICATION VERIFICATION PLAM

Upon completion of development verification, qualification verification will
be performed. The qualification verification activities will consist of for-
mal tasks performed in the analyses and testing of the elements of the CD?S.
Qualification test procedures will be followed throughout the testing phase.

Qualification verification will be performed in a building-block concept.

Each system function (hardware and software) will be tested as a unit, and the
units combined in an orcerly manner to achieve an overall CDPS operaticnal
capability. The order in which the elezents will be combined znd tested dur-

ing qualification testing is as follows:

(1) S/7 configuration and SDAS for communication and data collecticn
(2) S/7 - S/370 conmunicaticn to achieve data flow to S/370-i-3
(3) Input processing software prccess data accumulated from S/7

(4) Data base update capability for user support verification.

Upon completion of qualification testing, the system will be ready to undergo

acceptance verification.

Test/analysis results achiesved as a result of qualification testing will be
compiled into a CDPS Qualification Report. Test procedures will also te

contained in the report,

8.1 QUALIFICATION TEST PROCZDURZ

Forpal qualification test procedures will be generated, provided to MSFC, and
utilized during qualification verification activities. The verification cross-
reference matrices and the COPS Performance Specification Document will provide
input required to define and detail these procedures. |

During CD?S qualification testing, the procedure will be updated, as required,
to ensure that CDPS elements are thorcughly verifled. This update procedure

!
Cc-18 i
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will be closely controlled and documentad. The test procedures will be re-
viewed with MSFC prior to utilization in testing. The procedures will also be
included in the Qualification Report for delivery to MSFC.

Program Trouble and Corrective Action Reports will be generated for eaéh prob-
lem encountered. A sample of the form to be completed for discrepancy report-
ing is shown in Figure 4. Discrepancy reports must be investigated and
resolved prior to completion of qualification verification. Reports on status
of discrepancies will be included in the qualification report.

8.2 §/7-SDAS CONFIGURATION CQUALIFICATIOCN VERIFICATION TEZSTING
The qualification verificaticn for the S/7-SDAS configuration will easure that
the CDPS can perfora the functlons associated with taleccmmunications, data
collection, and data transmission to the host computer for processing. Table
8-1 contains the list of tests to be performed, estimated test duraticn time,
and test descriptions associated with this qualification verification activity.

These tests have been organized according to function performed by the CDPS.

(1) Site Directory Requirements

(2) Communication Eardware Interface gt
(3) S/7-SDAS Ccmmunications

(4) Data Store

(5) Transait to Host

(6) Manual SDAS Control

C-19



PROGRAM NAME DATE
INITIATOR TEST CASE PROGRAM MOODOULE ID
1]
DEPT ) LOCATION CLOSURE DATE
DESCRIPTION OF PROBLEM: I
REVIEWER'S SIGNATURE DATE
RESULTS OF INVESTIGATICN/RECONMMENDATIONS:
pAGE B
. ' ORIGINAY 1\ LT
QOR QU
C-20. OF P
INVESTIGATOR . DATE A

Figure i Program Trouble /ind Ccrrective ~ziion R:pcrt (PTR)
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CDPS S SFTWARE VERIFICATION PLAN
CDPS ELEMENT: COMMUNICATION INTERFACE [x] FILE MAINTENANCE [] QUALIFICATION ]
INPUT PROCESSING D USER SUPPORT L__] ACCEPTANCE D
SOFTWARE FUNCTIONAL AREA: Site Directory DATE: June 7, 1976
PERFORMANCE SPECIFICATION DOCUMENT REFERENCE: 2.2 APPROVAL:
TEST NUMBER DESCRIPTION (INPUT/OUTPUT/TECHINIQUE)
2,2.1-1 Verify that each of the fields within the site directory is
— properly maintained during normal and abnormal site data
J ’ collection and host tragsmission sessions.
2.2.2-1 Verify that new site directory entriés may be.created, and
specified fields updated.
2.2.3-1 Verify that the site directory may be printed. Zs::' ‘
O
5 =)
D g
3B
3
ey
gg
7]

-Table 8-1,  S/7 SDAS Configuration Qualification Verification Tests (Sheet 1:0f:6)} - -
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CDS “OFTWARE VERIFICATION PLAN

OPS ELEMENT: COMMUNICATION INTERFACE [X]  FILE MAINTENANCE [] QUALIFICATION
INPUT PROCESSING E] USER SUPPORT D ACCEPTANCE D

OFTWARE FUNCTIONAL AREA: Communications Hardware Interface DATE: June 8, 1976

'ERFORMANCE SPECIFICATION DOCUMENT REFERENCE: 2.3 APPROVAL:

EST NUMBER DESCRIPTION (INPUT/OUTPUT/TECIHINIQUE

2.3.1-1 Each of the TPMM commands shall be exercised and proper

\ operation verified.

2.3.2-1 BCH encoding and error detection sha!.l be verified,
: 2.3.3-1 ' Failures shall be introduced to [force each hnrdwar.e status .
s bit to become active. Proper software response shall be i)
" verified. =

Tahle 8-i. -."./7 SDAS Configuration Qualification Veri




CDPS SC. FTWARE VERIFICATION PLAN

CDPS ELEMENT: COMMUNICATION INTERFACE [X] FILE MAINTENANCE [] QUALIFICATION x]
INPUT PROCESSING [C] USER SUPPORT ] ACCEPTANCE O
SOFTWARE FUNCTIONAL AREA: SDAS Communications DATE:  June 8, 1976

SRFORMANCE SPECIFICATION DOCUMENT REFERENCE: 2 4

APPROVAL:

TEST NUMBER DESCRIPTION (INPUT/OUTPUT/TECHINIQUE)

Verify communication between the SDAS and S/7 by exercising
/“) each of the SDAS commands and replies with and without the
s introduction of anticipated errors.

Cc-23
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CDPS °¢ FTWARE VERIFICATION PLAN

= PS ELEMENT: COMMUNICATION INTERFACE [x] FILE MAINTENANCE [} QUALIFICATION x]
= INPUT PROCESSING [C] USER SuPPORT J ACCEPTANCE ]
' OFTWARE FUNCTIONAL AREA: Data Store DATE:  June 8, 1976
i 'ERFORMANCE SPECIFICATION DOCUMENT REFERENCE: 3 5 APPROVAL:
‘ : EST NUMBE DESCRIPTION (INPYT/OUTPUT/TECHNIQUE
s 2.5-1 The data store routine shall be tested to verify that data is
e stored onto disk in the proper order, both with and without
-~/ retransmissions from the SDAS.
r L4
<
4- N
O
f
H
N
sl

o Tahle 8-1. S/7 SDAS C- .. wation Qualification Verifica;ipn.Tesfs (Sheet 4 of 6)




CDPrS SOFTWARE VERIFICATION PLAN

4 CDPS ELEMENT: COMMUNICATION INTERFACE [X]  FILE MAINTENANCE [] QUALIFICATION
INPUT PROCESSING D USER SUPPORT D ACCEPTANCE
SOFTWARE FUNCTIOMNAL AREA: Data Transmission to Host DATE: June 8, 1976
PERFORMANCE SPECIFICATION DOCUMENT REFERENCE: 2.6 APPROVAL:
TEST NUMBER T DESCRIPTION (INPUT/OUTPUT/TECHINIQUE
2.6-1 g Data transmission to the liost shall be verified with and
T~ without the introduction of transmission errors. S/370

i CDPS software shall be;used to verify transmission format

and accuracy.

O
o1 gova TvNioro

Table 8-1. S/7 SDAS Configuration Qualification Verification T
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COP : SOFTWARE VERIFICATION PLAN

CHPS CLEMENT: CCMMUNICATION INTERFACE FILE MAINTENANCE [] QUALIFICATION x]
INPUT PROCESSING [_—_] USER SUPPORT D ACCEPTANCE D
SOFTWARE FUNCTIONAL AREA: Manual SDAS Control DATE: June 9, 1976
PERFORMANCE SPECIFICATION DOCUMENT REFERENCE: , 5 APPROVAL:
TEST NUMBER DESCRIPTION (INPUT/OUTPUT/TECHNIQUE)
2.7-1 The exercise of each of the manual commands in both normal
~ = and error conditions during detug of the SDAS engineering
A model hardware shall b& the final test of this program.
7=}
N
U
O

Table 8-1. S/7 SDAS Configuration Qualification Verificaticn Tests (Sheet 6 of €)
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8.3 HOST COMPUTER INPUT PROCESSING OVALIFICATION TESTING

The host computer irput processing qualification testing will ensure that the
CDPS host computer configuration satisfies all design requirements in the
following functional areas:

(1) §/370-145 to S/7 cormunication

(2) Archiving of Raw Data

(3) Processing of Raw Data

(4) Computation of Analyst-Requested Variables

(5) Computation of Performance Zvaluation Parzmeters
(6) Generation of Data 3ase Upcate

(7) Summary Reports/Error Messages

(8) Historical Data Archiving

The test to be performed in quhlification verification of these capabilities
is given in Table 8-2.

C-27




CDPS 1.OFTWARE VERIFICATION PLAN

SOPS ELEMENT: CONMMUNICATION INTERFACE D FILE MAINTENANCE D QUALIFICATION [z]
INPUT PROCESSING [K] USER SUPPORT Q ACCEPTANCE D
SOFTWARE FUNCTIONAL AREA: Receive Data from System/7 ! DATE: June 9, 1976
PERFORMANCE SPECIFICATION DOCUMENT REFERENCE: 3 2 APPROVAL:
TEST NUMBER ESC:IPTION (INPUT/OUTPUT/TECIINIQUE)
3.2-1 Receipt of data transmitted from the System/7 Communica-
N tion Interface shall be verified with and without trans-
/ mission errors and retransmissicns. The output data base
i shall be tested with the file msintenance system.

Table 8-2. 1.:t Computer Input Processing Qualification Tests (Sheet 1 of 9)
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CDPS LOFTWARE VERIFICATION PLAN

SR —— COMMUNICATION INTERFACE [7]  FILE MAINTENANCE [] | QUALIFICATION k]
INPUT PROCESSING [_ﬂ USER SUPPORT D ACCEPTANCE D

OFTWARE FUNCTICNAL AREA: Raw Data Decommutation DATE: June 9, 1976

S RFORMANCE SPECIFICATION DOCUMENT REFERENCE: 3.3 APPROVAL:

‘CST NUMBER DESCRIPTION (INPUT/OUTPUT/TECHNIQUE

3.3-1 Raw data decommutation and scan time computation shall be

- verified with valid input data and with data containing
BCH errors in each portion of a record.

-
B

'

R T g T N TN

Table 8-2.’ Host Computer Input Processing Qualification Tests (Sheet 2 of 99 . -




CDP'S SOFTWARE VERIFICATION PLAN _ :

@ :

B ST COMMUNICATION INTERFACE [[]  FILE MAINTENANCE [] QUALIFICATION [x] :
5 INPUT PROCESSING [X] _USER SUPPORT O ACCEPTANCE ] §

|/ SOFTWARE FUNCTIONAL AREA: Conversion to Enginecring Units DATE: ﬁ

—u PERFORMANCE SPECIFICATION DOCUMENT REFERENCE: APPROVAL: }

z TEST NUMBER DESCRIPTION (INPUT/OUTPUT/TECHNIQUE) :

2

= —- 3.4-1 Verify that scan variables can be extracted and properly

e converted to engineering units through the use of the

supported conversion techniques.

3 a3 "'_

W

iy 7

2 N e
it

B ——e

e

Table 8-2. Host Computer Input P;ocessing Qualification Tests (Sheet 3 of 9)
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CDPS SOFTWARE VERIFICATIOM PLAN

S ELEMENT: COVMMUNICATION INTERFACE [] FILE MAINTENANCE [} QUALIFICATION x]

INPUT PROCESSING {21 USER SUPPORT E] ACCEPTANCE O
'FTWARE FUNCTIONAL AREA: Limit Checking DATE: . June 9, 1976
RFORMANCE SPECIFICATION DOCUMENT REFERENCE: 3.5 APPROVAL:
ST NUMBER DESCRIPTION (INPUT/OUTPUT/TECHNIQUE)
\5—1 Variables within limits, out of Jimits, and changing too
gl rapidly, and stuck shall be tested with and without BCH

errors.

&

.
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Table 8-2. Host Computer Input Processing Qualification Tests (Sheet 4 of 9)
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) *CDPS “OFTWARE VERIFICATION PLAN ‘ )
CDPS ELENENT: CONMMUNICATION INTERFACE D FILE MAINTENANCE [:] QUALIFICATION [E
INPUT PROCESSING m USER SUPPORT D ACCEPTANCE D

SOFTWARE FUNCTIONAL AREA: Computed Variables V DATE: June 9, 1976

PERFORMANCE SPECIFICATION DOCUMENT REFERENCE: 3.6 APPROVAL:

TEST NUMBER DESCRIPTION (INPUT/OQUTPU ‘! [TECHNIQUE)
l.;' 3.6-1 Computed variables shall be tested with representative ,
£ 2 algorithms using both valid and invalid input variables. :

.
-~

Table 8-2. Host Computer Input Processing Qualification Tests (Sheet 5 of §) -



CDPS SOFTWARE VERIFICATION PLAN

‘DPS ELEMENT: COMMUNICATION INTERFACE [] FILE MAINTENANCE []J | QUALIFICATION K]
INPUT PROCESSING E] USER SUPPORT ] ACCEPTANCE O

OFTWARE FUNCTIONAL AREA: Performance Evaluation Parameters DATE: June 9, 1976
| ’ERFORMANCE SPECIFICATION DOCUMENT REFERENCE: 3.7 APPROVAL: ‘
- 1
| EST NUMBER DESCRIPT! INPUT/OUTPUT/TECHNIQU
3.7 ) The computation of performance evaluation parameters shall i
| be tested using both valid and invalid input variables. 31
1 = ]
: ;
| : ;

e

SI 3OVd TVNIOIHO
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__11535‘__3;2_, Host Computer Input Processing Qualification Tests (Sheet 6.¢
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CDI's .OFTWARE VERIFICATION PLAN e }

~DPS ELEMENT: COMMUNICATION INTERFACE [] FILE MAINTENANCE [ QUALIFICATION £} 3

INPUT PROCESSING X] USER SUPPORT O ACCEPTANCE O s

SOFTWARE FUNCTIONAL AREA: Data Base Input DATE: Juue 9, 1976 ’

PERFORMANCE SPECIFICATION DOCUMENT REFERENCE: 3.8 APPROVAL: ‘
TEST NUMBER DESCRIPTION (INPUT/OUTPUT/TECIINIQUE)

“X.8-1 The merge of the latest detail data with earlier detail i

s data shall be verified. The hourly and daily summary 4

data shall be computed using both normal and abnormal
(missing) detail data.
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? CDPS SOFTWARE VERIFICATION PLAN

M -ops ELEMENT: COMMUNICATION INTERFACE .[[] FILE MAINTENANCE [] QUALIFICATION x]
-+ INPUT PROCESSING [X] USER SurPORT O ACCEPTANCE O
4| SOFTWARE FUNCTIONAL AREA: History/Acchive Tapes DATE:  June 9, 1976 :
PERFORMANCE SPECIFICATION DOCUMENT REFERENCE: 3.9 APPROVAL: ‘1
i 1
" TEST NUMBER DESCRIPTION (INPUT/OUTPUT/TECHNIQUE) |
1 3.9-1 The creation of the history and archive tapes shall be
I verified with at least 30 days data from at least 2 sites.
= .
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Table 8-2. Host Computer Input Processing Qualification Tests (Sheet 8 ofu9)
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CDPS : DFTWARE VERIFICATION PLAN

:GUPS ELEMENT: CONMMUNICATION INTERFACE []  FILE MAINTENANCE D QUALIFICATION E_I
INPUT PROCESSING [x] USER SUPPORT O ACCEPTANCE D

>OFTWARE FUNCTIONAL AREA: Surmmary Reports DATE: June 9, 1976

PENFORMANCE SPECIFICATION DOCUMENT REFERENCE: 3.10 APPROVAL:

[EST NUMBER DESCRIPTION (INPUT/OUTPUT/TECIHNIQUE)

3.10-1 All reports shall be verified for readability and accuracy.

= Error messages shall be verified as erroneous data is intro-

- _ duced in other CDPS Input Proceseing Verification tests.

Tahle 8-2. Host Computer Input Processing Qualification Tests (Sheet 9 of 9)
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8.4 FILE MAINTENANCE QUALIFICATION TESTING

The CDPS file maintenance capabilities utilize an existing data base manage=-

ment system which has been proven on other activities. For this reason,

qualification testing will consist of a functional test under maximum input
] conditions to ensure that the capability satisfies the design requirerments.

Test plans for qualification testing of the file maintenance capability are
’ shown in Table 8-3.

Functional capabilities to be tested are:

(1) Automatic Update of Data Base

(2) Manual Input to the Data Base

(3) Data Base Maintenance, Access, and Update
(4) Data Base Security
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CDP5 SOFTWARE VERIFICATION PLAN

COPS ELEMENT: COMMUNICATION INTERFACE D FILE MAINTENANCE [ﬂ QUALIFICATION @
INPUT PROCESSING USER SUPPORT D ACCEPTANCE [:l
SOFTWARE FUNCTIONAL AREA: Input Processing/File Maintenance Interfac4 DATE: June 7, 1976
PERFORMANCE SPECIFICATION DOCUMENT REFERENCE: 4.2 APPROVAL:
TEST NUMBER DESCRIPTION (INPUT/OUTPUT/TECHNIQUE) i
4.2-1 Input processing shall process test data for 2 sites.
L~ File maintenance shall use the processed data to update
Y the data base. )
N %
:
N
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Table 8-3. File Maintenance Qualification Tests. (Shecet 1 of 2)



Cr:*S SOFTWARE VERIFICATIOM PLAN

CDPS ELEMENT: COMMUNICATION INTERFACE [] FILE MAINTENANCE EJ QUALIFICATION E :
INPUT PROCESSING D USER SUPPORT [:] ACCEPTANCE D "

SOFTWARE FUNCTIONAL AREA: File Maintenance Terminal Security DATE: June 7, 1976

PERFORMANCE SPECIFICATION DOCUMENT REFERENCE: 4.5 APPROVAL:

TEST NUMBER DESCRIPTION (INPUT/OUTPUT/TECHNIQUE

. !
4.5~-1 Read only and read/write access shall be tested for proper
authorization -

\
s

.
-~
.
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. Table 8-3. File Maintenance Qualification Tests (Sheet 2of 2), .




8.5 USER SUPPORT QUALIFICATICN VERITICATION

The user support qualification verification will ensure that the CDPS satis-
fies the requirements associated with support of data base users. These
verification tests will address the following areas:

(1) Information Retrieval for Report Generation
(2) Plot Capability

(3) Daily, Monthly, Annual Reports

(4) Magnetic Tape Generation

(5) Terminal/Batch Capabilities

Test plans for each of the above functional areas are shown in Table 8-4.




CDPS SOFTWARE VERIFICATION PLAN

‘DPS ELEMENT: COMMUNICATION INTERFACE [] FILE MAINTENANCE [} QUALIFICATION [x]
INPUT PROCESSING [:] USER SUPPORT E ACCEPTANCE D
JOFTWARE FUNCTIONAL AREA: User Support I DATE: June 7, 1976
PERFONMANCE SPECIFICATION DOCUMENT REFERENCE: APPROVAL:
LEST NUMPER DESCRIPTION (INPUT/OUTPUT/TECHNIQUE
2~1 Varied representative queries shall be made of the data
base in both batch and terminal modes.
B
3-1 * Representative quantities in the detail and summary data
base shall be plotted and verified.’
3 bh-1 All scheduled reports shall be generated and clarity and
accuracy verified. .
005’1

Magnetic tapes shall be created with the information and
format necessary to feed into the MSFC data base. .

. Table 8-4.

Users Support an'lificatipn Verifcato -




8.6 OVERALL CDPS QUALIFICATION VIRITICATION TFSTING

Upon completion of qualification verification of each of the CDPS elexzents,
overall end-to-end tests will be performed on the system., The test configura-
tion will be as discussed in Section 5 of this report, and the SDAS input will
be simulated to provide reference input data. These data will provide the
following capabilities:

(1) Nominal (No Error) Conditions
(2) Off-Nominal (Zrror) Conditions

(3) Variable Formats (1%, 30, 46.)

Through use of these reference data, systea tests can be performed which will

provide the basis for entering acceptance testing.

C-42
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9.0 ACCEPTANCE VERIFICATION PLAN

Upon completion of qualificaticn verification, the CDPS will enter the accep-
tance verification phase. This phase will exercise the CD?S in a normal

operational environment and will provide the capability for testing of opera-
tional procedures. The testing configuration will be as shown in Section 5 of
this plan, and test data will consist of ncminal reference data., Successful

° completion of acceptance verification will provide an operational CDPS.

The prototype SDAS will be called via IBM tie-lines and data collected by the

communication interface configuration. This data will, in turn, be trans-
mitted to the host ccmputer, prccessed, stored in the data base, and user
support functions periormed. Output will be provided to analysts to ensure

proper content and format.

9.1 ACCEPTANCE VERIFICATION PROCEDURES

CDPS Acceptance Test Procedures shall be developed and used and will provide

the test/analysis environment for demonstrating the overall capability of the
CDPS in an operational environment. These procedures will be developed based
on results of qualification verification and on system performance specifica-

tions. Final approval of the procedures will be the result of IBM/MSFC reviews.

ORIGINAL PAGE I8
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10.0 CDPS MAINTENANCE VERITICATION APPR0:aCH

After the CDPS has been declared operational, each requirement change which

results in modification to the system will be evaluated for reverification

purposes. Those changes which do not impact CDPS inter-element interfaces

will undergo development and qualification verification; whereas, those result-

ing in interface modifications will undergo all verification phases to ensure ¢
overall syscem continuity. Test procedures and test results will be retained

for all maintenance verification activities.
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