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1. INTRODUCTION

The Central Data Processing System (CDPS) is the Central Integration

Facility which transforms the raw data collected at remote sites into

performance evaluation information for assessing the performance of

solar heating and cooling systems.

This CDPS Software Performance Specification (CSPS) provides the medium

for baselining the overall software system requirements. After baselining,

the software requirements will be placed under change configuration control
and can be changed only through formal change procedures established by

the Marshall Space Flight Center (MUC). Through this procedure, the

document will remain current with the requirements/capabilities of the

CDPS software throughout the contractual period.

The objective of this document is to establish the requirements which

must be satisfied by the CDPS software. All descriptions of and references
to the CDPS hardware configuration are only to facilitate explanation of

the software requirements and not to control the configuration of the

hardware. The CDPS hardware is controlled by IBM and is used for support

of multiple contract programs. To support this varying utilization

environment, IBM must maintain the flexibility to modify the configuration

as required. Because of this flexibility requirement, the CDPS hardware

configuration may vary during the performance of the SIMS contract, but
the capability to satisfy all SIMS processing requirements contained

within the CDPS Hardware Performance Specification will be maintained.

This document will not be updated to reflect changes in the detailed

CDPS hardware configuration which do not affect CDP 3. software requirements.

The programming standards to be used in development, documentation and

maintenance of the software are discussed in Appendix A. in addition,
the CDPS operations approach in support of daily data collection and

processing is discussed in Appendix B.
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1.1 CDPS ROLE 1:^ .'.OLAwR "EATING AND	 PROGR.LM

The CDPS, located at IB`1's FSD facili ty in :Huntsville, Alabama,
provides the resources required to assess t::e performance of solar
heating and coolin:; systems installed -: oC, re-note sites. These
remote sites consist of rec'_dentia' cc nercial, government, and
educational types o; buildir.;s, and t a ao,ar heating and cooling
systems can be hoc-%ater, space ae::tin:,, cooli n g, and cer_biratior.
thereof. The ias__.;me^.taticn data associated .ith these systems

vary according to the application and wurt ce collected, processc

and presented in a form whic:: sucper_s co: _inuity of performance
evaluation, across all applications. =n addition, data must be

maintained for historical purposes and for detailad analysis.

In supporting the overall program objectives, the CD?S satisfies the
follow^.rg functional requirements:

Data Collection - The CDPS daily collects instrumentation data

from all remote sites via standard voice-grade 1200 Baud telephone

lines. In addition, non-instru=entation data available from ^ISFC,

ERDA, HUD, etc., which is :ended in performing overall system

evaluation, is collected via =anual means.

Data Processing - The CDPS accepts raw data, as collected by the
data collection function, and perfo-:.s the data processing

functions required to transform the raw data into processed

information for use in system evaluation/analysis activities. The

CDPS also provides the resources to maintain a performance

evaluation data base, containing both raw data and processed

information, for use in support of performance analysts.

Data Archiving - To provide capability for detailed analyses of

system per-orma .ce and to maintain data :or historical purposes,

the COPS provides the capabilities to archive data collected and

processed during the program. Bot1i raw data and processed data is

retained on magnetic tape, and formal reports are archived in a
library.

Data D!st_ibut :n - In additic:% to ccll_ction, processing, and

archiving of L'a:a, thte CD:S provides t: a essential function of
distribuz_ng _ :a data to the appr:-:ri ate or nizatior.s.
Distribution is in the form of printed reports, data plots, and
magnetic tapes.

Svste :as Analy sis Si=ulaticn - :.:. essen tial capability in
assessin. the per o rma::ce of solar :.eating and cooling systems is
the abil.it:v to ire-ict performance .4:r corre:at!.on with
operation.. _ par:or_a ice. .`.e ;,J?S -ro •• :.aas the resources needed
in support of this simulat,on activity and provides capabilities
for automated correlation of predicted a--.d actual performance.

A-2
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As shown in Figure 1, the CDPS consists of three major elements -
communication interface computer, central data processing computer,
and performance evaluation data base. These three elements provide
the capabilities required to satisfy the functions mentioned above.
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1.2 CDPS FUNCTIONAL REQUIRDIENTS

In performing its role within the solar heating and cooling
demonstration program, the CDPS, through its hardware/software, shall
satisfy overall system requirements. A summary of these system
requirements is given in the following paragraphs:

'	 Growth Potential - Because of the distinct possibility of growth
in the data collection and processing requirements as additional
sites are added to the program, the CDPS shall be designed to allow
growth in capability with a minimum of cost.

Data Collection - To support timely processing/presentation of
data in support of the performance evaluation activities, daily

collection of data shall be provided from all remote sites.

Timely Processing of Data - The processing data flow within the
CDPS shall minimize tha delay between receipt of data at the CDPS
and availability of processed information. An operations goal
sill be to provide processed information and reports at the start
of first shift each day.

Operations Personnel - The design goal of the system shall be to
minimize operations personnel utilization during data collection
and processing. Software shall provide built-in error
detection/recovery techniques to allow maximum of automatic
control.

SDAS/CDPS Communication - Because of the availability of
software proven concepts on other programs which use telephone
lines for automatic data collection, maximum benefit of this prior
experience shall be utilized to reduce program risk.

Systsm Recovery - The overall data collection concept shall provide
the flexibility to ensure that site data is nut lost through
failure of the communication interface or host computer. Backup
shall be provided to restots entire contents of performance
evaluation data base in the event of computer malfunction.

Data Archiving - within any demonstration program, availability of
historical data must be provided in order to support the
performance evaluation activities. The CDPS shall support this
archiving of data and provide the means of identifying the
location for timely retrieval.

User Support - Because of the requirements generated through a
diverse user community, the CDPS shall provide a flexible user
support capability which can be easily structured to satisfy
needs.
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Flexibility - Because variations in instrumentation at remote
sites the CD?S shall suppo: t the processing of variable input
formats.
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1.3 CDPS HARDWARE DESCRIPTION

As shown in Figure 1, the CDPS hardware consists of a communication
interface computer configuration and a host ccmputer configuration.
The following paragraphs briefly describe the components of each of
these configurations.

1.3.1 Communication Interface Configuration

The communications interface configuration provides the capability to
collect data from remote sites via 1200 baud voice- grade telephone
lines. WATS lines will be used for this communication and will be
supplied by the Government.	 In addition, the communications facility
at MSFC will provide the necessary ccmunications hardware to support
the data collection functions. automatic dial-up and command
interface with the remote sites will be provided by the communications
interface computer.

The communication interface configuration operates in a standalone mode of

operation and consists of:

(1) An IBM System/7 ccmputer with input/output peripherals to
support operator interface, report generation, and data
storage.

(2) Communication interface hardware for communications with
remote sites via telephone lines.

(3) Hardware to support collection of data via manual means.

(4) Communication hardware for transfer of data to the host
computer c=.iguration (IB`! S/310-145).

The overall hardware elements are shown in Figure 2 and are discussed
in the following paragraphs.

1.3.1.1 System / 7 Computer

As can be seen in Figure 2, the System /7 computer configuration
consists of the following hardware:

(1) Central Processing Unit (CPU)

(2) Memory

(3) Teletype Keyboard /Printer (5028)

(4) Disk Storage (5022)

(5) Printer (7431)

A-7
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These hardware, with capabilities relative to CDPS objectives, are
discussed below:

Central Processing Unit (CPL') - The Central Processing Unit
supports an interrupt-driven, multi-program environment through a
priority interrupt system. A total of 4 interrupt levels with 16
sublevels are provided. Seven index registers, an accumulator
register, and an instruction address register are supported for
each interrupt level. The CPU also provides 2 interval timers for
timekeeping and program control. addressing capability for up to
64K - 16 bit words is supported.

Memory - 24K1;o rds of 16 a :=s Each - Main storage provides the
communication processor with last access, adequate storage to
provide the control, interface and application programs necessary
for control of the communications interface. The main storage can
be expanded to 64K words through field modification.

Teletype Keyboard/Printer - The Teletype Keyboard/Printer provides
the operator interface required during program load, initiation of
data collection and SDAS troubleshooting. In addition, the
printer provides hard copy reports in support of communication
logging, memory dumps for software debug, and maintains status of
software operation.

Disk Storage - The baseline configuration contains one disk unit
which provides storage for a maximum of 2.457 million 16-bit
words. The unit supports mountable disk files to allow storage of
data in excess of 2.457 million words.

Printer - The printer provides the capability for generation of
communication and error reports during data collection. The
printer has the capability to print 115 characters per second.

1.3.1.2 •Co=unication Interface Hardware

The communication interface hardware provides the interface
capabilities which allow the System/7 computer, under software
control, to automatically collect data from remote sites via telephone
lines. This hardware, shown in Figure 2, consists of:

(1) Teleprocessing Multiplexer Module (TP`4)

(2) Auto-Call Unit

(3) Modem

(4) Coupler

The following paragraphs briefly describe these hardware elements:

ORIGINAL PAGE IS 	 A-g
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Teleprocessing Xultinlexer Module 	 - The TP*^4 provides the
communication interface lcgic :or controlling up to eight
asynchronous communication lines simultaneously. The T??L4 also
provides the interface to the System/7 for control of the
communications with remote sites.

Auto-Call Unit - The autocall Unit consists of a Western Electric
801 autocall Unit and provides the interface with the TP`N for
dial-up info—r--atiun ant! status. Th.e autocall Unit is an output-
only device and performs automatic dialing of the remote sites as
commanded by the System/7 via the T?`!Nf.

Modem - The modem is a Western Electric 202C device which is
compatible with the modem in the SDAS unit at the remote sites.
The modem performs modulation/demodulation of signals being
transmitted to/from the remote site.

Coupler - The coupler is a standard 'Western Electric device which
provides voltage transient protection for the telephone lines.

1.3.1.3 Manual Data Collection (Cassette Read)

To support collection of data via manual means from remote sites. the
communication interface configuration contains a prototype Site Data
Acquisition Subsystem (SDAS). Cassette tapes manually retrieved from
sites will be inserted into the prototype unit and transmitted to the
Systen/7 via local telephone lines.

1.3.1.4 System/7 - Host Computer Communication (SBCA)

The Sensor Based Co=unication Adapter (SBCA) provides the capability
for high-speed data transfer between the System/7 and the host
computer. The SBCA will transfer data at a rate of 2.2 megabits per
second.

1.3.2 Host Co=nuter Configuration

The host computer configuration receives raw data collected from all
remote sites, on a daily basis, via the co :munication hardware from
the communication inter:ace configuration. This data is then
processed and stored into t::e per:ormarce evaluation data bank for use
in evaluation activities. Tt:e host computer configuration consists of
an IBN System/370-143 which is shared :rith ether users. The
configuration is shown in r- igure 3, and significant elements are
discussed is the following paragraphs. Detailed descriptions are
available in existing 11-1 equipment reference manuals.

1.3.2.1 Senior Based Control Unit (SBCA)

A -10
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The SBCU provides the communications medium for receipt of data from
the communication interface configuration for processing. Data
transfer rate is 2.2 megabits per second.

1.3.2.2 Terminal Support

IBM 3277 terminal units are provided for access/update of the
performance evaluation data base. Two terminals  will be dedicated to
the solar energy applications to ensure availability. Tabular output
can be displayed on these terminals.

A Tektronix 4015/4631 display hard copy unit provides the capability
to generate either text or grapaicai. data representative. This unit
is dedicated to support of the analytical/reporting requirements of
the program.

1.3.2.3 Magnetic Tape Units

The configuration provides both 9-track and 7-track magnetic tope
handling capabilities. Density for 9-track tapes is 1600 BPI A 800
BPI; Whereas, 7-track tapes are 600 BPI. The magnetic tape units will
be used to generate deliverable tapes to `:SFC for use in updating the
MSFC solar energy data base and to other data users as required. In
addition, archival data will be placed on magnetic tape for storage.-

1.3.2.4 Disk Storage Units

The configuration provides I3M 3333/3330 disk units for use in
supporting the performance evaluation data base. The present
configuration contains storage capacity of 400 megabytes; however, the
system supports expansion without hardware modification to 2 billion
bytes of storage. One disk unit, which provides storage for 200
megabytes, will be dedicated to;:CDPS functions.

5 ►MS
1.3.2.5 High-Speed Printers

Three high-speed Printers (1100 lines per minute) are provided for
support of report generation/distribution requirementz. In addition,
reports created aurirg processing of data will be printed for
analysis.

1.3.2.6 Console

The operation console provides the operator with visibility into and
control of operations within the co=puter. It will be used to allow
the operator to initiate daily processing of data from remote sites.
Status during processing and operator actions required will be
presented on the console.

1.3.2.7 Mainframe

A-12
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The Mainframe of the host computer cons:.sts of a memory capacity of 1
million bytes, input/output channels, and the Central Processing Unit
(CPU). Memory utilization of appro:< I mately 256K bytes is anticipated
in support of data processing functions; thus, significant margin
(excess capacity) exists. The CPU Provides the instruction set,
memory addressing logic, registers, _:,d input/output control functions
required in support of software execution.

1.3.2.8 Operating System

The System/370 operating system (OS/:IVT) is utilized to control the
execution of data processing functions within the software. In
addition, the operating system provides the language processors
(compiler/linkage editors/etc.) used in generation o: both the S/370
and System/7 software.

A processing priority system is utilized by the operating system to
maximize computer utilization. To ensure that solar energy data is
processed within zpecific time constraints, a high priority level will
be assigned.

A-13



1.4 CDPS OVERALL SOFT%ARE DESCRI?TION

Within the CDPS, the major software tasks to be performed are:

o	 Communication Interface - for data collection

o	 Input Processing - for conversion of raw data into

information

o	 File Maintenance - for updating/maintaining performance

evaluation data base

o	 User Support - for generation of outp-its to satisfy the needs

of the data user community.

As can be seen in Figure 4, the major software tasks have been

allocated to CAPS hardware configurations. This allocation is based

on the philosophy of the System/7 computer configuration's performing

the data collection function and the host computer configuration's
performing detailed data editing, data conversion, file maintenance,

and user support functions.

Also shown in Figure 4 is the performance evaluation data base. This
data base will contain all data required to support the performance

analyst and will reside on disk storage and magnetic tapes within the

host computer configuration.

Subsequent sections of this document define the detailed requirements

which must be satisfied within the software elements and the data

base.

A-14

ORIGINAL PAGE IS
OF POOR QUALITY



I

r!-

DATA SIASS
OUTPUT
AFOUESTS

Lsa►ns

\JIIEMOTE \JSITE • TERMINAL INPUTS

c• SILU.ULATION INPUTS • HEM11T Gt NLRATION
• SVSTEMOl SCHIPTfONIN►UTS REUULSTS

•	 INFOIIMATIUN RETRIEVAL• 3VSItNIIhfLGPtATIOft/SYSTE#A TEST INPUTS OULI/Its

VIER COtSItUMITY
CHANNEL TOCHAMNEL I

• EROA
—•ICOG04iN/CAT	 I INPUT PILE

4MA0̂4VINAE uSIH SUM►W1T
I

I	 INFLHFACE PAUCESSING NC SIIF TWAI/E • MSFC
No THANE	 I I	 SOFTINAIIE SUF WAIIt I

I • ASSOCIATE CONTRACTORS

•	 IUTA SYS f EM ANALYSTS
I• TEI IP/1LH•L L,*XWU%WATION •	 CALIH I IAII4444W . 114IFENING •	 UA FA DANK I IPOAFE / •	 III.Y01111,LNIlIAII0NC(!IVTINTL	 I UN1I CUN V L 	 SION MAIV F l NANCL

I

T
1+

'	 I• MANUAL NE I UNM CUNTMOL I	
• DATA Nt A30NA@LENtSS •	 UATA AIWIIIVINIa

•	 INI / •111AAl If IN1/11111! VAL
UI'1 III LLI'1111Cl SSING

I

CA
TLSf1NG 

I • FNCOROIN4 OF UATA 	 ' I
•	 UAfA F1111MATTIN(i • TEI/f ANAL PLOT SUMONT

•	 11STI/K OF a I lM••11F//CA T IOM
• YAINTI NAf•(:E ALEMT REPORT

I

I	 AG I I V ITM Lt HH:w/1 	
I I	

•	 UATA•OIIMAITIN4.4
I	 I S11►AMANILATIUN

L	 SYS ► EW000MRUTEN	 —J I

I PERFORMANCE
:VALUATION DATA ,I I

I
ISM  FACILITY MOST COMPUTER IS3?WI4f1

Figure 4. Major Software Tasks

A b



2.0 CO:.M'UNICATIONS INTERFACE SOF—I HARE REQUIREYINTS

The communications interface software will reside in a System/7
computer and provide the co=unications interface functions for the
central data processing system.

The System/7 communications interface software will sequentially dial
sites over switched asynchronous telephone lines and collect sensor
data. A site directory on disc will be used to control the proper
sequencing of site data collection. after data collection is complete
the System/7 - host computer lira: wil l-2  be used to transmit the data to
the host for subsequent detailed processing and data base update.
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2.1 FUNCTIONAL SOFTWARE REQUIRE`ENTS

The communications interface software must provide communications with
each SDAS, control the collection of SDAS sensor data, and send the
data to the host computer. In order to meet these requirements, the
following functional capabilities will be provided.

o	 Access to Remote Sites via automatic telephone calling
sequences contained within a site directory.

o	 Control of communications signals to support a switched
telephone interface to each SDAS.

o	 Control of each SDAS over telephone lines for data
collection.

o	 Temporary buffering and disk storage of the data from each
SDAS.

o	 Transmission of SDAS data to the host computer.

o	 Manual control of SDAS commands for troubleshooting.

The detailed software requirements associated with each of the above
functions are presented in the following paragraphs:
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2.2 SITE DIRECTORY REQUIREMENTS

A site directory containing information on each site shall be provided
for the communications interface software to control the data
collection process. This information shall be maintained on the
Systam/7 disk to insure data integrity during power off conditions.

2.2.1 Site Directory Information

Information in the site directory is required for each site. The
information shall be organized on disk by site records and fields of
data. Each site shall have a record of information that contains 	 •
fixed data fields. Each field of SDAS information required will be
described in the following paragraphs:

2.2.1.1 SDAS Station Address

This field shall contain the unique station address associated with
each site. This field will be used to obtain the station address for
SDAS command messages described in Section 2.4.1.

2.2.1.2 SDAS Status

This field shall provide the operational status of each SDAS. It
shall be modified by the communications interface software as each
site is called, commands sent to the SDAS, and data collected. The
status field will allow proper sequencing during a restart of the data
collection process.

2.2.1.3 SDAS Dial Digits

This field shall contain the autocall dial digits required to
automatically call a site over switched lines. These digits shall be
entered by an operator when the remote site becomes operational and
shall remain fixed thereafter.

2.2.1.4 SDAS Process Requirements

This field shall specify how often data will be collected from a site.
It will contain the number of days desired between data collections.
A "1" in this field for irs:a..ce woi:d indicate daily collection.
This field shall initially be 	 by an operator when the site
becomes operational and shall be changed only if collection
requirements change.

2.2.1.5 SDAS Data Collection Time

This field shall be required by the communication interface software
to determine when data is to be collected from a site. It shall
contain the time (year, day, hour, min, sec) that data was last
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collected. By subtracting this field from the current time and
comparing the result with the SDAS process requirements field, the
software shall automatically determine when to collect data from a
site.

2.2.1.6 WAS Error Information

This field shall contain error information received from a site during
data collection. Error information is contained in the reply message
from a site and is described in Section 2.4.2.2.

2.2.1.7 Number of Site Disk Extents

Data collected from each remote site shall be temporarily stored on
disk until forwarded to the host computer for processing. To provide
the flexibility to continue the collection from sites when either the
data transfer link (SBCA) or the host computer is not functioning, the
software shall allow provisions for up to five daily collections
before data transfer to the host must be accomplished. This field of
the site directory shall indicate the number of times data has been
collected since last transfer to the host computer. Upun completion
of data transfer, this field shall be reset to indicate that no data
is being retained on the disk.

2.2.1.8 Site Record Index

This field shall indicate where the data collected from a site is
stored on disk. This field shall have the capability to contain five
entries due to the collection requirement specified in 2.2.1.7.

2.2.1.9 Site Byte Count

This field shall indicate how many bytes of data were collected and,
when used with the field specified in 2.2.1.8, will indicate where
data was stored on disk and how much data was stored. This field will
hold up to five entries (one for each possible data collection).

2.2.1.10 Initial Real Time Clock Reading

This field is required in order to determine the actual (-C63) time of
sensor readings in the collected data. It shall contain the time
(year. day, hour, min, sec) in CST that the Real Time Clock in each
SDAS read zero. This field shall hold five entr Los (one for each
possible data collection).

2.2.1.11 BCH Errors

This field shall indicate the number of BCH errors detected during
each data collection (five entries shall be provided). BCH error
processing is discussed in Section .. 1 .2 of this document.
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2.2.2 Site Directory Update Requirements

The ability to manually update to site directory from the System/7
teletype shall be provided. The fields which shall be updated are:

o	 SDAS Dial Digits

o	 SDAS Process Requirements

All other fields shall be updated under program control during data
collection and subsequent trans=ission to the host.

2.2.3 Site Directory Print Rec::ire-eats

All the site directory fields	 in section 2.2.1 shall be
printed, either upon request or when the site directory is initially
generated. This function will not be done on-line during data
collection but shall be initiated as an off line program.
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2.3 C01MUNICATIONS HARDWARE INTERFACE REQUIRVE\'TS

In order to automatically collect data from remote sites, software
shall be provided to communicate with each SDAS via the communications
hardware. Figure 5 shows the communications hardware with which the
software shall interface. The software shall initiate commands to the

Teleprocessit.g Multiplexer Module ( TP`M) to establish proper
communications to the autocal: ::nit and modem for both transmission to
and receipt of data from the SDOAS. In addition, the software shall
perform status checking after every input/output operation to ensure
correct operation. The _following paragraphs define the detailed
requirements to be satisfied in interfacing with the communication
hardware.

2.3.1 Interface Command Requirements

Interface commands and required software action to initiate
communication operations are shown in Table 2-1.

Table 2-1. Interface Commands/Software Required Actions

CO:MA,^JD SOFTWARE ACTION

OPE41 A LINE Initialize a communications line for asynchro-
nous send/receive operations or a dial operation

CLOSE A LISE Place a co=unications line in the inactive
state.

DIAL A RE`:OTE Automatically issue dial digits to the Bell 801
SITE autocall unit and complete a connection to a

site over a switched telephone line.

ISSUE SDAS =DLND Transmit data (SDAS cornands) over an asynchro-
nous co=unications line and then receive data
(SDAS reply) over the same asynchronous communi-
cations line.
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2.3.2 Data Integrity Requirements

A validity check shall be required on all data sent or received over
the communication system. This validity check will be sent/received
every eight bytes as part of the data and will provide a data

.integrity check down to eight bytes.

The method of validity checking shall be a cyclic redundancy code
method called Base-Chaudhuri-HocquengZem (BCH). a BCH shall be
calculated and sent with all data trans=itted to a SDAS. The SDAS
will calculate a BCH for the data received and verify the BCH sent is
the same value. If the value is not to save, an error reply message
(as defined in Section 2.5.2) shall 'a sent to the System/7. A
similar verification shall take place in the communications interface
software in the System/7 for all cata received from the SDAS. action
taken by the System/7 software for error conditions is discussed in
Section 2.4.2. place in the co=unications interface software in the
System/7 for all data received from, the SDAS.

2.3.3 Communications Harcuare Status Requirements

During each interface command specified in Section 2.3.1, status
-rchecking shall be perfored and status information made available

after the operation. The types of errors re q uired to be detected and
;squired software actions are defined in Table 2-2.

ALpAGE^OTLIGIN ^ QU TY
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Table 2-2. Communication Error Detection/Software Action

ERROR STATUS SOFTWARE ACTION

Data Set Check Make three attempts to reestablish

o	 Loss of Data Set Ready communications and retry the com-
during a read mand.	 If unsuccessful, continue

o	 Loss of Carrier Detect to next site*

during a read

o	 Loss of Clear to Send

during a write

o	 ACU not ready during a

dial

Data Overrun	 Retry command three times, then
G	 Character interrupt 	 continue to next site*

occurred before previous

character serviced

System/7 YIO Error I	 Retry command three times, then

continue to next site*

Time Out Between Characters I	 Make three attempts to reestablish
communications and retry the com-
mand.	 If unsuccessful, continue
to next site*

'Time Out - No SDAS Reply `fake three attempts to reestablish
communications and retry the com-

mand.	 If unsuccessful, continue
to next site*

BCH Error in Received Data Retry command three times then
I error for all commands reestablish co w--unications and re-
other than "Read Tape." try three times then continue to
10 errors for "Read Tape." next site*

Software Error	 Stop**

If retrys are unsuccessfully atte-ipted on two conse:. •arive sites,	 the error
will be considered a hard fail_ra and processing will stop. 	 Operator will
notify co=-munications personnel fo r. trouble shooting.

*System recovery shall be under operator control (reload of system and
restart/contact System/7 progr=er)



^IJ

2.4 SYSTEM/7 - SDAS C=fUtiICATIONS REOUIRDaNTS

The System/7 communications software shall initiate all communications

with a site. Each site coc..:.unications shall be initiated with a

command message from the System/7 and be follo,,ed by a reply message

from the site. Figure 6 illustrates the communications command/reply

sequences necessary to collect sensor data fr=a a site. The following
paragraphs describe the System/7 - SDAS communications requirements.

2.4:1 Command Message Processing

Upon establishing co=unicacions with a remote SDAS via the

communications hardware (described in para g raph 2.3), the

communications software shall transmit a coo^..and message to the SDAS.

Each command message shall contain:

1. A unique command code for the SDAS function to be performed.

2. SDAS identification information

3. BCH code for data validity checking

The format of the command message is discussed in paragraph 2.4.4.
After transmission of the com--and, the software shall delay for 21

seconds awaiting a reply message from the SDAS. If no reply is
received within the tilde limit, the co=unications software shall

disconnect from the telephone lire, print a message indicating failure

to respond, and attempt to reestablish the co=and interface. The

software shall attempt to establish co--unicacions three times. If

not successful, a message stall be printed in.:Icating unsuccessful

communications, avid the software must proceed to the next remote site.

2.4.2 fly Messages Processing

A reply message shall be sent to the System/7 from the SDAS after each

success:ul'_y received co=an! message. Reply messages will vary in
length depend nb on the cor;zan : which was transmitted to the SDAS;

however, each reply Message will contain the :ollowing inforzation:

1. Command Code (as received by SDAS)

2. Site Identification (as receive:'. by SDAS)

3. Status of the SDAS

4. BCH Code generated by SDAS for data validity checking.

Format of the Reply Message is discussed in Paragraph 2.4.5.

Two types of Reply Messages shall be received from the SDAS:

Normal Reply Message , - Bit 0 of the SDAS status code contains a
11011.
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SYSTEM/?

DIAL

ANSWER

READ CONFIGURATION AND END OF FILE COMMAND

READ CONFIGURATION AND END OF FILE REPLY

REWIND COMMAND

SDAS

END OF FILE
WRITTEN TO TAPE
CASSETTE

REWIND REPLY	 TAPE CASSETTE REWIND

TAPE CASSETTE
PLAYBACK

CASSETTE REWIND

DISCONNECT

READ TAPE COMMAND

READ TAPE REPLY

REWIND COMMAND

REWIND REPLY	
TAPE

DISCONNECT COMMAND

DISCONNECT REPLY

Figure 6 Command/Reply Sequence
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Error Reply Message - Bit 0 of the SDAS status code contains a
..1..

Upon receipt of a Reply `lessage, the software shall determine the type

of reply and perform t;.e processing functions required for the type.

These processing requirements are discussed in the following

paragraphs.

2.4.2.1 Formal Reply Processing

The software shall exa=-.ne the status and BCH codes returned with the

reply message. If the 3^H returned with the data does not agree with
the BCH calculated for the data, the software shall re?eat the co .and
sequence up to three times. if the reply data is incirrect for three

consecutive attempts, a message shat; be printed, co-munications shall

be reestablished and tree more a:.te_pts made. If still unsuccessful,

the software shall proceed to the .,ext site for continuation of data
collection.

If the status returned indicates an SDAS error, the message reply is
considered an error repay message and the actions specified in section

2.4.2.2 shall be perfor=ed.

For normal reply messages which pass BCH and status tests, the
software shall proceed to the next command in the site data collection

sequence.

2.4.2.2. Error Reply Message Processing

The error reply message shall contain status codes indicating the

error which exists within t:.e SDAS. These errors, with the
corresponding required software action, are shown in Table 2-3.

ORIGINAL
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Table 2-3. SDAS Error Conditions and Software Action

Error Condition Software action

.1. BCH Error in Previous Reissues command to SDAS (3 times,	 if
Command required) then continues to next site

2. Invalid Command Received Reissues command to SDAS (3 times, if
required) then continues to next site

3. Invalid Station address Reissues command to SDAS (3 times,	 if
Received required) then continues to next site.

4. SDAS Devices Failures A message containing the status re-
0	 MPX 1 ceived is printed and the software
o	 MPX 2 proceeds to the next site. The SDAS
o	 ;PX 3 error information is placed in the
o	 AI Basic site directory field specified in
o	 Interface Timer 0 Section 2.2.1.6
o	 Tape Control
o	 Realtime Clock
o	 Interval Timer 1
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2.4.3 Co=and Definitions

The co=unications software shall support the commands to the SDAS as

shown in Table 2-4. The actions taken by both the SDAS and the

communications software in accomplis n ing the command function are also
shown.

Table 2-4. System/7-SDAS Com=ands/So =ware Action

I CO'L=M
	

SDAS ACTION
	

REPLY ACTION

Read Configuration & 	 End of fire written to	 System/7 computes when
End-of-File	 tape cassette and reply SDAS RTC was initially

message with current	 "0" and proceeds to
Realtime Clock (RTC) 	 next command

reading sent to System/ -,I

Rewind	 Tape cassette is re-	 Reply message verified

wound and reply sent 	 and next command
to System/7	 issued

Read Tape	 Tape cassette is placed Tape cassette data is

in play erode and data 	 read, BCH checked, &
on cassette sent as	 stored on disk

reply message

Disconnect	 Reply message sent to 	 Reply message verified-

System/7 and SDAS dis- any new comwand must
connected from com-	 dial to reestablish
municatioas	 communications with

SDAS

IDisconnect & Rewind

Read Configuration*

Reply message sent to

Syste=/7, SDAS dis-
connected fr;W com-
munications, and tape

casette rewound

Reply message sent to

System/7 with current
SDAS RTC reading

Reply message verified-

any new co-.:-.and must

dial to reestablish
communications with

SDAS

Reply message verified

Reinitialize**	 Reply message sent to	 Reply message verified
System/7 an3 a master
reset of SDAS hardware

and software executed

*This command useful for verifying status of SDAS
**.Not used d::ring opera;icral data collection.
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2.4.4 Command Message Format

All command messages shall have the following format:

6 bytes

Pad	 Sync	 Command	 SA	 BCH	 Pad

Pad	 -	 FF	 Circuit Activation Bits - 1 byte

Sync	 -	 6C	 Synchronization byte

Command -	 HH*	 Unique co=and code

SA	 -	 HH	 Station Address - SDAS Identification Code

BCH	 -	 HH	 Block Check Code for previous two bytes

*H - Hexadecimal digit - 4 bits

2:4.5 Reply Message For--at

All reply messages with the exception of the Read Tape reply shall
have the following format.

	

3 or 6 Bytes	 I

PAD I SYNC I COM. SA I	 STATE'S REC.	 CT. REAL TIME CLOCK: BCH IPAD

Read Configuration
Commands Only

Pad	 - FF Circuit Activation Byte - 1 byte

Sync	 - 6D Synchronisation Byte

Command	 - HH* Command Received

SA	 - HH SDAS Station Address

Status	 - HR. SDAS Status

Record	 - HM. Unused
Ct.

Real HhIUM 24 Bit SDAS Real Time Clock Reading
Time
Clock

.
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BCH	 HH	 Block check clock for previous 3 or 8
bytes depending on reply

eH - Hexadecimal digit - 4 bits each

ORIGINAL PAGE I3
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2.4.6 Read Tape Repl

The Read Tape reply contains data transmitted from the cassette tape
in the SDAS. This reply message shall vary in length depending on the
amount of sensor data on the tape. The format of the Read Storage
Table reply is shown in Figure 7.

2.4.7 Communication Report Requirements

During the System/7 - SDAS co=unications required for data collection
an operational log or report shall be generated. This report shall
maintain a history of each site co=a:id/reply activity and shall
contain the following:

o	 Time information with each message

o	 Commands sent to SDAS

o	 Status information associated with each command

o	 Action taken after errors
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DATA TIME DATA BLOCK DATA BLOCK DATA BLOCK
SCAN
114 70 42 12 BYTES) (G DVTESI

CHECK (B BYTES) CIIECK
11 BYTE) (8 BYTES) CHECK

PARAMETERS) 11 BYTE) 11 BYTE)

BUFFER
FORMAT
(51! BYTES 4AAX)

a	 PAO	 SYNC COMMAND STATION SYATUS RECORD TIME 	 BLOCK	 DATA	 DATA PAD	 BLOCK RECORD PAD

1 11 BYTE) 11 OYTE) I1 BYTE1 ADDRESS (1 BYTE) BYTE	 CHECKS SCAN	 .......	 SCAN	 CHECK BLOCK	 11 BYTFJ
W
	 COUNT 17 HYTESI 11 BYTEI NO .1	 NO. N (8 BYTES)	 CHECK

fI BYTEI	 12 BYTES)	
11 BYTE) (18YTE)

TAPE
FORMAT

BIIFFEII BUFFER BUFFER ENOOF•TA►E
OUM' NO. I Dow NO. 2	 .......... DUMP NO. N MARKER

1512 BYTES) 1512 BYTES) 1512 BYTES) 112 BYTES)

Figure 7. Reed Tape Command Reply Format
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2.5 DATA STORE REQUIRFNENTS

The communications interface software shall accept and store on disk
all incoming SDAS sensor data. This data will be received as the
reply to a Read Tape Co=and and will be in the format described in
Section 2.4.6. The data store software shall provide the following:

o	 Buffers in System/7 memory to accept the data transmitted
from the SDAS. Two separate, chained buffers will be
required to allow one buffer to accept data while data is
being written to the disk from the other.

o	 Provide storage (non-volatile) of the data or System/7 disk

o	 Maintain the Site Directory fields that provide an index to
the data on disk.

o	 Maintain the time (CST) that the data was collected

A-34



2.6 TRANSMIT DATA :0 HOST MTI: E.R

The communications interface software shall provide a host forward

store capability. This software s all perform the following:

o	 Automatically retrieve the sensor data for each site from the

System/7 disk.

o	 Build an identification/header record to be sent to the host

with the data from each site.

o	 Update the Site Directory fielas on System/7 disk.

o	 Transmit the header records and data from site to a data set

on the 5370-145 host computer.

o	 Provide error recovery during System/7 - HOST data transfer.

The required format of the header records and data to be sent to the
host are shown in Figure 8.
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^c w ^sce ^sca

F
B

FDATA

A INFO H A
C, O

I	 I	 1	 I	 I I	 I	 I

in orrnnn

^a
UMOER OF N̂ IlER^

SITE uc/1
ERROR	 YEAR DAY HOUR MINUTE SECOND OMPLETE

DATA
BYTES IN
LAST DATA

FILL
(ZEROES)ID COUNT 11[CORDs RECORD

CLOCK START TIME AT SITE

DATA RECORDS

a
I	 D _$ lQ 11	 19 ZD51	 25e1 4 5	 123 14w B F	 I2 F

DATA	 C L	 DATA	 C L

L	 IINFO 	II A	 INFO	 II A
lGo I	 lG i

DATA DATA
C ]-
 DATA C L

I F

INFO INFO I ^	 A INFO II	 q
(; G

/ ^	 l 1%	 ^^ J

RECORD 1	 RECORD 2	 RECORD 5

BCH - BLOCK CHECK CHARACTER

FLAG - INDICATES WHETHER THERE WERE ERRORS IN THE PRECEDING 8 BYTES OF DATA

DATA INFO

BLOCK	 BLOCK	 BLOCK	 BLOCK	 END OF	 EXCESS TO
SITE	 COMPLETE RECORD

(BLOCKS ARE ALIGNED TO BEGIN ON A BYTE AFTER A FLAG BYTE)

Figure & System/7 Output Format



O

a
w

END OF SITE

	

12
	 3	 a

OMIMAND	 Gl
OOE	 SA	

F F 16
116

(END OF SITE IS 8 BYTES LONG, AND BEGINS AFTER A FLAG BYTE)

SA IS STATION ADDRESS / SC IS STATUS CODE

BLOCK

OLOCK END OF MORE pF'SCOMM AN0
SCAN SCAN	 SCAN SCAN BLOCK UP TOSCAN

:,C/1N 8 BYTES OF FF 16 NEXT OCH BYTE

BLOCK

(BLOCK STARTS ARE ALIGNED AFTER A FLAG BYTE, SCAN'S ARE NOT ALIGNED, END OF BLOCKS ARE

NOT ALIGNED BUT MAY BE PADDED WITH EXTRA FF'S,)

BLOCK START COMAND

•	 8	 TIME IS A COUNT IN 2 SECONDS ELAPSED SINCE CLOCK
MANp	 START TIME AT SITE. TIME AT START OF BLOCK.

SCAN
TIME IS LEAST SIGNIFICANT 2 BYTES OF COUNT

TIME	 SCAN DATA: LENGTII AND ARRANGEMENT
	

IN 2 SECONDS ELAPSED SINCE CLOCK START
DEYENDES ON SITE	

TIME AT SITE.

COM
cols SA Sc TIME
EOIG COUNT

Figure 8. System /7 Output Format (C u.. tinued)



2.7 MANUAL SDAS CONTROL REQUIREMENTS

The ability to manually select and send commands to the SDAS and
monitor the reply stall be provided as an aid in troubleshooting SDAS
or system anomalies. This capability shall also be used in initially
bringing a site on line. The commands provided as operator input from
the System/7 teletype shall be as follows:

o	 Reinitialize

o	 Read Configuration

o	 Read Configuration and End of File

o	 Disconnect

o	 Rewind

o	 Disconnect and Rewind

o	 Read Tape

The reply from the SDAS and the communication hardware status shall be
crinted after each co=ard. Printing of the data received from the
"Read Tape" com.^.and (data written on cassette) shall be under control
of the operator.
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3.	 INPUT PROCESSING SOFTWARE REQUIREMENTS

The input processing software, as shown previously in Figure 4,
executes in the S/370-145 hcst ccmputer configuration. The overall
function of this software element is to transform raw input into
processed information for input into =he performance evaluation data
base. This transformation re quires that the software satisfy the
requirements as stated in the following paragraphs.

3.1 FUNCTIONAL RrQUIRMNTS

The input processing software, in performing its data processing role
within the CDPS, shall perform the following:

•	 Accept raw site data from the System/7.

•	 Extract variables from scans and convert to engineering units.

•	 Test converted variables in accordance with performance analyst
inputs.

•	 Compute performance analyst defined variables.

•	 Compute performance evaluation parameters.

•	 Generate input for data base update.

•	 Create history/archive tapes.

o	 Create input summary reports and error messages.

The detail requirements associated with above functions are described
in the following paragraphs:

ORIGINAL PAGE I8
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3.2 ACCEPT RX4 Da:	 ','`( THE SYSTEM/7

Software on the S/270	 all coc-nunicate with the host forward store

so.̀-tware on the Sys:	 i for the transfer of rata data. Cc=, unication

shad be through a S....sor 3ased Control Unit (SBCU) attached to the

S/370 to a Sensor Based Control Adapter (SBCA) attached to the

SyO em/7. Raw data received from the System/7 shall be stored into a
S/370 data set on disk for subse quent processing. The input format

fro.a the S/7 was shown previously in Figure 8, and the format of the

dita on the S/370 data set shall be identical to the input. Data

Shall not be passed to subse quent processing steps if errors are

encountered during data transmission. Data transfer shall be attempted

five tithes if errors occur. if transfer is unsuccessful after five
tries, the custcmer engineer shall be notified.

Error conditions which shall be detected during the transfer are shown

in Table 3.1.
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Table 3-1. System/7 - Host Communication Error Conditions

Error Conditions

1. Channel Control Check

2. Interface Control Check

3. Chaining Check

4. Channel Data Check

5. Command Reject

6. Bus Out Check

7. Equipment Check

8. Data Check

9. Overrun

10. Controller Read Timeout

11. End of Block Response
Timeout

12. Incomplete Read Operation

13. Invalid Controller Address

14. Incomplete Sense SBCU

15. Invalid Order Response

16. Invalid Branch

Required actions

1. Message issued to console. Retry of
transmission will depend on sense
settings associated with error.

2. Message issued to console. Retry of
transmission will depend on sense settings
associated with error.

3. Message issued to console. No retry.

4. Message issued to console. Retry response
on sense settings associated with error.

S. Message issued to console. One retry per-
formed.

6. Message issued to console. One retry per-
formed.

7. Message issued to console. Five retries
performed.

8. Message issued to console. No retry per-
formed.

9. Message issued to console. No retry per-
formed.

10. Message issued to console. One retry
performed.

11. Message issued to console. No retry
performed.

12. Message issued to console. No retry
performed.

13. Message issued to console. No retry
performed.

14. Message issued to console. No retry
performed.

15. Message issued to console. No retry
performed.

16. `".essage issued to console. No retry
Performed.

ORIGINAL PAGE IS
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Table 3-1. System/7 - Host Communication Error Conditions (Continued)

Error Conditions
	

Required actions

17. Invalid End-of-Block Response

18. Invalid Attention Response

19. No Controller Selected

20. No Request Code

21. Order Response Timeout

22. Request Code Overflow

23. ALU Check

17. Message issued to console. No retry
performed.

13. Message issued to console. No retry
performed.

19. Message issued to console. No retry
performed.

20. Message issued to console. No retry
performed.

21. Message issued to console. No retry
performed.

22. Message issued to console. No retry
performed.

23. Message issued to console. No retry
performed.
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3.3 DECO.`MTATE EAW DATA MO SCANS

Decommutating raw data into scans shall include:

o	 Separating BCH's and flags from the data.

o	 Determining the location of Block-Starts, End-of-Blocks,
and End-of-Sites.

o	 Extracting scars from the data.

o	 Computing scan times in local standard time at the site from the
site base time and the relative time values in block-starts and
in the time value preceding each scan.

Error processing shall include:

o	 Stopping the processing for a site if the program cannot locate
where blocks and scans begin and end. An error message shall
also be printed indicating that data has been rejected.

o	 Storing a scan into a rejected-scan data set if the time of-'the
scan is uncertain because of BCH error or the time fails time
continuity tests. An error message shall also be printed
indicating time of scan and reason for rejection.

ORIGINAL PAGE IS
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400
3.4 EXTRACT VARTABL r-S CONVERT TO E`7GI\'EERING UNITS

1I\

The input processing software shall process variable formats for data

variables within scans. The software shall maintain a site

description directory to provide a detailed definition of the location

of each variable within each site's input data stream.

To extract variables from scars, the scan file created during

decommutation shall be used as input. The software shall locate each

variable requiring calibration/conversion through use of the site

description directory.

Variables shall be calibrated and converted to engineering units using

performance-analyst-sup p lied conversion type and conversion constants

for each variable. The following conversion types shall be provided:

Linear: Eng-Units = A +(B x Raw)

Quadratic: Eng-Units = A +(B x Raw) + (C

Third Order: Eno-Units = A +(3 x Raw) + (C

Discrete: Eng-Units = 1 if A < Raw < B

0 otherwise

• Rawl)

• Rawl ) + (D x Raw3)
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3 . S COWERTED VARIABLE  TESTING

After conversion to engineering units, individual variables shall be

tested for:

o	 Exceeding limits specified by the performance analyst

o	 A change between successive rezeings which exceeds a maximum

specified by to performance analyst

o	 A BCH error flag for the portion of the data stream from

which the variable was extracted.

A variable which fails t,o of the above tests shall be rejected. A

failure indication. value shall re p lace the cc-.cuted value in the

output used to update to data bar.{. The rejected computed value,

along with identifying infornatio. (site id, + tirne, and an indication

of which variable the data '_s for) shall be stored in a rejected

variable data set and shall be included in error messages/reports to

the analyst.

The capability shall be provided to perform tests for no charge in a

variable. Thies capability shall be selectable via performance analyst

input. Variables failing this test shall be included in error

messages provided to the analyst.

Control over the level of detail of error messages shall be provided

to the analyst. Capability shall provide detail messages (to the

variable level), summary messages, or no messages.
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3.6 C01-U'UTE PERFOR`La.NCE ANALYST JEF.:;LD VARIABLES

To provide the analyst with flexibility in analytical evaluation of
site system performance, the input processing software shall provide
the capability to compute new variables :ohich are functions of input
variables within the data stream. These variables shall be computed
based on input provided by the analyst. Capability to combine up to
four input variables mathematically (add, subtract, multiply, or
divide) and to multiply the resultant value by a coefficient shall be
provided within the software. The software shall be designed to accom-
modate additional mathematical _functions (as required by the analyst).

If any variable specified to be used in a performance analyst defined
variable has been rejected during testing, the performance analyst
defined variable shall not be ccmputed. The output shall be set to
-99999 to indicate that cemputarion was not performed.

Performance analyst defined variables shall be computed on a detailed
level (Scan). These variables stall be included in data base update
information.
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3.7 CO?PLIF PC FOR"UNCE Z-VA .UATION PA1*2TERS

Since a standare' set of solar heating and cooling system performance
evaluation crir'-ria will be used, the input processing software shall
utilize the ilia instrumentation data and manually provided data to
compute these evaluation criteria. Instrumentation input to these

computation$ shall consist of input variables after conversion to

engineerin& units and testing functions have been performed.

Variables at the scan level shall be utilized in conDutations. Manual

input of parameters such as systec type, collector area and hot water

temperature required in ccraputation of performance parameters, shall

be provided by the perfom.ance analyst. Resulting perfor ance

parameters shall be included as output for entry into the data base.

The following performance evaluation parameters shall be computed:

o	 Solar energy provided for not water

o	 Auxiliary energy required for hot water

o	 Solar energy provided for space heating

o	 Auxiliary energy required for space heating

o	 Solar energy provided for space cooling

o	 Auxiliary energy required for space cooling

o	 Hot water subsystem loss

o	 Total available solar energy

o	 Total collected solar energy

o	 Collector array efficiency

o	 Total solar energy utilized

o	 Solar system conversion efficiency

o	 Solar system operating energy required

o	 Total auxiliary energy required

o	 Percent solar applied to load

o	 Conventional energy savings

o	 tercent of time dwell-: g ccnforteble
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o	 Percent of tine hot Water available

Table 3-2 contains the equations which shall be utilized in computing
the above parameters. Also included in the table is the definition of
terms and units shown in the equations.

In the computation of the performance parameters, use of any
instrumentation variable which has failed testing criteria shall
result in the performance parameter being set to a -9999 value.
In this manner, no invalid performance rarameter shall be calculated
and entered into the data base.
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Table 3-2. Page 1 of 3

1 SOLHW -	 FPH • DTPH • CP • FLDE`;S • Kl

2 AUY.HW - W ", AU

3 SOLSH -	 FHC•DTHC • CP•FLDE:;S•Kl, if DC - 0
0, otherwise

4 AUXSH - WAUE , if DC - 1
otherwise

5 SOLSC - FHC CP FLDE:;S Kl, 	 if DC - 1
0, otherwise

6 AUXSC - WAL'E	 ,	 if DC -..1
0	 , if otherwise

7 HWLOSS - (SOL:?W+AU\r:.d)-(:!Pr'•THk'-.SW)•CPW•DEVSW•Kl)

8 SOLAVL - HT•CLAREA•K2

PAGETY9 SOLCOL - FCA•DTCA•CP.FLDE`S-Kl O t GVAL
OF ppOR QU ALI

10 COLEFF - SOLCOL

SOLAVL	 •100

11 SOLUTL - SOLHW+SOLSH+SOLSC

12 SOLEFF - SOLM

SOLCOL	 •100

13 SOLOP	 a WCP+Iv'PHP+;;r.CP, 	 if collector type - liquid
WCF+'kTIiF+W*iCF, if collector type - air

14 AUXTOT - AUXHTW+AUXSF+A :XSC

15 PCSOL - SOLUTL
(SOLUTL+AU.Y.TCT	 • 100

16 SOLSAV - SOLUTL
(CO:;EFF/100)	 -SOLOP

17 PCTDC.- 100, if TID b RHP within comfort limits
(72 s	 TID s 14, 2C s R:LD s 60)
0, if otherwise

18 PCHWA - 100, if TUN z
0, otherwise

A-49



Table 3-2. Page 2 of 3

Code
	

Description
	

is

SOLHW	 Solar energy provided for hot water

AUXIN	 Auxiliary energy required for "lot water

SOLSH	 Solar energy provided for space hewing

AUXSH	 Auxiliary energy re quired for space heating

SOLSC	 Solar energy provided for space cooling

AUXSC	 Auxiliary energy re quired for space cooling

HWLOSS Hot water subsystem loss

SOLAAL Total available solar energy

SOLCOL Total collected solar energy

COLEFF Collector array efficiency

SOLUTL Total solar energy utilized
SOLEFF Solar system conversion efficiency

SOLO?	 Solar system operating energy recLired

AUXTOT Total auxiliary energy required

PCSOL	 Percent solar applied to load

SOLSAV Conventional energy savings

PCTDC	 Percent of time dwelling comfortable

PCHLIA	 Percent of time hot water available

FPH	 Preheater heat exchanger flow rate

DTPH	 Preheater input differential temperature

CP	 Specific heat of transfer fluid

Kl	 Conversion constant .0176

WHWAU	 Domestic hot water auxiliary power

FHC	 Load heat exchanger flow rate

DTHC	 Load heat exchanger differential temperature

WADE	 Auxiliary Flectric Power

DC	 Cooling subsystem discrete

FHW	 Domestic hot water flow rate

THW	 Hot water supply temperature

TSW	 Domestic service water temperature

CPW	 Specific heat of water 1

DENSW	 Density of water

HT	 Collector incident total solar radiation

KW

KW
KW

KW
KW

klq

KW

KW

KW
Percent

KW
Percent

KW

KW

Percent

KW

Percent

Percent

Gallons
Minute	 in liquid system,

Cu Ft.
Minute	 in air systems
OF

BTU

Pound -'F

From BTU to KW

Minute

KW
Gallons

Minute	 in liquid systems,

Cu. Ft.

Minute	 in air systems
OF

KIN

1 a cooling, 0 not cooling

Gallon

Minute

°F
OF
BTU

Pound-*F
Pound

Gallon

BTU

Sq. Ft. - Hour
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Table 3-2. Page 3 of 3

Code	 I
	

Descriptions
	

-Units

CLAREA

I
Collector area Sq.	 Ft.

K2 Conversion Constant 	 .000293 BTU
Hour	 to KW

FCA Collector array flow rate Gallon
Minute in liquid systems,

Cu Ft
Minute in air systems

DTC?. Collector array dif_erent :cmrerature OF

WC? Collector pu^..p peer K,J

WPHP Prc eater nu=D nc%,ar 101

WH^.P Load heat exchan g er pulp ?c«er KW

WC11 Collector fan power KW

WPHF Preheater =an porter KW

WHCF Load heat exchanger fan Dower KW

CONEFF Convenes :JTal energy;: corverE;ion e ficiency Percent

TID Dwelling indoor dr y -ulb to :nTE azure OF

RHP Dwelling indoor relative hLmi;:ity Percent

THWREQ Hot water minimum temperature required OF

ORIGINAL PAGE IS
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3.8 GENERATE INPUT FOR DA:A B I SE UPDATE

The input processing software shall generate input to be used for

updating the data base. The input for each detailed scan shall be
formatted as sho:,rr. in Figure 9. These scars shall be blocked such

that each input record to the file maintenance software contains six

hours of data from the remote site., Each element of the input format

shall contain one of the following:

(1) A value which has passed all testing criteria

(2) An indication that the element does not apply to the remote

site

(3) An indication that the value has been rejected during

processing

The definition of each element's contents, format, and engineering

units is shown in Table 3-3.

Data base update records shall consist of:

(1) Detail data (scan level)

(2) Hourly data (su=arized from detail data)

(3) Daily data (summarized from hourly data)

The requirements associated with the generation of these data are
discussed in the following paragraphs.

Detail Data

Detail records shall contain values of directly-read variables,
Derfornance ana1;-st-defined ccnuted variab_-?a, and perfnrnance

evaluation parameters. These data shal l_ be at the scan level

(baselined at 5 minutes). All variables, which either are not

applicable to t%is site or have ;a'_led processing testing shall be
flagged with appropriate indicator fill wor;:s.

Hourly Data

Hourly data shall be computed from the detail data described

previously. If all values of a -variable w__:,_n the corresponding
detail data (12 scans) have either failed tasting criteria or are not

applicable, the hourly value sail be set to -99999. If values exist

which have passed tests and if the detail data is applicable to the 	 j

site, the hourly co-:?uted vari-a ble shall be carputed as shown in
Figure 10 And written to the data base input file.

A-b2



Daily Data

Daily data shall be computed from :he hourly data. If all hourly

values of a variable have been set to -99999, as described above, the

corresponding daily variable shall be set to -99099. If hourly values

exist which have passed testing, a daily data computed value shall be

computed as shown in Figure 10.

For these daily variables which are totals, a summation of hourly
totals shall be performed.

The data base input shall contain detail records for the past month,

hourly records :or the past month, and all daily records generated to
date. Daily input for data base update shall contain all site

operational records to be put into the data base not just new or
changed records.

ORIGINAL PAGE IS
A-53 	 OF POOR QUALITY



1
L
U

aJ

NCUv1t1
Q0QrOEW,O
l

I
t
z

NO0
1

a

11'M
 it II N

;«
 
M

 v
 M

ir • N
 r1

Y
 r

 r
 1

••
„
 r .. r M

 r	
0
 N

 «
 r M

IN
 «

 A
 «

 r M
 N

 4111 N
 N

 M
.Y

 r 	
•II, t► n

 i
 .

	1
	

i 	
t1) V'. 	

Q
tr	

1	
tell	

^LL	
lu	

.S 	
+

a
(j` u

tln
0'U:	

W
D

` W
	

W
l
l
l
 Q
	

3
	

U
f

Q C. I u
. 1 0 fl ,rl R a	

Lr I^ 	
a
	

Ii (r	
n'	

1
0
	

i,t
lu!	

Lt n W
 a

<
<
	

a
 0

. 
D

a
	

W	
0.	

a	
C;

> 	
p .W

^1-R
 1C

lL1 l:1W
a III S

: 11
	

1-D
I I--rl'Y

IL1-	
-:LI 	

UrF^	
a

lul

	

j	
J 11) ^ C II

I II I	
Cl I L

: L. I- ►  7
I 	

C U) '11.,	
-r u',Iu •1  5 :)!J. a ul

	

{	
► -'1 L7 O J	

i~	
r, (1;(0, It u 1	

C 1
, _J	

0,Y	
C

''i	
u"

	

I	
Q	

In ^t^ 1- F' Ifs •• J C'•  R
 r! H

 i (1 H	
u; U I S J:--) I:1 F- Q U u r a u- IIrk	Q

	
cl IiO 	

;y
1 J

	

i	
C «''L

 
1

J,
!11  Q

 -1
 ;17 J J I7 < 1- .H

 I0, a ,LJ
I I- 0	

.a	
0 :r I U

1	^
'-+
	

!.1 	
.^

Il(P
0 IllG

(?
(Y

I-.0
,n

; 7
0

T;4II(IUO
IIIU

:^
:F

• C
^I- ,

U
IU

S
	

o
-,c 	

J 	
r. 	

I0, 	
n

R 11	
Ia ZI -

s.i7
'tr.•J^4

:J`tJ
►-lu IIYU

;u
_

p
- it, ?L1IQ

-r 	
t171u

	

1 	
•R

'. a
a
7
.•

 :1
1
Z

:a
	

_
.l a1-

D
7
-

, F-
R

',uIH
- .T

(Y
F

-G
I)IJ

n
	

!x
	

11 1.1	
:7

<
IL.- n 1l! r. LL > I- r' ;I- 7 7 f-	

'Y 	
1.110 ,	r."1111
	

J 7'!L	
I'^	

n 1111. C_`	
•►-

	

I	
J . U

) F- 1 (1'uJ u. IY	
fY W

 UI 4: U 6
 W

 Y H' S IL ^ Q
 IL LL <, ?r 'Y 1.1
 
I
t
	

l Q
	

t
liL

L
lJU

!f I JU
 U

.0 R
 rix>-I-i 	

n rYn. J
Q

I(11
LL(C
	

>
L
L
 I ! Lt O

W
C

r ..Ia:
:0,i	

rr.l- (L

	

V0,	
L

;D
0
1
- J rr'1

-
II

LL
IuU

,	
c
:,L

 ri U
r

IU
5_R

 K
II'- •--

W
U

.!W
-

•[IV
L

tIJ3
t:1

1
 u

LJ
-.0L

: V
31

I;,C

	

a
:	

0,Y f7,
w

,1
F

 R 
-1.

L	
r)

l,lll'R 1''1
. 1(1	

00-'1(L'	
')If

IW
iI^LL r17111^'r('t9- 7' A

	

--	
O

 C
(

,IJ
C

, 0
7
.0

0
--7

 Z
t-1

- 
I
 V

►-^
, ^

 
(n

L
I'O

IU
>

- Z
--:1

 1
-U

)IZ
 n.^1 -J 	

7_
C

;,(r Ĝ
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Figure 9. Form of Input for Data Base Update (Continued)
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Figure 10. Weighting of Values in Computing Hourly/Daily Variables
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3.9 CREATE HISTORY/ARCHIVE TAPES

The input processing software shall provide the capability to create
and maintain history and archive data (raw data and processed data) on

magnetic tapes. Raw data received daily from the S/7 computer shall

be written to disk storage and organized into a data set for each

days data. The corres-ponding site description data file containing
calibration/conversion information shall also be written to the data

set On a daily basis. On a monthly basis, this data shall be written
to magnetic tape nor archival purposes. Magnetic tapes shall be

cataloged to relate days of information with tape identification for
retrieval purposes.

Processed data shall be ^_airtained on tape for history purposes.
Monthly, after all data :or the month has been processed, the detail

records for the month, organized by site ID, shall be stored on detail

record archive tape(s). hourly records for the month, organized by

site id,° shall be stored on hourly record archive tape(s). Daily
summary records remain is the data base, thus there is no requirement
to keep them on archive tapes.
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3.10 CREATE I:.?UT S=%URY REPORT'S AND ERROR ?MSSAGES

To assist the performance analyst and data base maintenance personnel,
the input Processing Software shall create input summary reports and
error messages. To provide these reports and messages, the software
shall:

o	 Generate daily reports to specify the number of data base input
records by site and scars

o	 Generate a report to specify the number of records by site placed
in monthly data base detail record history files

0	 Generate a daily su—.ary report to specify the number of sites
processed and the number of sites for which processing failed

o	 Generate daily messages if a site is dropped or a block of data
is dropped

o	 Support user selection options for site summary reports on raw
input processing. these reports stall include the following types
of Information:

-	 :Number of blocks

-	 Number of scans

-	 Time of first and last scan

-	 Summary or errors in variables.

o	 Support user selection for error messages on individual
variable errors (BCH errors, out of limits, variable changing
too fast, variable rejected) during raw input processing.

o	 Support user selection option for printing data base detail
records created by raw input processing.

o	 Provide a report of calibration/conversion parameters for each
remote site. Report shall include:

Calibration/conversion data for each input parameter

-	 History of changes in calibration/conversion data

_	 ORIGINAL PAGE 18
OF POOR QUALM
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4. FILE MAINTENANCE SOFTWARE REQUIREMENTS

The file maintenance sgftc.are shall execute in the S/370-145 host

computer and shall provide the capabilities required in support of the

performance evaluation data base. The software shall execute in a

shared environment under control of the S/370 OS/`VT operating system.

4.1 FUNCTIONAL REQUIRE:4E TS

To support the management of the performance data base, the file

maintenance software shall:

o	 Update the data base from the output of the Input

Processing Software

o	 Provide capability for manual input to the data base for data

collection/addition/correction

o	 Provide capabilities required in performance of data base

maintenance, access, and update functions

o	 Provide security of data base contents.

The following paragraphs address the detailed requirements which must

be satisfied.
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4.2 AUTOMATIC CPDATE OF DATA BASE

The file maintenance software shall accept the output of the input
processing software and create the perforr,ance evaluation data base.
The input to this software shall be of the format shown previously in
Figure 9 and shall be sequenced by site identification and all data
for each site shall be in time sequence. .'he input shall contain 30
days information for each remote site and shall be stored onto the
disk unit, within the host computer facility, which is dedicated for
solar heating and cooling system evaluation data. Directories
required for access/update of the contents of the data base shall be
created during the update process.

Errors encountered during creation of the data base shall be provided
for data base correction activities.

A-61	 ORWINAL PAGE IS
OF POOR QUALM



4.3 MANUAL INPUT TO THE DATA BASE

The performance evaluation data base shall contain non-instrumentation

data relating to description and performance of solar heating and

cooling systems. In addition, manual input for correction of data

base contents shall be supported. Both terminal input and batch input

techniques shall be provided.

The manual interface capability shall be used to generate initial data

files within the data base and shall be used to enter non-

instrumentation data, problem descriptions, problem solutions, and

other text-type information.

During the manual input of data, the software shall perform editing on

format of input to ensure that incorrect data is not entered into the

data base. Messages shall be provided to indicate erroneous input (on

display tube from terminal input. and via printout for batch mode).
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4.4 DATA BASE Kk1 TENA.\'CE, ACCESS, AND UPDATE

The normal data base maintenance, access, and update capabilities
shall be provided for support of the performance evaluation data base.
The file maintenance software shall provide:

o	 Predefined operations to be performed on the data elements
when maintenance is being performed.

o	 Interface between the data base processing language and user
written routines for data editing.

o	 Data field editing while performing file maintenance.

o	 Indication of errors in data makeup for corrective action.

o	 Statistics on system characteristics for use in improving .
performance.

o	 Ability to access multiple files within the same processing
sequence.

o	 Capability for ke:ivurd/secondary indexing of data fields.

o	 System recovery/restart.

o	 Data migration (archiving) of data from the data base on selected
basis.

•	 Support of restructuring data files to allow for changes in either
file size or content.

•	 Data base utility functions for data conversion.

ORIGU;p,L PAGE ffi
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4.5 DATA BASE SECURITY

The file maintenance software shall provide security in access of the

data within the data base. The data base security capabilities shall

be utilized in either the terminal or batch mode of operation.

Details of the security requirements are contained in the following

paragraphs:

Terminal Access

Data base security within the terminal access mode shall consist of

sign-on, password, and file classification security techniques.

At sign-on to the terminal, the user shall specify accounting

information and name. This information shall be verified for

correctness, and if incorrect, a messa g e shall be displayed specifying

that incorrect accounting information has been entered. The user

shall be allowed to retry three-times before the terminal input is

ignored. A sign-off shall be required before the terminal will be

reactivated within the system.

If a log-on is successful, a password shall be required before

proceeding. Three consecutive errors in password entry shall result

in terminal being ignored by the system. Error messages shall be

provided to the terminal during password editing.

Successful completion of password processing shall result in a user's

being allowed to request twat a data file be opened for access.

If a data file open request is entered, the software shall ensure that

the user has the authority to access the data file being requested

through file classification. The software shall allow the user access

to: (1) read only, (2) write only, or (3) both based on the access

table within the system. If the user does not have proper file
classification code, he shail not be allowed to address the data file,

Pnd an e-_-or message shall be displayed.

Batch access

security within the batch mode of operation shall be similar to that

descrijed above for terminal access with the exception of "sign-on"

security which does not apply to batch operations. For password and

file classification protection, erroneous requests shall result in the

batch job being terminated and error messages being printed for user

action.

Access Authority

Authority to access the data base shall be controlled via formal procedures.
Management approval shall be req-,:ired prior to releasing password information

and shall be required to add user's identification to the access list.
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S. USER SUPPORT SOFTWARE REQUIREMENTS

The user support software executes in the S/370--145 host computer and
provides those capabilities which are critical to the performance
evaluation activity. Presentation of inforr:ation in a fora supporting
evaluation and satisfying the reeds of a diverse user community shall
be the overt'ding objectives of this element of the software.

5.1 FUNCTIONAL REQUIREMENTS

The user support software shall utilize the contents of the
performance evaluation data baSE to provide the following:

o

	

	 Information retrieval capability for report generation
(non scheduled)

o	 Plot capability for support of analysis activities and inclusion
in reports

o	 Generation of daily, monthly, and annual reports (scheduled output)

o	 Generation of magnetic tapes

o	 Terminal/Batch capabilities

The detailed requirements in the above capabilities are described in
subsequent paragraphs.
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5.2 INFORMATION RETRIEVAL

The user support software shall provide the user with the capability

to access the data base contents on a non-scheduled basis for

generation of reports/plots to support his daily analytical

activities. An information retrieval language shall be provided to

allow the user to generate queuries to satisfy his own unique

requirements. The retrieval capability shall be Supported in both

terminal/batch mcdes of operation and shall provide the following:

o	 Retrievals against singlehnultiple files.

•	 Data qualification via user generated subroutines.

•	 Terminal data entry/collection from desired files.

•	 Batch processing of large data retrievals/updates.

•	 Multiple answer files from one retrieval.

•	 Versatile output formatting with headers, labels and boolean

processing capability.

•	 Library capability for temporarily storing queries for

repetitive use.

o	 Display statistical summaries of selected parameters.

ORIGINAL PAGE I3
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5.3 PLOT CAPAK LITY

The ability to provide the perfc-rmance analyst with plots of

instrumentation shall be an essential capability within the user

support software. The software shall ,.rovide the ability to:

o	 Plot selected para.-neters versus time

o	 Plot parameter versus par.zeter over time interval

o	 Plot multiple parameters against time

o	 Provide multiple plots or. the same CRT image

The Tektronix 4015/4631 terminal-hardccp •: unit shall be supported by

the software to provide both plots for analysis on the display and

hardcopy of plots for inclusion in reports.

Input to the plot support software shall be a file created through use

of the information retr'ieva'l ca?ability. The ability to process

multiple input files to prozuce =u_t=ple hardcopy reports shall be

provided. Interactive capability with .'ata base for plots will not be
required.

Representative examples of plot requirements are shown in Figure 11.
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5.4 GENEIMON OF SCH 7MIED REPORTS

The user support Seft ►/a:e shall provide the capability to access the
data base on a planntd basis for generation of scheduled output
reports. The sof&O W shall provide libraries of standard information
retrieval queries v*ich create the reports in the required formats.
After completion of the daily data base update, the daily summary
reports shall be generated and will preseiat data summarized on an
hourly basis for analysis.

On a monthly basis, the monthly summary reports shall be generated.
These reports shall have data su=;arized to a daily basis, shall be
analyzed for accuracy, and delivered to users for evaluation and
archiving.

Capability to generate annual reports shall be provided. Daily
summarized data shall be summarized into months and the monthly data
presented over the annual reporting period.

A representative example of a scheduled summary report is shown in
Figure 12. Reports shall be provided to MSFC, ERDA, and `iSFC
associate contractors.
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SOLAR HEATING AND COOLING PROGRAM

IERDA 1-0037
12f16/76	 DAILY SYSTEM PERFORMANCE SUMMARY

SITE NUMBER.	 0037
SITE LOCATION:	 1915 WAXLEAF GREEN, HUNTSVILLE, ALABAMA-35803
SIl E NAME:
OPERATION START DATE: 	 OCTOBER 17, 1976
LATITUDE:	 34.7°N
LONGI TUDE:	 bG.G°N

DATE OF DATA: DECEMBER 16, 1975

PROCESSING DATE: JANUARY 4, 1976

COLLECTOR SIZE: G5 SQUARE METERS
COLLECTOR TYPE: REVERE COPPER
STORAGE SIZE: 	 1200 GALLONS
STORAGE MEDIA: 100',. WA  ER
SYSfEM TYPE:	 MOT WATER, IIEATING &

COOLING
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Figure 12 Representative Scheduled Summary Report
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5.5 MAGNETIC TAPE GENERATION

The user support software shall provide the capability to generate
magnetic tapes ccmpatible with user (MSFC/C.Da/:ISFC associate
contractors) computer facilities. :Magnet=s tapes in either 9-track
1600/800 BPI or 7-track 800 BPI formats shall be generated. The
information retrieval capability shall be utilized to access the data
bank to creaCe data files containing the required data in the correct
format. User support software shall be provided to access the data
files and write the data to the magnetic tape for delivery to users.
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5.6 TERMINAL/BATCH CAPABILITIES

In support of users, the user support software shall provide access to
performance evaluation data bank contents via both terminal and batch
modes. The terminal supported shall be IBM 3277 units located with
the IBM facility (local terminals). An interactive terminal
capability shall be provided for access and display of data base
contents. Displays shall be text or numerical information and shall
be used for on-line performance evaluation activities. Hardcopy
outputs and graphic disp lays cannot be generated on the interactive
terminals but shall be provided via the batch mode (hardcopy) and plot
capabilities (graphic on the Tektronix 4015/4631 display unit
dedicated to support of performance analysts within the IBM facility.

The terminal processing software shall provide the user the capability
to:

•	 Generate and execute information retrieval queries

•	 Execute predefined information retrieval queries

•	 Submit batch jobs via remote job entry

•	 Use a display language to define output formats

•	 Perform maintenance on existing data files

The batch operating capability shall provide the capability to perform
the following:

o	 Generate and execute information retrieval queries

o	 Execute predefined queries

o	 Production of hardcopy reports

0
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6. PERFORMANCE EVALUATION DATA BASE REQUIREMENTS

The performance evaluation data base shall be located on disk storage
and magnetic tapes within the S /370-143 host computer and shall
contain all data files required in support of performance evaluation
activities. Management and access to data within the data base shall
be via the da^a base management and user support software.

ORIGINAL PAGE 1B
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6.1 FUNCTIO\AL REQUIREMENTS

The performance evaluation data base shall be organized to provide

each major data bank user with his own data file yet provide the

capability to correlate information among the files. The data

contained within the data base shall include both automatically-

entered and manually-entered data.

The data base shall provide files for the following:

o	 Remote site description

o	 Remote site operational data

o	 System analysis simulation/weather data

o	 System interaction data

o	 Subsystem evaluation

o	 Configuration management

o	 Software development

o	 Raw data file

Each of the files shall have the following design requirements:

Fixed Data Elements - Data fields, which represent record keys,

site/system characteristics, site/system identification,

geographical, and past climatological information, shall remain

fixed within data set records for life of the Solar Heating and

Cooling Development contract. These fields shall be protected

from arbitrary access and inadvertent destruction to avoid propa-

gation of error throughout the remainder of the data base.

Periodic Data Elements - Data values, which represent solar

system and subsystem integration and testing data, and data

collected :-:3 operational sites will recur on a fixed periodic

basis as input to the data base. The periodic interval shall be

one of the following: five minute sampling interval of raw data

readings, su=arization intervals such as hourly, daily, etc.,	 .^

and pre-defined intervals in accordance with the schedule for 	 i

system and subsystem testing. Periodic data shall be pre-

processed (converted to engineering units, limit checked, scaled,

etc.) prior to being included in the data base.

Variable Info r-ation - Variable data fields shall contain text

and co=cntary information and also as pointers to data items in
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off-line storage.	 Of particular importance will be the

maintenance of failure history information for each remote site.

Grouped Data Elements - To simplify data manipulation and
retrival, continuous y ields of related data shall be grou p ed and
secondarily named as one field x;,en appropriate. For example,
the latitude, lorgitu:'.e, and e levation of a site shall be grouped
under one name, 'location', to facilitate data operations.

Data Value ;lodes - Both alphameric and numeric data value shall

be stored in the data base. Record elements which are defined as

alphanumeric node shall require EBCDIC characters to be stored as

bytes. These fields shall not re quire mathematical processing.
Record elements (fields or groups) containing numeric values

shall require processing using mathematical operators.

Data Set Record Sizes - One record of each operational data set

shall be equated with generated or collected data for each 6-hour

period out of a 24-zeur day. Since the site operational data set

requires the largest data base storage, the maximum physical

record size is deter=ined by the volume of data remotely

collected in one 6-hour period as shown below:

1 Physical Record - One 6-hour period of data per site

Period 1 00:00 - 06:00 hours

Period 2 06:00 - 12:00 hours

Period 3 12:00 - 18:00 hours

Period 4 18:00 - 24:00 hours

Number of recordings/hr - 12 (1 every 5 minutes)

Number of data parameters read - 42 (maximum) per reading

Avg. number of bytes per parana ter - 4 (1 word)

Total bytes per hour	 12 x 41 x 4 - 2016 bytes/hr

Record Overhead - 16 percent

Total Physical Record Size - 1.16 X 12,096 - 14K

Catalogued ?rocedures - To ease the requirement on the user to

supply all the Necessary job co n trol statements and language when-
ever a system component is used, cataloged procedures shall be

prepared. These procedures are sets of previously writter. job

control statements which will re;uirc prior storage into the

System Library, uniquely named, and automatically retrieved during

execution. Examples of required procedures are those to generate

routine and fixed format reports, such as daily, weekly, monthly

and quarterly analysis and evaluation reports.
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Assembly and Higher Level Language Routines Support - The data

base user shall be provided the flexibility to process his data

directly from the data base and opti.onally update the data base

from the calculated results. This requires that the user be

provided temporary work files on which to store intermediate

evaluations and redefine inputs to the data base. Usage of

programming languages will require conforming to the programming

linkage conventions as defined in the NTPS File Structuring

User's Manual.

Secondary Indexing Capabilit y - Secondary indexing shall provide

the user with the capability to index tiles in the data base by

the contents of a field or fields other than the record key

identification (e.g., date/ system/site ID). The primary purpose

of this capability is to provide a faster response time for

qualifying records during retrievals. Representative fields

which are required to be indexed due to their frequency of use

are:

o	 Subsystem (collector, storage, etc.) manufacturer's

identification

o	 Subsystem type identification

o	 Subsystem material type identification

o	 Subsystem cost category (economical, marginal, uneconomical)

o	 Subsystem efficiency category (very high, high, average, low,

very low)

IBM Standard 370 Software - The System/370 Partition Data Set

(PDS) access method shall be uti:ized to support software

development and configuration manaZement. The Partition Access

Method allows rapid access to software modules and configuration

ma •-^cement reports by "name" alone. Each name and its associated

data is a member of a PDS.

Interfile Cu :nut - Interfile output (I:0) is the capability to

combine data frc. several related files (data sets) during output

rrocessi^g. This capability shall be required when the user

requires information frcm several files to satisfy a complex

information retrieval query.
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6.2 REMOTE SITE DESCRIPTION

The remote site description file shall contain physical chracteristics

of the remote site, description of the solar heating and cooling

system, auxiliary power costs, and other characteristics needed to

evaluate performance of the system. Since no instrumentation data is

included within this file, manual input shall be required to generate,

update, and maintain the file. Correlation information shall also be

included to allow interfile access to satisfy cemples queries

requiring information from several tiles. Pointers shall also be

included for correlation to off-line doc=ents pertinent to each site.

The remote site description file shall reside on the disc and be

immediately available throughout the life of a remote site.

ORIGINAL PAGE 15
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6.3 REMOTE SITE OPERATIONAL DATA FILE

The remote site operational data file shall contain the daily

processed instrumentation data from each remote site. Because of the

volume of data, only one month's input shall be maintained on disk for

immediate access. Data more than one month old shall be maintained on
magnetic tape.

This file shall be organized by remote site ID and operational data
shall be in chronological order over the month interval. In addition
to the detailed instrumentation data, the file shall contain
hourly summaries (over previous month interval), daily summaries
(over life of remote site), performance evaluation parameters computer

during the input processing activities, and correlation information to
support interfile queries. This file shall also contain correlation

information to files which contain manual input such as non-instrumented
data, site anomalies, failures, etc. The file shall be automatically
update on a daily basis.

Because this file shall contain the data of most interest to the
performance analyst, the design shall optimize data organization to
minimize retrieval/ access times in generation of reports/plots.
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6.4 SYSTEMS A.VA'.YSIS SI`1LMATICN!: :̀ AT'iFR DATA

In the prediction of s ystem performance at a remote site, systems

analysis simulations will be performed. the results of the simula-

tions performed for reference with operational performance shall be

maintained in this data file. .eather data (L'S Weather Service Data)

used during development of reference predictions shall reside on

magnetic tapes; however, the data file shall contain reference to

weather data used.

The results of remote site predicted performance simulations shall be

provided in sut..ary form for correlation with data reports generated

from the remote site descripticn snd remote site operational data

files. The results of reference simulations shall be organized by

site ID and automatically entered into the data file by the simula-

tion software.

A-79



^w/	

aqq
1

6.5 SYSTEM I.7TEGRATION DATA

s

Each solar heating and cooling system installed in remote sites shall

be assigned a unique identification for evaluation purposes. The

file shall contain the identification of subsystems comprising the
system, characteristics of the s ystem as deter=fined during testing or
from vendor provided information and pertinent test data.

This data file shall be manuall y uodated and shall reside on disk for
lifetime of the solar heating and cooling system.

6.6 SUBSYSTEM EVALUATION DATA

Each subsystem provided to IB`f b y `S FC for use in systems integration

shall be included within this data file. Characteristics of the

subsystem (both vendor data and HS -.-C test results) shall be included

within this data file. The file shall be organized according to

subsystem typE (collectors, storage, hot water, cooling, heating,

etc.).

The data file shall reside on disk and shall be manually maintained.

The file entry for each subsystem shall remain active throughout the

utilization of the subsystem.

6.7 CONFIGURATION MMAGEMENT

The configuration management data file :hall provide the capability to

maintain historical data pertaining to charge activity. Both hardware

and software changes'shall be maintained on disk within the host

computer. Upon release of first articles for use, an entry within the

configuration management data file shall be established. All changes

made to these baselines shall be entered into the file along with

associated documentation.

6. 8 S0r7,Is RF DFVE? 0PHr.TT DATA

The softwar... development data file shall contain the library of

baselined software deliveries and shall be modified only through

configuration management approval. Both source and load modules shall

be included and shall be identified by 'name' within the file.
Security shall be provided to ens ,--re controlled access to the file.

6.9 RAC. DATA FILE

The Raw Data File shall reside on magnetic tape and disk storage

within the IB`( facility and shall contain a history of all raw data

received from each remote site. The data less than one month old shall

be maintained on disk and shall be dumped to magnetic tape on a

monthly basis. Raw data shall be organized according to da y of
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receipt and shall be sequenced in the order in which remote site data

was collected.

1
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7. SOFTWARE VERIFICATION REQUIRE.*LNTS

Verification of the CDPS software shall be performed prior to the

overall CDPS becoming operational. This verification shall be

performed while utilizing the CD?S hardware and shall consist of three

phases:

Development Verification - Analysis and testing performed to

ensure that elements of the CDPS software satisfy requirements.

Qualification Verification - Testing to ensure that the software

system satisfies overall design requirements.

Acceptance Verification - Testing to ensure that the software

system satisfies normal operational requirements.

During qualification and acceptance verification, test procedures

shall be prepared and follcwed.--Test results shall also be

documented.

Details of the verification plan and approach are contained in the

"CDPS Verification Plan" and other CDPS documentation.
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1.	 INTRODUCTION

During the develo pment, documentation, and maintenance activities

associated with providing an operational CDPS capability throughout

the lifetime of the demonstration program, a set of programming

standards shall be utilized. The use of these standards results in an

organized and systematic approach which provides reliable software

which is easily understood and maintained.

1.1 SOFTWARE IMPLEnNTATION STA:,'DARDS

The standards/conventions/procedures established for the software

implementation phase are to provide continuity among the many

programmers assigned. The implementation phase is usually the most

difficult to control because of the individuality involved. A

significant objective of standards is to establish a more structured

approach to the coding process and to obtain program listings more

easily understood and transferable.

Standards to be utilized during software development are discussed in

more detail in the subsequent paragraphs.

1.1.1 Structured Coding Techn;cue

In concept, structured coding is an extension of the approach utilized

in hardware design and development, of constructing complex circuits

from elementary AND, OR, and NOT gates. The software analogies to the

hardware components are:

o	 Sequence of two operations.

o	 Conditional branch to one of two operations and return.

Prog_:ms written using structured code can be literally read from top

to bc_tom typographically; there is never in line branching as is

typical in trying to read code which contains "GO TO" statements.

An important task in assuring that a program meets its design

requirements is the detailed audit procedure. Since this audit is

best Firformed by someone not initimately in the program development,

readability of the code is of prime importance. One of the advantages

of the structured code technique is that it provides a basis for

systematic reading of the program. The reading sequence within each

segment is strictly from top to bottom. As a result, audit procedures

are made more systematic and result in higher software reliability.
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1.1.2 Program Support Library

The programming support library (PSL) is a set of clerical and

computer procedures designed for use in a software development

enviror3ent, plus the clerical support needed to make it work. The

principal objective of the library is to provide up-to-date

representations of the programs and test data in both computer and

human readable forms. The design of the procedures permits most of

the clerical and recordkeeping operations associated with programming

to be isolated from the programmer.

The principal advantages gained from use of the program library on

software development are:

o	 Frees the programmer from clerical duties.

o	 Centralizes the software system development activity.

o	 Provides discipline to system development process.

o	 Increases management visibility and control over software

development.

1.1.3 Top-Down Development

The top-down development technique is the application of the natural

system design approach. This technique requires the software control

architecture and interfaces be established and developed first and

succeeding levels of'detailed logic implemented in a downward fashion.

Top-down development provides an ordering which allows for continual
software integration of system components and provides for well-

defined interfaces at each level.

In top-down development, the system is organized into a tree stucture

of segments. The top regmenc contains t o highest level of control

logic and decisions within the program and either passes control to
lower level segments, or identifies 'lower level segments for inline

inclusion. The process continues for as many levels as required until

all functions within a system are defined in executable code.

Many system interfaces may occur either through data base definition

or calling sequence parameters. The top-down approach requires the

data base definition statements be coded and actual data recorda be

generated before exercising any segment which references them.

The top-down approach provides the ca pability of evolving the product

in a manner which maintains the characteristic of being always

operable, modular, and always available for the successive levels of

testing that accompany tae corresren_-i:.g levels of implementation.

The quality of a system produced using this approach is increased, as

reflected in fe •̂ c:r errors in the :nodule integration process.
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Inconsistencies are eliminated, and lower level segments can be

generated by referencing implemented code.

1.1.4 Coding Standards

A critical item in the production of software which is easily

understood, transferable, and maintainable is the establishment of

standards to be utilized during the coding process. The output of the

coding process, the program listing, is the most highly utilized

portion of the documentation package and must be controlled through

the application of standards. High order languages, which support the

structured programming concept, shall be used.

1.2 SOFTWARE TESTI`:G ST?\DAIRDS

The software shall be tested in an atmosphere which emphasizes the

need for planning of testing. Because of the emphasis of high quality

in the operational use of software, a highly structured approach must

be followed to ensure that, in addition to satisfying user .

requiremens, the operational system satisfies the objectives of

maintainability and trarsferrability.

1.2.1 Top-Down Testing

Top-down testing concentrates all testing activities on verifying

functional capabilities of the software in the system environment.

The benefits are increased system reliability, reduced testing cost,

and a more visible testing process.

Using the top-down approach to software system development and a

programming support library, all tests shall be performed in the

system enviro - ent. The top-down approach Ensures that all interfaces

needed to execute are available when testing begins. ?fence, program

interface assumptions are never made and all testing verifies the real

interfaces. Testing new programs oe program charges in a teaporary
mode, .-r 4̂ thout permanently modifying t^e systems, is easily done. When

the program is tested, it shall be incorporated into the master system
via the system build after receiving IKI management/NASA review for

change control. Performing all tests against the master system

accomplishes 'integration testing continuously as the functional

capabilities are verified.

1.3 SOFTWARE 1)OC17S':TATIO`i STA::DIOS

The software documentation shall be generated in a continuing fashion

throughout the software development phase. As was discussed, the

programming support library will provide the central facility for

generation of documentation. The primary documentation output shall

consist of:
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o	 Software Requirements Document

o	 Software Design Document

o	 Users Manual

1.3.1 Struct, tred Documentation

Documentation consists of the products of the definition and design

activity. Implementation, verification, validation, and delivery will

only modify design documentation. Employing top-down design will

require that documentaticn be developed in a hierarchical, tree-like

fashion. Top-level descriptions will reflect functional software

operations. These high level descriptions will, in turn, be explained

and/or expanded by lower level descriptions, and the process continued

to the lowest module level. This produces documents that can be read

and understood at any level. In addition, physically seaprate

documentation required by volume can be done without impacting
readability.

Readability shall be provided by describing software operation in the

following manner:

o	 Visual Table of Contents

o	 Overview diagrams

o	 Detail diagrams

o	 Supporting text and annotated data

Functional documentation proceeds from a top level Visual Table of

Contents diagram down to a basic module diagram of input, Processing,

Output, functional chart. For each task to be performed, a module
diagram shall be developed.

1.3.2 Flow Chart Standards

Although use of high-level language for software development reduces
the usefulness of flow charts, flew charts will be required for

deliverable documentaticn. The f1014 charts will depict how the

software performs in the satisfaction of requirements.

To provide ease of correspondence between program listings and flow

charts, the picture-on-a-page technique applied during coding will be

applied to the generatic-, of flow charts. Through this technique, a

flow chart will exist for each routine of the software, and both the

flow charts and listing will provide direct correspondence.
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1.	 INTRODUCTION

The CDPS :gust satisfy the processing and user support requirements

resulting from daily data collection from all remote sites. To

provide data to analysts by :e beginning of first shift each day, an

operations procedure has been established and is discussed in the

following paragraphs.

1.1 DATA COLLECTION

SDAS data collection will occur during the evening hours (beginning at

2000). The collecting call continue until approximately 2330 (60

sites require a?prcximately 3.5 hours) and upon completion, will be

transferred via data link to the S/370-155 (requires 30 seconds).

Computer operator intervention will be performed at the start of data
collection time period to initiate to System 7 software. During the

data collection time period, to communication interface computer

console will be monitored for i-..-icaticns of teleceT--nunications

progress in contacting and receiv'ng data from the SDAS equipment. In

the event of communications difficulties, effort will be undertaken to

resolve the problem during t:.e hours dedicated to data collection.

The communication operations personnel will be guided in the problem

resolution by directions from the S/7 software analyst. The operator

will, as required, interface with the `1SFC Telecommunications Systems

Status Center (TSSC) for resolution of communications difficulties.

1.2 DATA PROCESSING

Data processing on the host computer will occur between the hours of

midnight and 0700 each day in order to provide error reports and

summary reports and perfc r._ance reports for SIMS analysts at the

beginning of first shift (GdGO). The Input Processing portion of the

CDPS software system will be executed, upon completion of data

communication and retrieval by the Co=Unication Interface computer,

and will process the forwarded data _'rc= the System/7. All processed
data containing no errors will be converted into engineering units,
performance calculations performed, and data made ready for insertion

into the perfe.-mance evalua:icn data bank. Errors encountered during

processing will be flaeged vuch that erroneous data will not be

entered into t*-e data base, and error messages/reports will be

provided for analysts.

1.3 DATA BkTK PROCESSING

Upon completion of the Input Processing phase, the Data Base/User

Support software will be executed in a batch environment under control

of computer operations personnel. This processing will be

accomplished in a manner :o satisfy data availability requirements and
output distribution.
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To ensure timely completion, a high priority will be assigned to the

processing of input data and will be monitored by operations
personnel. If conflicts occur, the processing will be assigned the

highest priority and will override any other processing.

Archiving of data will be pro*ided through the use of software within
the host computer. Raw data, processed data, and performance reports
will be maintain ed within the ccmputirg facility and will be
distributed as required for analysis/storage.

1.4 USER SUPPORT

User support will require that the data base management software allow

ready access to the data base contents via local terminals and support

batch job access to data for special analysis activities. :then the
IBM performance analyst requires a terminal capability to access the

performance evaluation data base the computer operations personnel

will, upon request, initiate the- ten iral processing capability of the

NIPS 360 software. This will free cc=puter resources (core memory)

for use by other processing requirements instead of tying those

resources up when terminal activity is not required.

1.5 DATA BASE JiAINTENA_NCE

In addition to the daily scheduled updating of the Performance

Evaluation Data Base with input from the Input Processing Software

there will be the capability to perform selected maintenance on an as
required basis.

1.5.1 Error Correction

Error conditions on data fields within the data bank corrected during

first shift will be entered into the data base via local terminals
(for small data volume) or via batch job submission. Upon completion
of error correction, the perf.o--ante evaluation data within the data

base will be formatted and written to xaonetic tape for transfer to
the %SFC Solar Energy Data Base.

1.5.2 Non-Instrumentation Data Handling

Data elements to be added to the data base which are not gathered by

the SDAS and processed in the CDPS, such as site location, site
equipment availability, weat er data, etc., will be entered into the
data base via terminal or batch mode using the NIPS-360 File
Maintenance capability. This will allow for text type data to become

part of the data base and available for reporting purposes.
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1.0	 INTRODUCTION

The Central Data Processing System (CDPS), through its hardware and software,
shall provide the data collection, data processing, data archiving, and data
distribution functions associated with performance evaluation of Solar Heating
and Cooling Systems. The hardware, included within the CDPS, shall reside
at IBM's FSD facility at Huntsville, Alabama and shall consist of two elements -
a communications interface configuration and a host computer configuration.
The performance specifications associated with this hardware, in support of the
Systems Integration of Marketable Subsystems (S LMS) contract, are discussed
in the following sections of this performance specification document.

	

2.0	 TYPE OF HARDWARE

The hardware, to be used within the CDPS, shall consist of commercially
available hardware.

. .l
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3.0	 COMMUNICATION INTERFACE CONFIGURATION

The Communication Interface Configuration shall provide:

(1) Hardware required to interface with the Site Data Acquisition
Subsystem (SDAS) via telephone lines for data collection.

(2) The computational capability to control automatic call-up
of each remote site on a daily basis, to control communication
protocol with the SDAS, perform error checks on incorrect
data, format data for subsequent processing on the host
computer configuration, and store data for transmission to
the host.

(3) Input/output capability for operator intervention in event
of errors and for logging of communications activity and error
conditions.

(4) A multiprogram environment for software execution.

(5) Hardware for transmission of recorded data to the host
computer configuration.

(6) :lass storage for temporary storage of recorded data.

(7) Operational environment which requires minimum operator
support during the data collection activities.

The performance specifications relative to the above capabilities are discussed
in the following paragraphs:

	

3.1	 SDAS INTERFACE

The SDAS interface hardware shall provide the capability to: (1) accept
automatic dial signals from the communication interface computer, (2) perform
the automatic dial function, (3) provide interface to a modem compatible with
the modem contained within the SDAS, (4) receive data from the SDAS via the
telephone lines, and (5) interface the data to the communication interface
computer. A feedback mechanism shall exist in all hardware for signalling
correct/incorrect operation.

The hardware associated with the above functions shall consist of:

(1) Teleprocessing multiplexer (TF*M) for computer controlled
operations.

(2) Auto-call unit to support automatic dialup feature.

(3) Modem for telephone line interface.

The specifications of these hardware elements are discussed below.

ORIGINAL PAGE IS,
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m
0	 3.1.1 Teleprocessing Multiplexer Performance Specifications

The Teleprocessing Multiplexer shall provide the following capabilities in	 ,.r.
support of computer functions:

(1) Software selection of operation (asynchronous mode for SIMS).

(2) Internal mode of clocking to support asynchronous transmission.

(3) Receive/transmit at 1200 Baud Rate on telephone.

(4) Automatic call of Remote Sites under software control.

(5) Interrupt communication processor on each byte of data
transmitted/received (serial to parallel and parallel to
serial conversions).

(6) Status information regarding communications status.

3.1.2 Automatic Call Unit Specifications

The Automatic Call Unit (ACU) shall accept the above signals from the TPMM
hardware under control of the computer software and perform the Automatic
Dial Functions. The Automatic Call Unit shall provide the TPMM with control
information regarding the dial function.

The sequence of operations between the TPMM and the Automatic Call Unit shall
consist of:

(1) Call Request (CRQ) line - activated by the computer to indicate
that a call is to be placed.

(2) Present Next Digit (PND) - activated by the ACU to signal the com-
puter that the ACU is ready to accept the next digit for dialing.

(3) Digit leads (NB1, NB2, NB4, NB8) - activated corresponding to
the digit to be dialed.

(4) Digit Present (DPR) lead - activated by the computer to signal
that a digit has been placed on the Digit leads (NB1-NB8).

(5) Data Line Occupied (DLO) lead - indicates to the computer
whether the line is busy or not.

(6) Abandon Call and Retry (ACR) lead - indicates to the computer
that the called party does not answer or that, for some reason
or other, the call is not completed.

(7) Data Set Status (DSS) lead - activated by the ACU when the con-
nection has been established.

The ACU within the CDPS shall he Bell 801 or equivalent.
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3.1.3 Modem Specifications

The modem within the CDPS shall be the Bell 202C or equivalent and shall be

compatible with the modem within the SDAS.
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3.2	 COMPUTER PERFORMANCE SPECIFICATIONS

The communications interface computer shall provide the control, interface, and
application programs necessary for complete control of the Communications
Interface. The computer shall be interrupt driven, provide cycle capture of
data to memory, and have growth potential in both storage and processor CPU
cycles.

3.2.1	 Processor CPU Specifications

The CPU shall provide support for priority level processing through the use

of an interrupt handling system within the hardware. When an interrupt
occurs, the current status of the processor shall be automatically saved
within specific save areas for continuation of processing after interrupt
servicing. Four levels of priority processing shall be provided with the
capability to define 16 sublevels of priority within each primary level.

The instruction set provided by the CPU shall include the following classes
of instructions:

(1) Load and Store

(2) Arithmetic

(3) Logical

(4) Shift

(5) Branch

(6) Register-to-Register

(7) Input/Output

The CPU shall be capable of handling multiple input lines simultaneously.

The CPU shall perform parity checks on all data stored or retrieved from the
Memory Unit of the computer. An odd-parity technique shall be provided.

The CPU shall provide capability for addressing storage and for maintaining
computer status within the computer.

The following registers and indicators shall be provided:

(1;	 Storage Address Register

(2) Instruction Address Register

(3) Index Registers

(4) Accumulation Registers

B-6



(5) Interrupt Registers

(6) Carry Indicator

(7) Overflow Indicator

(8) Result-Zero Indicator

(9) Result-Even Indicator

(10) Result-Positive Indicator

(11) Result-Negative Indicator

(12) Interval Timer Registers

3.2.2	 Memory

The memory of the computer shall be sufficient to support the anticipated
needs of the software (approximately 24K 16-bit words) and shall provide
the capability for expansion through field modification to the baseline
system. Maximum required memory shall be 65K 16-bit words.

3.3	 INPUT/OUTPUT SPECIFICATIONS

A complement of peripheral I/O devices shall provide support to 	 software
executing in the processor to satisfy the operational requirements of the
CDPS.

3.3.1	 Operator Console

The operator console shall provide hard copy for information inquiries, status
messages, memory dumps, and control and maintenance of the Communication
Interface Software.

3.3.2	 Direct Access Storage

A direct access storage device shall provide on-line storage for the
Communications Interface Software and provide temporary storage for incoming
input data. The direct access disk shall provide the capability to store
information from 60 sites.

3.3.3	 Additional Devices

The Communication Interface Processor shall have adequate growth capability
and flexibility in terms of new I/O modules/devices. This growth shall be

•	 supported by the initial computer architecture and shall not require any
significant reprogramming or hardware design effort.

3.4	 HOST C01OWICATIONS

An interface or data link from the Communication Interface Processor to the
host computer shall be provided. The communications interface shall not

B-7

959.OMI



72= ^.

require constant host communication and shall support a stand-alone
environment. The host communication link shall be a coaxial cable,
and the distance supported shall be less than one mile.

3.5	 OPERATIONS

After manual initiation, the communication interface configuration shall be
capable of unattended operation during daily data collection from remote sites.
In the event of errors which cannot be circumvented under automatic control,
operator intervention shall be required.
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4.0	 HOST COMPUTER PERFORMANCE SPECIFICATIONS

The host computer shall provide the capabilities, through its peripheral devices
and processing capabilities, to create, support and maintain the SLMS perform-
ance evaluation data base. The host computer shall receive remote site data
from the communication interface computer over the Host/Communications
Interface data link and accept manual inputs via cards or terminals for
non-instrumentation data. The following sections specify the functional
performance requirements of these elements.

	

4.1	 MAIN MEMORY

Main memory shall provide the host computer with fast access, directly address-
able storage of data. Main memory shall be of sufficient size to allow both
SIMS data and programs to be loaded and processed. Main memory shall also
have growth capability. The maximum storage requirements is estimated to be
256K bytes.

	

4.2	 CENTRAL PROCESSING UNIT

The CPU shall be the controlling element for the host computer and shall
provide facilities for:

o	 Addressing main storage

o	 Fetching and storage of data

o	 Executing instructions

o	 Initiating communications between main storage and I/O
devices

The CPU shall support both fixed and floating point arithmetic operations as
well as logical operations and shall be sufficient speed to support the SIMS
data processing requirements.

	

4.3	 INTERRUPTS

The host computer shall have an interrupt system to allow efficient use of
I/O devices and for dynamic and fast response to peripheral equipment
requirements. The interrupt system shall be used in a manner that results
in a multi-program environment for the host computer.

	

4.4	 INPUT/OUTPUT

The host computer shall have an input/output system that will adequately
handle SLXS data transfers between main storage and the I/O devices. The
input/output system shall be flexible and allow for additional devices to
be added with minimal system impact.

URIGINAL PAGE IS
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4.4.1	 I/O Channels

Channels are the direct controllers of I/O devices and control units. The
host computer shall provide channels with the ability to read, write, and
compute and relieve the CPU of the task of directly communicating with the
I/O devices.

4.4.2	 Direct Access Storage

The host computer shall have direct access storage available to provide
auxiliary storage for the performance evaluation data base and off-line
storage for program storage. Direct access space required for SLMS is
estimated to be 200 million bytes.

4.4.3	 Display Terminal

The host computer shall provide high speed, visual, interactive communications
between the host computer and the user via dis play. The terminals shall provide
the SILKS user with the means for entry and change of information in _he host
computer. The interactive mode shall be provided via IB`i terminals. Graphics
capability shall be provided via a Tektronix 4015/4631 Display Unit or equivalent.

4.4.4	 Magnetic Tape

The host computer configuration shall support the production and delivery of
magnetic tapes containing performance evaluation data. These tape units
shall support 9-track 1600/800 BPI density and 7-track 800 BPI density.

4.4.5	 Printer

The host computer shall provide high-speed printers (1100 lines per minute) for
creation of reports to be delivered to users of performance evaluation data.

4.4.6	 Card Reader/Punch

The host computer shall provide a card reador/punch for program and data
input to the system.

4.4.7	 Communications Interface

A communication data link shall be provided from the host computer to the
communications interface configuration for high-speed transfer of data collected
and buffered by the communications interface (see Paragraph 3.4).

4.5	 OPERATIONS

The host computer shall be shared with other users. To insure that SL4S data
processing is processed within specific time constraints, a high priority level

will be assigned.
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1.0 INTRODUCTION

The Central Data Processing System (CDPS), which is comprised of both hardware

and software, provides the essential capabilities of data collection, data

processing and storage, and data user support for the S L4S Program. Because

of its criticality in Solar Seating and Cooling System performance evaluation,

the system must be verified prior to becoming an operational element of the

program.

The objectives of the CDPS verification activity are to ensure that each

element of the system, as well as the overall system, satisfies or exceeds the

requirements established in the CDPS Performance Specification Documentation.

The verification activity, terefore, requires a systematic ap proach to analy-

sis and testing and sufficient documentation to provide traceability of test

results. The approach, however, must ensure maximum confidence in system

operation with the minimum ex p enditure of resources.

Within this document, all descriptions of and references to the CDPS hardware

configuration are only to facilitate explanation of the software requirements

and not to control the configuration of the hardware., , The CDPS hardware is

controlled by ISM and is used for support of multiple contract programs. To

support this vavling utilization environment, IBX must maintain the flexibility

to mcdify the configuration as required. Because of this flexibility require-

ment, the CD?S hardware configuration -may vary during the performance of the

MS contract, but the capability to satisfy all SI`SS processing requirements

contained within the CDPS hardware Performance Specification will be maintained.

1.1 PURPOSE

The purpose of this CDPS Verification Plan is to define the approach to be

utilized in verification of the CDPS and to delineate the schedules to be

followed in provie.tng a verified CD?S.
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1.2 SCOPE

This verification plan addresses the verification activities required of the

CDPS. In addition, configuration control techni ques and test plans are de-

fined to provide management and NNASA visibility into the verification activities.

1.3 APPLIC 13LS DCCT--%E-::;IS

The following docu=ents are required in support of CDPS verification:

(1) CDPS Fardware Performance Spec'__°ication Docu.mert

(2) System/7 Functional Characteristics

(3) Site Data Acquisition Subsystem ?er=ormance Specification

(4) Guide to S/370-1L5

(5) System/370-145 Functional C aracter'_stics

(b) MCS Information Processing System Manuals

(7) S/7 Teleprocessing Descripticn

(8) CDPS Software Performance Specification

(9) Programming Guide for System/7 Teleprocessing Feature (GC34-1549)

1
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2.0 CDPS DESCRIPTION

Within the overall Solar Heating and Cooling Demonstration Program, the CDPS

performs the following functions:

Data Collection - The CDPS daily collects instrumentation data from all remote

sites via standard voice-grade 1200 Baud telephone lines. In addition, non-

instrumentction data available from `!SFC, ERDA, HUD, etc., which is needed in

performing overall system evaluation, is collected via manual means.

Data Processing - The CDPS accepts rat: data, as collected by the data collec-

tion function, and performs the data processing functions required to transform

the raw data into processed irfor--ation for use in system evaluation/analysis

activities. The CDPS also provides the resources to maintain a performance

evaluation data base, containing both raw data and processed info=ation, for

use in support of performance analysts.

Data Archiving - To provide capability for detailed analyses of system perfor-

mance and to maintain data for historical purposes, the CDPS provides the

capabilities to archive data collected and processed. Both raw data and pro-

cessed data is retained on magnetic tape, and fermal.reports are archived in

a library.

Data Distribution - In addition to collection, processing, and archiving of

data, the CDPS provides the essential function of distributing the data to the

appropriate organizations. Distribution is in the form of printed reports,

data plots, and magnetic tapes.

C-3



The development and verificstic

in Figure 1.

o	 c^

3.0 VERIFICATION APPROACH

The verification of the CDPS will consist of a systematic testing/analysis

approach which will ensure that syste:., specifications/requirements are achieved

or exceeded. Test procedures will be generated and followed during testing of

each CDPS component and test results will be documented in a qualification re-

port for review by management and :-S:C. Verification cross-reference matrices

will be used to ensure that all CDPS requirements/specifications are addressed

during verification.

Three phases of verification will be performed on the CDPS as defined in the

following paragraphs:

DEVELOPMENT - Analysis and testing of design approaches to ensure that approach

selection will meet system specifications.

QUALIFICATION - analysis and testing of CDPS to design limits. Performed prior

to entry to acceptance testing of the system.

ACCEPTANCE - Testing of the operational CDPS as a system to ensure that over-

all system satisfies system performance specifications.
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4.0 DEVELOPtifENT/VF'=ICaTION SCEEDULES

The CDPS is scheduled to be fully operational by 9/1/76. To achieve this

program milestone, development and verification schedules have been defined

and are shown in Figure 2. Discussion of the schedules is given in the

following paragraphs.

4.1 DEVELOP` -& N T SC* DULE

Development activities have beer. scheduled to provide software elements which

have undergone preliminary development verification activities by 7/1/76.

4.2 VERIFICA':_ON SCF"DULE

Development verification will be accomplished during June on individual software/

system elements and during July on system integration activities for the overall

CDPS.

Qualification verification •will cor=ence on 8/1/76 - and will extend until

approximately 8/25/76. During this period detailed verification will be

performed to test the systems to design limits.

Acceptance ve r'-^ica:^on will co=erce on '0125/76 and extend to 9/1/'6. Upon

completion of acceptance verification, the CD?S will be considered operational

to support the overall program.
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5.0 TESTING CO;:FIGL;^TION/L°TILI7-ATIC`+

The testing configuration for use in verification of the CDPS capabilities

relating to data collection/data processing/data base update/user support is

shown in Figure 3. As can be seen in the figure, the configuration consists

of the following elements:

•	 System/7 Test Software

•	 Controlled Signal Generation Equipment

•	 Prototype Site Data acquisition. System (SDAS)

•	 Telephone Line Interface

•	 Communication Inter ace Configurations

•	 Host Computer Configuration

•	 Performance Evaluation Data Base

A description of each of these elements and the rationale for their use during

verification activities is discussed in subse quent paragraphs.

5.1 SYSTE1-1/7 TEST SOFTWARE

To provide the CDPS verificatioi activity with reasonable sensor data, a

System/7 test soft., •are package will be required. :his software will allow an

SDAS sensor configuration to be simulated for the purpose of generating CDPS

test data. These simulator signals will be recorded for reference with CDPS

output. The use of the Systcm/7 soft-dare for sensor simulation results in a 	 e

significant reduction. in CDPS verification complexity and provides flexibility

to easily reconfi ;;::re the simulation to address var y ing SDAS, applications

(increased sensors, varying formats, etc.). 	 j

5.2 CONTROLLED SIG`:AL GEN-EFATION EQUIP I-E". i

The Controlled Signal Generation Equipment will be utilized to provide labora-

tory controlled voltages to the input multiplexer channels of the SDAS and

thus will simulate signals which would be generated by sensors. This simula-

tion capability is required because no senoors are connected to the SDAS until

C-8
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CAPABILITY TO:

CONTROLLED o 

.2  
LECT IN P UT VOLTAGE  LEVELS

o VARY ^, 'LTA , _ L_ US
SIGNAL	 o :'ELECT SE' . ",S TO SUPPORT
GENERATION	 14, 3p, !S PARAMETER SCANS
EQUIPMENT

CAPABILITY TO:
• SPEED UP CCLLECTiON
o CREATE TAzl E CASETTE WITH

SENSCR CATA
• CC :a!aUN'CAT°_ BITH

C^%'MUNiCATICN INTERFACE
PROTOTYPE	 CONFIGURATION	 MAGNETIC	 REPORTS
SITE DATA	 TAPE
ACQUISITION
SYSTEM lSOASI LOCAL	 00001

\TEL
EPHONE

ONE	 A

	

SBCA	
CAPABILITY TO TEST:
o RAW DATA ARCHIVING

COMMUNICATION	 SBCU	 HOST	 o RAW DATA PROCESSING
INTERFACE	 COMPUTER	 o ERROR DETECTION
CONFIGURATION	 CONFIGURATION	 o DATA BASE UPOATiNG

o USER SUPPORT CAPABILITIES

CAPABILITY TO TEST:
• TELErHC)NF INT_ -̂ FACE
• AUTOMATIC DATA CCLLECTION
• ERROR PROCESSING
• REPL)ATING
• DATA TRANSFER TO HOST	 1

PERFORMANCE
EVALUATION
DATA FILE

Figure 3'
n 	 Configuration for Data Collection/Data Processing/Data Base Update/User

Support Verification

ORIG^^' u °^^.IT^
OF PWR Q
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either system testing at MSFC or installation at a remote site. In support of

CDPS verification activities, the Controlled Signal Generation Equipment will

have the following capabilities:

o	 Place voltages onto selected input multiplexer channels Of. SDAS

o	 Support interface to all input multiplexer channels

5.3 PROTOTYPE SITE DATA ACQUISITION S°Simi (SDAS)

The prototype SDAS will provide the ca?abi-ity to read the simulated sensor

inputs from the Controlled Signal Generation Equipment and record them on
cassette tape for subsequent transmission via telephone lines. The prototype

SDAS will y:oviie the capability to reduce the sa-.:)Ie time to 8 seconds to

speed up the data recording process (24 hours of data gathered in .6 hours)

and reduce significantl y the duration of tests.

5.4 TELEPHONE LI`;E INTERFACE

To simulate the operational CDPS environment, telephone lines are provided for

communication with the protototype S'AS. Two lines (a local line and an IBM
tie-line) will be utilized during verification. The local line will be used

for development verification to perform debug of SDAS/co---Unication interface

configuration interface. The use of a local line reduces communication line

errors and thus provides a more controlled environment. During qualification

and acceptance verification testing, the IBM tie-line will be used to simulate

the use of a long-distance telephone line. These lines are not of high-

quality and will provide a realistic testing environment. Calls to the proto-

type SDAS via the tie-line will be routed to New Jersey and back to the

Huntsville facility. This technique is widely used within IBM to test commu-

nications between teleprocessing elements and presents a worse-case teleco=u-

nications environment for testing.

C-10



5.5 COMUMICATION INTERFACE CO\FIG_^ATION

The communication interface configuration will contain the operational hard-

ware and software undergoing verification. The operational syste-M will per-

form in an unmodified form and will collect data from the prototype SDAS via

the telephone interface equipment. Communication reports/error messages

obtained during data collection can be compared to the reference data provided

during the sensor simulation/SDAS data gathering phase. Upon completion of

data collection, the data will be transmitted to the host for subsequent

processing.

5.6 HOST MT1,77E3 CONFIGL-3A:I0N

The host computer configuration (hard-ware and software) will be an unmodified

operational system. Data transmitted to the host from the co=unicat-ions

interface configuration will be processed and entered into the performance

evaluation data base. Error messages/reports generated will be compared with

System/7 test reference data for verification purposes.

5.1 PERFO ANCE E`IALt ATIO`1 FILE BAS-

The data collected and processed will be entered into the data W eS and will

provide the basis for user support interface verification. Plots/reports/

magnetic tapes will be generated frcm the data and analyzed for correct ccncent/

format/etc. SDAS sensor test reference data rill be used for reference with

user output.

PACE IS

OF poop, QUMM,
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6.0 VERIFICATION CROSS-REFERENCE  TRIY

A verification cross-reference -atrix provides the correlation among the CDPS

performance specification and the corres ponding verification techniques and

phases. The verification matrixes for the CDPS are shown in Table-6-1. —The

matrices, therefore, provide the base for development of test procedures to

address all performance requirements/specification. A separate verification

matrix is provided for each CDPS element.

The verification matrix also indicates the test procedures and test results

documents which correspond to the Perfor_.ar.ce Re quirement. This approach

Will allow ready access to the verification data relating to each entry

in the matrix. Visibility and traceability .rill be achieved and will

aid in maintaining the complete verification history throughout the mainte-

nance/utilization of the system. In addition, as changes are made to require-

ments, updating of test procedures will be simplified.

..a 7
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oF	
—A,

ITENI (NAME AND PART y0.) 	 VERIFICATION CROSS
CENTRAL DATA PROCESSING 	 REFERENCE ,'ATRIX
SYSTEMSOFTY.'ARE	 (Comunications Interface)

1. SIMILARITY	 3. INSPECTION	 N/A NOT APPLICABLE
VERIFICATION METHOD

2. ANALYSIS	 4. TEST

VERIFICATION PHASE REMARKS
PERFORMANCE APPLICABLE APPLICABLE
REQUIREMENT DEVELOPMENT QUALIFIC.aTIWII ACCEPTANCE TEST TEST

PROCEDURES COCUMENTS

2.2	 Site Directory

2.2.1	 Site Directory 4 4 4 2.2.1-1
Information

2.2.2	 Site Directory 4 4 4 2.2.2-1
Update

2.2.3	 Site Directory 4 4 4 2.2.3-1
Print

2.3	 Ccr..munications
Hardware Inter
face

2.3.1	 interface 1,4 4 4 2.3.1-1
Commands

2.3.2	 Data Integrity 2,4 4 4 2.3.2-1

2.3.3	 Status 4 4 A 2.3.3-1

2.4	 SDAS Conmunica- 4 4 4 2.4-1
tions

2.5	 Data Store 4 4 4 2.5-1

2.6	 Host Trans- 1,4 4 4 2.6-1 I
mission

2.7	 Manual SDAS 4 4 4 2.7-1
Control

ORIGINAL Pj
OF FOOR QU

LGE IS

Table 6-1. Verification matrixes (Shoe: 1 of 4),
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ITEM (NA,': E AND PAR	 ':0.)	 VERIFI CAT ;0 `1 CRCSS

CENTRAL DATAF=OCESSING 	 REFERS,"::,E .^.'ATRIX
SYSTEM SOF T'NARE	 (Input ?-^ocessir., )

1. SIMILARITY	 3. INSPECTION	 N/A I`IOT APPLICABLE
VERIFICATION h:ETHOD

2. ANALYSIS	 4. TEST

VERIFICATION PHASE REMARKS
PERFORMA N CE .".PPLICABLE APPLICABLE
REQUIREMENT DEVELOPMENT QUALIF;CATIOIN' ACCEPTANCE TEST TEST

PROCEDURES GCCU`.'ENTS

3.2	 Receive Data 1 4 4 3.2-1
from Ccmmunica-
tion interface

3.3	 Decommutating 4 4 4 3.3-1
Data intc Scans

3.4	 Conversion to 4 4 4 3.4-1

Engineering
Units

3.5	 Limit Checking 4 4 4 3.5-1

3.6	 Computed Var- 4 4 4 3.6-1

iables

3.7	 Perfor--ance 4 4 4 3.7-1

Evaluation
Parameters

.3.8	 Data Base Input 4 4 4 3.8-1

3.9	 History/archive 4 4 4"' 3.9-1

3.1.0	 Reports 4 4 4 3.10-1

i

Table 6-1. Verification matrixes ^S.heet Z 01 y).
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11 tM iry ,11YtC nwv rnn	 w.l _'
	 _	

iJ-	 c`x+
"^Rlf'ICf^TTOR	 ,,. __

CENTRAL DATA PROCESSING	 REFEREN.Cc MATRIX
SYSTEM SOFn."ARE	 (File `' i-tenance)

t. SIMILARITY	 3. INSPECTION	 N/A NOT APPLICABLE
VERIFICATION ti"1ETH00

2. ANALYSIS	 4. TEST

VERIFICATION PHASE RENIARKS
PERFORMANCE APPLICABLE APPLICABLEREQUIREMENT DEVELOPMENT QUALIFIC ATION ACCEPTANCE TEST TEST

PROCEDURES DOCUMENTS

4.2	 Automatic Update 194 1,4 4• 4.2-1
of Data Base

4.3	 Manual Batch 1 1 4
Input to Data
Base

4.3	 Manual Terminal 1 1 4
Input to Data
Base

4.4	 Data Base 1 1 4
Maintenance

4.5	 Batch Security 1 1 4 OS-GC28-6550

4.5	 Terminal 1,4 1,4 4 4.5-1
Security

r

RIGINAL PAGFE IS

F POOR. QUALM

fable 6-1. Yeritication natrixes (sheet 3 of 4)
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ITEM (NAME AND PART \O.1	 VERIFICATIO"i CF,
CENTRAL DATA PROCESS!NC-	 REFEREi,.CE ".'ATRIX
SYSTEM SOFTWARE	 .	 (User Support)

1. SIN11LARITY	 3. INSPECTION	 N/A NOT APPLICA6LE
VERIFICATION METHOD

2. ANALYSIS	 4. TEST

VERIFICATION PHASE REMARKS
PERFOWMANCE APPLICABLE APPLICABLEREQUIREMENT DEVELOP :'ENT QUAI..IFICATION ACCEPTANCE TEST TEST

PROCEDURES DOCUMENTS-

5.2 . 	Inf omaticn 1 1,4 4 5.2-1
Retrieval

5.3	 Plot Capability 4 4 4 5.3-1

5.4	 Report Genera— 1 1,4 4 5.4-1
e tion

5.5	 Magnetic Tape 1 1,4 4 5.5-1
Generation

5.6	 Terminal/Batch 1 1 4
Capabilities

. .

Table 6-1. Verification matrixes (St.ect 4 of 4)
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- 7.0 DEVELOPMENT VF-11FICATION PL IN

Development verification will be performed  as a part of the initial CDPS

design activities. Analysis of the proposed designs and testing of initial

concepts will be performed to ensure that the CDPS approach selected provides

the growth and flexibility to address system specifications in a cost effec-

tive manner.

Of prime consideration in development verification will be the utilization of

commercially available hardware and so: ::rare to satisfy CDPS requirements.

Trade analysis , and oerfor:atce testinz, of available capabilities agains t

CDPS System Performance Specifications will prcvide the bases for selection.

Development verification will consist of detailed testing of each software

element, under simulated input conditions, to ensure that the design satisfies

the software requirements. These tests will be executed in a standalone

environment and will test error paths as well as the normal processing paths.

Upon completion of development verification activities on each software ele-

ment. detailed tests will be performed, using simulated data, to test inter-

faces aeon* the software elements. As a result of this interface verification

testing, the overall CD?S design will be proven and the system will be avail-

able for qualification verification.

Development verification of the hardware will be perforn..ed in conjunction with

software verification. ability to satisfactorily perform software development

verification will prove the hardware can satisfy the design requirements for

each system element.

An interactive relationship will exist among development verification and CDPS

design/trade studies/selection processes. Any defic.lencies noted in the

approach will be discussed and resolved to the sa.*-,sfaction of the development

verification persernel. The interactive relationships Will be internal to

M; however, the results of development verification will be discussed with

MSFC at periodic meetings/de;ign reviews.

ORIGINAL, PAGE L9
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8.0 QUALIFICATION VERIFICATION PLAN

Upon completion of development verification, qualification verification will

be performed. The qualification verification activities will consist of for-

mal tasks performed in the analyses and testing of the elements of the CDS.

Qualification test procedures will be followed throughout the testing phase.

Qualification verification will be performed in a building-block concept.

Each system function (hardware and software) will be tested as a unit, and the

units combined in an orderly warner to achieve an overall CDPS operational

capability. The order in which the elements will be combined and tested

ing qualification testing is as follows:

(1) S/7 configuration and SDAS fcr ccmmunicat'_on and data collection

(2) S/7 - S/370 co=unicaticn to achieve data flow to S/370-1-5

(3) Input processing software prccess data accumulated from S/7

(4) Data base update capability for user support verification.

Upon completion of qualification testing, the system will be ready to undergo

acceptance verification.

Test/analysis results achieved as a result of qualification testing will be

compiled into a CDPS Qualification Report. Test procedures will also be

contained in the report.

8.1 QUALIF= CA7ION TEST PROCr_XRES

Formal qualification test procedures will be generated, provided to `fSFC, and

utilized during qualification verification activities. The verification cross-

reference matrices and the CDPS Purforzance Specification Document will provide

input required to define and detail these procedures. 	 i

I

During CD?S qualification testing, the procedure -_11 be updated, as required,

to ensure that CDPS elements are thorcughly verified. This update procedure 	
I
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will be closely controlled and documented. The test procedures will be re-

viewed with MSFC prior to utilization in testing. The procedures will also be

included in the Qualification Report for delivery to MSFC.

Program Trouble and Corrective Action Reports will be generated for each prob-

lem encountered. A sample of the form to be completed for discrepancy report-

'	 ing is shown in Figure 4. Discrepancy rep orts must be investigated and

resolved prior to completion of qualification verification. Reports on status

of discrepancies will be included in the qualification report.

8.2 S /7-SDAS CON IG_RATION CUaLI7TCA:' N ' _RIFICA IC! T°_STIN-G

The qualification verification for the S/7-SDAS configuration will ensure that

the CDPS can perform the functions associated with telecc=.municatiors, data

collection, and data transmission to the host computer for processing. Table

8-1 contains the list of tests to be performed, estimated test duration time,
and test descriptions associated with this qualification verification activity.

These tests have been organized according to function performed by the CDPS.

(1) Site Directory Requirements

(2) Communication Hardware Interface 	 •t

(3) S /7-SDAS Cc=unicat'ons

(4) Data Store

(5) Transmit to Host

(6) Manual SDAS Control

C-19



PROGRAM TROURLE AND COR...:	 REPORT (PTR)

PROGRAM NAME DATE

INITIATOR	 iTEST CASE PROGRAM MODULE ID

1DEPT LOCATION CLOSURE DATE

DESCRIPTION OF PROBLEM:

^EVIEtiNER ' S SIGNATURE	 DATE

RESULTS OF INVESTIGATICN/RECO'.I%IEFJUATi0P:S:

.	 .._.	

L 

P AGE IS

ORIGIN AL UAyri'Y'
C -2Q	 OF POOR Q

9

INVESTIGATOR	 BAT:	 i

Figure *. Program Trouble ,4r,I Cc rrective r,rtion R vcr; (PTR)
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DESCRIPTION (INPUT/OUTPUT/TECIINIQUE)

Verify that each of the fields within the site directory is
properly maintained during normal and abnormal site data
collection and host transmission sessions.

Verify that new site directory entries may be-created, and
specified fields updated.

Verify that the site directory may be printed.

TEST Nti'.MBER

2.2.1-1

J

2.2.2-1

2.2.3-1

CUB'S ELEMENT:

CDPS 5 %FTWARE VERIFICATION PLAN

COMMUNICATION INTERFACE 	 FILE MAINTENANCE	 QUALIFICATION

INPUT PROCESSING	 0 USER SUPPORT	 q 	 ACCEPTANCE

SOFTWARE FUNCTIONAL AREA: 	 Site Directory	 DATE:	 June 7, 1976

PEIRF ORMANCE SPECIFICATION DOCUMENT REFERENCE: 2.2 	 APPROVAL:

^d

C=3

Table 8-1 1 S/7 , SDAS Configuration Qualification Verification Tests (Sheet l:o —



CD ,."). ".OFTV'JARE VERIFICATION PLAN

JPS ELEMENT.	 COMMUNICATION INTERFACE qX FILE- MAINTENANCE q 	 GUALIFICATION

INPUT PROCESSING	 q USER SUPPORT	 E]	 ACCEPTANCE

OFTWARE FUNCTIONAL AREA: 	 Communications Hardware Interface 	 DATE:	 June 8, 1976

-EP;FORMANCE SPECIFICATION DOCUMENT REFERENCE: 2.3 	 APPROVAL.:

EST NUMBER	 DESCRIPTION (INPUT!OUTPUT/TECIIN IOU E)

2.3.1-1	 Each of the TPMM commands shall be exercised and proper
operation verified.

2.3.2-1	 BC11 encoding and error detection shall be verified.

2.3.3-1	 Failures shall be introduced toIforce each hardware status
bit to become active. Proper software response shall be
verified.

0
El

N
N

U

Table 8-1. ..J7 SDAS Configuration Qualificatio:l Yerii_ catlor, E ts, 0 ". __2 of 6



CDPS S( FTWARE VERIFICATION PLAN

CUPS ELEMENT•
•
	COMMUNICATION INTERFACE Q FILE MAINTENANCE []

 INPUT PROCESSING 	 q USER SUPPORT	 q

SOFT17ARE FUNCTIONAL AREA:	 SDAS Communications	 DATE:

PERFORMANCE SPECIFICATION DOCUMENT REFERENCE: 2.4	 -^

QUALIFICATION	 EXI
ACCEPTANCE	 q

June 8, 1976

APPROVAL:

TEST NUMBER

2.4-1
10^

DESCRIPTION (INPUT/OUTPUT/TECIINIQUE)

Verify communication between the SDAS and S/7 by exercising
each of the SDAS commands and replies with and without the
introduction of anticipated errors.

MN
U

0

Table 8- 1. S/7 SDAS Configuration Qualification Verification Tests (Sheet 3 pf 6),



CnPS r^( FTWARE VERIFICATION PLAN

COQ MUNICATION INTERFACE q FILE MAINTENANCE q 	 OUALIF-ICATION
INPUT PROCESSING	 q USER SUPPORT	 q 	 ACCEPTANCE

0-T	
El

'I
:liPS ELEMENT:

JFT'.^IARE FUNCTIONAL UREA: 	 Data Store	 DATE:	 June 8, 1976	 I

-ERFORMANCE SPECIFICATION DOCUMENT REFERENCE: 2.5	 APPROVAL:

EST NUM©E't	 DESCRIPTION (INPUT/OUTPUT/TECHNIOU E)

2.5-1	 The data store routine shall be tested to verify that data is
`-	 stored onto disk in the proper order, both with and without

--^	 retransmissions from the SDAS.

N
U

ail

Tahle 8-1. S/7 SDAS C- .. !ration Qualification Verification Tests Sheet 4 of 6
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CM'S `.OFTWARE VERIFICATION PLAN

CDPS ELEMENT:	 COMMUNICATION INTERFACE ® FILE MAINTENANCE q 	 QUALIFICATION	 0
INPUT PROCESSING	 jj USER SUPPORT	 q 	 ACCEPTANCE	 q

SOFTIAJARE FUNCTIONAL AREA: 	 Data Transmission to Host	 DATE.	 June 8, 1976

PERFORMANCE SPECIFICATION DOCUMENT REFERENCE: 	 2.6	 APPROVAL:

TEST NUMBER

2.6-1

DESCRIPTION (INPUT/OUTPUT/TECIINIQUE)

Data transmission to the Host shall be verified with and
without the introduction of transmission errors. S/370
CDPS software shall be;used to verify transmission format
and accuracy.

U"

N
1

U

00

rd

Cli

Table 8-1. S/7 SDAS Configuration Qualification Verification Tests (Sheet 5 of
^r.r....- -.	 -
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COP ; SOFTWARE VERIFICAI ION PLAIN

C110S EMENT•	 CC^::i iU(`:IC/^710v INTERFACE [X] FILE MAINTENANCE [] 	 QUALIFICATION
INPUT PROCESSING	 [] USER SUPPORT	 ACCEPTANCE

SOFTWARE FUNCTIONAL AREA: 	 Manual SDAS Control	 DATE:	 June 9. 1976

PE- R`ORMANCE SPECIFICATION DOCUMENT REFERENCE: 2.7 	 1 APPROVAL:

TEST NUMBER	 DESCRIPTION (INPI)T/OUTPUT/TErNNIDUE

2.7-1	 The exercise of each of the manual commends in both normal
and error conditions during debug of the SDAS engineering

-^	 model hardware shall bd the final test of this program.

J

N
U

Table 8-1. S/7 SDAS Configuration Qualification Veri'1catic:; 1'ests (S!:eet 6 of 0



8.3 HOST COMPUTER INPUT PROCESSI`;G O,: LI=ICATIOV TESTI\G

The host computer input processing qualification testing will ensure that the

CDPS host computer configuration satisfies all design requirements in the

b	 following functional areas:

(1) S/370-145 to S/7 co=unication

(2) Archiving of Raw Data

(3) Processing of Raw Data

(4) Computation of Analyst-Requested Variables

(5) Computation of ?erfor _̂.ance Evaluation Parameters

(6) Generation of Data Base Update

(7) Summary Reports/Error Messages

(8) Historical Data Archiving

The test to be performed in qualification verification of these capabilities

is given in Table 8-2.

W

C-27
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CDPS ::O1= TVJARE VERIFICATION PLAN
-, n

HOPS ELEMENT:	 COF4P1UN'ICATI0N INTERFACE q FILE MAINTENANCE q 	 QUALIFICATION	 0
INPUT PitOCESSINGXq USER SUPPORT

	
q 	 ACCEPTANCE	 q

IOFTWARE FUNCTIONAL AREA:	 Receive Data from System/7
	

DATE:	 June 9, 1976

PERFORMANCE SPECIFICATION DOCUMENT REFERENCE: 3.2 	 APPROVAL.:

TEST NUMBER	 DESCNIPTION (INPUTIOUTPUT/TECIINIQUEI

3.2-1	 Receipt of data transmitted from the System/7 Communica-
tion Interface shall be verified with and without trans-

)	 mission errors and retransmissions. The output data base
shall be tested With the file maintenance system.

Table 8-2. ls,..:t Computer Input Processing Qualification Tests (Sheet 1 of 9)



CDI'S ';:)FTWARE VERIFICATION PLAN

U'S FLEh'1ENT:	 COPOMURICATION INTERFACE q FILE MAINTENANCE q 	 GUALIFICATICN	 -]
INPUT PROCESSING	 qj USER SUPPORT	 q 	 ACCEPTANCE	 q

Ot=T:':,^SZE FUNCTIONAL AREA: 	 Raw Data Deconunutation	 DATE:	 June 9, 1976

FORMANCE SPECIFICATION DOCUMENT REFERENCE: 3.3 	 APPROVAL:

- EST NUI.'IDER
	 DESCRIPTION (INPtMOUTPUT/TEMNIQUEI

3.3-1
	

Raw data decovinutation and scan time computation shall be
verified with valid input data and with data containing
BC11 errors in each portion of a record.

O
^0
b
iy

^G

 T-

VIP

TWA 8-2. , Host Computer Input Processing Qualification Tests (Sheet 2 of 91 •.



CD"s :;OFTWAIIE VERIFICATION PLAN

CU: ELEMENT:	 CO;.'MUNICATION INTERFACE [^ FILE MAINTENANCE q
	

QUALIFICATION	 Q
INPUT PROCESSING	 F] USER SUPPORT	 [j

	
ACCEPTANCE	 q

SOFTWARE FUNCTIONAL. AREA:	 Conversion to I?nginecring Units	 DATE:

PL'-RFonNIANCE SPECIFICATION DOCUMENT REFERENCE: 	 APPROVAL:

TEST NUMBER	 DESCRIPTION (INPILT/OUTPUT/TECIINIQUtr)

3.4-1	 Verify that scan variables can be extracted and properly
converted to engineering units through the use of the
supported conversion techniques.

i
	 Table 8-2. Host Computer Input Processing Qualification Tess (Sheet 3 of 9)



CDPS S')FTU':ARE VERIFICATION PLAN

B PS ELEMENT•	 COMPlUUICATION INTERFACE
•

E] FILE MAINTENANCE El
INPUT PROCESSING USER SUPPORT q

FT','AIIE FUNCTION AL AREA:	 Limit Checking _ 1 DATE

QUALIFICATION	 [K_]
ACCEPTANCE	 q

June 9, 1976

_RFORNIANCE SPECIFICATION DOCUMENT REFERENCE: 	 3.5	 I	 APPROVAL:	 I

.ST NUMBER	 DESCRIPTION (INPUT/OUTPUT/TECHN IOU C)

-1	 Variables within limits, out of limits, and changing too
rapidly, and stuck shall be tested with and without BCH
errors.

9

CrJ

Table 8-2. Host Computer Input Processing Qualification Tests (Sheet 4 of 9)



^	 %^^ ,My^,. ;r vy -.y}^ ^•	

^jam"''y
	

^^+

	
f 
Y;.^/ ! ^i^y^tl {YY 

1(
^^^^	 4 ^ I'^l'^ N ,,' f 

f 1,:.

fI	 J d

_	 1	 ^

CBI's ::UFTWARE VERIFICATION PLAN

CDPS ELEMENT:	 COMMUNICATION INTERFACE q FILE MAINTENANCE E]OUALIFICATION 	 ®R

• 	 INPUT PROCESSING 	 Xq USER SUPPORT	 q 	 ACCEPTANCE	 q

SOFTtiIARE FUNCTIONAL AREA:	 Computed Variables	 DATE:	 June 9, 1976

PERFORMANCE SPECIFICATION DOCUMENT REFERENCE: 	 3.6	 1 
APPROVAL:

TEST NUMBER	 DESCRIPTION (INPUT/OUTPUT/TECI INIOUr

Computed variables shall be tested with representative
algorithms using both valid and invalid input variables.

06

Table 8-2, host Commuter Input Processing Qualification Tests (Sheet 5 of 9)



COPS SOFTWARE VERIFICATION PLAN

1	 'DPS ELEMENT:	 COMMUNICATION INTERFACE [] FILE MAINTENANCE 	 QUALIFICATION

—	 INPUT PROCESSING	 ® USER SUP('ORT	 ACCEPTANCE
	

a
OFTY?,",9E FUNCTIONAL AREA: 	 Performance Evaluation Parameters	 DATE:	 June 9, 1976

'ERFORMANCE SPECIFICATION DOCUMENT REFERENCE: 	 3.7	 1 APPROVAL.:

EST NUMBE R 	DESCRIPTION (INPUT/OUTPUT/TEC14PJIQUE)

3.7-1

	

	
The computation of performance evaluation parameters shall
be tested using both valid and invalid input variables.

J

C ba

Table 8-2. Host Computer Input Processing Qualification Tests



•	 CDI'.> OFTWARE VERIFICATION PLAN

:1X'S ELEMENT:	 COeMMUNICATION INTERFACE q FILE MAINTENANCE q 	 QUALIFICATION	 [)
INPUT PROCESSING 	 q USER SUPPORT	 q 	 ACCEPTANCE	 q

SOFT':lAPE FUNCTIONAL AREA:	 Data Base Input	 I DATE:	 June 9. 1976

PERFORMANCE SPECIFICATION DOCUMENT REFERENCE:	 3.8	 1	 APPROVAL:

TEST NUA[iER DESCRIPTION (INPUT/OUTPU_T/TECIINIQUC

The merge of the latest detail data with earlier detail
data shall be verified. The hourly and daily summary
data shall be compute$ using both nornal and abnormal
(missing) detail data.

_	 n Ti t-In 0 7	 tinet Pmmrwutnr innut Prnraccinn noini4fie- a+i.r.n Tne +e _LCk--4- Z ..s n ► ,,.



COPS SOFTWARE VERIFICATION PLAN

'-DPS ELEMENT:	 COMMUNICATION INTERFACE q FILE MAINTENANCE q 	 QUALIFICATION	 Q
INPUT PROCESSING 	 [x J USER SUPPORT	 q 	 ACCEPTANCE	 q

SOFTWARE FUNCTIONAL AREA: 	 History/Archive Tapes	 DATE:	 June 9, 1976

PERFORMANCE SPECIFICATION DOCUMENT REFERENCE: 3.9 	 APPROVAL:

TEST NUMBER	 DESCRIPTION (INPUT/OUTPUT/TECHNIQUE

3.9-1	 The creation of the history and archive tapes shall be
verified with at least 30 days data from at least 2 sites.v

^b

Table 8-2. Host Computer Input Processing Qualification Tests (Sheet 8 of. 9)
dd



CDI':; : ,)FTV1AI1E VERIFICAT ION PLAN

JjPS ELEMENT.	 COP-'.!MUNICATION INTERFACE q FILE MAINTENANCE q 	 QUALIFICATION	 Q
INPUT PROCESSING	 [x USER SUPPORT	 q 	 ACCEPTANCE	 q

>OF rWARE FUNCTIONAL AREA:	 Summary Reports	 DATE: June 9, 1976

PE11FORMANCE SPECIFICATION DOCUMENT REFERENCE: 3.10	 1	 APPROVAL:

fF "VT NUMBER	 DESCRIPTION (INPUTIOUTPUT/TECIINIQUE)

1.10-1	 All reports shall be verified for readability and accuracy.
Error messages shall be verified as erroneous data is intro-

='	 duced in other CDPS Input Processing Verification tests.

Table 8-2. Bost Computer Input Processing Qualification Tests (Sheet 9 of 9)



8.4 FILE ^WNYM: NCE QUALIFICATION TESTING

The CDPS file maintenance capabilities utilize an existing data base manage-

ment system which has been proven on other activities. For this reason,

qualification testing will ccnsist of a functional test under maxiaum input

•	 conditions to ensure that the capability satisfies the design requirements.

Test plans for qualification testing of the file maintenance capability are

•	 shown in Table 8-3.

Functional capabilities to be tested are:

(1) Automatic Update of Data Base

(2) Manual Input to the Data Base

(3) Data Base Maintenance, access, and Update

(4) Data Base Security

ORIGINAL PAGE IS
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CDP.: SOFTWARE VERIFIC ATION PLAN

CUPS ELEMENT:	 COMMUNICATION INTERFACE 	 q 	 FILE MAINTENANCE QUALIFICATION	 Q
INPUT PROCESS I NG Q	 USER SUPPORT q ACCEPTANCE	 q

SOFTWARE FUNCTIONAL AREA: 	 Input Processing /File Maintenance Interfac DATE:	 June 7, 1976

PERFORMANCE SPECIFICATION DOCUMENT REFERENCE: 	 4.2 APPROVAL:

TEST NUMBER DESCRIPTION (INPUT/OUTPUT/TECNNI(1UE

4.2-1 Input processing shall process test data for 2 sites.
File maintenance shall use the processed data to update
the data base.

:-1
^.J

1
I	 ^

I	 ^

I	 ^

l
r

r

iahl? A-3. ef 2)File Maintenance Qualification Tests,(Sheet 1 r 



CFPS SOFTWARE VERIFICATIOM PLAN

CDPS ELEMENT:	 COMMUNICATION INTERFACE q FILE MAINTENANCE	 QUALIFICATION
INPUT PnOCESSING	 q USER SUPPORT	 q 	 ACCEPTANCE	 q

SOFTWARE FUNCTIO14AL AREA: File Maintenance Terminal Security 	 DATE:	 June 7, 1976

PERFORMANCE SPECIFICATION DOCUMENT REFERENCE: 4.5 	 APPROVAL.:

EE ST NUMBER	 DESCRIPTION (INPUT/OUTPUT/TECIINIGUE)

i
4.5-1	 Read only and read/write access shall be tested for proper

authorization

i

O^

pG-

qtr'

i

Table 8-3. File Maintenance Qualification Tests (Sheet 2 of 2). 	 ..



8.5 USER SUPPORT QL:ILIFICATIC:; 'IFRiFIC^,"IO:;

The user support qualification verification will ensure that the CDPS satis-

fies the requirements associated with support of data base users. These

verification tests will address the following areas:

(1) Information Retrieval for Report Generation

(2) Plot Capability

(3) Daily, Monthly, Annual Reports

(4) Magnetic Tape Generation

(5) Terminal/Batch Capabilities

Test plans for each of the above functional areas are shown in Table 8-4.

C-40



CD1''.:",OFTWARE VERIFICATION PLAN

7DPS ELEMENT:	 COMMUNICATION INTERFACE q FILE MAINTENANCE q 	 QUALIFICATION	 Q
INPUT PROCESSING	 USER SUPPORT X

q
	ACCEPTANCE	 q

:OFTVYARE FUNCTIONAL AREA:	 User Support	 DATE. June 7, 1976

PERFonM. ANCE SPECIFICATION DOCUMENT REFERENCE: 	 APPROVAI-:

i EST NUMP_ ER

.2-1

i

.3-1

DESCRIPTION (INPIZT/OUTPUVTE C!-INIQUE

Varied representative queries shall be made of the data
base in both batch and terminal modes.

Representative quantities in the detail and summary data
base shall be plotted and verified.

All scheduled reports shall be generated and clarity and
accuracy verified.

Magnetic tapes shall be created with the information and
format necessary to feed into the MSFC data base.

Q

^a
c^

Table 8-4. Users Support Qualification Verification



8.6 OVr-° ALL CO?S QU.-'11FICATION V 7 RI'IC: TT ON "STI`G

Upon completion of qualification verification of each of the CD °S elerents,

overall end-to-end tests will be performed on the system. The test configura-

tion will be as discussed in Section S of this report, and the SDAS input will

be simulated to provide reference input data. :'aese data will provide the

following capabilities:

(1) Nominal (No Error) Conditions

(2) Off-`nominal (Error) Conditions

(3) Variable Formats (14, 30, 46.)

Through use of these reference data. s ystem tests can be performed which will

provide the basis for enteric



9.0 ACCE?T.^`ICE VERI"ICATION PLAN

Upon completion of qualification verification, the CDPS will enter the accep-

tance verification phase. This phase will exercise the CD?S in a normal

operational erviron=ent and will provide the capability for testing of ooPra-

tional procedures. The testing configuration will be as scow rn in Section S of

this plan, and test data will consist of ncminal reference data. Successful

completion of acceptance verification will provide an operational CDPS.

The prototype SDAS will be called via IBM tie-lines and data collected by the

communication interface configuration. This data will, in turn, be trans-

mitted to the host ccmputer, prccessed, snored in the data bas,:, and user

support functions performed. Output will be provided to analysts to ensure

proper content and format.

9.1 ACCEPTANCE VERIFICATION P:CCEDURES

CDPS Acceptance Test Procedures shall be developed and used and will provide

the test/analysis environment for de=onstrating the overall capability of the

CDPS in an operational environment. These procedures will be developed based

on results of qualification verification and on system performance specifica-

tions. Final approval of the procedures will be the result of IB`i/:!SFC reviews,

ORIGINAL PAGE IS
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10.0 CDPS MAI`;TE\:a.\CE V E3I?ICATI0\

After the CDPS has been declared operational, each requirement change which

results in modification to the system will be evaluated for reverification

purposes. Those changes wh'-ch do not impact CDPS inter-element interfaces

will undergo development and qualification verification; whereas, those result-

ing in interface modifications will undergo all verification phases to ensure

overall system continuity. Test procedures and test results will be retained

for all maintenance verification activities.
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