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1, . INTRODUCTION

-The Central Data Processing System (CBPS) is the Cuut‘hl Tutegratlon
Facility which transforms the raw data collected at remote sites into
performance evaluation information for assessing. the performance of
solar heating and coulxng systemq.

+

This CDPS Software Perrormance bnaaltlcatlon (CSPS) provxdes ‘the wcdlum

for baselining the overall software system raquirements. After baselining,

the software requirements will be placed under changze cenfiguration eentrol
-.and can be changed only thirough fermal change procedures established by

the Marshall Space Flight Center (MSFC). Through this procedure, the
document will remain current with the requirements/capabilities of the

_ »CDPS softtdre throughout the contrnchual purlod

The objective of this document is to establlsh the requirements which
must’ be satisfied by the CDPS software. All descriptions of and references
to the CDPS hardware configuration are only to facilitate explanation of

- the-software requirements and ‘not' to control the cenfiguration of the
hardware. The CDPS hardware is contrelled by IBM ind is used for suppert
of multiple contract programs. - To support this varying utilization

- environment, IBM must maintain the flexibility te modlxy the configuration
as requlred Because of this: IlE\lbllltv requitement,’ the CDPS hardware
configuration may vary during the performance of the SI43 contract, wut
the capability to satisfy all SIMS processing requirements contained
within the CDPS Hardware Performance Specification will be maintained.

" This. document will not be updated to reflect changés in the detailed

.CDPS_hardware conflguratlon which do. not affect CDPS software requirements.
The programming standards. to be usad ia developmant, documentation and

- mainterance of the software are discussed in Appendix A, In addition,

" the CDPS operations appreach in support of daily data collection and
processing is discussed in Appendix 3,
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1.1 CDPS ROLE IN SOLAR HEATING AND COOLING PROGRAM ' [

- The CDPS, located at IBM's FSD facility in Huntsville, Alabama, -
provides the resources required to assess the performance of solar

| “heating and cooling systems installed at remote sites. These

% _ _ remote sites consist of residential, commercial, government, and

- .educational types of buildings, and the solar heating and cooling
systems can be hot-water, space heating, cooling, and combinations
thereof. The instrumentation data asso¢iated with these systems will :
vary according to the application and must be collected, processed, = - SRRRERSE
and presented in a form which supports continuity of performance A
evaluation across all applications. In addition, data must be-
maintained for historieal purposes and for detailed analysis.

o Ime supporting the overall program objectives,'the CDPS satisfies the
: following functional requirements:

Data Collection = ‘The CDPS daily collects instrumentation data. -
from all remote sites via standard voice—grade 1200 Baud telephone
‘linea. In addition, non-instrumentation data available from MSFC,
ERDA, HUD, ete., which is needed in performing overall system
_~evaluation, is collected via manudal means.

Data Process;gg -~ The CDPS aocepts raw data, as collected by the
data collection function, and performs the data processing
functions required to transform the raw data into processed
information for use in system evaluation/analysis activities. The
. CDPS alse provides the resources to maintain a performance
evaluation data base, containing both raw data and processed
-information; for use iIn support of performance analysts.

Data Archiving - To provide capability for detailed analyses of
system performance and to maintain data for historical purposes,
~the CDPS provides the capabilities to archive data collected and
processed during the program. Both raw data and processed data is
‘retained on magnetic tape, and formal reperts are archived in a
_library.

Data Distribution - In addition to collection, proeessing, and
archiving of data, the CDPS provides the essential function of
distributing the data to the appropriate organizations.

.’ Distribution is in the form of printed reports, data plots, and
magnetic tapes.

_ xstems Analysis Simulation -~.An essential capability in -

- assesging the performance of solar heating and cooling ‘gystens is
the ability to predict performance for correlation with
'operational performance. The CDPS provides the resources needed

~in support of .this simulatien activity and provides capabilities
for automated correlation of predicted and actual performance..
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As shown in Figure 1, the CDPS consists of three major alements -
communication interface computer, central data preocessing computar,
- and performance evaluation data base. These three elements provide
the capabilities required to satisfy the functions mentidned above.

CA-3
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In performing its role within the solar heatiag and cooling
demonstration program, the CDPS, through its hardware/software, shall
satisfy overall system requirements., A summary of chese system

.requirements is given in the following paragraphs:

Growth Potential -~ Because of the distinct possibility of growth-
in the data collection and processing requirements as additional
sites are added to the program, the CDPS shall be designed to allow
growth in capablllty with a minimum of cost. o

Data Collecticn - To suppdrt timely processing/presentation of
- data in support pf the performance evaluacion.activities,.daily
collection of data shall be provided from all remote sites,

Timely Processing of Data = Tha processing dara Fflow within rze

. CDPS shall minimize the delay between receipt of data at the CI?P§
and availabillty of processed information. An operations goal
will be to provide processed information and reports at the start
of £irst shift each day.

Operations Personnel - The design goal of tlie system shall be to

minimize operations personnel utilization during data coelleetion

and processing. Software shall provide built-in error
'-detection/recovery techniques to allow maxlmum of automatlc
control..

SDAS/CDPS Communication ~ Because of the availability of

- software/proven concepts on other programs which use telephope
1ines for automatic data collection, maximum benefit of this prior
experience shall be utilized to reduce program risk.

" System Reécovery - The overall ddta collection concept shall provide
" the flexibility to ensure that site data is not lost cthrough
failure of the communication intexrface or host computer: Backup
shall be provided to restore entire contents of performance
- evaluation data base in the event of compucter malfunction. .

Data Archiving - Within any demonstration program, availability of
historical data must be provided in order to support the

. performance evaluation activities.  The CDPS shall support this -
archiving of data and provide the means of 1dent1fy1ng the
location for- timely retrieval. L

' Uéer‘SuEEort Z Becausé of the reQuireﬁents genéréted ‘through a
- diverse user community, the CDPS shall provide a flexible user
Bupport capabilify which can be easily structured to satisfy

needs.,.
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: Fiéxibilitz - Becsuse variations in instrumentation at remote
sites, the CDPS shall support the processing of variable input
formats. '
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1.3 CDPS HARDWARE DESCRIPTION

As shown in Figure 1, the CDPS hardware consists of . communication

- interface computer configuration and a host: cemputey configuration.

- The following paragraphs briefly describe the components of oaoh of
- these configurations. - :

'-1;3;1»’Communication,Iﬁférféoe:Coofighfétioh“?4“”

The communications interface configuration provides the capability to
..eollect data from remote sites via 1200 baud voice-grade telephone

- lines, WATS ‘lines. will be used for this communication and will be
supplied by the Government. In addition, the communications facilicty
at MSFC will provide the necessary communications hardware to support
the data collection functions.  Automatie dial~up and command ] - o
=inter£ace with the remote sites will be provxded by the communlcatlons
interface computer. .

The communication interface configuratlon operates in a standalone mode of
operation and consists of: : :

An IBM System/7 computor with input/output peripherala'to

(1)
.- Support operator intertace, Leport generatlon, and data -
storage. : .
(2) Communlcatlon interfnce hardware for communicatlons w1th
e remote sites via telepnone llnas.=-- L TP
(3) Hardware to support colleetionvofvdata via manual means. -
- (4)  Communication hardware for tramsfer of data to the host s

computer configurat101 (IBM §/370-145),

The overall hardware elements are shown mn rlgure 2 and are discussed

iin -the | followlng paragraphs.
"vl;3.l;l System/7 Computer

As can be seen in Figure:2; the System/7 computer conflguraLion
consists of the following hardware‘

__Q;) uCentral Processing Un;t (CPU)  ”: ::
@ Memory o
: _(3)__Teletype Keyboard/PrinLer (50“8)
.. 'o(4) Disk Storage (5022)
Printer (7431)

®
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Teleprocessing Multiplexer Module (TPMM) - The TPMM provides the

communication interface. logic for contvolling up. to eight. .

asynchronous communication lines Simultanecusly. The TPMM also

provides the interface to the System/? for control of the -
"vcommunicatlons with remote sites.

Auto—Call Unit - The Autocall Unit consists of a Western ' Electric
801 Autocall Unit and provides the interface with the TPMM for
dial-up information and status. The Autocall Unit is an output-

-only device and performs automatic dialing of the remote sites as'
commanded by the System/? via the TPMM.

Modem - The modem is a Western Electric 202C device which is
“compatible with the modem in the SDAS unit at the remote sites.
‘The modem performs modulation/demodulation of eignals being '
transmitted to/from the remote site.

 Couplex: = The coupler is-a standard Western. Eleetric device which -
provxdee voltaet transient protection for the telephone lines.

1. 3 1. 3 Manual Data Gollection (Cassette Read)

Te support collection of data via manual means Erem remote s;tes, the.
communication interface configuration contains a protetype Site Data
Acquisition Subsystem (SDAS) Cassette tapes manually retrieved from
~ gites will be inserted into. the prototype unit and transmitted to the
: _Syeten/? via local telephone lines.

e 3 1.4 System/? - Host Computer Communication (SBCA)

The Sensor Based Communication Adapter (SBCA) provzdes the capubility.

_computer. The SBCA will transfer data at a rate of 2.2 megabits per

.,1;3;2 eﬁeetHCOmeeter Configeration

© The host computer coufiguration receivea ‘raw data collected frem all’

' remote sites, on a daily basis, via the communication hardware from
the communication interface cnnfiguration. This data is then
_-processed and stored into the performance evaluation data base for use
4n evaluation activities, The host computer- cenflguration conaists of'
an IBM Syatem/370-145 which 1s shared with other users. The
configuration 18 shown in Figure 3; and significant elements are

. discussed in- the following paragraphs. Detailed descriptions are -
~avallable dn existing IBM- equipment referenee manuals.' s

l 3 2 l Senser Based Control Unit (SBCU) B

Ao




N e e £ g gn-.;

" sHeu
STy

L TAPECNTL

U UNLT
©au03

uLe - 1
. MPR

LT

(32

BY.TE .
HEK

TBiEK
o1 333N

~ _J_squ-n/
sro_liAGE

SYSTEM7

L1-3300
2 -DEMEATED
TO5IMS

219
[PTH-

ARE
PUNCHIAEAD
1012

CONSOLE

Cansy

‘ | ‘I |

CAHD
PUHCHIREAD
Judled

: CORTHOL.UMT
TR

o34 leonTROE

- DISPLAY
. HEMDTE}
SCunYALL
: UNIY
ana

MIS TEHKINALS

fiansanssion]

- DIAL WP

U!ﬂﬂ’
27320

Zltas
- -Oj5PLAY
tontaor |

- by

{4510} 4014

PLOTTEH

1 FLoTsen

Y vsnrbra53)
YLOICATED
T SIMS

Bl ticH
¥Mul

FHITER
g

TOEMINEN
““;fflvlv
T

“Disrl Ay

e

COFNOL )

-l CAULES

TAP TLHLE h

JU_EACU
2T

| g ¢ STy

LUCAL APL

WAL P

[AXR Y

P

oL GU

T LINE
HS DAL P
il




CODE 20734
£7933251

The -SBCU provides the communicatlons medium for receipt of data from
the communication interface configuration for proce351ng. -Data -
.cransfer rate is 2 2 negablts per: sacond., - -

1L 3 2. 2 Terminal Support

i IBM 3277 terminal units ars provxded for access/update of the
performance evaluation data base. Two terminals will be dedicated to
"the solar energy applications to ensure aVailabllity Tabular output

‘can be displayed on. these terminals.__. T T

-A Tektrcnik 4015/4631 display hard copy unit prov1des the capabillty
to generate either text or graphical data representative. This unit
1s dedicated to supnor: ox the analytical/reporting requlrements of

"[gche program.

1.3.2.3 Magnetic Tane Unlts

'13The contigurﬁtlon prov1das bothﬂ9 track and ? trhck magnetlc tape
~ handling capabillties.r ‘Density for J-track tapes is 1600 LPI or 3C0
BPI; whereas, 7-track tapes are 800 BPI, The magnetic tape units will

- be used to.generate deliverable tapes to MSFC for use in updating the ..

- MSFC solar enmergy data base and to other data usets as roquired. Ia’
A ,addition, archival data will ba placea on magnetic tape far. starage.

co l 3 2. 4 Diak Storage Units

,.The eonfiguration prov;des IBM 3333/3330 disk units for use in
supporting the performance evaluation data base, The present

- -configuration contains storage capacity of 400 megab}tes, howevéf, the -

. ‘system supports expansion without hardware modification to 2 blllion .
bytes of storage. = One disk unit, which provides storage for 200
f’megabytes, w111 be dadlrated to SIMS CDPS functxons.li. .

"f[ffl 3 2 5 High~3peed Printers

| Three high~speed Printers (llOO lines per mi nute) are provided for .. . .
- support of report. generation/dlstributlon requirem&nts. -Inaddition, _

© Teports created during PrOGESSlng of data Will be print&d fox.

analysms.

.gl 3. 2 5 Console 

:,The nperation consmla pravides the operator with vigibility into and
control -of operations within the computer. Lt will be used to allow
_the oparator'to initiate dally processing 'of data from rémote sites.:
- Status during processing and opexator actxons required will be -
'4presented on the console. '

FRRS B T3 7 Mainframe
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The Mainframe of the host compuch consists of a memory eabacity of ‘1
million bytes, input/output channels, and the Central Processing Unit
{CPU). Memory utilization of approximately 256K bytes is anticipated
in support of data processing functions; thus, significant marg*n
(excess capacity) exists.  The CPU provides the instruction seat,

" memory addressing logic, registers, and -nput/ouLput control functions

cpequired in support of software execution.

-

~243.2.8 Qperating-Systém~g

~The - System/370 operatingisystem'is utilized to control the - b

execution of data processing funceions within the software. In

. addition, the operating system. provldes the language processors::

(compiler/linkagL edltors/ te,) used in generation of both the S/B?O

and System/? software. . -

A"prbcessingwpribfity‘s?&temfis'uéiiiéed“hyathé-aperaﬁiﬁg"system.té
maximlize computer ucilization. To ausure that solar energy data is
processed within specifie time con stralnts, a high priority lgvel will
be assigned,

A-13
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l 4 CDPS OVERALL SOTTWARE DESCRIPTION fea*

: Within the CDPS the major ‘software tasks to be pertormud Are:

0 Gommunication Iuterface -‘£Or data collection
o Input rocessing . for conversion of raw data into
Information -
‘ »
.o “File Maintenance =~ for. updatmng!maintalnlng performanca

evaluatlon data base

o User Support - for generatlon of outputs to satisfy the needs
~w - of the data user community e

As can be seen in Figure &, the majcr.Sthware tasks have been :
~allocated to CDPS hardware configurations, This allocation is based
on the philosophy of the System/7 computer: configuration's performing
- the data collection function and the host computer configuration's’
'-jperfalﬁinn detailad data addting, aata nversmon, Lll “aﬁnten nee,
“‘and uger: support tunct;ons. '

A e

_&150 shown in Tigure i is the performance avaluation data hasa.‘ This
‘data base will contain all data required to. _support the perfermanue _
. analyst and. will reside on disk storage and magnatlc tapes Wlthln the',
“hoﬁt computar nonfiguration.: ‘ Sl . RO

_&ubsequent sections of this dOCumenL define the detalled requirements~ii
- which must be satisfied within the soﬁtware elements and the data :
' ?base. B AN . e R :
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2.0 COMMHVICATIOVS IVTERTACE SOFTWARE REOUIRE%EVTS

"The communicatlo“s 1nterface software will 1e31de in a Systemf?
computer and provide the communications. 1nterface functions for the
central data procassing system.

The System/7 communlcations interface software will sequantially dial

sites over switched asynchronous telephone lines and collect sensor

data. A site directory on disk will be used to control the proper
-sequencing of site data collection. - After data colléction is complete

the System/7 - host computer link will be used to transmit the data to
* the host for subsequent detailed processing and data base update.

&
=
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2.1 FUNCTIONAL SOFIWARE REQUIREMENTS ' ' ' 4

~The communications interface software shall provide communications. with.
“each SDAS, countrel the collection of SDAS sensor data, and send the
“data to the host computer. In ordsr to meet these requirements, the
following funcrional capabilitias will be nrovlded

o "'Access tu Ramcte Sites Via autematic telanhone calli
: 'saquences,contained within a site diractory,

o - Cantrol of communications signals to bupporc a ssltched
. telaphnne interface to each SDAS. '

0 Control of each SDAS gver teluphone lxnes for data

:.collactiun.;;r--
o Temporary buﬁf ring and disk ator gsrofrnhe'éata'frﬁm Eéﬁh; ) s
"~ BDAS. :
a 'TransmL381an Qf SJQ ' __-_Q thu he t “*muutaf' T : _ f 

b Vanual contrcl of SD&S commandh Lor troublubhnocing.
The detailed soft‘are requlrnmaan qssoclated with sach of the above
functiunr are preaentad in the following paragraphs: - e

AT
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2,2 SI’IE DIRECI'ORY REQUI‘{E\IE\ITS

‘A site directory containing _nformatzon on each site shall be provided
for the communications interface software to control the data
collection process, This information shall be maintained on the

. System/7 disk to insure. data integrity during power off conditions.

2.2,1 Site Directorv Inrormntlun

~Information in the site directory is required for each site. The
information shall be organized on disk by site records and fields of
data, Each site shall have a record of information that contains
fixed data fields. Each field of SDAS information required will be .
described in the following paragraphs' '

2.2.1.1 SDAS Station Address

“This field shall COntain the unique station gddfess'éssdciéﬁed'with'
each site. This field will be used to obtain the station address for
SDAS command messages deacribed in Section 2.4.1,

'_;u,laz- SBAS-Sta:us :

This field shall profide’the operational status of each 5DaS. It
shall be modified by.the communications interface: softwave as each: -

- gite is called, commands sent to the SDAS, and data collec:ed.. Tha

status field will allow proper sequencing during a restart -of the data
-collection proaess .

g 2. 1 3 sm.s Dial Digits L

This field shall contain the autocall ulal digits required to
automatmcally call a site over switched lines, These digits shall be.
“ertered by an operator when the remotu situ becomLs oparatianal and
shall remain fixed therea£Lar.~ R

”J,2.~.1 4 SDAS Process Raquirements sl

rThis field shall specify hoh often data will be cnllected from a alte.
It will contain the number of days desired between data collections.
. AM" in this £ield for instance would: indicate daily eollectign. = -
_,'This Field 8hall inltlally be input by an operator when the site

- becomes operational and shall be changed only 1f collection

"”'requiraments change.

lhis Eield shall be required by the communlcation interface software

- to-determine when data is: o be cnllected from a-site. - It shall

 'contain the time (year, duy, hour, min, sec) Lhat data was last

s 5418   AR

” P
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" collected., DBy subtracting this fieid f om the current tiwe and

comparing the result with the SDAS process resuiroments field, tao
software shall autawat1c411v uet;rm e l en o collaet data from a
slte.- : B C o

2.2,1.6 SDAS Frror Information
This field shall contain. error informatidn received from a sita during

data collection. Errvor information is coutainod in thL reply nessage
from a site and is described in Section 2.3,2.2.

© - 2.20107 - Rumber of Site Disk Extancs

‘Data collected from sach remote site shall be temporavily stored en
disk until forwarded daily to the host computer for processing. To provida

the fle\ibllitv ‘o continue the collection from sites when aithet - ck‘
data transfer link (SBCA) or the hosc aompucer is not functio nznh,,th
software shall allow provisions for un to rive daily collections
before data transfer to the host musc be. accammllahgd. This field of
the site directory shall indicate tie number of timds data has beew

-collacted since last transfer to the host computer.  Upen completion

of ‘data transfer, this field shall be veset to indicate that no hata
is buing 1Ltainad on. Lhe dzsk.v _

';.-.1.8 Site Record Index '

. This Eleld shall lndicat whera the data.co allactad from a site is .
stordd on disk.  This field snail nave cae capavilivy to dontain Lave

.utrles due to the collection requirement specified in 2.2.1.7.

2.2 ‘l 9 SiLe thu Louut

.This fleld ahall indlcatu W many bytes-of data were gollnutud and,
“when used with the field %pLClllLd in 3}2.,.3,'u111 xadluate.xher.
-data was . stored -on disk-and. how: much data. was stored,  This rield will
: hold up to Eive ennrlus (ona for oagn Dﬂhﬁlblu ddLa uoilgetxon\

",-.2 l 10 Iuit;al RLal“Timg Clack hoadluq

i'This field is rgqu1red'xn ordor tn dotelmlne the agtual local time of
‘ sensor readings in the collveted data. It shall contain the Lume

(year, day, hour, min, sec) in local Limh that thoe Real Time Clock in g&;h

.- BDAS read-zéro. :Thig field shall- hold Five entries, (BnL tnr cauh
" 'possible’ daca uollLuLion)

_.u.l ll BCH Errar

. fThis ficld shalt 1ndicatk thu numbur of BLH Lfbrs dotQthJIduring

each data collection (five entries shall be provided), BCHjeerL

_ processing is discussed_inhsLEtiog -.3,__of this dccument. Sl

: Aﬁiﬂr:r
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~.2 2 Sita Direccorv Update Requirements

The ability to manually update the site dirﬂctory from the Systen/?
”teletype shall be prov1ded. -The fields which shall be updated are: .

o SDAS Dial Digits

‘q.'7vSDASfPfoééssfRequiremaﬁtéz-

.All other fields shall be updated undar program control during data |

_cnllectlon and quhsequent transmlssion to the host.

2 2 3 Sxte Directo:y Print Rggplrements

.CAll the smte directory flelds described in section 2,2,1 shall be

':printed either ‘upon: request or when the site divectory dis initially .

generated. This function will not be done on-line during data
coll;ction but shall be initiated ads an orf 1112 program.

e
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2.3 COMMUNICKlIDYS HARDWARE INTERF&CE REQUIREMB&TS

In order to automatically collect data from remote 51tes, softvere
" shall be. prov1ded to. communicadte with gach SDAS via the communlcatlans-f.
hardware., Figure 5 shows the communicetlons hardware with which the
software shall interface. The software shall initiate commands to the
Teleprocessing Multiplexer Module (TPMM) to establish proper . o
" communications. to the autocall unit and modem for both r'r.:».nsmlssun:z to-
and receipt of data from the SDAS, In addition, the software shall
perform status checking after every input/output operation to ensure
correct operation. The following paragraphs define the detailed
‘requirements to be. satlsfied in interfacing with the communlcation
hardware. :

v_2 3 l Interface Command Requirements

Interface commands and requlrea aofcware actlon to 1nitiate
- communication operatlons are shown in Table 2-

"-fl'.‘-e.lz':'.l.e.2_—.‘-5!.-'."_'-I-?i--_iterfe’ee'-'Cc:r'nmv‘a’.h.cl‘sj/S(S‘fﬁx’i:r"et-r-e'Rec';t-:.:i.:_:eéi.":«\c‘JEi’aﬂ-.‘.?.'.=--'--""'5

COMAND | SOPTWARE acTTON -

| OPEN ALINE | Initialize & communications line for asynchro- |

,nous send/receive_qperetipnsvor,eydial operation | - -

- CLOSE A LINE- '  _Place a communications llne in Lne lnecnlva
e ' -state. :
BTAL A REMOTE = Autometlcally issue dlal eeclzs to the Jell 801
SITE .. .. . - . | autoecall unit aad complete a connection to a -

sltE over e letched telephone llne.""

TISSUE SDAS COMMAND Transmit data (SDAS commands) over an asynchro-
S e N TE LT - neus communications line and then receive data |-

(SDAS reply) over ‘the same asynchronous communi- 1
' cations lene. :




CODE 20234
#7933251

" SYSTEM/ 7 :
COMMUNICATIONS
INTERFAGE

_SOFTWARE .

- SYSTEM/7 1/O Ey
. COMMANDS

© TELEPROCESSING
 MULTIPLEXER
©. . MODULE (TPMM).

DATA & CONTROL I '

! DIAL INFORMATION

‘westeRN | ] - WesTERN
ELECTRIC.  |o .| ° ELECTRIC
CTyeeE202c [T TyeEsoy

| oataseT || acu)

A SWITCHED . .
/- TELEPHONE LINES °

" SDAS

 Figure’5, Communication Interface Hardware
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2. 3 2 Data Iuteﬁrity Requﬂremeuts

' _A valmdlty check shall be required on all data sent or received aver
the communication system. This validity check will be sent/recaived

- every eight bytes as part of the data and will provide a data .

integrity check dewn to EI"ht bytes, -

_ The method of validity checking shall be a cyelic redundancy code
;. method called Base—Chaudhur1~dccuuenﬂhem (BCH) A BCH shall be .

" calculated and sent with all data’ transmltted to a SDAS. “The SDAS -
will calculate a BCH for the data received and verify the BCH sent is
the same value.. If the value is not the same, an arror reply message

~(as -defthed in- Sectlon 2:4,2) shall be sent to - the bystem/? i
similar verification shall take place in the communications 1nterface
software in the System/7 for all data received from the SDAS., Action i
taken by the Systum/? software fov error c0nu1t10ns is dlscussed in ;

'f'Sectlon LA T e e e R S : %

_ _ : ol : S :
E

2;3.3 Communicatioﬁs Hardware Status 2scuirements -

" During each interface command speciried in Seetiom 2.3.1, status
. checking shall be performeéd and status information made dvailuble :

~after the operation. The types of ervors required te be detected and - ;
- required software actlons are defined in Table 2-2,

A-zd
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2.4 SYSTEM/7'* SDAS COMMUNICATIONS REQUIREEENTS

The System/7 communications softwarc shall initiate all communications
with a site, Each site communicatious shall be initiated with a
command message from the System/7 and be followed by a reply messape
from the site., Figure 6 illustrates the communications command/reply
sequences necessary to collect sensor data from a site. The following
paragraphs describe the System/7 - SDAS communications requivements.

2.4.1 Command Messape Processing

Upon establishing communications with a remote SDAS via the
communications hardware (described in parapgraph 2.3), the
communications software shall transmit a command message to the SDAS.
Each command message shall contain:

1. A uuiqﬁe command code for the SDAS function to be performed
2,  SDAS identification information
3.  BCH code for data validity checkiug

The format of the command message is discussed in pavagraph 2.4.4%,

After transmission of the command, the software shall delay for at least
one minute awaiting a reply message from the SDAS, If no reply is
received within the time limit, the communications software shall
disconnvet from the telephone line, priunt a message indicating Eailure -
to respoad, and attempt to reestablish the command interface, The
software shall attompt fo aseablish communications throe times. If

not succassful, a message shall be printed indicating unsuccessful
communications, and the software shall proceed to the next remote site,

2.4.2 Reply Messaces Procassiug

A reply message shall be sent to the System/7 from the SDAS after each
successfully rocelved command message. Reply messages shall vary in
length depending on the command which was transmitted to the SDAS;
however, each reply messape shall contain the following information:

1. Command Code (as recceived by SDAS)

2. Site Identificatien (as received by SDAS)

3, Status of the SDAS

4.  BCH Code genierated by SDAS for data wvalidity checking.
Format of the Reply Mossane is discussed in Pavagraph 2.4.5.
Two types of Reply Messapes shall be received from the SDAS:

Normal Roply Message - Bit Q of the SDAS status code contalna a
“’01! .

A-25
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ANSWER

READ CONFIGURATION AND END OF FILE COMMAND
>

READ CONFIGURATION AND END OF FILE REPLY

REWIND COMMAND
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SDAS

END OF FILE
WRITTEN TO TAPE
CASSETTE

TAPE CASSETTE REWIND

TAPE CASSETTE
PLAYBACK

TAPE CASSETTE REWIND

—
REWIND REPLY
-~
READ TAPE COMMAND
>
READ TAPE REPLY
i -
REWIND COMMAND
—p
REWIND REPLY
-
DISCONNECT COMMAND
.
'DISCONNECT REPLY
- (

Figure 6. Command/Reply Sequence

DISCONNEGT




CaODE 20234
#79097051,

Er:or Reply Message - Bit 0 GL Lha bDAb status uoda contalns a
A L :

Upon receipt of a Reply ﬂassage, the software shall determina tha type

< of reply and perform the processing tunctions raquired for the type.

Thase processing requirements area discussed in the :ollnwing
patngrapha. ~ _

»

2:4.2.1 Normal Reply Processinﬂ

Tha goftware shall examina the status. and BCU codes 1eturned with the
reply message. If the BCH returned with the data does not agree with

" the BCH calculated for the data, the software shall repeat the command

sequence up to three times. If the reply data is incorrect for three
consecutive attempts, a message shall be printed, communications shall
be reestablished and three more attempts made. If still unsuccessiul,

the software shall procead to the next site far. coutinuation or datn
collection.

‘If the status returned indicates an bﬁAS'arrbr. the message repiy is
considered an error reply message and the actions spacitiud in section
2. 4 2.. shall be pertormed.

For normal reply measages which pass BCH and status tests, the
softwara shall proceed to the next command in the site datra cclchnion
sequenca.

- 2+4.2.2.  Error Reply Message Processing

The error reply message shall contain status codes indicating the
error which exiats within the SDAS. These errors, with the

corresponding required software action, ave shown in Table 2-3.

S A

A5
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fébié::i;S. SDAS Error Conditions an& Softwate Action

Error Condltion   ‘_'”"';  Software Action

_ l. BCH Error in Pravious : Reissues command"cd:SDAs (3 imes.'if.:_ . :
Command L ,required) then continues to next site N £ s -

I Invalid Command Recelved Reissues command to SDAS (3 timea, if
. required) then continues_ta next site.

'  ' 3. InValid Stanion Address Raissues command to SDAS (3 times, if

.Received T .xequzged) then continues to next site.
VQ;fSDAS DaviCea Failures ‘|A message containing the status re-

o0 MPX 1. _ {ceived is printed and the software

el MPRZ _ _prcceeus to.the next site, The SDAS
o MPX 3 - |error information is placed in the- _
‘9 Al Basic site directory field specinied in - ﬂ
o Tape Control = Section Z.2.1. 6 ' I

o

Realtime Clock

Ty
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The communicationa software shall support the commands.to the SDAS as

- ghown in Table 2-4,

_The actions taken by both the SDAS and the

communicacions softwara in accomplishing the command function are alse

System/7 and SDAS dis-
connectad from com=
munications

any uew command must
dial to reestapvlish
communications with
SDAS :

showm,
| Table 2-4, * System/7-SDAS Commands/sof:ware Acticn

COMMAND ' SDAS ACTION REPLY ACTION

Read Configuration & -{ End of file written to | System/7 computes when

End-of-File tape cassette and reply { SDAS RTC was Initially
message with current "0" and proceeds to
Realtime Clock (RTC) | next command

S reading sent to System/7 ' '

Rewind/Read _ Tape cassette is ro=- Reply message verified
wound to beginning of and next command |
tape and reply sent to | issued '

System/7 ; ;

‘Read Tape Tape cassette is placed | Tape cassette data is i

: in play moda and data read, BCH checked, &
on cassatta sent as stored on disk :
. reply message ;
. Disconnect Reply meésaga.sen:_;o ''Raply message varifisd- |

Disconnect & Rewind*

" Reply message sent to

System/7, 3DAS (ig-
connected from com- -
munications, and tape
cagsette rawound

Reply message verified-
any new command nust
diazl to reestablish

| communications with

SDAS

Read Conf%ggra:ion*

Reply message sent. to
System/7 with current
SDAS RTC reading

| Reply message veriried

" Reinitializew*

Reply messuge sent to

' Systom/7 and a master

reset of SDAS hardware
and software exccuted

| Reply message verirfied

1 Rewind only¥*

 Tape cassette rewinds.

until stop is encoun-—
tered and reply sent
to System/7

‘7Repli:meésége verified

‘#This command useful for verifying status of SDAS
**Not used during operational data collection..
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2 4, b Command Wesagge Format -

'%”-szll command messagea shall have the following format':*ﬁ

6 bytes— ;' S

i Pad

lsymec

“comamd 1 sh . | scE | mad

o
syme
 Command

-SA |

‘ fnc‘ﬁ

CFF

6C

HH®

B
CRH

. Cirecuit Activation Bits - 1 byte
- Syachronization byte

'Unique command code

Station Address - SDAS Identi:icatian Cade

_Block Check Code for previous two bytes

*H Hexadacimal digit -4 bits

2.4.5 Reply Massa;g Format

All reply messages with the exception of the Read Tape teply shall

have the following forma:.

23 or_s”ny;és EE——

PAD

sye

- T T L -
SA _S_TATUS REC.vCT. REAL TIME CLOCK BCH |PAD

Pad =
Syne

" Coitarid -
TR
 status

o Record = -
Qe

 ReaL 

Time

v

' B

P

6D

THHX

HH

 MHHH

HHHHEH

. cleck

| --Read Conf iguration-—-— ‘
Ccmmands Only : -

':.Cirhuit'Achivation Byte v 1'byte

Sjnphranization Byte .

~ Command Received
'$DAS Statfon Address
. SDAS Status

Unuged

24 Bit SDAS Real Time Clock Reading
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BCH - HH  Block check clock for previous 3 or O
. _bytas depending on raply

*H - Hexadecimal digit - 4 bits each

ORIGINAL PAGE I
P2 POOR QUALITY

- }1-—31




CODE 20234
£7933251

2.h.6 Read'Taﬁé Reply -

“The Read Tape reply contains &ata uransnitted l“om the cassettﬂ tape

- 'in the SDAS. This reply message shall vary in length depending on the
amount of sensor data on the tapa. The rormac of :he Read Storaze '
Table reply 13 shown 4in Figure 7. . . T R

' 2.4.7 Cammunicacion_Régort ﬂeguireheﬁts
.During the System/7 - SDAS communications reouirad for data collection R [
" an operational log or report shall be generatad. This report shall ' '
; ~ maintain a history of each aite cormand/reply activity and shall
. o contain the following.
b'~‘ Time 1nformation with each message
o Commands sent to SDAS

o ‘StatuS'information associated with each command:

o Action taken after errors

(HinlﬂmAI.jy§ L
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DATA TIME DATA 8LOCK DATA BLOCK DATA chﬁ}cx
H
fﬁ.‘“{‘o 42 [2BYTES) | {GBYTES) CHECK (8 BYTES) f,",fﬂ(ﬂ (8 BYTES} oK
PARAMETERSI (1 8Y7El {1 BYTE}
BUFFER N
FORMAT . ™
512BYTYES MA X} f (
 PAD SYNC  |[COMMAND] STATION | STATUS | RECORD |TIME glLock | pata DATA {PAD gtgcx. RECORD | PAD
: 1 : ADDRESS BYTE CHECKS | SCAN | ....... | SCAN HECK }BLOCK | (1BYTE)
(1BYTEN| (1avYTE)| {1 BYTE) WBYTEH] counr [@avTesi| OBviEIf o NO.N  |i8BYTES)  JchEck
5 : {1 BYTE) (2 BYTES] ) ($ 8YTEN| (1BYTE)
W -/
TAPE BUFFER BUFFER 'BUFFER END-OF -TAFE
FOUMAT DUMPHNO 1 | DUNPNO 2 | .. ... _DUM® NO MARKER % g
(512 BYTES) | (512BYTES) (P12 BYTES) {12 8YTES) § =
. w g
£

Figure 7. Read Tape Command Reply Farmat
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&5 DATA STORE REQUIRIMENTS

‘The communications interface software-shall accept and store on disk

all incoming SDAS sensor data. This data will be received as the

reply to a Read Tape Command and will be in the format described in

Section 2.4.6., The data store software shall provide the following:

o'~ Buffers in System/7 memory to accept the data transmitted
from the SDAS., Two separate, chained buffers will be
required to allow one buffer to accept data while data is
being writtan to the disk from the other,
o Provide storage (non—volatiie) of the data on System/7 disk

o Maintain the Site Directory fields that provide an index to
the data on disk,

o Maintain the local time that the dara was collected

A~34

1
R

e b e e i e e




CONE L0
¥793325

2,6 TRANSMIT DATA T0 HQSTiCOMPUTER

The communications interface software shall provide a host forward
store capability. This software shall perform the following:

(-} Automaticallyvretrieve the sensor data for each site frdm the
‘ System/7 disk.

o . Bulld an identification/header record to be sent to the host .
with che data from each site.

- Update the Site Directory fields on System/7 disk.

o' Transmit the header records and data from site to a déta set
- on the 8370-145 host computer. .

"o . Provide error teéovery during System/? ~ HOST data‘transtr.

The required format of the header records and data to be sent %o the
host are. shown in Figure 8, A ) :

OF POOR QUAL 17
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R z 3

b RECORD

1415 15

7 k10

5 g 1 S a1 1213 _an
i BCH iy e P FILL '
e ! : 5Pl
H -_;’D”- ggg;g_: | YEAR DAY | HOUR IMINUTE{SECONDES 2y LAST DATA {ZEROES}
{ ‘ HECORDS _ | RECORD _

CLOCK START TIFE AT SITE

DATA RECORDS

1 g 1211 1819 2502561 2.3 gt y ‘

g{F aif g {F 8 F BiF.

7 L] DATA L paTA | DATA i bpara H _ VSR HH

iy Slal wmra  SlAlY ' 1) mieo mro [Sial mro [Gfafr v v ¢ 0 1| wFo Q1A

N G G G G . G| G
— . _ P

RECORD 1

BCH - BLOCK CHECK CHARACTER

DATA INFO

RECORD 2

BLOCK

H
{)

BLOCr BLOCK

e rm—

i
|

ELOCK

ERI OF
SITE

. EXCESS TO
COMPLETE RECORD

(BLOCKS Al ALIGHED TC E75IR OH B BYTE ARFTFR A FLAG BYTE)

Figure 8. Systerr

© T THerput Formrat

RECORD 5

~ FLAG - INDICATES WHETHER THERE WERE ERRORS IN THE PRECEDING 8 BYTES OF DATA

IR



END OF SITE

. 2 2 F - T
OMMAND |
EOOE SA sc FE g q-l
1s
(END OF SITE IS 8 BYTES LOHG, AND BEGINS AFTER A FLAG BYTE) S
SA IS STATION ADDRESS /SC 1S STATUS CODE |

2%253’( ‘ ) srLegc (.)‘F . moaso FFS
. SCAN SCAN SCAN sCan- 1B :
&c;a;‘uno | | 8 6YTES OF FR JnEXT BCH 8YTE

(BLOCK STARTS ARE ALIGHED AFTER A FLAG BYTE, SCAW'S ARE NOT ALIGNED, END OF BLOCKS ARE
HOT ALIGMED BUT IMAY BE PADDED WITH EXTRA FF'S,)

s BLOCK START COMMAND

LTV

TIHE 1S A COUNT 1IN 2 SECOHDS ELAPSED SINCE cwcx §;

1 2 2 4 s & &
commo | 1 Lwoce | nue | START TIME AT SITE. TIME AT START OF BLOCK.
SCAN | | | " |
g |  TIME IS LEAST SIGNIFICAHT 2 BYTES OF COUNT S
TIAE %%gg‘%AEEAéNLSE'[;(E}T“ AND ARRANGEMENT ) J: : Iﬂ 2 SCCO“DS ELAPSED SIMCE CLGCK START l :: .
— » TIME AT SITE, | | 2

G

LI

Figure 8 System /7 Output Format [Continued)
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“%fé;?'“ MANUAL :nAs conrnnn nzqu:nznnnrs

-=fTho lbility to manually solact and send commands to the SDAS and
. monitor the reply shall ba providad as an aid in troubleshooting SDAS
.. or system anomaliés..  This capability shall also be used in initially
=70 bringing a site‘on line, The commands provided as operator input from
. the Syscem/7 tele:ype shall be as follows. -

'”*_;irq_: Rninitinlizn

-Pj?.,fRead 00n£18333t1°“  3 o

-1[4gfiﬂkcld COntisnration and End of Filﬂ

"p   D;aconnact
o Rewind
o. Diéconnect and Rewind
-0 Read Tape
o Rewind withrforwird read to 30T
The raply from the SDAS and the communication hardware status shall be
printed after each command. Printing of the data received from the

YRead Tape" command (data written on cassetta) shall be under contrul
of the operator,
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SR mw‘r R awssma SOPTVARE REQUINEMENTS

The. 1nput processing software, as shown provianslv in Figura 4,

executes-in the 5/370-145 host computer conficuration. The overall

function of this software alement is ta transtorm raw input inte
processed information for generation of the performance evaluation data

base, This transformation raguires that the soltwave satisty the
raquirements as stated in tha lqllouinb pnrasxxpha.

' 3.1 FU“CTIONQL REQUIREMENTS

Tha input praeessins saftwara, in portoxmiua its data procasqing role
within the CDPS, shall perform the following:

o Accept raw site data from the System/?,
] Extract variables from scans and convert to engineering units.

0 Tast copverted variables in accordance with performance analvsc
‘ 1npucs.

0 Compuca per:armwuca evalnacxon paraneters.

o ‘Genarate site oparagional data base flles.

) Create histdpyfnrqhivamcéges.b

Ao | Ctﬁate input ahmmary raéérﬁs and @rror massagoes.

The detail requirements associated wich above funccions are described
in the following paragraphs: S o
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3.2 ACCEPT RAW DATA FROM THE SYSTEM/7

Software on the §/370 shall communicate with the host forward store
software on the System/7 for the transfer of raw data. Communication
shall be through a Sensor Based Control Unit (SBCU) attached to the
$/370 to a Sensor Based Control Adapter (SBCA) attached to. the
System/7.  Raw data received from the System/7 shall be stored into a
5/370 data set on disk for subsequent processing. The input format
from the $/7 was shown previously in Figure 8, and the format of the
data on the $/370 data set shall be identical to the input. Data ’
~ shall not be passed to subsequent processing steps if erxrors are

encountered during data transmission. Data transfer shall be attempted

five times if errors occur. If transfer 1s unsuccessful after five

trics, the customer engineer shall be notified. : '

Error conditions which shall be detected during the transfer are shown
in Table 3.1.
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, _TQPIG 3-1. System/7 ~ Host Communication Lrror Conditions
" Error Conditions Requirad Actions

"1, Channel Control Check 1. Message issued to console. Retry of

transmission will depend on sense
settings associated with error.

2. Interface Control Check © 2,  Message issued to console. Retry of
' transmission will depend on sense settiqgs
;ssociated with error.

3. 'Chainihg Check*' - i 3 Hes:ageiissued to console. No retry.
I Ch#nﬁellnatalcﬁédkf“-’”-r“f"'A.' Message issued to console. Retry response.
‘ ' - : : on sense settings assoclated with error.
5. Command Reject o 5. Message issued to comnsole. One retry per-
6, Bus Out Check 6. Message issued td console. One retry per-
Lot - : formed.
7. _Equipment Check 7. Hessage issued to console. Five retries
' performed.
8.  Da¢a Check =~ '  8, Message issued to console. No retry per-
' S ' formed. =
o9 Queprun- oo o o ] .9, Message issued to console. No retry per-
T formed. '
10, Controller Read Timeout 10. Message tssued to console. One retry
11. End of BlockrResﬁonse 11, Message issued to comsole., No retry
Timeout _ . performed.
:12..'Iﬁéomplete Read'Operation | 12, Message issued to console. No retry
e R performed. '

13;"3Ihvéli& Coﬁtfo1iet Address | 13.. Message issued to console, No retry
c : . ' performed.

,14.:JIncompletqugqﬁé,SnCﬁ___' 14, Message issued to console, No retry
o T e e b performed, ST e

©15. Invalid Order Response . | 15. Message issued to comsole. No retry
o _ _ » pcrformed

16, 1Invalid Branch - 16, Message issued to congsole. Yo retry
o Performed.

A-44 S IPAQEIIB
| meAL -
pe- POOR QUALITY



CODE 20234

o C " . . . : 4702
Labla 2-1, Bvstem/7 - Host Communication Frror Conditions (Continﬁeﬁ%zSI

Error Gonditions ' Required Actions
17, Invalid End-of~Block Response l?;'IMéssage issued to console. No retry
: performed, '
18, Invalid Attentiun'Response 138. Message issued to-cohsole. No recry
SR S I " performed. - '
15. Ne Controller Selected -  [19. Message issued to console. No retry *
performed.
'20; No Request Code 20, Message issued to consocle., No retry
o - performed.
21, Order Response Timeout 21, Message issued to console. No ritry
performed.
42. Request Code Overflow . {22, Message issued to console. No tutry
' performed.
23, ALY Check 23, Message issued to console. Yo retry
performed.
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3.3 DECOMMUTATE RAW DATA INTO SCANS

Decommutating raw data into scans shall includae:

o

o

o

°]

Separating BCH's and flags from the data.

Determining the location of Block-Starts, End-of-Blocks,
and End-of-Sites.

Extracting scans from the data.

Computing scnh times in local time at the site,

Error processing shall include:

o

Stoppins; the processing for a site if the program cannot locate
where blocks and scans hezin and ond.  J3dn arror message shall
also be printed indicating that data has been rejected.

Storing a scan into a rejected-scan data set if the time of the

- sean is uncertain because of BCH error or the time fails tima

continuity tests. An error messase shall also be printed
indicating time of scan and reason for rejection,

ORIGINAL PAGE I§
OF POOR QUALITY

A-43



CODE 20234
#7933251 .

3.4 EXTRACT VARIABLES AND CONVERTVTO ENGINEERING UNITS

The input procsasing software shall process variable formats for data
variables within scans. Thae softwara shall maintain a SDAS description §
directory to provide a detallad definition of the location of each
variable within eact SDAS input data stream. |

To axtract variables from scans, the scan file created during decommnta-
~ tion shall be used as input. The software shall locate each variable

raquiring calibration/conversion through use of the SDAS description [
diresctory. ,

Variables shall be calibrated and converted to enpgineering units using

. the contents of the IP & C (Instrumentation Program and Components List)
file for conversion type and the conversien constants for each vari able.

The following conversion types shall be provided.

Linanr: ' Eng-Unics = A +(B x Rnw)

Quadratic: Eng~Units = A +(B x Zaw) + (C = Raw.,) "
Third Ordex: Eng-Units = A +(B x Raw) + (C x Raw") + (D x Raw’)
Discrater Eng=Units = 1 if AL Raw g B

0 otherwise

Rootit Eng~Units = VA +(B x Raw)

A-44
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3.5 CONVERTED VARIABLE TESTING

After conversion to engineering units, ind*vidual varianles shall be
tested for: :

0. Exceeding limits specified by the verformance analyst

o A change betuzen successive readings which exceeds a manimum
specified by the performance analvst ’

0 A LCH error flag for the portion of the data stream from
' -which the variable was extracted. : :

A variable which fails any of the above tests shall be rejected, A
failure indication value shall replace the computed value in the
output used to update the data bank. The rejected computad value,
along with identifying information (site id, time, and an indicactien

of which variable the data is for) shall be included in error messages/
teports to the analyst.

The capability shall be provided to perform tests for no change in a

variable. This capability shall be selectable via performance anaiyst
input. Variables failing this test shall be included in error :
messages provided to the analyst.

Control over the level of detail of error messages shall be proviced

to the analyst. Capability shall provide detail messages (to the
variable level), summary messages, or no messages.

A-45
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3.6 C PLTE PERFORMANCE EVALUATIOV PARAMETERS

The input processing software shall utih...e the site insr.rumentation
data and manually provided data to compute performance evaluation para-
meters. Instrumentation input to these computations shall comsist of
input variables at the scan level after conversion to engineering units
and testing functions have been performed. Manual input of parameters

" required in computation of performance parameters shall be provided by
the performance analyst. The resulting performance parameters shall be
1nc1uded as output for entry inte the data base.

" The fdllowing;performance evaluation factors are typical of what might -

be required for a particular site, This is not an all inclusive list

and is presented only for illustration. The particular list computed is
site dependent with some amount of addition or deletion to be e\pected

0 ‘Solar Enargy Proved for Hot Water

The solar energy appliea to the hot water load over the time
period of interest., The DHW storage tank output differential
temperature and the DHW flow to load would be utilized to
calculate this energy transfer. This calculation is in the
form of an integral with integration interval corresponding to
the aummary time period.

0 ”Auxiliary Energy Required for Hot Wacer

".The auxiliary power transferred to the hot water when solar
energy cannot meet the demand, Differential temperature
across the DHW auxiliary heat exchanger and flow to DHW load

7. 4g utilized in an 1ntegral equation to calculate the. energy
‘function. R

o 7 _Energy Savings for Hor. Nater

'The foss;* fuel equivalent enhxgy sav1ngs that resu]L frem
using solar eneargy to heat the domestie water, This is accom-
plished by subtracting the fossil fual oquivalent energy

- required to operate the solar system from the equivalent
fossil fuel energy which would be rgquirnd to operate a con-—
ventional system to satisfy the same load.: The user must
supply the thermal efficiency for uonver:ing fossil energy

- into energy required to operate the conventional subsystem

selected for comparisom.

- Solar Fnezgy Required for Huathg

,The energy from the solar energy aysth utilized for space
heating.. The differential temperature on the load side of the
storage tauk together with the flow to load from storage are

cutilized in o integral equation. SR .

i B : -
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Auxiliary Energy Required for lleating

. Auxiliary energy for space heating may be supplied either elec-
trically or thermally. The electrical optien requires totalized
wattmeter readings that are then converted to Btu's, The thermal
option is calculated in a similar manner as the auxiliaryv energy
for hot water with the difforential temperature being across

the space cooling/heating auxiliary energvy heat exchanger and

the flow measurement being the flow through the heat exchanger.

Energy Savings for Heating

The fossil fuel equivalent energy savings from using solar energy
for space heating computed by subtracting the fossil fuel equiva-
lent energy required to operate the solar system space heating
gsystem from the equivalent fossil fuel enercy required to operate
a conventional system to satisty the same load. The user nust
supply the thermal conversion efficiency and COP for conventional
subsystem selected for comparison.

Solar Energy Required for Ceooling

The energy from the solar energy utilized for cooling, Aan
integral equation similar to the solar contribution to space
heating where the differential temperature on the load side
of storage and flow to load refer to chilier operation.

Auxiliary Energy Required f{or Cooling

An integral equation similar to the auxiliary thermal energy

required "for space heating with temperature differential and

flow measurements referring to chiller operation.

Energy Savings for Cooling

The fossil fuel equivalent for using solar energy to provide

cooling., Computed in manner similiar to the hot water and space

heating with user supplving the thermal conversion efficiency
and COP for conventional subsystem selected for comparison.

Rotating Equipment Power

The total power required by components such as pumps and fans
which are required tp operate the solar energy system,

System Euergy Loss
. The energy collected by the array but not utilized by the heating,
cooling or DHW subsystems. It is the difference between the

solar energy collected and utilized and a correction term
.applied to account for the variation in energy storage.
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Total Solar Utilized '

The sum of the solar energy system contribution to DIiiW, heating
and cooling.

Total Auxiliary

" The sum of the auxiliary energy required to support the solar
energy system for DHW, heating and cooling. .

Total Load

The useful effect provided to the building by the DHW, heating,
and cooling subgystems, For some types of subsystems this value
will be identical to the sum of the solar energy used and the
auxiliary energy used while for others this sum must be modified
to account for the efficiency of the subsystem.

Total Percent Solar

The portion of the hearing, cooling and DHW load (total lcad)
provided by solar energy and expressed as a percent. It is
calculated by dividing the sum of the solar energy applied to
the heating, cooling and DHW load by the total load.

Total Energy Saved

The sum of the fossil fuel equivalent savings through use of solar
energy for the various solar energy systems.

Insolation Data - Incident

The numerical integration, over the time interval of interest, of
the solar radiation falling upon the plane of the collector,

InsolacionvData - Collected

The amount of solar energy collected in a given time period
obtained by evaluating the integral equation that requires

the differential temperature between collector array fluid inlet
and outlet and the collector array fluid flow rate. Correction
for fluid specific heat variations may be supplicd as deemed
desirable. ‘ '

Insolation Data - Conversion Efficiency

This term expressed as a percent is a measure of the ability of
the overall solar system to convert incident solar radiation into
useful thermal energy for the building. It is determined by

the ratio of load satisfied by solar energy to the total solar
energy incident on the solar collector array.
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"o Collector Data - Array Efficiency

This term expressed as a percent is a measure of the ability of
the solar collector to convert incident solar radiation into
" thermal energy available eithar for storage or for the building
.demand, = It is determinad by the ratio of solar energy collected
by the array to the total solar energy incident on the array,

-] Collector Data - F U

This term ig a measure of collector panel steady state thermal

;
7.'!"
3
%
v
k

performance and represents the slope of a computed function that X
-relates collector array efficiency to the difference between 5
_ ecollector fluid outlet temperature and ambient temperature iﬁ
d1vided by incident insolatien.’ B

o Collector Data - F (Tﬂ)

A measure of collector panel steady state performance and represents
the y intercept of the function used to compute FRUL.

o Storage - Loss o : k.

‘This parameter is a measure of performance of the storage cocntainer
insulation and is related to the average temperature difference
between the storage medium and the storage ambient, It Is
calculated by taking the difference between the energy input

" to storage and energy output to meet building demand and the

" changa in the internal energy of storage. EInergy input and energv
output are integral equations requiring differential temperatures
and flow rates on all closed fluid loops on the inlet and outlet.
The change in storage energy is a functlon of the mass of the
storage and the average temperature change over the time of
interest,

o Storage ~ Efficiency

Utilizes the same computed parameters as storage loss and combines
them to form a percentage. The ratio is defined as the energy
removed from storage plus the change in energy of storage

divided by the energy input to storage.

o  Equipment COP

Measurcments of the Coefficiont of Performance (COP) are desired
for thermally actuated equipment such as absorption chillers,

heat pumps, etc. The equation used is dependent on the particular
equipment being evaluated. TFor a typical absorption chiller it
consists of the ratio of the cooling load met by the chiller
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divided by energy roquired to meet the load (solar + auxiliary
+ rotating equipment).

o Diffﬁse Radiation

Tor some systems, It will be desirable to obtain a direct measure

of the diffuse insolation for collector evaluation and therefore

the appropriate instrumentation will be provided. Concentrating
~and spectral or angular selective collectors are examples of

when this data is of value., Sampled values of the diffuse

radiation will be taken and integrated over the time interval

of interest.

In the computation of the performance parameters., use of any instrumentation
variable which has field testing criteria will require a significant amount
of input value deviance to determine if the value is set to an invalid

indication (for example, sums require a minimum of 10 geod valuag within an .
hour at this time). A differont unique value will be used to indicate that

this variable is not applicable to cthe computation,
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3.7 GENERATE DATA BASE

The input processing software shall secneratc the data base., These
records shall contain directly-instrumented variables and performance
evaluation parameters. Fach data slzment of a record shall contain
either

(1) A value which has passed testing criteria or

(2) An indication that the value does not apply, was
rejected, invalid or was not computed because of
rejection or non-existence of an input value. ‘

Data base records shall consist of:

(1) Detail Records {(measurement scan level)

4

(2) Hourly Data (performance paraméters)
(3) Daily Data (performance parameters)
(4) Monthly Data (performance parameters)

The requirements associated with the generation of these data are
discussed in the following paragraphs.

Datail Data

These data shall be at the scan level (baselined at 5 minutes). All
variables which either are not applicable to this SDAS or have fnriled
precessing testing shall be flagged with indicator fill words.

Hourly Data

Hourly data shail be computed fram the detail data described previously.
The hourly value (total or average) for a parameter shall be computed
using an appropriate method {fer oxample, rectaneular integration)

based on the valid detail (scan) value fo: appropriate variables

within the hour. If a significant number of values u. the variables
within the hour have failed testing criteria (as indicated by the
appropriate fill words), or are not applicable the hourly value shail
be set to the appropriate fill value.

Daily Data

Daily data shall be computed from the hourly data. The daily value
(total or average) for a parameter shall be computed using an appropriate
method (for example, rectangular integration) based on the valid hourly
values within the day. If all hourly values have been set to an
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appropriate £1il1l word, then the daily value shall he set to that fill
word, also. !

Monthly Tita

Monthly data shall be computed from the daily data using the same critaria u
that was used to determine daily values. .
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3.8 CREATE HISTORY/ARCHIVE TAPES

' The input processing software shall provide the capability to create
history/archive tapes of raw and nrocessed data.

The software shall provide the capability to save on history/archive
tapes the raw data received from th: System 7 computer and SDAS data
description information used in processing the raw data into engineering
units, L

'The'ihput procesaing software shall provide the capability te save pro-
cessed data on tapes for history purposes as follows:

1) Detailed measurement data (raw data converted to
engineering units for ecach scar) for all sites will
be archivad. Approiimately one month duration of
detalled measurement data for a group of approxi-
mataly 20 sites will ba archived on one tape.

2) Hourly performance factor data for all sites will be
archived, Approximately three months of hourly per-
formance ractor data for a group of approximately 20
sites will be archived on one tape.

3) Daily and monthly performance factor data for all
sites (approximately 200) will be archived every
month on one tape.

The archived data shall be organised by site identificacion for rarzisval
purpeses.
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3,9 CREATE INPUT SUMMARY' REPORTS AND 11ROR HL SAGES

: To assist the pcrformance analyst and data bdse maintenance personnel,
the Input Procassing Software shall create input summary reports and
error mn--;ge-. To provide these reports and messages, the software
shall: ' , o '

0 . Generate daily reports to specify the number of data base - - | _
© - lrecords by site and. ucanc.'v ----- S .

0. Genorate u report to specify the qumher of records-by site
placed in datl bssu dntail record hiatory files = B

o 'Genernta a daily summary report to specify the number of SDAS's
procclacd and the number of SDAS's for which proccssing failed I

o Genotata daily messages if a site 13 dropped or a block of data
is dropped

o Support user selection options for CSDAS summary reports on raw. I '
input processing. These reports shall include the following
types of information:
- Number of blocks
- Number of acans
- Time of first and last scan
- Summary of errors in variables.
o Support user selection for error messages on individual

variable- errors (BCH errors, out of limits, variable changing
too fast, variable rejected) during raw input processing.

ro———.

o Support user selection option for printing data base detail
records craated by raw lapuc processing.

R TR RN LY 'y My

o Provide a report of calibration/conversion parameters for each ;
remote site. Report shall fnclude calibration/conversion data §
for each input parameter. !

SN

.
CLf
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"4, FILE MATNTENANCE SOFTWARE REQUIREMENTS

The file maintenance software shall execute in the §/370-145 host

computer and shall provide the capabilities required in support of the
performance evaluation data base. The software =hnll execute in a

shared environment under control of the $/370 operating system. ]

-

4.1 FUNCTIONAL REQUIREMENTS

To shpporc_the_management,of the perforﬁancé data base, -the file
maintenance software shall:

0 Update the data base as a result of additional Input ]
Processing Software '

. 0 - Provide capability for manual input to the data base for data
' “collection/addition/correction

@ Provide capabilities required in performance of data base
. maintenance, access, and update functions

o Provide security of data base contents.

The following paragraphs address the detailed requirements which must
~ be satisfied.

URIGINAL PAGE &
OF POOR QUALITY]
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" 4.2 AUTOMATIC UPDATE OF DATA BASE

The output of Input Processing Software shall create the performance
evaluation data base as an automatic function of its processing. -

A-56
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4,3 MANUAL INPUT TO THE DATA BASE

The performance evaluation data base shall contain non-instrumentation
data relating to description and performance of solar heating and
cooling systems. In addition, manual input for correction of data
base contents shall be supported. Bo;h terminal input and batch input
techniques shall be provided.

The manual interface capability shall be used to generate initial data
files within the data base and shall be used to enter non-

" instrumentation data, problem descriptions, problem solutions, site
anomalies, and other texttype information pertinent to site performance
evaluation.

During the manual input of data, the software shall perform editing on
format of input to ensure that incorrect data is not antered into the
data base, Messages shall be provided to indicate erroneous input (on
-display tube from terminal input and via printout for batch mede).

IR G T i O T

T e ——




CODE 20234
7933251

4.4 DATA BASE MAINTENANCE, ACCESS, AND UPDATE

The normal data base maintenance, access, and update capabilities
shall be provided for support of the performance evaluation data base.
The file maintenance software shall provide:

o]

Predefiﬁed operations to be performed on the data elements
when maintenance is being performed.

Interface between the data base processing language and user
written routines for data editing. (No longer applicable) E

Data field editing while performing file maintenance.
Indication of errors in data makeup for corrective action.

Statistics on system characteristics for use in improving
performance. C -

Ability to access multiple files within the same processing
sequence.,

Capability for keyword/secondary indexing of data fields.,
System recovery/restart,

Data migration (archiving) of data from the data base on selected
basis.

Support of restructuring data fileé to allow for changes in either
file size or content.

Data base utility functions for data conversiou.

=
t

e
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4.5 DATA BASE SECURITY

The file maintenance software shall provide security in access of the
data within the data base. The data base securitv capabilities shall
be utilized in either the terminal or batch mode of operation. Details
of the security requirements are cortained in the following paragraphs:

Terminal Access

Data base security within the terminal access mode sha.l consist of
sign-on, password, and file classification security techniques.

At sign-on to the terminal, the user shall specify accounting informa-
tion and name, This information shall be verified for correctness,

and if incorrect, a message shall be displayed specifying that incorrect
accounting information has been entered. A sign-off shall be required
before the terminal will be reactivated within the system.

If a log-on is successful, a password shall be required before oro-
ceaeding. Error messages shall be provided to the terminal during
password editing.

Successful completion of password processing shall result in a user’s
being allowed to request chat a data {ile be opened for access.

If a data file open request is entered, the software shall ensure that
the user has the authoritvy to access the data file being reguested
through file classification, Tha software shall allow the user access
to: (1) read only, (2) write only, or (3) both based on the access
table within the system. f the user does not aave proper {ile
classification code, he shall not be allowed to address the data file,
and an errvor message shall be displaved.

Batch Access

Security within the batch mode of operation shall be similar te that
described above for terminal access with the exception of '"sign-on"
security which does not apply to batch operations. For password and

file classification protection, erromneous requests shall result in the
batch joh being terminated and errvor messages being printed for user action.

Access Authority

Authority to access the data base shall be controlled via formal procedures,
Program Office approval shall be required prior to releasing password
information and shall be required to add usar's identification to the access
list.
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5.  USER SUPPORT SOFTWARE REQUIREMENTS

The user support software executas in the 5/370-145 host computer and
provides those capabilities which are critical to the performance
evaluation activity, Presentation of information in a form supporting
evaluation and satisfying the needs of a diverse user community shall
be the overriding objectives of this element of the software.

5.1 FUNCTIONAL REQUIREMENTS

The user support software shall utilize the contents of the performance
evaluation base to provide the following:

o Information retrieval capability for report generation
(non scheduled)

o Plot capability for support of analysis activities and inclusion
in reports

o Generation of daily, monthly, and annual repbrts (scheduled ocucput)

0 Generation of magnetic tapes

) Terminal/Batch capabilities

The detailed requirements in the above capabilities are described in
subsequent paragraphs.

A-GO
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5.2 INFORMATION RETRIEVAL

The user support software shall provide the user with the capability
to access the data base contents on a non-scheduled basis for
generation of reports/mlots to suppo~r “is dailv analvtical
activities. A conversational language shall be provided to

allow the user to generate queuries to satistfy nis own unique
requirements. The retrieval capability shall be supported in both
terminal/batch modes of operation and shall provide the following:

0

0

. Retrievals against single/multiple files.

Data quélification via user generated subroutises.
Terminal data entry/collection from desired files.
Batch processing on large data retrievals/updates.
Multiple answer files from one retrieval.

Versatile output formatting with headers, labels and beoolean
processing capabilicy.

Library capability for temporarily storing queries for
repetitive use.

Display statistical summaries of selected parameters,

A-G1
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5.3 PLOT CAPABILITY

The ability to provide the performance analvst with plots of
instrumentation shall be an essential capability within the user
support software. The software shall provide the ability to:

o Plot selected parameters versus time

o Plot parameter versus parameter over time interval

.»"

o Plot multiple parameters against time et
0 Provide multiple plots on the same CRT image

The Tektronix 4015/4631 terminal-hardcopy unit shall be supported by
the software to provide both plots for analysis on the display and
hardcopy of plots for inclusion in veports.

Input to the plot support software shall be a file created through use
of the information retrieval capability. The ability to process
multiple input files to produce multiple hardcopy reports shall be
provided. Interactive capability with data base for plots will be
providead.

Represerntative examples of plot requirements are shown in Figure 9.

A-G2
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5.4 GENERATION OF SCHEDULED REPORTS

The user support software shall provide the capability to access the
data base on a planned basis for generation of scheduled output records.
The software shall provide libraries of standard information retrieval
queries which create the reports in the required formats, After
completion of the daily data base update, the daily summary reports
shall be generated and will present data summarized on an hourly

basis. Monthly summary reports shall be generated and will present
data summarized on a daily basis.

A-G4
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5.5 MAGNETIC TAPE GENERATION

The user subport'sefcware shall provide the capability te generate
magnetic tapes compatible with user (MSFC/ERDA/MSFC associate
contractors) computer facilities. Magnetic tapes in either Y-track

'1600/800 BPI or 7-track 800 BPYI formats shall be generated., The

information retrieval capability shall be utilized to access the data
bank to create daca files containing the required data in the corvect
format, Usey support software shall be provided to accoss the data
files and wrire the daca to tha magnatic tape for delivery to users.

RO SR - b3
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5.6 TERMINAL/BATCH CAPABILITIES

In support of users, the user support software shall provide access to
performance evaluation data bank contents via both terminal and batch
modes., The terminal supported shall be IBM 3277 units located with
the IBM facility (local terminals). An interactive terminal
capability shall be provided for access and display of data base
contents, Displays shall be text or numerical information and shall
be used for on-line performance evaluation activities. Haxdcopy
outputs and graphic displays cannot be generated on the interactive
terminals but shall be provided via the batch mode (hardcopy) and plot
capabilities (graphic on the Tektronix 4015/4631 display unit
dedicated to support of performance analysts within the IBM facility.

The termiral processing software shall provide the user the capability P
to: ]

deade e L

o Generate and execute information retrieval queries :}
o] Execute predefined information retrieval queries
o Submit batch jobs via remote job entry 1@
e Use a conversational language to define output formats 5 !;j
o Perform maintenance on existing data files i

The batch operating capability shall provide the capability to perform
the following:

P P

o Generate and execute information retrieval queries
o Execute predefined queries
o Production of hardcopy rueports

A-G6
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6. PERFORMANCE EVALUATION DATA BASE REQUIREMENTS

The performance evaluation data base shall be located on disk storage
and magnetic tapes within the $/370-145 host computer and shall
contain all data files roquired in support of performance evaluation
activities. Management and access to data within the data base shall
be via the data base management and user support scoftware.
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6.1 FUNCTIONAL REQUIREMENTS

The performance evaluation data base shall be organized to provide
each major data bank user with his own data file yet provide the
capability to correlate information among the files, The data
contained within the data base shall include both automatically-
entered and manually-entered data.

The data base shall provide files for the following:

0 Remote site description

0 Remote site operational data :';@i
o System analvsis simulation/weather data fo
o System integration data fflwﬁ
o Subsystem evaluation

o Configuration management
o Software development

o  Raw data file L

Each of the files shall have the following design requirements:

Fixed Data Elements - Data fields, which represent record keys,
gsite/system characteristics, site/system identification,
geographical, and past climatological information, slhall remain
fixed within data set records for lLife of the Solur lleating and
Cooling Development contract. These flelds shall be protected

from arbivrary access and inadvertent destruction to avoid propa-
gatlon of error throughout the romainder of the data base,

Periodic Data Elements « Data values, which represent solar U
system and subsystem integration and testing data, and data i
collected from operational sites will recur on a fixed periodic I
basis as input to the data base. The periodic interval shall be SN
one of the following: five minute sampling interval of raw data N
readings, summarization intervals such as hourly, daily, etc., RS

and pre-defined intervals in accordance with the schedule for T
system and subsystem testing. Periodic data shall be pre- R
processed (converted to engineering units, limit checked, scaled, IRy
etc.) prior ro being included in the Jata base. LR S

Variable Information - Variable data fields shall contain text
and commentary information and also as pointers to data items in

A-68
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off-1ine storage. Of particular inuortanca will be che
maintenance of failure history infermation for cach remote sito.

Grouged”Data Elements - To aimplify-data manipulation and retrieval,
continuous £ialds of ralated Aata shall be grouped and secondarily
named as one fiald when apprepriate, TFor axample, the latitude,
Iongitude, and elevation of a sita shall be grouped under one name,
'location', to facilitate data operations.

i EET .  Data Value Modes - Both alphameric and numeric data value shall be
stored in the data base, Record alements which are defined as
alphanumeric mode shall require EBCDIC characters to be stored as
bytes, These fiaelds shall not require mathematical processing. Record
alegments (fields or groups) containing numeric values shall require
processing using mathematical operators.

Data Set Record Sizes - Record sisas will vary between the data base _
filas., It will depend upon the numper and length of the data elements 3

within each record and the Operatinz System access methods used to read/
write the files,

Catalogued Procedures - To easa the requirement on the user to supply
all the necessary job control statements and language whenever ¢ system
component is used, catalogued procedures shall be prepared. These
procedures are sets of previously written job control statements which
will require prior storage into the System Library, uniquely named,

and automatically retrieved during :xecution. CIxamples of required
procedures are those to generate routine and fixed format reports, such
as daily, weekly, monthly and quarterly analysis aund evaluation reports.

Assembly and Higher Level Language Routines Support - The data base user
shall be provided the flaxibility to process his data directly from the ;

data base and optionaily update tie dava base rfrom tune calculated results.
The use of a conversational operating system allows for the interactive
processing of data by the use of application programs (higher level
language routines) devaloped by the user.

Secondary Indexing Capability -~ Secondary indexing shall provide
the user with the capability to index files in tha data base by
the contents of a field or ficlds other than the record key
identification (e.g., date/system/site ID), The primary purpose
of this capability is to provide a faster response time for
qualifying records during retrievals. Representative flelds
which are required to be indexed due to their frequency of use
are:

A-G
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o  Subsystem (collactor, storage, =tc.) manufacturer's
1dentification

o Subsyatem typn iduntificaticn
0  Subsystem ‘material type identification
o ‘Subayétem:coat category (écoﬁomiéal, margiﬁal, uneconomical)

o Subsystem efficiency category (very high, high. average,
- low, very low)

IBM Standard 370 Software - The System/370 Partition Data Set
(PDA) access method shall be utilized to support software
development and configuration management. 'The Partition Accass
Method allows rapid access to software modules and configuration
management reports by 'name" alone., Each name and its associated
data is a member of a PDS,

Interfile Qutput ~ Interfilc output (IF0) is the capability to
combina data Lrom saveral related filas (data sets) during output
processing. This capability shall be required when the user
requires information from several files to satisfy a complex
information retrieval query.

A-T70
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6.2 REMOTE SITE DESCRIPTION

The remote site description file shall countain physical chracteristics
of the remote site, description of the solar heating and cooling
system, auxiliary power costs, and other characteristics needed to
evaluate performance of the system. Since no instrumentation data is
included within this file, manual input shall be required to generate,
update, and maintain the file. Correlation information shall also be
included to allow interfile access to satisfy complex queries
Tequiring information from several files. Pointers shall also be
included for correlation to off-line documents pertinent to each site.

The remote site description file shall.reslde on the dise and be
immediately available throughout the life of a remote site.
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6.3 REMOTE SITE OPERATIONAL DATA FILE

The remote site operational data file shall contain the daily
processed instrumentation data from each remote 'site. Because of the
volume of data, only one month's input shall be maintained on disk for
immediate access. Data more than one month old shall be maintained on
magnetic tape. '

This file shall be organized by remote site ID and operational data
shall be in chromological order over the month interval. In addition
to the detailed instrumentation data, the file shall contain

hourly summaries (over previous month interval), daily summaries

(over life of remote site), performance evaluation parameters computer
during the input processing activities, and correlation information to
support interfile queries. This file shall also contain correlation

information to files which contain manual input such as non-instrumented

data, site anomaljies, failures, etc. The file shall be automatically
updated on a daily basis.

Because this file shall contain the data of most interest to the
performance analyst, the design shall optimize data organization to
minimize retrieval/ access times in genecration of reports/plots.




00N 0234
#7933251

6.4 SYSTEMS ANALYSTS STMULATION/WEATHER DATA

In the prediction of system performance at a remote site, systems
analysis simulations will be performed. The results of the simula-
tions performed for reference with operational performance shall be
maintained in this data file. WYeather data (US eather Service Data)
used during development of reference predictions shall reside on
magnetic tapes; however, the data file shall contain reference to
weather data used. Actual weather data recorded at the remote site
will also be available on magnetic tape with format suitable for simula-
tion input. This tape will contain as a minimum hourly values for
incident solar radiation and ambient dry bulb temperature. If available,
wind speed, diffuse radiation and relative humidity will also be
included.,

The results of remote site predicted performance simulations shall te
provided in summary form for correlation with data reports generated
from the remote site description and remote site operational data
files. The results of reference simulactions shall be orcanized Dy
site ID and automatically entered into the data file by the simula-
tion software.
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6.5 SYSTEM INTEGRATION DATA

Each solar heating and cooling system installed in remote sites shall
be assigned a unique identification for evaluation purposes, The
file shall contain the fdentification of subsvstems comprising the
gystem, characteristics of the svstem as determined during testing or
from vendor provided information and pertinent test data.

This data f£ile shall be manually updated and shall reside on disk for
lifetime of the solar heating and cooling system.

6.6 SUBSYSTEM EVALUATION DATA

Each subsystem provided to IBM for use in systems integration shall
be included within this data file, Characteristics of the subsvstem
(both vendor data and MSFC test results) shall be included within
this data file. The file shall be organized according to subsystem
type (collectors, storage, hot water, cooling, heating, etec.).

The data file shall reside on disk and shall be manually maintained.
Tha file entry for each subsystem shall remain active throughout the
utilization of the subsystem.

6.7 CONFIGURATION MANAGEMENT

The contleuration management data file shall provide the capability
to maintain historical data pertaining to change activity. Both
hardware and software changes shall be maintained on disk within the
host computer, Upon release of first articles for use, an entry
within the coufiguration management data file shall be established.
All changes made to these baselines shall be entered into the rile
along with associated documentation.

6.8 SCFTIWARE DEVELOPMENT DATA

The software development data {ile shall centain the library of
baseiined software deliveries. Both source and lead modules shall be
includad and shall be identified by ‘name’ wichin the file. Security
shall be provided to ensure controlled access to the file.

6.9 RAW DATA FILE

The Raw Data File shall reside on magnetic tape and disk storage within
the IBM facility and shall contain a history of all raw data received
from vach remote site. Raw data shall be orpanized according to day of
receipt and shall be sequenced in the order in which remote site data

was ccllected. Data less than one month old shall be maintained on disk,
than on a monthly basis dumped to maguecic tape.

A-T4

ol



7. SOFTWARE VERIFICATION REQUIREHENTS

Verification of the CDPS software shall Gte performed nrior to the
overall CDPS becoming operational. This verification shall be
performed while utilizing the CDPS hardware and shall consist of three
phases:

Development Verification - Analvsis and testing performed to
ensure that elements of the CDPS software satisfy requirements.

Qualificaticn Verificacicn - Testing to ensure that the software

s

system satisfies overall design reguirements,

Acceptance Verification - Testing to ensure that the software
system satisfies normal operational requirements.

During qualification and acceptance verification, test precedures
shall be prepared and followed. Test results shall also be
decumented,

Details of the verification plan and approach are contained in the
"CDPS Verification Plan" and other CDPS documeuntaticn.

A-TH
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1. INTRODUCTION

During the development, documentation, and maintenance activities
associated with providing an operarional CDPS capability throughout
the lifetime of the demonstration program, a set of programming
standards shall be utilized, The use of these standards results in an
organized and systematic approach which provides reliable software
which is easily understood and maintained.

1.1 SOFTWARE IMPLEMENTATION STANDARDS

The standards/conventions/procedures established for the software
implementation phase are to provide continuity among the many
programmers assigned. The implementation phase is usually the most
difficult to centrol because of che individuality involved. A
significant objective of standards is to establish a more structured
approach to the coding process and to obtain program listings more
easily understood and cransferable,

Standards to be utilized during software development are discussed in
more detail in the subsequent paragraphs.

1l.i.1 Structured Coding Technique

In concept, structured coding is an extension of the approach utilized
in hardware design and development, of constructing complex circuits
from elementary AND, OR, and NOT gates. The software analogies to the
hardware components are:

o Sequence of two operations.
0 Conditional branch to one of two operations and voturn,

Programs written using structured code can be litevally read from top
tu bottom typographically; there is never in line branching as is
typical in trying to read code which contains "GO TO" statements,

~An important task in assuring that a program meets its design
requirements is the detailed audit procedure. Since this audit is
best performed by someonc not initimately in the program development,
readability of the code is of prime importance. One of the advantages
of thie structurcd code technique is that it provides a basis for
systematic reading of the program. The reading sequence within cach
segme..t is strictly from top to botrem. As a result, audit proccdures
are made more systematic and result in higher softwave reliabtlity.

ORIGINAL PAGE I
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©1.1.2 Program Support Libracy

The programmaing support library (PSL) is a set of clerical and
computer procedures designed for use in a software development

- anvivonment, plus the clerical support needed to make it work. The _
orincipal objective of the library is to provide up-to-date. ' N
representations of the programs and test data in both computer and s
human readable forms. The design of the procedures permits most of
the clerical and reccrdkeeping operations associated with programming
to be 1solntad,fron the programmer. .

The ptincipai advantages gained from use of the program lihraty on
software development are:

0  Frees thie programmer from clerical duties,

o Ceutralizes the software system development activity. E‘
o Provides discipline to system development process.

o Increases management visibility and control over soitware
development., .

T

1.1.3 Top~Down Dovelopment

The top-down development technigque is the application of the natural
system design approach. This techuique requires the software control
architecture and interfaces be established and developed first and
sncceeding levels of detailed logic implemented in a downward fashion.
Top~down development provides an ordering which allows for continual
software integration of system ccmponeuts and provides for well-
defined interfaces at ecach level.

Tn top~down dévelopment, the system is organized into a tree stucture
of segments., The top sepment contains the highest level of contrel
logic and decisions within the program and either passes control to
lower level segments, or ldentifies lower lovel segments for inline
inclusion. The process continues for as many levels as required until
all functions within a system are defined in executable code.

Many system interfaces may occur either through data base definition
or calling sequence parameters. The tap-down approach requires the

data base definition statements be coeded and actual data records be

generated before exercising any segment which references them,

The top-down approach provides the capability of cvolving the product
in a manner which maintains the characteristic of being always
operable, meodular, and always available for the successive levels of
testing that accompany the corresponding levels of implementation.
The quality of a system produced using this approach is increased, as
reflected in fewer errors in the module integration process.

A-T8
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Inconsistencies are eliminated, and laver level segmants can he
generated by refarencing implemented code.

~lule4 Codiug Standards

A ceritical item in the production of seftwarc which is easily
understood, transfevable, and maintainable is the establishmen® of
standavds to be utilized during rhe ceding process. The output of the
coding process, the program listing, is the meost highly utilised
portion of the documentation package and must be controlled through
the application of staundarys. High ¢raer lanpuages, whieh suppeort the
structured programming concept, shall be used.

1.5 SOFIWARE TESTING STANDARDS

- The software shall bo tested in an auwosphere whicih cmphasizes the
need for planning of testinn. Because of the emppasis of hiph quality
in the operarionai use of software, a bhighly szructurea approaca nust
be followed to ansure that, In addition to satisiving user
requiramens, the cperaticnal systum satastiocs tie oblectives of
maintainability and transfervability.

1.2.1 Top=Down Tosting

-

Top-Jown testing concentrates all testing activities on verirving
furctional vapabilities of the goftware in tho svalom envirelment.
The benefits ara incgreased svstem reliability, reducsd restiar cost,
and a more visible tcsting prodess.

Using the top-dowiy approach to software system developuent and o
programaing support libravy, all tesrs shall be perrormed in the
systom envivonment. The top~dewn approach casures that all interfaces
needed to execute are available when testing beging,  tlenee, program
interiace assumptions are tever oade and all testing vertffes tie real
interfaces. Testing uew programs or program changes in a temporary
made, wichout pernanently moditfying the systems, is ecasily dene. Waen
the program is rested, 1t ashall be acorporated {nto the master system
via the system bufld atter receiviog 1BM madagementNASA vevieow tor
change control. Performing all tests against the master system
accomplishes integration testing continuously as the tunctional
capabilities are verified.

1.3 SOPTNARE DOCUMENTATION STANDARDS

The sofrwarn dovumentation shall be generated in a coutinuing fasulon
throughont the sottware development phase. Ay was discussed, the
programming support library will provide the contral facility fov
peneration of documentation. The primary decumentation dutput shall
consist of? S
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o Software Requirements Document

o Software Design Document
¢  Users Manual

1.3.3 Structured Documentation

Documentation consists of the products of the definition and design
activity. Implementation, verification, validation, and delivery will
only modify design documentation. Emploving top~down Jdesign will
require that documentation be developed in a hierarchical, tree~like
fashion. Top=level descriptions will reflect functional software
operations. These high level descriptions will, in turt, be explained
and/or expanded by lower level descriptions, and the process continued
to the lowest module level. This produces documents that can be read
and understood at any level. In additiom, physically seaprate
documentation requived by volume can be done witheout impacting
readability.

Readability shall be provided by describing software operation in the
following manner:

o Visual Table of Contents

a Overview diagrams

o Detail diagrams

o Supporting text and annotated data
Fuuc:ionai documentation proceeds from a top level Visual Table of
Contents diagram down to a basic module didgram of input, Precessing,

Output, functional chart. For each task to Le performed, 3 module
diagram shall be developed.

1.3.2 Flow Chart Standards

Although use of high~level languape for software development reduces
the usefulness of flow charts, flow charts will be required for
deliverable documentation. The flow charts will depict how the
software performs in the satisfaction of requirements.

To provide ease of correspondence between program listings and flow
charts, the picture-on-a-page technique applied during coding will be
applied to the generation of flow charts. Through this technique, a
flow chart will exist for each routine of the software, and both the -
flow charts and listing will provide direct correspondence.
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1.  INTRODUCTION

The CDPS must satisfy the processing and user supporc requirements
resulting from daily data collection from all remote sites. To
provide data to analysts by the beginning of first shift each day, an
operations procedure has been established aud is discussed in the
following paragraphs.

1.1 .DATA-COLLECTION

SDAS data collection will o-ccur during the evening hours (beginning at
2000). The collecting will continue until approximately 2330 (60
sites require approximately 3.5 hours) and upon completion, will be
transferred via data link to the $/370-145 (requires 30 seconds).
Computer operator interventicn will be performed at the start of data
collection time period to initiate the System 7 sortware. During the
data collection time period, the communication interface computer
console will be monitored for indications of telecommunications
progress in contacting and receiving data from the SDAS equipment. 1In
the event of communications difficulties, erffort will be undertaken to
resolve the problem during the hours dedicated to data collection.

The communication operations personnel will be guided in the problem
resolution by directions from the $/7 software analyst. The operator
will, as required, interface with the MSFC Teiecommunications Systems
Status Center (TSSC) for resolution of communications difficulties.

1.2 DATA PROCESSING

Data processing on the host computer will occur between the hours of
midnight and 0700 .each day in order to provide error reports and
summary reports and performance reports for SIMS analysts at the
beginning of first shif: (0800), The Input Processing portion of the
CDPS software system will be executed, upon completion of data
communication and retrieval by the Communication Iaterface computer,
and will process the forwarded data from the System/7. All processed
data containing no errors will be converted into eaglioeoring units,
performance calculations performed, and data made ready for insertion
into the performance evaluation data basc. irrors caceuntered during
processing will be flagged such that crrencous data will not be
entered into the data base, and error messapes/reports will be
provided for analysts. )

1.3 DATA BASE PROCESSING

Upon completion of the [nput Processing phase, the Data Base/User
Support software will be executed in a batch environment under centrol
of computer operations personnel. This processing will be
accomplished in a manncr to satisfy data availability requircments and
output distribution.

A“L'g
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To ensure timely completion, a high priority will be assigned to the
processing of input data and will be monitored by operations
parsonnel, If conflicts occur, the processing will be assigned the
highest priority and will override any other processing.

Archiving of data will be providad through the use of software within
the hoat computer. Raw data, processed data, and performauce reports
will be maintained within the computing facility and will be
distributed as required for analysis/storage.

1.4 USER_SUPPORT

User support will require that the data base management software allow
ready access to the data base contents via local terminals and support
batch job access to data for special analysis activities, When the
IBM performance analyst requires a terminal capability to access the
performance evaluation data base he/she will utilize the operating
systems conversational capabilities. [his will free conputer resources
{core memory) for use by other processing requirements instead of tying
those resources up when terminal activity is not required,

1.5 DATA BASE MAINTENANCE

In addition to the daily scheduled updating of the Performance
Evaluation Data Base with input from che Input Processing Software
there will be the capability to perform selected maintenance on an as
required basis. ’

1.5, Error Correction

Error couditions on data fields within the data bank correctad during
first shift will be entared into the data base via local terminals
(for small data volume) or via batch job submission. Upon completion
of error correction, the performance evaluaticn data within the data
Lbase will be formatted and written to magnetic tape for transfer to
the MSFC Solar Enerpy Data Base.

1.5.2 Non-Instrumentation Data Handling

Data elements to be added to the data base which are not gathered by
the SDAS and processed in the CDPS, such as site location, site
equipment availability, weather data, otc., will be entered into the
data base via terminal or batch mode. This will allow for text type
data to become part of the data base and available for reporting
purposes.
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1.0 INTRODUCTION

The Central Data Processing System (CDPS), through its hardware and software,
shall provide the data collection, data processing, data archiving, and data
distribution functions associated with performance evaluation of Solar Heating
and Cooling Systems, The hardware, included within the CDPS, shall reside
at IBM's FSD facility at Huntsville, Alabama and shall consist of two elements -
a communications interface configuration and a host computer configuration.

" The performance specifications associated with this hardware, in support of the
Systems Integration of Marketable Subsystems (SIMS) contract, are discussed
in the following sections of this performance specification document.

2.0 TYPE OF HARDWARE

The hardware, to be used within the CDPS, shall consist of commercially
available hardware.

B-1




3.0  COMMUNICATION INTERFACE CONFIGURATION

The Communication Interface Configuration shall provide:

(1) Hardware required to interface with the Site Data Acquisition
Subsystem (SDAS) via telephone lines for data collection.

- (2) The computational capability to control automatic call-up
of each remote site on a daily basis, to control communication
protocol with the SDAS, perform error checks on incorrect
data, format data for subsequent processing on the host
comp:tor configuration, and store data for transmission to
the host. o

(3) Input/output capability for operator intervention in event
of errars and for logging of communications activity and error
conditions.

(4) A multiprogrsm environment for software execution.

(5) Hardware for transmission of recorded data to the host
computer configuration.

(6) lass storage for temporary storage of recorded data.

(N Opcrational environment which requires minimum operator
support during the data collection activities,

The performance specifications relative to the above capabilities are discussed
in the following paragraphs:

3.1 SDAS INTERFACE

The SDAS interface hardware shall provida the capability to: (1) accept
automatic dial signals from the communication interface computer, (2) perform
the automatic dial function, (3) provide interface to a modem compatible with
the modem contained within the SDAS, (4) receive data from the SDAS via the
telephone lines, and (5) interface the data to the communication interface
computer, A feedback mechanism shall exist in all hardware for signalling
correct/incorrect operation.

The hardware associated with the above functions shall consist of:

(1) Teleprocessing multiplexer (TPMM) for computer controlled
operations.

{(2)  Auto-call unit to support automatic dialup feature.
(3) Modem for telephone line interface.

The specifications of these hardware elements are discussed below.
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3;1.1 Teleprocessing Hultiglcxdt Performance Sgeeifiuations

The Teleprocessing Multiplexer shall providc the following capabilities in
support of computer functions:

e
(1) Software selection of operation (asynchronous mode for SIMS).
(2) 1Internal mpde.of ¢locking to support, asynchronous transmission.
(3} Recei;clttlnsmit at 1200 Baud Rate on telephone.
(4) Autonatic_eail of Remote Sites under software control.
(5) Interrupt communication processor on each byte of J;tn
transmitted/received (serial to parallel and parallel to
serial conversions).
(6) Status information tegnrding communications status,

3.1.2 Automatic Call Unit Specificationo

The Automatic Call Unit (ACU) shall accept the abova signals from the TPMM
hardware under control of the computer software and perform the Automatic
Dial Functions. The Automatic Call Unit shall provide the TPMM with coatrol
information regarding the dial function,

—_

conlint of:

(1) Call R;quelt (CRQ) line - activated by the computer to indicate
" thet-2 call is to be placed.

{2} Present Next Digit (PND) - activated by :hg ACU to aignal ihe com-
puter that the ACU is ready to accept the next dig;; for dialing.

(3 - Digit leads (NB1, NB2, NB4, NB&) ~ activated correaponding :o
the digit to be dialed. L

(4) Digit Present (DPR) lead - activated by the computer to signal
that a digit has been placed on the Digit leads (NBI—NBB)

(5) Data Line Occupied (DLO) lead - indicates to the computer
whcther the line is dusy or not,

(6) Abandon Call and Retry (ACR) lead - indicates to the computer
that the called party does not answer or that, for some reason
or other, the call is not completed.

(?} . Data Set Status (DSS) lead - activated by the ACU when the con-
" : mettion has been established.

- The ACU within the CDPS shall be Bell 801 or equivalent,

B-3
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3,1.3 Modem Specifications

The modem within.the CDPS shall be the Bell 202C or equivalent and shall be
compatible with the modem within the SDAS,




3.2 COMPUTER PERFORMANCE SPECIFICATIONS

The communications interface computer shall provide the control, interface, and
application programs necessary for complete control of the Communications
Interface. The computer shall be interrupt driven, provide cycle capture of
data to memory, and have growth potential in both storage and processor CPU
cycles.,

* 3.2.1 Processor CPU Specifications

The CPU shall provide support for priority level processing through the use
- of an interrupt handling system within the hardware. When an interrupt
occurs, the current status of the processor shall be automatically saved
within specific save areas for continuation of processing after interrupt
servicing. TFour levels of priority processing shall be provided with the
capability to define 16 sublevels of priority within each primary level.

The instruction set provided by the CPU shall include the following classes
of instructions:

(1) lLoad and Store
(2) Arithmetic
(3) Logical
(4)  Shife
(5) Branch
(6) Register~-to-Register
(7) Input/Output
The CPU shall be capable of handling multiple input lines simultaneously.

The CPU shall perform parity checks on all data stored or retrieved from the
Memory Unit of the computer. An odd-parity technique shall be provided.

The CPU shall provide capability for addressing storage and for maintaining
computer status within the computer.

The following registers and indicators shall be provided:
- (1) Storage Address Régister
(2) Instruction Address Register
(3) Index Registers

(4) Accumulaticon Registers




(5) Interrupt Registers

(6) Carry Iadicator

(7) Overflow Indicator

(8) Result-Zero Indicator

(9) Result-Even Indicator
(10) Rasult-Positive Indicator
{11) = Result-Negative Indicator

' (12) Interval Timer Registers

3.2,2 Memory

The wmemory of the computer shall be sufficient to support the anticipated
needs of the software (approximately 24K l6-bit words) and shall provide
the capability for expansion through field modification to the baseline
system. Maximum required memory shall be 65K 16-bit words.

3.3 INPUT/OUTPUT SPECIFICATIONS

A complement of peripheral 1/0 devices shall provide support to the software
executing in the processor to satisfy the operational requirements of the
CDPS.,

3.3.1 Qperator Console

The operator console shall provide hard copy for information inquiries, status
messages, memory dumps, and control and maintenance of the Communication
Interface Software,

3.3.2 Direct Access Storage

A direct s2ccess storage device shall provide on-line storage for the
Comeunications Interface Software and provide temporary storage for incoming
input data, The direct access disk shall provide the capabili:y to store
information from 60 aites.

3.3.3 Additional Devices

The Communication Interface Processor shall have adequate growth capabllity
and flexibility in terms of new I/0 modules/devices. This growth shall be
supportad by the initial computer architecture and shall not require any
aignificln: r-prosramning or hlrdwarn design effort.

‘3,4 HoST cownuvxcar:ons

An interface or data link from the Communication Interface Processor to the
-host computer shall be provided. The communications intarface shall not

B-6




require constant host communication and shall support a stand-alone
" environmerit. The host communication link shall be a coaxial cable,
and the distance supported shall be less than one mile.

3.5  OPERATIONS

After manual initiation, the communication interface configuration shall be
capable of unattended operation during daily data collection from remote sites.
In the event of errors which cannot be circumvented under automatic control,
operator intervention shall be required.




4.0 HOST COMPUTER PERFORMANCE SPECIFICATTONS

The host computer shall provide the capabilities, through its peripheral devices

and processing capabilities, to create, support and maintain the SIMS perform-

ance evaluation data base. The host computer shall receive remote sita data

from the communication interface computer over the Host/Communications

Interface data link and accept manual {nputs via cards or terminals for
non-inatrumentation data. The following sections specify the functional .
performance requirements of these elements.

4.1 MAIN MEMORY

Main memory shall provide the host computer with fast access, directly address-
able storage of data, Main memory shall be of sufficient size to allow both
SIMS data and programs to be loaded and processed. Main memory shall also

have growth capability. The maximum storage requirements is estimated to be
236K bytes.

3.2 CENTRAL PROCESSING UNIT

The CPU shall be the controlling element for the host computer and shall
provide facilities for:

o Addressing main storage

o Fetching and storage of data

o Executing instructions

o Initiating communications bhetween main storage and 1/0
devices

“he CPU ghall support both fixed and fleating point arithmetic operations as
w1l as logical operations and shall be sufficient speed to support the SIMS
lata processing requirements.

6.3 INTERRUPTS

‘e host computer shall have an interrupt system to allow efficient use of
. /1) devices and for dynamic and fast respouse to peripheral equipment
roquirements. The interrupt svstem shall be used in a manner that results
in a multi-program environment for the host computer.

e INPUT/QUTPUT

*ha host computer shall have an input/output svstem that will adequately
hacdle SIMS Jata transfers between main storage and the 1/0 devices. The
 input/output system shall be flexible and allow for additional devices to
be added with minimal system impact,
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4.4.1 I/0 Channels

Channels are the direct controllers of 1/0 devices and control units, The
host computer shall provide channels with the ability to read, write, and
compute and relieve the CPU of the task of directly communicating with the
1/0 devices,

4.4,2 Direct Access Storage

The host computer shall have direct access storage available to provide
auxiliary storage for the performance evaluation data base and off-line
storage for program storage. Direct access space required for SIMS is
estimated to be 200 million bytes.

4,4,3 Display Terminal

The host computer shall provide high speed, visual, interactive communications
between the host computer and the user via display. The terminals shall provide
the SIMS user with the means for entry and change of information in the host
computer. The interactive mode shall be provided via IBM terminals. Graphics
capability shall be provided via a Tektronix 4015/4631 Display Unit or equivalent.

4.4.4 Magnetic Tape

The host computer configuratioun shall support the production and delivery of
nmagnetic tapes containing performance evaluation data. These tape units
shall support 9-track 1600/800 BPI density and 7-track 800 BPI density.

4.4.5 Printer

The host computer shall provide high-speed printers (1100 lines per minute) for
creation of reports to be delivered to users of performance evaluation data.

4.4.6 Card Reader/Punch

The host computer shall provide a card reader/punch for program and data
input to the system,

4.%.7 Communications Interface

A communication data link shall be provided from the host computer to the
communications interface configuration for high-speed transfer of data collected
and buffered by the communications interface (see Paragraph 3.4).

4.5 OPERATIONS
The host computer shall be shared with other users. To insure that SIMS daca

processing is processed within specific time constraints, a high priority level
will be assigned.
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1.0 INTRODUCTION

The Cantral Data Processing System (CDPS), which is comprised of both hardware
and software, provides the essential capabilities of data collection, data
procesaing and storage, and data user support for the SIMS Program. Because
of its criticality in Solar Heating and Cooling System performance evaluation,
the aystem must be verified prior to becoming an operational element of the
program.

The objectives of the CDPS verification activity are to ensure that each
element of the system, as well as the overall system, satisfies or exceeds the
requirements established in the CDPS Performance Specification Documentation.
The verification activity, therefore, requires a systematic approach to analy-
sis and testing and sufficient decumentation te provide traceabiliity of test
results. The approach, however, must ensure maximum confidence in system
operation with the minimum expenditure of resources.

Within this document, all descriptions of and references to the COPS hardware
configuration are only to facilitate explanation of the software requirements
and not to control the configuration of the hardware. The CDPS hardware 1s
controlled by IEM and is used for support of multiple contract programs. To
support this varying utilization environment, IEM must maintain the flexibility
to modify the configuration as required. Because of this flexibilicy require-~
ment, the CDPS hardware configuration may vary during the performance of the
SIMS contract, but the capability to satisfy ail STMS processing requirements
contained within the CDPS Hardware Performance Specification will be maintained.

1.1 PURPOSE
The purpose of this CDPS Verification Plan 1is to define the approach to be

utilized in verification of the CDPS and to delineate the schedules to be
followed in providing a verified CDPS.
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" 1.2 SCOPE

This verification plan addresses the verification activities required of the
COPS. 1In addition, configuration control techniques are defined to provide
mansgenent and NASA visibility into the verification activities.

1.3 APPLICABLE DOCUMENTS
The following documents are required in support of CDPS verification:

(1) Cprs Harduare Performance Specification Document

(2) System/7 Functional Characteristics

(3) Site Data Acquisition Subsystem Performance Specification
(4) Guide to $/370-145

(S) System/370-145 Functional Characteristics

(6) NMCS Information Processing System Manuals

(7} 8/7 Teleprocessing Description

(8) CDPS Software Performance Specification

(9) ?:ogramiug Guide for System/7 Teleprocessing Feature (GC34-1549)
(10) PL/1 Programmers Guide
(1) IBM FSD Software Standards Document
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2.0 CDPS_DESCRIPTION

Within the overall Solar Heating and Cooling Demonstration Program, the CDPS
periorms the following functions:

Data Collection - The CDPS daily collects instrumentation data from all remote
sites via standard voice-grade 1200 Baud telephone lines. 1In additiom, non-
instrumentation data available from MSFC, ERDA, HUD, etc., which is needed in
performing overall system evaluation, is collected via manual means,

Data Processing - The CDPS accepts raw data, as collacted by the data collec-
tion function, and performs the data processing functions required to transform
the raw data into processed information for use in system evaluation/analysis
activities, Tha CDPS also provides the resources to maintain a performance
evaluation data base, containing both raw data and processed informatiom, for
use in support of performance analysts,

Data Archiving - To provide capability for detailed analyses of system perfor-
mance and to maintain data for historical purposes, the CDPS provides the
capabilities to archive data collected and processed. Both vaw data and pro-

cessed data is retained on magnetic tape, and formal reports are archived in
a library. '

Data Distribution - In addition to collection, processing, and archiving of
data, the CDPS provides the essential function of distributing the data to the
appropriate organizationa. Distribution is ir the form of printed reports,
data plots, and magnatic tapes.




.

| 3.0 VERIFICATION APPROACH

The verification of the CDPS will consist of a systematic testing/analysis
approach which will ansure that system specifications/requirements are achieved
- or"ixcetdld,. Test proceduras will bea generated and followed during testing of
esch CDPS componant and test results will be documented in a qualification re-
port for raview by wminagement and MSFC. Verification cross-reference matrices
will be used to ensure that all CDPS requirements/specifications are addressed
‘during verification.

Thres phases of verification will ba performed on the CDPS as defined in the
following paragraphs:

DEVELOPMENT - Analysis and testing of design approaches to ensure that approach
selection will meet system specifications.

-

QUALIFICATION -~ Analysis and testing of CDPS to design limits. Performed prior
to entry to acceptance testing of the system.

ACCEPTANCE - Testing of the operational CDPS as a system to ensure that over-
all system satisfles system performance spaciiications,

The development and verification activities associated with the CDPS are shown
in Figure 1.

c-4




_jrors " . bt OSCHEPANCY COrs
: PERLORMANCE DERGN! curs coes AEFORTS OPERATIONAL coes
) i TRALE RELEASE v RELEALE
vavesorenr | specieicaTion LOPENT
. [oocmeny LECTION L peve NOTICER Svivem e -5
= [ 1]
{ ’ 1
v
" 1
: Vemreation ULALM iCATIN T ACCEPTAMCE
VAR CATION VERFICATION ] VERICATION AEN’AI!VSI VERIFICATION
RESALTS
-
o .2 '™ eeld ..
‘ P
(4]
4 [

curs cors .

OLCHEPANLY el GlsAL #F ICATION OUALIF ICATION;

nwt' '“' T REFUNT

PROCE DUKES
wafd »a ]

]

!
YEST

Figure 1. COPS Verification Approach

f1 3DV4 TVNIDIHO

XEFIVAD 400d J0



4.0 DEVELOPMENT/VERIFICATION SCHEDULES

The CDPS is scheduled to be fully operational by 9/1/76. To achieve this
program milestone, development and verification schedules have been defined

and are showm in Figure Z, Discussion of the schedules is given in the
following paragraphs.

4.1 DEVELOPMENT SCHEDULE '

Development activities have been scheduled to provide software elements which
have undergone preliminary devalopment verification activities by 7/1/76,

4.2 VERIFICATION SCHEDULE

Development verification will be accomplished during June on individual software/

system elements and during July on system integration activities for the overall
CDPS.

Qualification verification will commence on 8/1/76 . and will extend until
approximately 8/25/76. During this period detaiied verification will be
parformed to test the system to design limits,

Acceptance verification will commence on 8/25/76 and extend to 9/1/76. Upon
completion of acceptance verification, the CDPS will be considered operational
to support the overall program.
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5.0 TESTING CONFIGURATION/UTILIZATION

The tasting configuration for use in verification of the CDPS capabilities
relating to data collection/data processing/data base update/user support is
shown in Figure 3. As can be seen in the figure, the configuration consists
of the following elements:

Systen/7 Test Software

Controlled Signsl Generation Equipment
Site Data Acquisition Syscem (SDAS)
Telephone Line Interface

Communication Interface Configurations
Host Computer Configuration
Parformance Evaluation Data Base

o o 0 0 O O

A description of each of these elements and the rationale for their use during
verification activities is discussed in subsequent paragraphs.

5.1 SYSTEM/7 TEST SOFTWARE

To provide the CDPS verification activity with reasonable SDAS control and
sensor data, a System/7 test software package will be required. This software
will allow an SDAS and sensor configuration to be simulated for the purpose of
generating CDPS test data. These simulator signals will be recorded for
reference with CDPS output. The use of the System/7 software for SDAS and
sensor simulation results in a significant reduction in CDPS verification
complexity and provides flexibility to easily reconfigure the simulation to
address varying SDAS applications (increased sensors, varying formats, etc.).

3.2 CONTROLLED SIGNAL GENERATION EQUIPMENT

The Controlled Signal Generation Equipment will be utilized to provide labora-
tory controlled voltages to the input mmltiplexer channals of the SDAS and

thus will simulate signals which would be generated by sensors. This simula-
tion capability is required because no sensors are connected to the SDAS until

C-8
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aither system testing at MSFC or installacion at a remota site. In support of
COPS verification activities, the Controlled Signal Generation Equipment will
have the following capabilities:

o Place voltages onto salested input oultiplaxer channels of SDAS
° Support interface to all input multiplexer channels

5.3 SITE DATA ACQUISITION SYSTEM (SDAS)

The SDAS will provide the aapability to read the simulatad sensor inputs from
tha Controllad Signal Seneration Squipment and record them on cassetle tape
for subscquent tranamission via telaphone lines. The prototypa SDAS will
srovide the capability to reduca the sample time to 8 seconds to speed up the
data recording process (24 hours of data gathered in .6 hours) and reduca
significantly the duration of taests.

5.4 TELEPHONE LINE INTERFACE

To simylace the operational CDPS snvironment, telephone lines are provided for
communication with the protototype SDAS., Two lines (a local line and an IBM
tie=line) will be utilized during verification. The local line will be used
for development verification to perform debug of SDAS/cormunication interface
configuration interface. The use of a local line reduces comaunication line
errors and thus provides a more controlled environment. DJuring qualification
and acceptance verification testing, the IBM tie-line will bhe used to simulate
the use of a long-distance talephcne line. These lines are not of high-
quality and will provide a realistic testing environment. <Jalls to the proto-
type SDAS via the tie-line will be routed to New Jersey and back to the
Huntaville facility. This technigque is widely used within IIM to test coemu-
nications between teleprocessing elements and presents a worse~case telecoomu=
nications environment for testing.

¢-10
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- 5.5‘_OOHHUBICAEIOR-IRTERFACE CONFIGURATION

Thd‘colﬁuhic¢tion interface configuration will concain the operational hard-

: vntd-;nd software undergoing verification. The operational system will collect
data from the SDAS via the telephone interface equipment. Communication
_teports/error messages obtained during data collection can be compared to the
tgfc:cnéc data ptovidid during the sensor aimulation/SﬁAs data gathering

Iphalo. Upon conpintion of data collection, the data will be transmitted to

the host for subsequent processing.

5.6 HOST COMPUTER CONFIGURATION

The host computer configuration (hardware and software) will be an operational
systen. Data transmitted to the host from the communications interface configura-
tion will be processed and entered into the performance evaluation data base.

Error messages/reports generated will be compared with System/7 test reference
data for verification purposes,

S.7 PERFORMANCE EVALUATION FILE BASE

The data collected and processed will be entered into the data files and will
provide the basis for user support interface verification. Plots/reports/
magnetic tapes will be generated from the data and analyzed for correct content/

format/ate, SDAS sensor test refersnce data will be used for reference with
user cutsut.

C-11
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A verification éroj_a-i-i!éipnci- matrix provides & corralation of the CDPS
performance specification and the corresponding verification techniques and

_phases. The verification matrixes for the CDES are shown in Table 6-1. The
_ matrixes, therafors, provida the base for development of test procedures to

address all parformance raquirements/specification. A separate vearification
wmatrix is provided for each CDPS elemant. -
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forem (NAME AND PART NO) VERIFICATION CROSS
| CENTRAL DATA rnocsssme- o REFERENCE MATRIX
| SYSTEMSOFTWARE ~ (Comunications Interface)

»jlventmcartoumruoof - RSIMILARITY. . 3.INSPECTION N/ANOT APPLICABLE
1T : 2. ANALYSIS : 4, TEST :

" VERIFICATION PHASE REMARKS

peasoamuca LT
o | ReQuiReMENT DEVELOPMENT |QUALIFICATION! ACCEPTANCE |

© 1227 site Directory |
-} 2.2.1 stee pivectory A ¢
SPETINT S :_,,,:nfomtinn. e T o . o

24202 site Directory 4 4 4
" Update :
| 2.2.3 sice Diucto:y .' U 4
' Print '
2.3 Communications

Hardware Inter'
face

2.3.1 Interface ' 1,4 4 4
: Command ,

2.3.2 Data Integrity 2,4 4 4

2.3.3 Communications 4 4 4
Hardware Status

2.4  S§/7=SDAS 4 4 4
Communications

2.5 Data Store 4 4 A 4

2.6 Transmit Data 1,4 4 4
_ to Host Com-
puter

2.7 Manual SDAS 4 4 4
- Control

Table 6-1, Verificaticn Matrixes (Sheet 1 of 4)
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© | \TEM (NAME AND PART NO.} . VERIFICATION CROSS
“+'| CENTRALDATAPROCESSING .~ REFERENCE MATRIX
| SYSTEMSOFTWARE (Input Processing)
| VERIFICATION METHOD 1. SIMILARITY 3.INSPECTION  N/A NOT APPLICABLE
SRS 2. ANALYS!S 4. TEST
v VERIFICATION PHASE | REMARKS
. PERFORMANCE _ . '
REQUIREMENT DEVELOPMENT |QUALIFICATION! ACCEPTANCE
1 3.2 Accept Raw Data 1 &4 ‘ & | .
1 from the 8/7. ;
| 3.3 Dacommutate Raw 4 4 4

Data into Scans

3.4 Extract Variable & 4 4
. and Convert to
Engineering Units

1 3.3 Couverted 4 A 4
- Variable Testing
3.6 Compute Per- 4 4 4
formance Evalua-
tion Parameters
3.7 Gemerate Iaput 4 4 4
for Data Base
Update
3.8 Create Ristory/ 4 & 4
- . Archive Tape
3.9 Create Input Sum- 4 4 4

mary Reports and
Erzor Messages

Table 6=1. Verification Matiixes (Sheet 2 ?:f 13)
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| ITEM(NAME AND PART NG * “ VERIFICATION CROSS
CENTRAL DATA PROCESSING- REFERENCE MATRIX
‘SYSTEM SOFTWARE ol (File Maintenance) | ‘
N 'V'E'ﬁl'h'ca‘l‘lbﬂ'METHOD_'. B .|-:_s.|wualw 3. INSPECTION  N/ANQT A?PLICABLE
ot 2 ANALYSIS. 4. TEST -
o VERIFICATION PHASE - REMARKS
PERFORMANCE S : , T .
REQUIREMENT DEVELOPMENT OUALIFICATION[ACCEPTANCE
lo.2  automacic Update | 1,4 1,4 4
of Data Base ,
| 4.3 Manual Input 1 1 4
to Data Base
4.4 Data Base 1 1 4
Maintenance,
Access and Updateﬁ
4.5 Data Base 1 1 4
Security

R N T

e e 3t s

B I ST L

e snbetdbidin W o Lot

Table 6~1. Verification Matrixes (Sheet 3 of &)
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TEM(NAMEANDPARTNG)  VERIFICATION CROSS
| CENTRAL DATA PROCESSING REFERENCE MATRIX
| SYSTEMSQOFTWARE | ~ (User Support)
- 5,'v§'ﬁlFlCA‘l’l ﬁﬂ mmo_ AL SIMILARITY - 3.INSPECTION  N/A NOT APPLICABLE
R 2. ANALYSIS 4. TEST
e | _VERIFICATIONPHASE REMARKS
PERFORMANCE 7
.REQUiREMENT OEVELOPMENT [QUALIFICATION] ACCEPTANCE
5.2  Information 1 1,4 4
" Retrieval - .
- S.3  Plot Capability 4 A -4
5.4 Generatilon of 1l 1,4 4
‘- . Scheduled Re- | : '
ports
5.5 Magnetic Tape 1 1,4 4
"~ Generation
5.6  Terminal/Batch 1 1 4
Capabilities
6.0 Performanca 1,4 4 4
Evaluation
-Data Base

" Table 6-1. Verification Matrixes (Sheet & of &)
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z;d DEVELOPMENT VERIFICATION PLAN

nobilepmrnt veri!icatien will be. performed as a part of the initial CDPS
design. activirins. anslyais of tha propoaed designs and tesring of inicial
concepts will be per!orned to ensure that the CDPS approach selccted provides
the growth and flexibility to address system specifications in a cost effec-
tive manner. . |

0f prime consideracion in development verification will be the utilira:ion of
commercially availabchhardware and scftware to satisfy CDPS requirements.
Trade analysis and performance testing of available capabilities against the
CDPS System Performance Specification will provide the bases for selection,

Development verification will consist of detailed testing of each software
alement, under simulated input conditions, to ensure that the design satisfies
the software requirements. These tests will be executed in a standalone
enviromment and will test error paths as well as the normal processing paths.

Upon completion of development verification activities on each software ele-
ment, detatled tests will be performed, using simulated data, to tes: intapr=-
faces among the software elements. As a result of this interface verificacion
testing, the overall CDPS design will be proven and the system will be avail-
able for qualificarion verificatlon.

Development verification of the hardware will be performed in conjunction with
software verification. Ability to satisfactorily perform software development
verification will prove the hardware can satisfy the design requirements for
each system element. | |

An interactive rQIAtionship will exist among development verification and CD?S
destgn/trade studiea/selection processes. Any deficiencies noted in the
approach will be discussed and resolved to the satisfactien of the development
verification personnel. The interactive relationships will be internal to
I8M; however, the results of development verification will be discussed with
HS?C as pericdic neetings/design reviews.
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8,0 QUALIFICATION VERTFICATION PLAN

" Upon completion of development verification, qualification verification will
' be performed. The qualification verification activities will consist of fore
- mal agks pc:formed 4n the- analyse! and :cscing ‘of the elements of the CDPS.
'”Qullificacion tilt ptocedurls will be followed throughout . :he testing phase,

::Qualification vnri!ica:ion will be performed in a bnilding—block cancepc.

' 'Bach systln function (hardwarc and softwnre) will be tested as a unit, and the

___nni:a cunbinad in an: otdc:ly manner. £o achieve an overall GD?S ope:a:innal
_capabili:y. The SDAS will.bc simulated in the §/7 during uait tes:ing and
‘either thn pro:otypo a: production SDAS will be used Eor overtll :escing.

" The ordcr in which tho clemen:s will be combincd and :nsted during qualifica-
"~ tionm :ea:ing is as follows: - - T e '

(1) S/7 configuration and SDAS for coumunication and data collection

(2) '817 - §/370 communication to achieve data flow to §/370-145

(3 Input processing softwarc process ‘data accumulated from S/7
(&) Data base update capability for user support verification.

Upon completion of qualification testing, the system will be ready to undergo
acceptance verification.

Test/analysis results achieved as a result of qualification testing will be
- compiled into a CDPS Qualification Report. Test procedures will alse be
. contained in the report.

8.1 QUALIFICATION TEST PROCEDURES
Formal qualification test procedures will be generated, provided to MSFC, and
utilized during qualification verification activities. The verification

cross-reference ma:rices and the CDPS Performance Specification will previde
inpu: requireﬁ to define and detail these procedures. '

C-18



Progran Troubic and Corrsctive Action Reports will be generated for each problem
‘encountered. A sample of the form to be completed for discrepancy reporting is
‘shown in Figure 4, Discrepancy reports must be investigated and resolved prior
to completion of qualifiéation verification., Reports on status of discrepancies
- will be included in the qualification report.

8.2 $/7-SDAS CONFIGURATION QUALIFICATION VERIFICATION TESTING

The qualification verification for the $/7-SDAS configuration will ensure that
_:;he,CDPS,can perform the functions associated with telecommunications, data
collnc:ioh and data trﬁnsmissidn to the host computer for proqessiﬁg. Functiors
~to be verified are: -

(1)
(2)
3)
()

(5)

(6)

Site Directory'aequirements
Communication Hardware Interface
§/7-SDAS Communications

Data Store

Transmit to Host

Manual SDAS Comtrol

C-19
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8.3 HOST COMPUTER INPUT PROCESSING QUALIFICATION TESTING

The host computer input processing qualification testing will ensure that the

CDPS host computer configuration satisfies all design requirements in the

following functional areas:

(1
(2)
(3
(4)
(5)
(6)
(7

,A?

§/370-145 to S/7 communication

Archiving of Raw Data

Processing of Raw Data

Computation of Performance Evaluation Parameters
Generation of Data Base Update

Summary Reports/Error Messages

HBistorical Data Archiving
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8.4 FILE MAINTENANCE QUALIFICATION TESTING

The CDPS file maintenance capabilities utilize an existing data base manage-
ment system which has been proven on other activities. For this reason,
qualification testing will consist of a functional test under maximum iaput
conditions to ensure that the capability satisfies the design requirements.

Functional capabilities to be tested are:
(1) Automatiz Update of Data Base
(2) Manual Input to the Data Base

(3) Data Base Maintenance, Access, and Update
(4) Data Base Security

Cc-22



8.5 USER SUPPORT QUALIFICATION VERLFICATION

The user support qualification verification will ensure that the CDPS satis-
fies tiie requirements associated with support of data base users, These
v verification tests will address the following areas:

- (1) Information Retrieval for Report Generation
(2) Plot Capability
“(3) Daily, Monthly, Annual Reports
(4) Magnetic Tape Generation
(5) Terminal/Batch Capabilities

C-23
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8.6 PERFORMANCE EVALUATION DATA BASE VERIFICATION

verifying that data can be added, updated, retrieved, and deletad. Since these
capabilities shall be verified in the File Maintenance Software Verification
(Section 8.4) and User Support’ Software Verification (Section 8.5), no further

|

l Verification of the performance evaluation data base will be accomplished by
|

, verification of the performance evaluation data base shall be performed.

|
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8.7 OVERALL CDPS QUALIFICATION VERIFICATION TESTING

Upon completion of qualification verification of each of the CDPS elements,
overall end-to-end tests will be performed on the system. The test configura-
tion will be as discussed in Section 5 of this report, and the SDAS input will
be simulated to provide reference input data. These data will provide the
following capabilities:

(1) Nominal (No Error) Conditions
(2) Off-Nominal (Error) Conditions

(3) Variable Formats (14, 30, 46)

Through use of these reference data, system tests can be performed which will
provide the basis for entering acceptance testing.
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9.0 ACCEPTANCE VERIFICATION PLAN

Upon complation of qualification verification, the CDPS will enter the accep-
tance verification phase. This phase will exercise the CDPS in a normal opera-
tional environment and will provide the capability for testing of operational
procedures. The testing configuration will be as shown in Section 5 of this
plan, and test data will consist of nominal reference data. Successful com-
plation of acceptance verification will provide an operational CDPS.

The SDAS will be called via IBM tie-lines and data collected by the communica~
tion interface configuration. This data will, in turn, be transmitted to the
host computer, processed, stored in the data base, and user support functions
performed. Output will be provided to analysts to ensure proper content and

format.
9.1 ACCEPTANCE VERIFICATION PROCEDURES
CDPS Acceptance Test Procedures shall be developed and used and will provide

the test/analysis environment for demonstrating the overall capability of the
CDPS in an operational enviroament.
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'10.0 CDPS MAINTENANCE VERIFICATION APPROACH

After the CDPS has been declared operational, each requirement change which
results in modification to the system will be evaluated for reverification
purposes. Those changas which do not impact CDPS inter-slemant interfaces

. will undergo deva}apment sud gu;lification verification; whersas, those vesult-

ing in interface modifications will undergo all verification phases to ensure
‘overall system continuity. Test procedures and test results will be retained
for all maintenance verification activities,
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1,0 INTRODUCTIOM

The Central Data Processing System (CDPS) for support of SIMS data
processing requirements must be developed to support the overall solar energy
program milestones and must provide the flexibility to support 2 widely ranging

- user comnmunity. Reliability, flexibility, and aviilabilicy are the primary

development objectives to be satisfied by the €DPS and must be the primary
drivers during development of the system, To achieve these objectives, a
systematic, well-controlled development must be utilized.

1.1 PURPOSE

The purpose of this development plan is to define IEM's approach to the

‘development of the hardware/software of the CDPS. Included are the development

standards, schedules, detailed discussions of the development approach for each
gystem element, and configuration management techniques to ensure development
control. _

1.2 APPLICABLE DOCUMENTS

The following documents are considered pertinent to the CDPS development
plans:

(1) CDPS Performance Specification Document

(2) S/370-145 Functional Cﬁaracteristies

(3) §/7 Functional Characteristics

(4) 1IBM FSD Software Standards Document

(3) Site Data Acquisition Subsystem Specificaﬁfon Document
(6) 1IBM System/7 Teleprocessing Multiplexer

(7) Programming Guide for 5/7 Teleprocessing Feature

(8) PL/I Programmers Guide ‘

{9) NIPS Manuals
(10) Guide to Writing APG Procedures

1.3 1.0CATION
The CHPS will be developed on computing facilitles located at the IBM

facility in Huntsville, Alabama. Development will be performed for MSFC by
TEM-FED pevsonnel at the Huntsville facility.
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2.0 CDPS DESCRIPTION *

Within the overall Solar Heating and Cooling Demonstration Program, the
ChPS performs the following functions:

pata Collection - The CDPS daily collects instrumentation data from all remote
sites via standard voice-grade 1200 Baud telephone lines, In addition, non-
‘instrumentation data available from MSFC, ERDA, HUD, cte., which is needed in
performing overall system evaluation, is collected via manual means.

Data Proccssing ~ The CDPS accepts raw data, as collected by the data collection

function, and performs the data processing functions required to transform the
raw data into processed information for use in system evaluation/analysis
activities. The CDPS also provides the resources to maintain a performance
evaluation data base, containing both raw data and processed information, for
use in support of performance analysts.

Data Archiving - To provide capability for detailed analyses of system perform-
ance and tuv maintain data for historical purposes, the CDPS provides the
capabilities to archive data collected and processed. Both raw data and
processed data 1s retained on magnetic tape, and formal reports are archived
in a library. :

Data Distritution - In addition to collection, processing, and archiving of
data, the CDPS provides the essential function of distributing the data to the
appropriate organizations. Distribution is in the form of printed rxeports,
data plots, and magnetic tapes. '

T —
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3.0 DRVFTOPMENT SCPTDULES/®ACUYTLIES

To support NASA ueed dates for an oncrational COYS and to support
internal IBM hardwere developuont, IBM has Jdefined an overall ChUS develop-
ment schedule. Thoe schiedule iy shown in Figure 1 and includes the developmant
activitics for CNPS documenvation and software, Overall prograw milestones
to be supported arc alse shown.

- No unique development facilities are roquired in support of CDPS

developizent,  The ¢xisting S/7 and $/370-145 computers provide the facilities
required for softeare development,
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4.0 DEVELOTMEUT STAILATDS

To ensure reliable and consistent products, standards have been established
for both the hardware aud software within the CDI3. The following paragraphs
address these development standards.

4.1 CDPS HARDWARE

The primary objective is to minimzize the development of SIMS-unique hard-
ware. Tu achieve this objective, cormercially available hardware will be used
throughout the CDPS. This approach not only avoids the hardware development
costs but ensures availability of spare parts in the eveat of hardware failure.
An additional benefit is the availability of personnel to solve hardware problems

‘at no additional cost to the SIMS program.

4.2 CDPS SOFIWARE

The CDPS software development standards encompass the use of advanced
software development techniques, the use of a strong software management
approach, and maximum use of available software to minimnize development costs.
The use of those standards in past software development projects has resulted
in low-cost, high reliability software. These standards, to be used for SIMS
CDPS software develovment, are discussed in subsequent paragraphs.

4,2.1 Advanced Software Development Techndiaues

The advanced software development techniques will consist primarily of
the use of modular, top~down development concents «nd the use of high-order
languages., The modular, top-down development concept provides the ability to
have an early operaticnal system with reduced capability and to easily add
capabllities to the initial system without complete system reverification.
The concept also requirecs a more detailed requirements and design phase which
results in fewer changes during software development and utilization. The
rcsulting software 1s highly structured and, as a result, is easier to ma2intain
throughout 1its life cycle,

The usc of high-order languages will increase programmer productivity
and will result in the $/7 computer software being written in APG/7 language
and the §/370-145 software being written in FL/I. Each of these languages
are commercially available and have been used on many diverse software projects.

4.2.,2 Configuration Management Approach

To ensure that CDPP'S software satisfies system data processing requirements,
configuration management techniques will be applied during software develop-
ment. A software review board will be established, as a subpanel of the SIMS
CCB, to control the software development activities. Baseline requirements,
software design, and softwave verification will be reviewed and approved by
the review board, Software will be tracked to the module level by the board.

IS
RIGINAL PAG
D-5 ?)F POOR QUA Ly



4.2.3 Use of Available Software

: To reduce software development costs, maximum use of available software

will be achieved, Because of the generality of application the §/7 software
"and §/370 data bank management systewms will consist primarily of existing
software, o - :

_4.3.& Use of Standard Forms end Proccdures

To achieve a standardization across all software development activities,
a set of standard forms and development procedures will be used, Examples
of forms for software change requests and software program release notices
are shown in Figures 2 and 3. All forms will be assigned unique tracking
identification for use in configuraticn management.

A program library will provide the mechanism for controlling released
software. As each module is completed and released for operational use, it
will be assigned a unique identification and added to the program library.
The library will be controlled by an assigned individual who will be responsible
for all additions/deletions effecting the library.
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SOFTWARE CHANGE REQUEST

U1 SCH NUML e

——

{2) SCRTY ks

Q3707115 Os-10

(3} DATE

- {4} TITLE OF CHANGE

{6} INITIATOR

(G) HEFEBENCLS

(7) DESCRIPTION

ORIGINAL PAGE Ib
OF POOR QUALITY

(8) REASON FOR CHANGE

sfy

{3) ADDITIONAL REMAFRKS

(10} IMPACTS -

{11} SRD REFERENCE

{12} OTHER NEFERENCE DOCUMENTS (SPECIFY)

L rm Y Can Fruarmiae o hreieen o UL

b d e

(13) ASSESSMENT {14) CONCURRENCE
3 APPROVED
[ DISAPPROVED : _
_ SIGNATURE/DATE
85t 2526.0 D=7 B
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TWARE PROGR *M RELEASE IV SE

IPRN_#
I. MODULE RELEASE DATA
MODULE ID DATE
PROGRAMMER RELEASE ID
SOFTWARE SUBSYSTEM MODULE ID
EXECUTE MODE: ORTM 00S : .
RELEASE TYPE: ORTM DOS/SIM ©0SP-0  OOFF LINE PROGRAM
. RELEASE AUTHORITY
G INITIAL RELEASE
o  PTR(S)
o SWCR(S)
0 NEW CAPABILITIES
(EXPLAIN)
1I. SOURCE MODULE INFO
A. " MODULE LOCATION

lf! .

- QLDPS, SC'IRCE o CDPS; RELFASE.SOURCE

B. SOURCE TYPE

0 FORTRAN 0360 ASSEMBLER 0SP-0 ASSEMBLER 0 OQTHER

IV. . RELEASE TRACKING (Filled In By Co-Ordinator)

. ¢
O VERIFIED IN €DPS RELEASE.SOQURCE
O ASSEMBLED/COMPILED SUCCESSFULLY
0 ASSEMBLE/COMPILE FAILURE (NEW PRN REQUIRED)
O LINK EDITED TO LOAD MODULE SUCCESSFULLY

O LINK EDIT FAILURE (IF FAILURE ATTRIBUTED TO THIS MODULE)
O RELEASE COMPLETE N

~

955 2632.0

. Figure 3,Software Pragran Aelease Natice D-8
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5.0 DEVELODMENT AlvidAcH

The C'S develepment approach will uttlize a bullding block concept in
which each clemant of the asystem will bhe developed and tested in o stand-
alone envivonment, and each clement intervaced in a systematie manner into
the total CNI'S. As can he seen in Tigure 4, the development of cach element
ocours in parvallel with acceptazuce verificatiun beine performed cu the total
system fwmmedlately proceding the first artlele review (FAR).

The following paragraphs duscribe the detailed development approach and
‘schedule for each CBS clement.

5.1 CDPS HARDWARE DEVELOPMENT APPROACH

As was discussed in paragrach 4.1, comnercially available hardware will
be used throughout the CDPS. All necessary CDPS hardwara {s prescntly installed
and no further development is planned.

5.2 CDPS SOFIWARE DEVEILOPMENT ASPROACH

The CDPPS softwarc development approach mikes maxinum benefit of available
software and has bern scheduled to support ovorall SIMS program milestones.
Detailed schedules and major characteristics of the development activities in
each of the CDPS software areas are discussed in the {ollowing paragraphs.

5.2.1 Hemote Site Intoerface Software

The rewote site interface software, which exccutes on the 5/7 computer
configuratlon, will be developed {rom baseline software capabilitles which
are avatlable commercially, The operating systen (wweleus) will consist of
the 8/7 MSP/7 softwara which provides the capabilitigs oft

(1) Interrupt Frocessing

(2) Multiple Priority of Procussing .

(3) Tlmer Suppore

(4) Peripheral Input/Output Support (Disks, Printers, Teletypes, ete.)

(5) System Macros

This operatins; system 1s gunerated through the use of the S/7 APG/7
compller and requires no SIMS develornent petivities.

The cperating syviitom provides the basis for usge ef the top-dovn develop-
mont approach for the remete slhe Interface software. Application softwave
which tust be developed will bhe added to the operatingy system In a systematic
manuer Lo achleve the overall 8/7 operational eapubllicy.

-4



The communication capability within the software will be developed
through adaptation of ‘existing software to address th: format/transmission
requirements of the SDAS to be Installed in rewmote sites.

The development schedule for the remote site interface software has

been phased to provide operational software to support the acceptance testing

of the initial production unit of the SDAS,
. oF .

[
5.2.2 Input Processing Software

The input processing software, which executes on the §/370-145 computer,

is the major development activity within the CDPS soitware. It contains the
majority of the softwzre which must address the SIMS-unique requirements;
and thus, it cannot be develored from a commercially available base. To
support the SIMS progranm milestones for SDAS development and to provide an

early software capability for user interaction, a phased development approach

will be utilized, To provide a capability to support acceptance testing of

the initial SDAS production unit, the ability to process sensor data for input
into the data bank must be provided. This capability will consist of the basic

software structure and will provide the following:
(1) Input Documentation
{2} Parameter calibration
(3) Parameter Conversion to Engineering Units
' (4) Preliminary Error Handling

(5) Dara Bank Formatting

The second phase of development will include t&g'definition. design, and

Implementation of detailed errer handling/analysis of SDCS sensor data.

Primary objective will be to achieve a highly automated maintenance diagnostic

capability for production SDAS units. An additiomal function of the phase
will be to implement software enhancenents/capabilities which increase the
software usability by system apalysts,

5.2.3 Data Bank Management Software

The Data Bank Management Software, which executes on the 8/370-145, is
the NMCS Information Processing System (NIPS) which is available at no cost
to NASA and requires ne development activity. The system has been installed
on the IBM-FSD Huntoville facility computer and tested to ensure correct
operation. In addition, training of programmers has been performed. The
renzining developrment activities to be performed in support of SIMS data
processing requirements are: (1) training of analysts in use of the system,
{(2) detailed design and implementaticn of data bank, (3) integration testing
functions, S
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3.2.4 User Support Roftyare

The uscr support software will consist of the output capabilities of NIPS,
Flexibility and penerality of NIPS should sotisty all regelvements of the CDYPS
without modification to NII'S softuare.

5.2.5 Support Software

Through use of exicting $/370Q and $/7 development longuapes, o develop-
ment activity will be required to cusurving availability of support seftwvare.
Personnel assigned to the facllity computation center will provide support of
this software at no dircct cost to SIM5 program (effort included in cost/hour
of computer time).

QUALII?
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6.0 IBM/MSFC REVIEWS

During CDPS develerment, threc reviews will be held between MSFC and IBM
te review requirements, status, and products. The preliminary design review
(PDR) will Le held approximately two wecks after authorization to proceed

(ATP) and will provide the means for review of CDPS proposed configuration,

ChPS requirements, software design, and avallable programs, and development
plans and schedules,

The prototype review will he held zpproximately three months after ATP,
The principal objectives of the review will bea: (1) review of development

status, (2) description of CDPS operational characteristics, (3) user's
manuals review, and (4) acceptance plan review,

The first article review (FAR) will be held approximately four and one-
half mouths after ATP., Principal objecrives will be:

(1) Acceptance Testing Reviaew

(2) Users Manual Delivery

(3) Approval of CDPS as Qperational System

ety
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PURPOSE
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" 1.0 PURPGSE

? Test CDPS processing software in both a standaione test environment and as part of total Central

Data Processing Systei (COPS)

[ Tast CDPS sofiware to dasign limits as specified in the Central Data Processing System Software
performance Specification {MSFC No. DR501-C/IBN No. 7933251)

o
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SECTION 2

SCOPE




2.0

SCOPE

Insure through testing that the CDPS software meets or exceeds the design limits baselined in
performance specification and design document.

Testing procedures developed and used to control the testing environment and to insure that all
design Timits are tested and results documented.



SECTION 3

APPLICABLE DOCUMENTS
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3.0 APPLICABLE DOCUMERTS

o Central Data Processing System Software Verification Plan {MSFC No. DR501-4C/IBM No. 7933198)

] Central Data Processing System Software Performance Specification (MSFC No. DR501-4C,IBM

Ko. 7933251)

. Central Data Processing System Software Development Plan (MSFC No. DR501-4C/IBM No. 7933221)

e Central Data Processing System Software Design Document (July, 1976)
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SECTION 4

GUALIFICATION VERIFICATION
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QUALLT ICATION VERIFICATION ARFOOACH

A1l testing performed on operational COPS computer hardware
SDAS simulated on S/7
Two levels of testing

- Stangdalone
- integrated

Standalone testing characteristics:

- Sirulated input through use of $/370-145 “driver" program

- Predictable input parameters used to exercise input processing software

- Error conditions included in data

- Three simulated input cases used to test all error processing, normal processing functions,
and report gzneration

Integrated testing characteristics:

- Simulated input from S/7 SDAS simulator

- $/370-145 to S/7 interface used to communicate data between systems
- Controlled input simulation to provide predictable test resuits

- Remote sites with formats of 15, 31, and 47 parameters simulated

- Qutput for archiving and data file updating will be verified

SOYEE6L




£.2

COMFMUNICATION INTERFACE SOFTWARE CUALIFICATION VERIFICATION
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Standalone Testing Approach

SDAS communication interface simulator used to provide test capability
- Command/responsa sequences
- Communication hardware interface {autocall/telephone lines) simulation

- 15, 31, and 47 parameter SDAS scan simulation

Provides means for testing all S/7 oparational software with the exception of the actual
SDAS/S/7 telephone interfaces

10
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4.2.2 STALDALONE VERIFICATION PROCEDURES
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TP SCFTWARE VERIFICATION FROCEDURE

peer .
CONMMURICATION IHTERFACE U FILE RAINTENANGE L QUALIFICATION U

33 ELEVENT: ¢y . J
INPUT PROCESSING ] USER SUPPORT | ACCEPTANCE

T . . . N . DATE:

IETWARE FUNCTIONAL AREA: Site Directory Requirements

REORVANCE SPECIFICATION REFERENCE: 2.2 VERIFICATION CRO3S REFERENCE MATRIX TABLE 6.1 (] of 4)

ST NULDER DESCRIPTION

-1 Test Objectives; (1) Verify that the Update Site Directory program

properly generates the site directory to be used

3 for data collection.
(2) Establish baseline site directery for use in
support of qualification verification
Test Procedures: (1) Generate directory entries for remote sites for input
b -via the 5028 teletype interface.
to
(2) .Load the update site directory program into the S/7.
. ’ (3) Enter the directory update information via the 5028.
L

(4} Load the Print Site Directory program and print the
directory contents.

ALITVOD w004 40

(5) Verify that contents of the directory agree with
input requests.




CDPS SOFTWARE VERIFICATION PROCEDURE

COMEUNICATION INTERFACE
INPUT PROCESSING ' D

QUALIFICATION (X}
accerraice  [J

FILE MAINTERANCE L
USER SUPPORT B!

TIvARE FUMCT‘SNAL AREA: Site Data CO'I ]ect Program

DATE:

oy WE s RIpepE gee ey R 2l ant fot] ~da L Al o
MY ON ..u-ur. LOLCITIoATIN RLrEI\L;-'I\’E:

2.4/2.5

VERIFICATIGR CROSS REFENENCE MATRIX TADLE 6.1 (1 of 4)

ST WG OIR DESCRIPTION
’ Test Cbjective:
Test Procedures:
e}
¥
b
o

ALITVOD ¥00d 30
91 A9Vd TVNIOTS0

Verify that the commiunication interface software properly
processes conrmands and replies and stores data received
in proper format on disk.

(1) Use site directory crezted during test 2-1 for input.

(2) Load the SBAS simulator and $/7 software frcﬁ disk.

- {3) Enter the operational data collection mode.

{4) Monitor 5028 keyboard printer report to ensure that
cerrunication and data collecticn is preperiy

paerforsad.

(5) Dump the disk containing collected data and verify
correct format and contents.

(6) Dump site directory and verify that parameters
associated with collection have been updated.

(7) Retain collected data for use in subsequent testing.



-
!

CD""-‘ S{}F""Wﬂ-ﬁ{' VERIFICATIOCN PRPC‘I’,DURE

e -
i e S CUNTUNICATION INTERFACE L%, FILE MAINTENANCE i_] QUALIFICATION [X]
COPS ELGVENT:- $/7
i INPUT #ROCES" NG i USER SUFPORT (] ACCEPTANGE L—_]
SCFTWARE FUNCTIONAL ARga:  Site Data Collection l DATE
 PERFONMANCE SPECIFICATION REFERENCE: 2.472.5 VERIFICATION CROSS REFERENCE MATRIX TABLE 6-1 (1 of 4
TEST NUMBER DESCRIPTION

!

- o————

00d dc

@OVd IVNIoTIo

AIrTVNO ¥
L

Test Ojbectives: (1)

(2)

(3)

Verify that communication interface software correctly
handles the following S/7-SDAS ervor conditions: ;

(a) Data set check errors (Perf. Spec. Table 2-2)

{b) Data overrun crrors (Perf. Spec. Table 2-2)
System/7 X10 errors (Perf. Spec. Table 2-2)

{d) Timcout belween characters (Perf. Spec. Teble 2-2

(f; BCH error in received data (Perf. Spec. T‘.ble 2-2
Soflware error _

Verify that communicate interface software correctly
handles conmunication equipment ervors:

(a) 1luvalid control word

(b) Data set not ready

(c) 170 Vlist busy

(d} Line closed

(e) Invalid line number )
{(f) 1/0 overrun {

Verify operational retry capability of conmunication
interface software (Table 2-3 of Perf. Spec.)

(a) Invalid station address received
(b) BCH ervor in command

¢} Invalid command received

(4} SDAS device failures

14
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CDPS SOFTWARE VERIFICATION PROPEDURE

COPS FLEMENT: S/7

= 3"'!"1"\‘ £ Fh'ﬁ(‘TIO'\AL AREA:

[

CON"."JUN!CA’HGN INTERFACE .
INPUT Pﬂ(?(:FSS]NG [__—_l

FILE MAINTENANCE () auaurication 1N
USESE SUPPORT {7} Accertance L)

Site lata Fol }_t.ct

—I DATE: . )

18 ORMATICE SPECIFICATION RETERENICE:

2.48/2.5

VERIFICATION CROSS REFERENCE MATRIX TABLE 6-1 {1 of 4)

T MU.’-UE 1

2-3 (Continved)

4004 30
g v NI{)IHO '

8
v

g1 949

DESC!’(II’TK&

Test Procedures:

(1)
(2)
(3)
(4)
(5)

(6)

(7)

(9)

Use site directory creased during test 2-1.

Load SDAS simulator and operational S/7 software.
Select manual status mode.

Execute S$/7 site data collection. -

Enter status codes to test errors under Test
Njbuctives (1) and {2) above.

Verify that 5/7 operational ..oftware performs as
speci fied in Tabie 2-2 of Performance Specification
for error coaditions.

t.oad upcml;-imml $/7 software into S/7.

nter patches into SDAS to force error conditions
tleser !l-'d under 'Lst t)uJect‘l‘J:. (3}

Verify that 5/7 soflware perturms as specified in

Table 2-3 of kerformance Spcctflcatron for error
conditions.

14a




4.2.3° Integrated Tasting Approach
o  S/7 is connected to S/370-145 via the SBCU

®  Simulated SDAS data obtained from standalone Test 2-2 is transmitted to host for processing
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4,2.4 INTEGRATED TESTING PROCEDURES
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CDPS SOFTWARE VERIFICATION PROCEDURE

i:nrs ELEMENT COMMUNICATION INTERFACE (X FILE MAINTENANCE ] auaurication {yJ
" A INFUT PROCESSING d USER SUPPORT O ‘acceptance [
SOFTWARE FUNCTIONAL AREA:  §/7 - $/370-145 Interface DATE: .

PERFORNANCE SIECIFICATION REFERENCE: 2.6

VERIFICATION CROSS REFERENCE MATRIX TADLE 6-1 (1 of 4)_

ér__z'sr NULZER DESCRIPTION
L 2-4 Test Objective:

Test Procedures:

s
4
i

-
-]

Verify that S/7 software (Host Forward Store) properly
transmits collected data to S/370-145 via the SBCU.

(1) Use site directory created during Test 2-1.

(2)
(3)

(4}

(5)
(6)
(7)

(8)

Use collected data created during Test 2-2.
Load Host Forward Store program into S/7.

Ensure that S/370-145 software to receive data is
loaded into $/370-145,

Execute Host Forward Store. O
Dump disk on S/7 containing simulated raw data.
Dump disk on S/370-145 containing transmitted data.

Compare data to ensure proper data format and content,

17
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6.3 INPUT PROCESSING QU/ LIFICATION YERIFICATION

61-d
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4.3.1 Standalore Test Approach

® $/370-145 program written to accept solar parameters from sunfall monitor program magnetic tapes

- Creates data set in format for processing by inﬁut processing software
- Has capability to create error conditions within data for testing of error processing
- Error conditions under control of programmer when generating test data

. Three test data cases have been generated for use during standalone qualification verification

- Case 1 - Normal initial batch of raw data. Only errors are variable out-of-limits, variable
change rate excceds limits, and/or constant variables

- Case 2 - errors in out-cf-limit testing, rate of change , both out-of-1imit and exceeding rate
of change 1imits, and non-changing values

- Case 3 - BCH errors in data, scan time, block start

1.




4.3.2 STFNDALONE VERIFICATION PROCEDURES




CDPS SOFTWARE VERIFICATION PROCEDURE

COMMVUNICATION INTERFACE D

COPS ELEMENT:
INPUT PROCESSING m

$/370-145

auaviFication 1XJ
Acceprtance  [J

FILE MAINTENANCE [:_l
USER SUPPORT Cl

SOFTWARE FUNCTIONAL AREA:

DATE:

PERFORMANCE SPECIFICATION REFERENCE:

VERIFICATION CROSS REFERENCE MATRIX TABLE

TEST NUNBER

e e 1 i e e

3-1

DESCRIPTION
Test Objectives:

Test Procedures:

ec-d

(1)
(2)

(1)

(2)

(3)

Verify that the Site Description Utility software
correctly generates the site data description file, .-

Verify that calibration/conversion data is properly
entered inlo the file.

Card images defining the site data description file
received for processing of simulated input data will
be gencrated, Cards will include definition of both
8 bit and 10 bit input lenglths, all conversion types,
and calibration/conversion coefficients.

Execute Site Description Utility program with detailed
print option selected.

Verify that the listing contains correct data.

TR R e e



CHPS SOFTWARE VERIFICATION PROCEDURE

COMVRINICATION INTERFACE L] | FILE MAINTENANCE L] quaLietcaTion LX) :
CRYs ELEMPNT: - S/370-145 - — .

INPUT PROCESSING ] USER SUPFORT [] ACCEPTANCE [} Ry I
SOFTWARE FUNCTIONAL ANEA:  Raw Data Processing/Merye and Sunmary DATE: i

Bt AFOHIAANCE SPECIFICATION REFERERCE:

3.3 through 3.9

VERIFICATION CHOSS REFERENCE MATRIX TABLE  6-1 (2 of 4)

TEST MUMLER

3-7
=
1
&
S8
25
ot
S

DESCHIPTION

Test Obiectives:

Test Procedures:

Verify that the input processing software performs within
design limits in the following functions: N

(1) Deconmutation of ruw data inte scans.
(2) Extract variables and convert to engineering units.

(3) Yaricble Lesting.

AL e AR pu P P

{4) Conpute performence evaluation peremcters,

(5) Generate inuut for dala base vpdate.

{(6) Creete history/archive tapes.

{7) Creatz input surmary reports and error messages.

(1) Generate Case 1 simulated input which consists
of:

(a) 26 dota vrecords (5,128 data bytes)

{b) Time of vrevious scan - 73/61/01
Time of presenl scan - 76/06/29

(c) Site clock base time - 76/06/29 07.00.00




CDPS SOFTWARE VERIFICATION PROCEDURE

CONTAUNICATION INTERFACE D

COPS ELENENT: $/370-145
INPUT PROCESSING E]

avaurication (X
acceerance [}

FILE MAINTENANCE D
USER SURPORT D

SOFTWARE FUNCTIONAL AREA: Raw Data Processing/Merge and Summary

DATE:

PERFORVANCE SPECIFICATION REFERENCE: 3.3 through 3.9

VERIFICATION CROSS REFERENCE MATRIX TABLE g1 (2 of &)

o ———

TEST MUNBER

DESCRIPTION

3-2 (continued) Test Procedures: (d) Time of last scan - 76/06/30 02.15
™
(e) Following parameters have failure conditions <:)
specified:
Pararetler ID Failure Time of Failure
T600 Change too fast 76/06/29 07.00
TN100 Change too fast 76/06/29 07.00
TD304) No chenge
= (2) Cxecute Rew Input Processing and Merge and Summary
0 programs with detailed print options selected.
(3) Compare scan times to expected values.
(4) Compare converted values of variables to expected
values, N
&_ﬂ’
(5} Analyze error messages to verify that all messages
are correct.
(6) Compare computed hourly and daily summaries to values .
determined tc be correct through manual computations.
(7) Compare time intervals and record counts of merges
and sumrary to expected values.
(8) Retain nerge and sumary output tape.
. — - - 23
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CDPS SOFTWARE VERIFICATION PROCEDURE |
bPS ELEMENT:  S/370-145 COMMUNICATION INTERFACE L] FILE MAINTENANCE L)  QUALIFICATION l'ﬂ
INPUT PROCESSING ] USER SUPPORT d ‘ACCEPTANCE 0 i

JFTWARE FUNCTIONAL AREA: Raw Data Processing/Merge and Summary DATE: ’

:RFORMANCE SPECIFICATION REFERENCE: 3 3 through 3.9 VERIFICATION CRO5S REFERENCE MATRIXX TABLE 6-1 (2 of 4§)
IST NUNDER

-3

DESCRIPTION
Test Objectives:

Verify that the raw data processing software correctly
performs time continuity tests, identifies error condi-
tions outside design limits, provides correct error O

recovery and messages, and rejects variables which exceed
acceptance limits.

Verify that merge and sunmary software correctly generates
merged output files for data bank update and History.

Test Procedures: -

(1) Generate Case 2 simulated input to include
variables out-of-1imits, values exceeding rate
of change limits, variable exceeding rate change
and is outside of limits, and frozen readings.

qoOd Al
v NIDIO

>

(2) Execute raw data processing and merge and summary
. software with detailed print requested.

(3)

avad
q1 4Hvd

Verify that coﬁtinuity test executed properly.
. (4)

Verify that outside-gf—limits error message was
provided.




AR ECETRMTS

_ 7933442
CDPS SOFTWARE VERIFICATION PROCEDURE | EEE

4 . covaunicaTion iNTerFace [ FILE mainTENANCE L] avauiricamion ]
S ELEMENT:  5/370-145 :

INPUT PROCESSING [ usensupront  [J accerrance [ :
FTWARIE FUNCTIONAL AREA: Raw Data Procassing/Merge and Summary DATE: _
NFORMANCE SPECIFICATION REFERENCE: 3.3 through 3.9 VERIFICATION CROSS REFERENCE MATRIX TABLE  6-1 (2 of 4)
3 (Continued) ~ Test Objectives: (5) Verify that variable rejection messages are provided.

{6) Verify error message for non-changing variable. ‘..,.:' .

(7) Verify that merge and summary time intervals and recor-
counts are correct during data merge. |

(8) Verify that output format for data base update is
correct.

vg-a

v

(9) Retain merge and summary output.

f"\

W,
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COPS SOFTWARE VERIFICATION PROCEDURE

) CONMMUNICATION INTERFACE O FILE MAINTENANCE (] auaurication [
COFS ELEMENT:  §/370-145
INPUT PROCESSING USER SUPPORT O Accertance [
SOFTWARE FUILCTICNAL AREA: Raw Data Processing/Merge and Summary DATE: ’

PLNTORMANCE SPECIFICATION REFERERCE:

3.3 through 3.9

VERIFICATION CROSS REFERENCE MATRIX TABLE 6-1 (2 of 4)

TEST NURNDER

—— e ———

3-8

Lz-d

DESCRIPTION

Teif_ﬁbjpctives: Verify that software correctly processes BCH errer

conditions within the input stream,

Test Procedures: (1)

(2)

(3)

(4)

(5)

.

Gererate Case 3 simulated input to include BCH-errors
in data, scan time, and block start.

Execute raw data processing and merge and summary
software.

Verify correct detection of PCl-errors in data and
corresponding error ressages.

Verify that scan which has time with BCH-error is.w\
rejected, the corresponding error message is provi...
and the correct rejected scan record is written.

Verify that block of data containing block start
BCH-error is rejected, written to the rejected scan
file, and corresponding error message provided.

Verify that merged and summarized data hcs correct
format and content.




COPS SOFTWARE VERIFICATION PRCLOELUAE

e . , COIRMINICATION INTERFACE ] FILE NAINTENARCE | UALIFICATION LX)
CoPs ELENENT:  §/37(-145
INPUT PROCLSSING ] USER SUPPORT N ACCIPTANCE U
LOFTVIARE FUNCTIONAL AREA:  Raw Data Processine/terga and Sunmary OATE:
FEAFOLMANLE SPECIFICATION REFENENCE: 3.3 cwrovgh 3.8 VERIFICATION CROS5S RCFERENCE MATRIX TASLE  6-1 (2 of %)
© TEST NURBED DESCRIPFION
3-4 (Continuad) Test Procedures: (7) Retain merge and summary output.
P
L)
o
b0
>
' < 27 - ) : P N T ...-_,ww‘l.-,:.‘
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CDPS SOFTWARE VERIFICATION PROCEDURE
: . cerras - rn CCNMUNICATION INTERFACE [_.] FILE MAINTENANCE D QUALIFICATION m
COrs ELEMENT: 5/370-145 - :
: INPUT PROCESSING m USER SUPPORT E_] ) ACCEPTANCE D
{;‘.fJfTWAﬂE FURCTIONAL AREA: Raw Input Data Aichiving DATE:
Ei'ﬁiifﬂ!t:a‘; NCL SPLCIFICATION REFEREMCE: 3.8 VEAIFICATION CROSS REFERENCE MATRIX TABLE  §-1 (2 of 4)

TEST NUNDIR DESCRIPTION

Test Ubjectives: (1) Verify that the input processing software catalogs

raw input data onto magnetic tapes for archiving.

—

(2) Verify that Site Data Description File is written

to magnetic Lape with raw data (includes calibration/
conversicn data fur each parameter).

(3) Verify that rejected scons and variables are
written Lo megnetic Lape.

3
Test Procedures: (1) Use copied raw data of cases i, 2, and 3 for input.

_ (2) Execute rev data archiving procedure to ¢re
! containing Cese 1, Case 2, and Cese 3 raw d
' Site Directory.

ate tazoe
ata and

(3) Vverify that the magnetic tepe created cont2ins the

- % correct raw data and Site Directory contents is ) ’
—s:’% properly format.ted, L
z = (4) Verify that messages asscciated with processing

£ vy contain correct information.

= ®

S (5) Verify proper format and content of rejected date

=t files.

Z o




COPS SOFTWARE VERIFICATION PROCEDURE L

€OPS ELEMENT: - $/370-145

m .

INPUT PROCESSING

COMMUNICATION INTERFACE []

FILE MAINTENANCE [ QUALIFICATION L

SOFTWARE FUNCTIONAL AREA: History/Archiving Tape Creation

_accerrance ]
: ‘ DATYE: :

USER SUMPORT D

PERFORMANCE SPECIFICATION REFERENCE:

.8

VERIFICATION CROSS REFERENCE MATRIX TASLE  6-1 (2 of 4)

TLST NUMBER

3-6

oe-d

DESCRIPTION

Test 0jbectives:

Test Procedures:

Verify that the History program proper1y'ncrges processed

data into archive tepes.

(1)

(2)
(3)

(4)

Use as input the processed data tape containing merged
output of tests 3-2, 3-3, and 3»4
Execute the History progran. .

Verify that the composite History tape contains all
data dated prior to History cutoff date.

Verify that files contain detail data, hourly
sumnaries, and daily sunmmaries.

Verify that History reports are formatted properly
and have correct information.

Verify that History tapes are in site sequence with .
data for each site in chronological order. C_




COPS SOFTWARE VERIFICATION PROCEDURE

. ZormeE 1

PEAFORNANCE SPECHICATION REFERENCE:

CHrS ELEMENT:

SOFTWARE FUNCTIONAL AHEA:

5/3?0 145 CONMVUNICATION INTERFACE D FILE MAINTENANCE D QUALIFICATION m
INPUT PROCESSING USER SUPPORT J Accertance [}
Input Summary Peports and Error Messages I-O“TE=

3.9 VERIFICATION CRO5S REFERENCE MATRIX TABLE .1 (2 of 4)

1e-d

——

THoT RUATIER

3-7

DESCRIPTION
Test Objectives: (1) Verify that the input processing software correctly
generates the following capabilities, reports, and
error ncssages: {

{a) Calibration/conversion values

(b) User selection over error message for errors
found during processing of raw input. Also
user control over susmary reports.

(c) nata Base Update Input Summary report.

(d) History File Update Summary.

(e} Suumary Report of irput processed for each site.

Test Procedures: (1) Input data will consist of data generated to support
test number 3-2.

(2) Execute test with detailed output opticn selected -

and all sumeary reports rcquested.

(3) Analyze resulting messages/reports for proper
content/format.

-
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CDhPS SOFTWARE VERIFICATION PROCEDURE

COMAUNICATION INTERFACE ) FILE MAINTENANCE [ ] QUALIFICATION B
CDPS ELEMENTY:. §/370-145

INPUT PROCESSING x] USER SUIPORT ] AccepyancE [ ]
SOFTWARE FUNCTIONAL AREA: [nput Sunmary Reports and Evror Messages DATE:
PEAFORMANCE SFECIFICATION REFERENCE: 3.9 VERIFICATION CNOSS REFERENCE MATRIX TABLE  §-1 (2 of 4)
TEST NUMSER DESCRIPTION

3-7 {Continued) Test Procedures: (4) Execute test will remaining user selection options
‘ to vary detail of output messages and reports. < :
(5) Analyze resulting messages/reports for proper
content/format.

=t
U
|-
no

30a - ' -




4.3.3 Input Precessing Integrated Qualification Verification

o $/7 softwere simulation of SCAS used to generate input data

- Representative data from remote sites consisting of 15, 31, and 47 samples will be generated
| - Data con Lo controiled to provids krown test environment

L ocerplate day's input from rerote sites will be generated
- Data will be foriratted and stored on disk for subsequent transfer to S$/370-145

I
-~

] Simuiated data will be transferred from S/7 to the S/370-145 via the operational data link for
processing by the input processing software

-] Bata tapes created during input processing will be processed by file maintenance software

¢ overall objective of intcorated qualification verification testing is to ensure that all ZDPS
sofTtware interfaces are varified prior to entry into acceptance testing.

£6-
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4.3.4 INPUT PROCESSING INTEGRATED QUALIFICATION VERIFICATION PROCEDURES
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oo

cnps SOFTWAHC VI’.'RIFlCATION Paocsoune | . o )
o COI‘M}'JIBATIO'G §41 mmcs D FiL Emmremmce D A4 cuaur:cmnon Eﬂ
cm*s-nzm-m 5137(1! 145 ‘ ; ' S 4 L .
o ﬂu‘r Pnr CESSING E] USER suf-l'mn : D _ACC E"U‘"CE D
SoFTReAE Hmcm'm AREA: sne Dvscmptwn U1r¢.ctory Lo AL AL | oaTeRE ) |
P uﬁ ."f. :cs ';S'Ecxi'i':'r";' onN mrmz*z-.r.. 3.4 ;_j;lj A '7}2.' i j\EJ’EHIHCA."ﬂBN cn’éés ACFZRENCE MATRIX TABLE 6.1 (2 of 4)
--5.:15;:'" o pmsommon. -. -
B e Test ijactwes. Venfy the capabihty to prov1de and maintain a Site
EEAE S Y S R L T " Description Pirectory which shall contain a detatled i
o deﬁmtmn of the fo]lomng for each sute. o
(1) I‘ea urement, Haie S - |
{2) Location of Inr-asm-:.wnnt wi thm Scan
{3} -Length of Tield (1 or 2 bytes) ' :
(4} " Data Bese Vodatie Fore "t P0f1t10n for. COnver.ed Value
o (5} “Conwersion Typs:
g (6) CLrmyversi e::/(‘ohhratmn Cneff1c1cnts . ‘
- - (7) Vinimes/laxiven Yalue ' ' ]
5 S {8) #axirus Accepluisle Change [!f*tween Success;': ve: Reach
< “Test Procedures: (1) Benur trb cwd dlpetes delﬂ“‘lg remcte 51te process'ng
'_: E 5 rugutrc*nents for 1.1. 31 and 47 parameter scans.
é;’: {2} i;[xu.ute the s1te deta: descrmtmn utili ty to create’ "‘,
5"‘ i o site de.scrmtmn file for use m perfurmmg mt rratt i
gl testing. . K -7
E—-_' i (3) Print contents. of description file aqd venfy that
" T file contains correct tha. ' L

{a) _:%.Rﬁtu'ln fﬂe for use m subsequent te, in
g.
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o e CDPS SOFTWARE vemnmnou PHOCEDURE

793342

ZQPSE LEHEEN T 5/370 -}45 : COM\I.INIC&TION !NTEI’IFACE D
: ' INPUT PHOCESSING ';3 o @

" FILE MAINTENANCE o | © ouauweanion )

'crwaqna rum:r-ormL AHEA. Raw Data Acceptance Frcm S/7

usensweeons 0 | . accervamce (]

DATE.

'rnrom.uwct svscmcmmv asf-'ensuct ‘ 3 2

\2sT NUADER _f._;i' - DESCRIPTION -
9 e . Test Objective:

96-a - -

| vsnmcnmm cnoss REFENENCE mrmx 'I'ABLE 6-1 (2 of 4)

”store for processing.
= Tést :fi:rocéduf:g_s_‘: :(l) ) ‘Exet-ute 'S/?? si‘mul_ajior‘ to 'nreate dﬂﬁata 'for:'_i':es‘t_:’lng';

2) f‘\Coordinate $/7 and 51370-145 activities to ensure

':'(_3) sEx'efcute‘ daté tranéfer.

(4) : Dump the disk data sets on SI? and SI370-]45 and

;(_':_5)‘ Retain ‘dis_k_--_ data s_e‘t for i_iipu-t- prjpcessing; :testing-. |

Verify the capabi 1ity to accept raw data fron the S/7 and

that software/harduare are couf'lgured to transfer

‘ensures that data vas properly transferred and stomd
'onto S/370-'i45 disk Lo A T .\_.n*




CDPS SOFTWARE VERIFICATION PROCEDURE

7933442

-

. COVPURICATION INTERFACE D
S/370-145 e y

FiLE maunTenance [ e | _auaukication 0

DS ELEMENT: OeAL .
3 INPUT PROCESSING USER SUPPORT D ACCEPTANCE D
OFTWALE FUNCTIONAL AREA:  Raw Dota Processing/Merge and Sumary | oATE:

EE(FOH?&-‘\NCE_ SrECIFICATION REFERENCE: 3.3 through 3.9

EST KULTIER DESCHIPTION

=10 Test Objoctives:

Test Procedures:

28-H

VERIFICATION CROSS REFERENCE MATRIX TABLE 6.1 (2 of 4) |

Verify the capability of the input processing "_software'.:'to‘
process data created by the §/7. commun‘l_t:ation_'iinterfac'e‘,r-.f
software and transferred to 5/370-145 by the SBCU. ™~

(1) Use disk data set created during test 3—9:':'35 .inp_;':,"t
for test. ' :

(2) Select detail print option to obtain all :-ermr-'
messages and processing status information.

(3) Execute raw data processing and merge and. sunmary_'_'
programs. : i
(4) Verify that raw input obtained from S/7 is processed
correctly through analysis of messages obtained _.
during program execution. | :' "

() Retain output for use in fe-stiﬂé of file illairntena't_tce
software. ' - o S

T P N SO ey

T
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4.4 FILE MAINTENANCE QUALIFICATION“‘JERIFIC-ATION
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4.4,1 Standalone Testing Approach

° “_Beca_use' of use of a standard data base system, no standalone testing will be pe'rfoﬁned“duh‘fiig
A , 'Gualiﬁ?cation -verifica’t‘ion. ' SR
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4.4.2 'Integra_ted Tesfing Approach

- ) -Data tapes created dur1ng input proce551ng integrated test1ng (Test 3-10) ulll provide test data for _
fi]e maintenance testing

;fo Primary object1ve of testing wil% be to ensure softuare compatibllity between: input processing and file :
- maintenance software - _ E _ - C::g
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4.4.3 FILE MAINTENANCE QUALIFICATION VERIFICATION PROCEDURES
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cDPS SOFTWARE VERIFICATION PROCEDUFIE

o ' 1 avaurcanos
8 cors evewen: 5/370-145 COMMUNICATION INTERFACE L] FiLe muntenance [X] | UALIFICATION m
SR ‘ INFUT PROCESSING ] _USER SUPPORT - . ACCEPTANCE CJ
| S0FTWARE FUNCTIONAL AREA: - Autonatic and Manual Updote of Dato Base DATE:. o
1,1‘Psszronmrxcg SPECIFICATION ATFERTNCE: 5.2/4.3 | vemiFicaTION cross nsmecs mmlx TABLE 5-1 (3 of 4)
CTesthumsn ~ pescremiony
4-1 | - | “Test Ohjectives: (1) Veri fy that tape containing processed remote site - e
' ' S ) - data is compatible with the NIPS data base managemen: ;
software and can be used to automatically update tho -~
- data base. ' _ .
(2). verify 'obili ty. to create data sets for romote sites.
{3) Verify?nranual data entry capability through update -
_ - of Site General Pescription data.
= Test PEOcedures: (1)’ Use data tape, containing sim ulated SDAS data created
é ‘ T » ‘during test nunber 3-10. _ , ,

(2) Use file forrat tables descnbmg remote site
- operational data set. : _

(3)  Generate site description data and create remote sn:e

== _ descmptlon file (manual mput) .
= a - . : '\u./‘
§§ (8) . Perform file mamtenance run. | '
z ? {5) Verify through analysis of transaction processing
ay ‘report ‘that all data was accepted and.inserted into
B & the data base (manual and automatm).
“i.
‘ ' . . . - I -;;'._,:._...» _;-,;.-.'.-n.a:.-.a;.;u _.":-"d.-?—a-—-mw‘;'-;—"“'“‘;“"i‘m




| CUPS SOFTWARE VERIFICATION PROCEDURE

7935082

COMMUNICATION INTERFACE L

FiLe maintenance (X

cuautaicsTion K3

CDPS ELENENT:  $/370-145 ) . B _ :
i - ) INPUT PROCESSING = USER SUIFORT O acceerance [
SOFTVARE FUNCTIGHAL AREA:  Automatic and ftanual Update of Data Base DATE: RN

TLUTCRMANCE SPECIFICATION REFERENCE:  4.2/4.3
TN AER DESCRIPTION o .
(6) Dump data base contents and ensure that both site

-1 : {(Contin )

op-a

Test Procedures:

description file and remote site operational datz

file contain correct information..

o —————

VERIFICATION CROSS NEFEREHCE MATAIX TADLE - 15_1 (307 4}




- ) e T ’ o C1ussaaz
- " cops SOFTWARE VERIFICATION Pnoceoun&
711&(:9'}"3 ELeméa;if: :‘S /1'3-:;,'0_]‘45 _ :_'___ CONVUNICATION INTERFACE D ~ FLe Mmmsnamcs jei Q'_l_muncaﬁoﬁ_ &}
o S lh_t_?ur PROCESSING _ D © USER SUPPORAT D acceevance (]
\BFT\\A'}E Fumc‘nomm. AREA' - Data '335?; Security - I DATE. o :
rm,z.mmm.\:c: ar*c.ﬂc:mou REFEI“ HCE: a5 R B VEmrlCATlON cno.,s ner-..encs MATRIX FADLE 6-1 (.. of 4)
tssr NU‘."BER IR DESCRIPTION R - _
4 -z {:_ g R . Test Objectives:  Verify that access to the data base can only be achieved
R | o - B - B ‘through- use of proper access codes. o o
) ' ‘:;,
Test Procedures: (1) Use data base files created during Test 4-1 for
' o testing of security. |
}1 ; (2) Generate access requests via card inout'(Batch]'
S and terminals which use invalid and valid access
‘(33_' codes and which attempt to write into data files whe
o .

on]y read is authorized.

“{3) Execute data base queries/updates.

P

{(4) Verify that: - Ao

o Invalid access codes are rejected -
0 Read only access codes cannot wri te into files

e [N P R T S AP TS TS ST




4.5 USER SUPPORT QUALIFICATION VERIFICATION




4.5.1

T

tangalcne Testing Approach

¢ iL, arall c*‘“ct-~: 3T test 1ng 1s to ersure that user support services proaerly access data base and
fbrwat data praperiy for reports, ois;!ays. nnd plots.

i
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£.5.2 USER SUPPORT QUALIFICATION VERIFICATICH PROICEDURES
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7933442

CDPS SOFTWARE VER!FICATION PROCEBURE

CO'\.:"&’!JMCAT!O'“ INTERFA"E D

oo*s ELENENT: - _
i INPUT PROCISSING a

$/370-145

F!LE msmsmncs D : QUALIF:CATION &'_j
USER SUPFORT_ o - accepramcE . L)

SOFTVARE suncudrmunn’éa-' Information Retrieval

DATE:

'Flcﬂ'nou merznnion 5.2

vamnmﬂo M CROSS REFERENCE A 6-1 (% of 4}

VTRIX TADLE

DECFONIEARCE SPE

ISCRIPTION

¥ooT MURDER
Test Obiectives:

§-1

Test Procedures:

gF-d

004 &0

ALITYAD ¥
81 49vd IvNIDISg

Verify capaﬁiuty to perform information rei:’ieva_i of
data from data base from. both batch and termiral !_:':edes.x_-"'*

Tt

Q1 )' " Use data base created during executicn of Test 4- 1
for testing.

(2) Generate information retrieval queries to genzrate
tabular data reports via both batch and terminals

(3) Execute queries.

(4) Verify that data presented in reports is same in
both batch and terminal modes. "

(5): Compare resuil'ts to the known ccntents of the daia
base to ensure correct retrieval and formatting of

data. .




7933442

COPS SOFTWARE VERIFICATION PROCEDURE

3 {370___1, 45 COSRAIHICATION INTERFACE J

FILE MAINTENANCE | J

QUALIFICATION (1)

- | | INPUT PROCESSING O USER SUTPORT 3 ~ accepvance [

F AR FUNCTIO AL .,,ﬂsn. Plot Cap bih‘ DATE:

TGTUANER :r';s:fs::;:::sra:: REFZNENCE: 5.2 VERIFICATION CROSS REFZRENCE MATRIX TASLE 6-1 (4 of 4)
U ORLTIIER S DESCIPTION

P —— s g e
w

Tect COtisctive:

. Test Procedures:

OO o)

& qovd TvniDRg

KIrmvnd

Verify that the plci capability softuzre properly
retrieves data znd genzrates corract plots. ’

{4)

(5)

Use date bese conients created during exscution of
TE t 4’]0

Concrate test casas for plots of:
- Parameter versus time

- Two parematers versus tie
Execute plot test czses via batch and termirel. -

Co:rpare plots obtained via batch and temma‘l for
consistency.

Compare plots with raw data received from simulatad
SDAS to ensure that overall CDPS functions have not
changed data.
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CDPS SOFTWARE VERIFICATION PROCEDURE R
1.1, CORTUNICATION ‘NTERFACE () FILE MAINTERANCE ] QUALIFICATICH KX
FLENENT: S5/370-145 ! _ _ _ M —
- INPUT PROCEZSIES O - USER SUTFORT : ACCEPYANCE G |
NARE FUNCTIONAL AREA: Generation of S;chadulec_! Reports R DATE: e ' '
ENCE MATREX TABLE

| VERIFICATION CROSS REFEREN

S

SENANCE SPECIFICATION ns’rgnsrsceg . 5.4
KULZER DESCRIPTION ,
el _ ' ~ Test Cbjective: Verify that scheduled reports can be generated from data
ST o | base. ' '

(1) Use data base creaied during execution of Test
4"']. )

Test ?rocedu}r;es:

(2) Generate query to access file and formot schedules
daily and manthly reports.

(3) Execute query.

(4) Compare daily summary report contents with expacted
results. RN

{
-

(5) Compare Monthly Sunmmary Report contents with expectad
results.

10 ¥00d 30
[ ‘TYNIOIHO

ALrTVad
91 39vd
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| ] . | 7933442
' CDPS SOFTWARE VERIFICATION PROCEDURE L
s Lz 6373125 CCITBINCHTION mrenrrace [  eeramTesasce [ ogau?icimoa A
_ | 1PUT PRCCESHING g USER SUPPORT accervance L)

FTWARE FUSICTIONAL AREA:

Yagnetic Tane Generation

L’M’E:

PRl i SRl T FLE B ol & ol Lo b ot o Yt R 1 ¥ LN -
TSI NI DTTOIEITASIG REV D TN J.

T

L

FRET S b Y=F} §

. ——

H
L3

81 dOVd "TVNIDIIO

RIFTVAD WOOL J0

VEAIFICATIOR CRC33 T SFEBEHCE ZATAIX TADLE

Verify cepability to generate output on magnetic tane for
distribution to outside users.

(1)

(2)

(3)
{4)

(5)

Use data base created during execution of Test 4-1.

Generate informaticn retrieval guery and procec:re
for generation of magretic tape.

Exzcute query and procedure.

Duno magretic tape.

Verify that content of tspe is same as data base.
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SECTION .5
ACCEPTANCE
VERIFICATION
_ .




~ 5,1 ACCEPTANCE VERIFICATION APPROACH

_® . Testing eﬁvir¢nmentiinc1&de$_a}1 operational hardware and software

- site d&té acquisition'subsystem (spAs) .
. - Telephone interface between SDAS and S/7 communication interface
¢ - §/7 communication interface configuration | |
- 8/370-145 Host computer

2

foen

Lo

" - Procedures used for control of testing
- .Test Results documented

i - 15, 41, and 47 paraneter sites are simulated

¢ . Hormal operationai envirorment used for acceptance testing

Problems recorded and resolved

e  Controlled inputs into SDAS provides predictab1e data for use in verification

& FOVd avrong,

e e s

e .




5.2 ARCCEPTANCE ‘VERI?ICATIQH PROCETURES
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COPS SOFTWARE VERIF!CATION PROCEDURE

7932454

s o "n :.a  SNTE -
ELEMZHT: . ST LONMUL lCA‘rIQN m_unfﬁc*!-: Q
g o ey mPUT»»PROCE SING A D

FILE WAINTENANCE D
usemswerort  LJ

}ﬂﬂ_E-FU?-'f"’IQNAL-APEN '-_t'am,a} SDAS Contro'i

27

DATE:

ACCEPTMSCE

. [JQ o

g 5"58!!“0&7!0'- ITEF «LE:.

VERIFICATION CRO33 AZFENENCE HATRIX TADLE |

DESCRIPTION
Test Object'ives: -

. Test Procedures:

od 30
oo

VNI

o 2O

v
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{4)

Verify that test operator can control comnication m*n

SDAS from the S/? conaole.

(1) Connect kno;-m voltage_: _rgfgtences: to SD"S

(2) Create site dir:e,ctigry‘tb-s_ugpor;_ testi‘!!.gi."'" |

: ?-'.

L

(3) Execute test SDAS -':;in_'_cg:'*fage, s‘pft‘aare._ i

proper response.

luanr,an y issue each valid ca',mand to SDAS and insure

(5) Manually issue jm_jz_fé'ii'd ‘congnands?::end ins@?é';;rbperif

resnonse. -

6V (1 of &)
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CDPS SOFT“ARE VEBIFICATlON PROCEDURE

- covs e_L:zr:;.sm;.f?_;'S/z |
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Fll‘ MAINTENANCE D

cuaurieation LJ -

INPUT PROCESSING O 'USER SUPPORT ] Accervance LX)
__FOTTVARE FUNCSTICHAL ARZA: Overa]l Functiomal Requivements | DATE:
| PEAFORKANCE ss*=c.ﬂ.,m’:c“ {CFERTNCE: 2.1 o 'VERIFICATION CROSS ngsmsrscz r.Ame TABLE  §-1 {1 of &)

e-q

DESZIIPTION
Tast Ob;iectiv.e':

Test Procedures:

Verify that the S/7 operatimal soft'xare can. comunicate
with SDAS, and can collect data, and can transfer data *n
$/370-145 for processing. R e

(1)

(2)

(3)

(4)

(5)

(6)

(7)

Site directory created to include tie-line ghone
number and collection times.

Known voltage references connected to SI5S.

Operational site data co]'lect pragram executed.

Upon completion of conection, ccmumcatwn Teg
used to verify proper command interface.

ar

Disk data sets containing collected data _,a‘na'lyzed to

‘ensure that all data properly formatted and stored.

Retain data set for $/370-145 testing.

Transmit data to S$/370-145 fcr processinag.
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COPS SOFTWARE VERIFICATION PROCEDURE

: ELENENT: $/37 d 15 COMMUNICATION INTERSACE L) FILE MAINTENANCE | QUALIFICATION
RENT: S -
| INPUT PROCESSING ] USER SUPPOART (] accerrance L]
TWARE FUNCTICIAL AREA: Overall Functional Reguiremants DATE:

FOULARCT SPECITICATION REFIENCE: 3.1

VERIFICATION CRO5S REFERENCE MATRIX TABLE  §6-1 {2 of <)

4 D o3 ¢4

DESCRIPTION
Test Chjectives:

Test Procedures:

&1 3OVd OVNIDIYO

RIrTVNO ¥00d J0

Verify that the input processing software can accept
input from S/7, pzvrforn prececsing on raw data, perfers

marge anG sunmary functions, crzate data base update -~
tapes, and support archiving/History functions.

{1) Execute raw data acceptance program to receive dota
from S/7.

(2) Execute raw data processing and merge and summary
programs.

(3) Execute the History Program. _ |
(4) Execute the raw data archive procedure.

(5) Verify error messages and reports to ensure proper
processing throuchout all steps.

(6) Retain output for record purposes and for use in
file maintenance/user output activities.

B o P Sanaie
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CMPS SOFTWARE VERIFICATION PROCEDURE

- ) COMTIUNICATION INTERFACE L FILE MAINTENALCE DU eurnisicaTion ()
C-zr e ELE---E’- b: S/ 3?0-]45

| INPUT PROCESSING O USER SUPPORT O acczetnrice (3
TOFTVURE FUNCTIONAL AREA:  Overall Functioral Requirements CATE: F
- _ 3
FESTONRARST STECIFICATION PEFCREHCS: 4.1 VENUFICATIO. CHOL s REFEREICE MATRIX TALLE L

T INECILR DESCRIPTION
T4 Test f:o}ect'tve: Yerify capebility of file mainiznance softuare to
: stipport operational eavirornent. '“
“
Test “rocedures: {1} Accent ragnetic tarce containfng procasssd cata
from SDAS.
{2} Perfoua cutcratic data base tpa:te Tunctions. -
8"8 (3) Verify that all data transactions processed correctly.

— s
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COPS SOFTWARE VERIFICATION PROCEDURE

| 7933082

' N COMTUNICATION INTERFACE L) FILE MAINTENANCE L) avaursicanon [}
COPS ELENMTNT:  $/370-145 v | ALIFICAT! |
. INPUY PROCESSING O USER SUFFORT G ACCEPYARCE |
'SLFIVIARE FUNCTIONAL AREA: User Support Fucntional Requirements DATE: |

CNCE: 5.1

VERIFICATION CROSS NEFERENCE NATRIX TASLE. 6-1 (4 of &)

d 40

o AOvd TVNIDIHO

RIFTVAD A00

DESCRIPTICN
Test Chicctive:

Verify that user support software zccomodate -_-_cpefatio:zal
environzment. ' |

"
4 -
L

Test Procedures:

{1) Performing the following tiser support functions using

procedures developed during execution of tests 5-1
through 5-4:

Inforration retrieval
Plot cepability
Scheduled reports generetion

Magnetic tape generation

(2) verify that outputs reflect the inputs = eive¢ - .
from the SDAS. o 3
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' COPS QUALTFICATION/ACCEPTANCI TEST REPORT

" pRENENVG PAGE RIANK NOT FIMED

2 Scope | P2
3 ‘ﬁApplicablé'Ddcﬁmenté | F-3
4 . CDPS Testing Definition . Fe4
4.1 Test Configuration ' ‘ F=4
4.2 Verification Matrices F=4
4.3 CDPS Testing Suzmary F=4
5 CDPS Qualification Testing F-36
5.1 Communication Interface Testing F~36
5.2 Input Processing Software Testing F-48

5.3 Data Base Update Testing F-72
5.4 User Support Software Testing F=-80

6 Acceptance Testing F-85

§~, ': . ' 6.1 Cenmunication Iﬁcerface Acceptance Teéting F-85
%.' L - ' 6.2 Input Processing Accgg:;nce Testing F-90
' 6.3 Data Base Acceptance Testing F-91
6.4 User Support Acceptance Testing Fe91

F-ili




”"“”le:'iﬁghis document is. to renort the te=!  =28sults obtained in

_lf;“p.rfggniug the SIMS. Central Data Processing Syste {CDPS) qualification and
| 't,"ccepttncd testing. The testing vas performed betueen 8/25/76 and 10/1/76
| f ‘“nt3£hc xnn aun:avilie facility and: utilized operational CDPS. hardware as
't'iff_the test enwiroﬂment.

: Détailgq_;est procéﬂu?aa';nd results have been retained for future reference.




i | I\.*:' ) . - . ‘).’
2, SCOPE | |

'rhisA document addresses the testing 'petﬁomed in verification of the SIMS
CDPS and summarizes the results of the testing.
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3. APPLICABLE DOCUMENTS

The following documants contain informationm directly related to CDPS verifica~

tion testing:
Documnt Name -

CDPS Qualification and Acceptance Test
Procedures

Central Data Proccssing System
Software Verificatien Plan

Central Data Processing System
Software Porformance Specificaticn

Central Data Processing Systenm
Software Development Plan

F-3

Control Numbaer

IRM #7933442

IBM #7933198

IBM #7933251

IBM #7933221
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4, CDPS TESTING DEFINITION

Veiificntion tosting of the CDPS consisted of threa discinet levels — develop=
ment testing, qualification testing, and acceptanca testing. Davelopment
testing consisted of software debug poerformed during development and provided
tests of each software element on an iadividual basis. Qualification and
acceptance tests ware perfornmed in accordance with the test procedures des-
cribed in the "CDPS Qualification and icceptance Tast Procedures” docunent.
Results of qualification and aceceptance tescing were analyzed and provide the
data for preparation of this raport.

4.1 TEST CONFIGURATICN

All testing was performed on the CDPS operational hardware (IBM S/370-145 and
§/7 computers and peripherals). Acceprance testing was purfotmed with SDAS #1
to provide an end-to-end test of the data recovding/data collection/data
processing elements of the system.

4,2 VERIFICATION MATRICES

During performance of 4ll levels of testing, verification matrices werc used
to ensure that tests addrevsed are requirements of the "Central Data Process-
ing System Software Perforwance Specification"™ document. Thess matrices were
defined to address each of the major procossing alements of the softwace —
communications intorface, input processing, file maintenance, and user support.
The matrices used in perrorcance of testing are shown ir figures 1 through 4.

4.3 CDPS TESTIMG SUMMARY
Tests vere defincd to correlate to CDPS requirements with multiple tests being
used to provide total verification., The matrices correlating thess tests to

CDPS requiremonts are shoun in figures 5 through 28, Definitions of teat
cases are contained in subsequant sections of this document.

F-4




ITEM (NAME AND PART NQ.) '} VERIFICATION CROSS 7
o CENTRAL QATA PROCESSING REFERENCE MATRIX .
- SYSTEM SOFTWARE (Counmicaticns Iatazface) |
.'vehm 6#&?# ON METHOD ‘1‘. SIMILARITY ':I.INSI‘SG‘!’ION NIA'NOYAPPLICABLE
| 2. ANALYSIS 4, TEST .
| VERIFIGATION PHASE .- REMARKS
PERFOAMANCE -
REQUIREMENT OEVELOPMENT | QUALIFICATION] ACCERTANCE
- " 2.2  Site Dirsatory '
" ' 2.2.11 Site Diracsovy 4 ' 4 4
' N Informaticn
- 2.2.2 Site Directory 4 4 4
| ~ Update ' ' |
2.2.3 Site Diractory 4 4 4
' Print '
» 2.3 Coz=unicacions
Hardware Inter |
| face o \
 2.3.1 Intariace ) 1,4 4 4
Cowmand v
2.3a2 D.:‘ In&l‘:ity 2'“ ‘ ‘
- 2.3.3 Cormunications 4 4 Y
Hardware Status
2.4 §/7-S0AS | 4 & 4
Cozmunizations
2.5  Data Stora 4 4 4
«f 2.6 Transait Data 1,4 4 4
to Sest Coge .
puter |
2.7 Manus) SDAS & 4 4
Conzzol : ' ,

e ;ﬁ_ﬁ
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AL e D e 4 CRREIGA TGN CRUBD e
CENTRAL DA"‘A "ROCQS;’SN\ oo (IFBREMCE MATRIX
'YSTEMaGF'WARE ' ‘:;‘ ' B CERS- ~ruaass-nb)

vsmncmou vzmoa | 15““""‘“”"- ST alinsPECTIoN. * NIANQT APPLICABLE

zamws:sw _ 4.TEST -
s .»‘\"'lON?HAS: o ~ REMARKS

| ._‘-,j,éa#onmhce- L —— —
- REQUIREMENT . |DEVELOPMEN" ..uAus;cﬁth ACCEPTANCE

c;‘?3Q3‘;Deeo=nutz:a Raw ””:f BV T S
i »,;nafa inta Scsnn : : S N _

34.xt-.-ac: Va-ian» B SR S SR SN 3
' .1[‘and Convert to | N - '
'f_ngineer.ng Units

‘   ;f§;$: couve=:ed B AU R SR S
1 Varisble Testzag 1 g S IR ,
" f3;65.60upu:a Pe:— N ﬁ':; : _;.4__; _ 4
1 | - formence Evalua- : ' '
i tion ?a'anece—s

| .3;7' Genera:e I.pu: -.-,f ‘ & : 4 _' 4
| . for Data Base | , .
; Updata N

3.8 Create Hist.ory/ s | e 4
Archive Tape -

13,9 Create Isput Sev-| 4 4 | 4
‘I mary Reporzs and
Ersor Messages

Figure 3, Veriffcation Matzixes



| v e sn 10 PAFT 1O
“* | cENTRAL DATA PROCESTING
FS SYSTEM SVFT\‘.‘ARE L

" .-’, VERIFICATICN C30SS ~

REFERENCR MATAIX

- (File Madatenmnes)

e j.fvemsmaracn METHOD

T SMIARTY
2, ANALYSIS.

3, INSPECTION
4, TEST

" N/ANOT AFPLICABLE

. *e”saraw_es_ |
_ REQUIREMENT

VERIF!CA

ION PHASE

REMARKS

|DEVELCPMENT

QUALIFICATION

ACCEPTANCE

~ Maiatenance, |
Access and Update

" Automatie Update |

gof Dnea Base’

Manutl Inpuc

"eo Data 3ase

Dats Base

~ Data Base
" Security

1,4

1,4

ORIGIN
OF PO

¢

L PAGE I8
QUALITS




.‘lTEMiNAh'!EANnPAnrNOI = vE u:;r-,; T'O"C‘RCSS
: jcemnmcarmanc:s&mc | REERAE 40»;.*.4\?'&&,(
| SYSTEMSOFTVARE . - =~ . (“5"” Suipeze) LR
' 1smmm.-v T |~s."£c1'mu " N/A NOT APPLICABLE

2ANALYSIS 47-57 o

| vsmsacﬂ'r' NPHaSE | REMARKS

| VERIFICATION METHOD

PERFORW&NG': IR D _
REGUIHEM"NT  |DEVELOPMENT |QUALIFICATION| ACCEPTANCE

5.2 mformacton | ot | 1,4 4 |
S meteteval | - e . {1 11
5,3 Plot Capability| & b A
5.4  Genavztion of | 1 1,4 4

- Scheduled Rew .
ports

5.5  Magnetic Tape 1 1,4 4
Generatien

j=
| o
L

5.6 Terminal/Batch
Capabilities

' 6.0 Performance 1,4 4 4
Evaluation .
Data Base

.
T
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COMUNICATIONS INTERFACE SOFTHARE TESTING
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'SITE DIRECTORY

i
:
™
:
)
&
y
L

S Performance - ﬁerifitat;lon Development . -
Requirements : Spec. Ref. Jest Cases Testing Status
 Maintain on $/7 Disk 2.2 2-1 | X Verified
§ SDAS Station Address 2.2.1.1 2-1 X Verified
| SDAS Commumication Status 2.2.1.2 2-1 X Verified
% 'SDAS Dial Digits 2.2.1.3 2-1 X Verified
? SDAS Process Requirements 2.2.1.4 2-1,2-2,2-3,2-4 X Verified
| SAS Data Collection Time 2.2.1.5 2-1 X Verified
SDAS Error Information 2.2.1.6 2-1,2-2,2-3 X Verificd
~ Mumber of Disk Extents 2.2.1.7 2-2 X Yerified
:‘ E Sitz Record Index 2.2.1.8 2-2,2-3,2-4 X Verified
‘ Site Byte Count 2.2.1.9 2-2,2-3,2-4 X Verified. |
Initial Realtime Clock 2.2.1.10 2-2,2-3,2-4,1-2 X Verified
BCH Errors 2.2.1.11 1-2,2-1,2-2,2-3,2-4 - X Verified
tanually Update Directory 2.2.2 2-1,2-2,2-3,2-4 X Verified
2 Site Directory Print - 2.2.3 2-1,2-2,2-3,2-4 X Verified

q] @Ovd TVNIOIY

Figure 5




COMMUNICATIONS HARDWARE INTERFACE

_ Performance
Requirements Spec. Ref. Test Cases
Interface Commands 2.3.1 . 1-1,1-2,2-3
Data Integrity BCH Errors 2.3.2 i2=-3,1-2
Hardware Status 2.3.3 2-3
~Data Set Check
Datz Cverrun
Systen/7 XIO Ervors
‘Software Error-
o G2
% 2,
= 2
Ly
S e
E S
= &

Development
Testingv

X

Status

Verified

{Verified

Verified

K Rl e TR EATIPIN WAL T
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Requirements

Cormand Hessage Processing

Reply Messege Processing
Hormal Renly

Crror Reply

Conmand Definition

Corwrand Ya2ssage Format

Repiy Message Format

sad Tape Reply

Comnunication Report

SYSTEM 7/ - SDAS_COMMUNICATIONS

Performance
Spec. Ref.

2.4.1

2.4.2
2.4.2.1
2.4.2.2

2.4.3
2.4.4

2.4.5
2.4.6

2.4.7

Development
Test Cases Testing
2-3,1-1 X
2-3,1-1 X
2-3,1-1 X
2-3,1-1 : X
2-3,1-1 | X
1-1,2-2 X
2-3,1-1,2-2,1-2 xi

Status

Verified

Verified

Verified

Verified

Verified

Verified

Verified

()




Pecuiremants

- Chadned Buffer

Disk Storage

-3

Usdate Directory

Tize of Czliection

DATA STORE
Performance _ .
Spec. Ref, Test Cases
2 .5 " 1'232"2
2.5 1-2,2~2
2.5 2-2,2-3,2-4,1-1
2.5 2-3,1-2 -

. Develop-ent

Testing

Yeriffed

~
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Requirements

Retrieve Data from Disk

Bu!ld lieader

tipdate Site Directory
Transmit Data

Error Recovery {*)

TRANSMIT DATA TO HOST

Performance
Spec. Ref.

2.6

2.6

2.6

2.6

2.6

of hardware being used by other programs.

- Figure 9

Test Cases
2-4,1-2
2-4,1-2
2-4,1-2
2-4,1-2

2-4

{*) - Operator error tested hardware errors would require modification

el B aee i phaeted e

Development

Testing ‘

]

t

Status |

Verified

. VYerified

VYerified

Veritied

' Yerified

Y
N o
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Requirements

Manually Select Site
Manually Select Commands
Print Replies from SUAS
Print Error Conditions

Selective Print of Site Data

MANJAL SOAS CONTROL

Performance
Spec. Ref.

2.7

2.7

2.7

2.7

2.7

" Figure 10

.

}'-Test Cases »’ - JTesting M i?}"
2223 - Veriﬂed
2-2,2-3 e x o 'er-lﬂed
z-z.z-'a. x . Ueriﬁed (
2-2,2-3 x Ueriﬂed

2-2,2-3 X . Verified

DRSO
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INPUT PROCESSING SOFTWARE TESTING

9T-d

RY g

‘Figure 11 '




IASK |

Requirements

$/370 ~ S/7 Communications

Input Format Definition

Store onto $/370 Disk

Error Détectioanecoveny

ACCEPT RAW_DATA FROM SYSTEM/7

Performance
Spec. Ref.

3.2

2.6

3.2

3.2

2-4,3-9,1-3
2;4.3-9.1f3

2-4,3-9,1-3

2-4,3-9,1-3

' Figure 12

. Development
Testing

st

Verified
| :Verified: E
Verified g*i?

Verificd (Yse of
standard systenm.
software packagy




81-d

DECOMMUTATE RAW DATA INTO SCRNS'

Performiance
Requirements Spec. Ref. Test Cases
Separation of BCH's and flags 3.3 3-2,3-10,1-3
from data

Locating Block-Starts, 3.3 3-2,3-10,1-3-

End-of-Blocks, and |

tnd-of-Sites
Extract Scans - ' 3.3 3-2,3-10,1-3
Error Processing 3.3 3-2,3-10,1-3

" Figure 13

Development
Testing

Status

Verified

Verified

Verified

Yerified
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EXTRACT VARIABLES AND CONVERT TO ENGINEERING UNITS
Performance - Developinent
Requirements Spec. Ref. Test Cases - Testing
Process Variable Input Formats 3.3 ] 3-10, 3-9 X
‘3-1. 3"8
Maintain Site Directory 3.3 3-1, 3-8, 1-3. X
Calitraiion/Conversicn of 3.3 3-2, 3-10, 1-3 X

Yariables

Flgure 14 -

Status

Verified

Verified
Verified

. L et s b 8 AR e S T sab Pt R
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Rg__qui rements

Variebles Exceeding Man/Hin
Limits _

Variables Exceeding Change
Lindts.

Time Continuity

BCH Error Testing
Rejection of Variables
No Change in Variable
trror lMessages _

Control Over Printing.

CONVERTED VARIABLE TESTING

Performance
Spec. Ref.

3.5
3.5

3.5
3.5
3.5
3.5
3.5
3.5

, Figure 15

| R bg've'lupment* :
Jest Cases - . Testing -
3-2..3-3,3-16,, X
1-3 - .

3-2, 3-3, 3-10, S

1-3 - ' |

3-3, 3-10, 1-3 X

3-4, 3-10, 1-3 X

3-3, 3-4, 1-3 X

3-3, 1-3 X

3-3, 3-4, 1-3 X

3-7, 1-3 X .

Status

© Verified
Verified

Verified
Verified

Verified
Verified

- Verified
 Verified




Requirements

Compute Performance
Evaluation Paramaters

Bypass Computations ﬂhich

Use Erroneous Input Data.

¥e-d

COMPUTE PERFORMANCE EVALUATION PARAMETERS

Performance
Spec. Ref.

3.6

3.6

. Figure 16

Development
Test Cases . Testing ~
3-2, 3-3, X
3-4, 3-10, 1-3
3'2. 3"'3. x
3-4, 1-3

P et e M e e e A -

Status

Verified

Yerified




GERERATE INPUT FOR DATA BASE UPDATE

Performance Development
Requirements Spec. Ref. Test Cases Testing Status
Detailed Data 3.7 3-10, 1-3 X Verified
tourly Data 3.7 3-10, 1-3 X Verified
Daily Data . 3.7 3-10, 1-3 " Verified
A
®
- -
I
LU
o

tFireve 17 : .
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A §

‘Requirements .

Raw Data Archiving.

Processed Data Archiving

Foiwatting of Tapes

Printing of Tape Contents

. Perfoymance . L
.Spec. Ref. Jest Cases

38 3513

CREATE_HISTORY/ARCHIVE TAPES -

R 3-6, 1-3
3.8 3-5, 3-6, 1-3
38 . 35,36, 1-3

Bevéiopment 

Testing o

X

X
X
X

‘Status

Verified
Verified
Verified
Yerified

ey

L

Dot Y

~
’
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CREATE INPUT SUMMARY REPORTS AND ERROR MESSAGES

Requirements

Dai]ijeport-of Data Base
Input '

tenthly Archiving Report

:Daily'lnput Processing

Sumnury

Input Processing Error
Mossages

Site Directory Centents
Calibration/Conversion) Report

User Sctection of Print
- Epttons

Performance
Spec, Ref.

3.9

3.9
3.9

3.9
3.9

3.9

Test Cases

3-10, 1-3

3'6 .

3-2
3"‘4 .

3-2,
3-4,

3"1|

3-7

1-3

3-3,
3-10, 1-3

3-3,
3-10: 1'3

3-8, 1-3

Development

Testing .

X

Status

Verified

Veriftied

Verified

Verified
Verified

Verifiad

9
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FILE MAINTENANCE SOFTWARE
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Requireisents

Accept Output of Input
Processing Software

Input Format

Error1P}océssing

L ‘mlﬁf'“”ﬁﬁ“‘fﬁ"
AUTOMATIC UPDATE OF DATA BASE
Performance Develdpment o
Spec. Ref. Test Cases Testing Status
4.2 - 4-1, 1-3 X Verified
4.2 4-1, 1-3 X Verified
4.2 3-1, 1-3 X Verified {use
: standard software)
R
£
' Figure 20
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Requirements

Manual Entry 'of Data
Via Terminal

Manual Entry of Data
Via Batch

Edittine of Input Format/
Error Processing

MANUAL INPUT Tu DATA BASE

Performance

Spec. Ref. Test Cases
4.3 4-1, 1-4
4.3 4-1, 1-4
4.3 4-1, 1-4

!
L iFiButg 21*, i e R L4 b AR Y AR S S

Development

Testing ‘Status
X Verified
X Verified
X Verified Through
Use of Standaird
Software B *-r
O
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DATA BASE MAINTENANCE, ACCESS, UPDATE

s

Performance . o Deveiopmént

Requirements Spec.  Ref, Test Cases Testing - Status
Support Standard Data 4,4 — : X Verified Through
Base Managenznt ’ - 3 Use of Standerd .
System Capabilities ' v R Software
. -
1
3
L
Figure 22
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Requirements

Data Base Accass
Sceurity

DAYA BASE SECURITY .

Performance Development
Spec. Ref. Test Cases Testing
4.5 - §-2 | X

Status

Verified

"™




USER SUPPCRT SOFTWARE

0g~d
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INFORMATION RETRIEVAL

Performance
© Requirements Spec. Ref.
Support Standard Data 5.2

Base Information
Retrieval Capabilities

Test Cases

5-1, 1-5

.. Flourea 24

Development
Testing

Status

Verified

-

e}
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Requirements

Provide Plots of Remotely
Recorded Data to
Pecformance Analyst

Plots Generated for Tektronix
401574631 Terwinal Unit

ce-d

PLOT CAPABILITY

Performance
Spec.  Ref.

@t e et

5.3 5-2, 1-5

5.3 5-2, 1-5

Ficure 25

Test Cases

Develdpment

Testing
X

Status

Verified

Verified
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Requirements

Use of Information Retrieval
Capability to Access Data
Base to Create Standard
Reports (Daily and Monthly)

we-d

8l JIVd TYNIOIHO

RITVAD 4004 J0

CGENERATION OF SCHEDULED REPORTS

Performance
Spec. Ref, Test Cases
5.4 5-3, 1-4

«Figure 26
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NAGRETIC TAPE GENEPATION

Performance ~ Development
Requirements Spec.  Ref. Test Cases Testing Status
Provide Capability to 5.5 5-3, 1-4 X Yeri fiad

Generate Hagnetlic Tapes

PE-d

. , Figure 27




Requirements

Provide Uszr with
Capability to Access
Datz Base Yia Tzrminal

or Datsh ilathods

14 30

TERMINAL /BATCH CAPABILITIES

Perforiance

Spec. Ref.

5.6

Test Cases

5-1, 1-4

Figure 28
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Development

Testing

X

Status
Verified




5. CDPS QUALIi ICATIGN TFSYING

FESTEITORT RENVOTERNE L+ PR TP s

CDPS qualification testing consisted of test cases which tested the CDPS
softvare in a standalone mode, an interated system mode using a simulated
SDAS, and an inteprated system mode using the production SDAS unit #1. These
various modes anl t:a' -ases tosted the CDPS software to the design limits ‘
as specified in the .S Software Performance Specification”. The following %
parégraphs address cualification test cbjaetives and results. :

5.1 COMMUNICATION INTERFACE TESTING

Four test cases werc parformed in qualification testing of the communication

interface software. The relationship between test case and functiorn:il software :
3
area tested is shown below. '

Test 2~1 1Test 2=2 |Test 2-~3 (Test 2-4

Funetional area/Perf. Spec

Site Directory
Requirements/2.2 X

Site Data Collect/2.4, 2.5 ' X

Site Data Collect/2.4, 215 X

5/7-58/370-145 Interface/2.7 X

Description of each test and the result obtained from each test are discussed

in the following paragraphs. '

URIGINAL PAGE I
F-36 OF POOR QUALITY



5.1.1 TEST CASE 2-1

Teat Objcctives:

Test Discussion:

Test Results:

5.,1.2 TEST CASE 2-2

Test Qbiectives:!

Test Discussion:

Verify that the Update Site Directory Progran
properly gernerates the Site Directory to be used
for data collection.

Test was performed on operational $§/7 configuration
and consisted of the gencration of an operational
Site Directory cuntaining three sites.

Telephone numbers and processing requirements for
each site were entered via the System/7 teletype con~
sole. After entry of information, the Site Directory
was printed through use of the Site Directory Dump
program.

Analysis of the print of the Site Directory (shown in
figure 29) indicated that the directory was formatted

correctly and contained the correct informatiom.

Verify that the Cormunication Interface Software
properly processes SDAS command and reply messages
and stores data received in correct format for

transmission to host computer.

The SDAS simulator was used on the S$/7 to provide

data from three remote sites in the following format:

ORIGINAL PAGE 18
OF POOR QUALITY
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A
s’

OP1:DSD

SITE DIRECTORY DUMP DATE: 09/01/76
TIME: 00:05

PRINT ALL SITES? - ENTER Y OR N

Y
SITE ID: 1
SITE STATUS: 0
TELEPHONE: 00090481128104811481180000000000 .
COLLECTION G .Y (8) E
LAST DATE o 0 0 0 0 -3
ERRORS: 0 i
DISK DATA :
SECTOR 0 0 0 0 0 &
BYTE CNT 0 0 0 0 0 ﬁ
YEAR 0 0 0 0 0 &
DAY 0 0 0 0 0 1
HOUR 0 0 0 0 0 o
MINUTE 0 0 0 0 0 i
SECONDS 0 0 0 0 0 1
BCHERR 0 0 0 0 0 1
REPLY 00000000 00000000 00000000  (GOC00000 00000000 |
BCTIME .
0 :
0
0 o
0 "
0
SITE ID: 2 T
SITE STATUS: 0 ;
TELEPHONE: 00080481128104811481000000000000 :
COLLECTICN 0 DAY(S) 5
LAST DATE 0 0 0 0 0 3
ERRORS ¢ 0 J
DISK DATA ;
SECTCR 0 0 0 0 0 ]
BYTE CNT 0 0 0 0 0 3
YEAR 0 0 0 0 0
DAY 0 0 0 0 0 5
HOUR 0 0 0 0 0 :
MINUTE 0 C 0 0 0 i
SECONDS 0 0 0 0 0 i
BCHERR 0 0 0 0 0 i
REPLY 00000000  00000CC0  0UN0OCO0  0000CGCD 00000000 ]
BCTIME :
0 ;
0 '
0
0 .
0

Figure 29, Site Directory Dump (Page 1 of 2)

ORIGINAY; PAGE 18
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SITE 1D: 3
SITE STATUS: 0 : Lo
TELEPROVE: 000804811281048114810C0000000000 i'ﬁ@
COLLECTION 0 DAY(S) L
LAST DATE 0 0 0 0 0 4
ERRORS: 0 -1
DISK DATA '
SECTOR 0 0 0 0 0 Y
BYTE CNT 0 0 0 0 0 o
YEAR 0 0 0 0 0 i
DAY 0 0 0 0 0 £
HOUR 0 0 0 0 0 :
MINUTE 0 0 0 0 0
SECORNDS 0 0 0 0 0
BCHERR 0 0 0 0 0
REPLY 00000000 00000000 Q0008000 Q0002000 00000000 o
BCTLHE : .
0 b
0 o
0 :
0 )
0 !

SITE DIRECTORY DUMP COMPLETE

Figure 29. Site Directory Dump (Poge 2 of 2)

oF
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.-

. ’ - ¢ : '
site Data Format

1 ' 15 Parameters (1 multiplexer)
6 -~ 10 Bit Readings

_ _ 9 - 2 zit Reuaddings '
ORIGINAL PAGE 1 |

31 Paramaoters (2 multiplexers)
12 - 10 Bit Readings
19 - 8 Bit Readings

[{% )

3 47 Poevemeters (3 multiplexers)

T

15 - 10 Bit Readings
32 -~ 8 bir Readings

The Site Dircctory created during Test 2-1 was used
to call each site and store collected data. Responses

to comuands ko SDAS provided via manual input to simulator.

One day's sinulated data from each site wera collected.

Simulator providad chanyging data by incrementing readings

for each 5 minute scan.

T kv b e R R b @ T 5

Upon coupletion of roest, disk and site directory were

printed and analyred foz covractness.

Tezt Dosulta: Anolysis of the Site Diructorv after completion of

RN A P

the test indicates the following:

Lxpected Bata Obtained -
Site Volurie Data Volume
1 $370 9370
2 17610 17610
k} 24970 24970
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TEST CASE 2-24

Test Objectives:

Test Discussion:?

ORIGINAL PAGE i
OF POOR QUALL

Test Rasgults:

Content of the Site Directory fov each remote site
is shown in figure 30. '

Analysis of the data stored on S/7 disk indicated
correct format and content. '

Verify that the Communication Interface Software properly
communicatas with and collects data from the operational
SDAS,

The operational S/7 software was utilized to communicate
with the SDAS via telephone lines. Known voltage sig-
nals were provided to the SDAS to simulate sensor data.

Three different collecticas were made from the SDAS to
test the software's capability to maintain multiple
collections prior to transmission to the host.

Prints of the Site Directory and disk contents were per-
formed to verify correct software exccution.

Collection #1 from the SDAS contained 10,210 bytes,
collection #2 contained 17,860 bytes, and collection
#3 contained 67,340 bytes. The Site Directory was
printed after completion of test and proper content

wag verificd,

Analysis/evaluation of S/7 on-line print verified S/7
software's czpability to cormunicate with operational
SDAS (sce {igure 31),

Evaluation of 8/7 disk concents veriiied proper content

and format.
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LG L

PRINT ALL SIT#S? - ¥NTER Y OR W
¥

|
SITE ID: 1 |
SITE STATUS: - 4 o
TELEPHONE : 00090482127 10431148118 0C00NCOC00
COLLECTION 0 DAY (S)
LAST DATR 76 245 0 31 5 \
 ERXORS: oo . .
DISK DATA l
SECTOR 1 0 0 0 0
BYTE CIT 9370 0 0 0 0
YEAR 76 0 0 0 0 -
DAY 245 0 0 0 0
HOUR 0 0 0 0 0
HINUTE 30 0 0 0 0 |
SECONDS 32 0 0 0 0 |
PCHERR 0 0 0 0 0
REPLY 0COOCO00  0000CCO0  OCOLC000 00000000  0000C00Y
BCTIME
0
0
0
0
0
SITE ID: 2
SITE STATLS: 4
TELEPHONE: 00080481 12581048115616000000000C0
COLLECTION 0 DAY(S)
LAST DATE 76 245 0 32 14
ERRORS : 0
DISK DATA
SECTOR 8 0 0 0 0
BYTE CT 17610 0 0 0 0
YEAR 76 0 0 0 0
DAY 245 0 0 0 0
HOUR 0 n 0 0 0
MM TR 11 0 0 0 0
SECONDS 13 0 0 ) 0
BCHERR ] J 0O Q g
REPLY AOLCH0S0 G000 RIS Y O O00Ce0 00000000
BCTIME
0
0
0
0
0

Figure 20 (Pine L 27 1)

URIGINAL PAGE
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I A
- \J
SITE ID: K I
SITE STATUS 4 .
TELEPHONE: 0008045811281048114810000000C0000
COLLECTI(N- 0 DAY (S)
LAST DATE 76 245 0 33 25
ERRORS : 0
DISK DATA
" SECTOR 22 0 0 0 (1}
BYTE CNT 24970 0 0 0 0
YEAR 76 0 0 0 0
DAY 245 0 0 0 0
HOUR 0 0 0 0 0
MINUTE 2 0 0 0 0
SECONDS 46 0 0 0 ]
BCHERR 0 0 0 0 0
REPLY 006000000 00000000 Qeico000 00000000 00000000
BCTIME '
0
0
0
0
0

SITE DIRECTORY DUMP COMPLETE

Figure 30 (Page 2 of 2)

™
ORIGINAL PAGE

DR N

Saoroo
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RREAR STTD DAT CULLECT FEOGWNAL O%,/00/ 76 ki
0200:183 BATA COLLICTICN 0N SiTE 1
0900:40 DIATIVS g1 T 1

0900:50 REQF £t 43 DED

0901:04 BUu ) ND DOIINED

0902:40 RE Vakn CLLWWDED
0902:52 REVIVD GOt

0902:36 DISCOINECT COLILDED

COLLECTION #1
10,000 + BYTES

Rikkde SITE DATA COLLECT PRIGUAN J9/17/78 #ikdkes

04922 DATA COLLUCIION FOR 8XTE 1
Dozl STLLING STTT L

0922:54 RECT COinnrD

0923:07 RUWIND CoMinTy

0925:49 READ TapZ CLioanmrn
0926:03 REWIIM COISALTED

0926:07 DISCOXNNECT COInLuined

£ 2

Ly P~

COLLZCTION #2
17,000 + BYTES

*hkik SITE DATA COLLECT DPRCCRAM 09/28/7¢ #wikx

1020:22 DATA COLLECTION FUR SITE 1
1020341 DIALING STTZ 1

1020:52 RECY COMMAUDED

1021:08 REWIND COMMsNDED

1027:35 READ TAPE CTZINRYD
1027:52 REWTRD COM2et 1710

1027:57 DISCOLNECT COLLLLLDED

COLLECTION #3
67840 BYTES

Figure 31. Test 2-27 On-Line Log
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5| 1.3 TEST 2-3

Test Objectives:

Test Discussion:

Verify that the Comnunication Interface Software
correctly handles:

(1) S/7 - SDAS error conditions |
{(2) Cormunication Interface Hardware Errors
(3) Operational Procedures to Bypass Error Conditions

Test was performed in two separate phases - the first

using the SDAS simulator and the second using the production
SDAS. The simulator was used to test errors associated
with (1) and (2) above, and the SDAS was used to test errors
associated with (3) above.

In using the SDAS sinmulator, error conditions were
manually entered via the teletype keyboard as responses
to commancds to the communication equipment or to the
SDAS. Analysis of the teletype printer output was useg |
to verify that the Cormunication Interface Software

correctly handled each error condition. In addition, the
Site Directory was printed after each error test to

ensure that the "Site Status" field was correctly

updated.,

During phzse 2 of the testing, the operational site data
collect pregram was used with the SDAS. The following

operationz2l cormuniecation problems were tested:

(1) Unable to call EDAS
(2) BCH errors during cermunication
(3) Time-out between characters

(4) Time-out of 5/7 Lelore SDAS Reply to Command
(5) Incorrect Site ID from SDAS

F-45
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Test Results:

5.1.4 TEST 2-4

Test Objectives:

Test Discussion:

Analyses of on-line teletype printer output and
print of the Site Directory indicated that the Com-

munication Interface Software performed correctly in

tesponding to error conditionms.

Tests performed with $/7 - SDAS configuration indicatéd -
correct software operation in handling operational com-
munication errors. Figure 32 contains a sample of the
on~line print during error processing.

Verify that the Host Forward Store software on the
S/7 properly formats and transmits collected data
to the $/370~145 for processing.

Data collected via the use of both the SDAS simulator
and the actual SDAS was transmitted to the S5/370-145
via the sensor-based control unit (SBCU) for processing.

Prior to transmission to the S/370-145 the Site Directory
was printed to determine the number of bytes to be
transferred. In addition, for one case, the contents

of the §/7 disk was printed prior to transmission. The
data received at the $/370~145 was retransmitted to the
S/7, printed on the S/7 printer, and analyzed to ensure
that the data was identical to that originally transmitted.

During execution of integrated testing, all transmissions
between the S/7 and $/370-145 were analyzed to ensure that
all data was transmitted,

Proper data format was verified through the $/370-145 soft-

ware being ahle to doccutate and process the data.
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OR1:S8DC

dkikk SITE DATA COLLECT PROGRAM 09/24/76 **kuk

0840:11
0840:41
0841:15
0841:48
0842:21
0842:27
0842:30
0843:05
0843:39
0844:12
0844:45
0844:51
0844:54

Ll

DATA COLL®CTION FOR SITE 1
DIALING STIE 1
DIALING SITE 1
DIALING SITE 1
DIALING SITE 1

UNABLE TO DIAL SITE 1 TPMM STATUS ~ 15

DATA COLLECTION FOR SITE 2
DIALING SITE 2
DIALING SITE 2
DIALING SITE 2
DIALING SITZ 2

UNABLE TO DIAL SITE 2 TPMM STATUS - 15

HARD FAILURE

*xkkk STTE DATA COLLECT PROGRAM 09/24/76 *kkkx

2333:16
2333:39
2333:50
2334:02
2336:39
2336:43
2336355
2339:36
2339:39
2339:52
2342:32
2342:35
2342:48
2345:28
2345:32

DATA COLLECTIOYN FOR SITE 1
DIALING SITE L1

REQT COXMMANDED

REWIND COMMAXNDED

READ TAPE CCMMANDED

TPMM ERROR STATUS 40 ANITEMPTING
REWIXD COMMANDED

READ TAPL COMMANDED

TPMM ERIOR STATUS 40 ATTEMPTING
REWIND COMMANDED

READ TAPL CCMMANDED

TPMM ERROR STATUS 40 ATTEMPTING
REWIND COMMANDED

READ TAPE COMMANDED

TEMM FRROR STATUS 40 ATTIVPTING

*kkkk STTE DATA COLLECT PROGRAM 09/27/76 #kskki

2145:37
2145:56
2146:07
2146:42
214645
2146:49
214714
2147:27
2147:50
2147:53
2147:57
2148:24
2148:36
2149:11
2149:15
2149:18

DATA COLLECTION ¥OR SITE
DIALI¥G SITE 1

REQF CCMANDED

REWIND COXMANDED

TPMM ERRUR STATUS 15 ATTIMETING
TEMM ERRCR STATUS 15 ATTEZNETIN
DIALING SITE 1

REQF COIMIANDED

REVIND CGMUIANDED

TP ERTIOR STATUS 9 AITDMPTING
TPMM ERROR STATUS 9 ALUZMIPING
DTALING SITE 1

REQF COMMANLED

REWIND CCHMALDED

TPV ERROR STALUS 15 ATTRMPTTING

TRIDL ETACR STATUS 15 ALTZMPTINS

RETRY
RETRY
RETRY

RETRY
TO REDIAL
TO RIDIAL

TO REDIAL
TO REDIAL

TO REDIAL

TO REDIAL

Figure 32, Operational Communicztion Eiror Handling
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During execution of tests, approximately 100,000

bytzs of data were transmitted between the S/7 and
the $/370-145 without failures.

Test Results:

A M2 B L L P CPRATRL 2” RE

No errors were encounterad in processing data formats.

5.2 INPUT PROCESSING SUFIWARE TESTING .

RUPE ER PR S S | PP R

Ten test cases were performed during verification of the input processing soft- )
ware on the $/370-145. These test cases included standalone teéting using input
data created from existing Sunfall Monitor data tapes and integrated testing

v

using data created via both the SDAS simulator and actual SDAS. The following

table summarizes the areas of requirements tested with each test, ;

"/ N, ™ w " w/ A B/ o
¢
A AR A
& &y A & & & &
INPUT PROCESSIN 2 & 5 & 8 & & & 48
REQUIREMENTS M & & & & & &K
Accept Raw Data From /7 X
Extract Variables/Convert X K x [x X X
Test Converted Variables X 2e X X X X
Compute Performance Eval. Pars iX X
Generate Data Base Input X X X X X X
Create History/Archive Tapes X X X X X
Input Summary Reports/Errors X X X X X X
F-48




502-1 TEST 3"1

Tast Objectives:

Test Results:

5. 2.2 TEST 3-2

Test Objostivas:

Verify that the Site DNescription Utility Software
correctly generates the Site Data Description File.

Card images describing a site with the following scan
characteristics were creatad and used to generate a
Site Data Descriptiom File entry.

(1) Scon contains 25 variables

(2) Both 8 and 10 Bit Variables includes

(3) Conversion types of linear, quadratic, and
discrete

(4) Conversion tables for each variable

(5) Maximum/minimum values

(6) Maximum change limits

(7) Change Indicator

The card images were processed by the Site Description
Utility Program and a print of the resulting data

file was analyzed for correctness.

The analysis of the Site Data Description File indicated
that the correct file entry was generated and contained
the preper data., Resulting report is shown in figure
33.

Verify thet the input processing software performs

within desirn limits in the areas of:

ORIGINAL PAGE 15
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O * R .
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Pigure 33, Site Deacription File Report: - . — e e -
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T - T g ﬂfxﬂ"ku&"lﬂa"iﬁl%sé'bi 91'!5&!1’.5'%“3"“"5:“ o Qg Mo 2 _
. - SITE 10 0000 " DATE 1 08/25/7e
e o eremem ' TIME @ 1453
’ - - COJED MEASUREMENTS REPORT _ :
neasunen:ur;‘-ggan-—Lan--gsgs.-P gﬁ!""“" 01 conv o2 conv 93 con 94 | “Wpndnum uatagun AX] sIn 333;1
EPR01 19 2 -2 L ___8.000 0.12%5 0.000 0.000 0.000 . 109.000' 25.000 MO
[ EP30O R ¥ 1. 3 L 0.0a0 1.000 0002 G.000 0. 000 256.000 10.000  YES
EP301 . 16 L _ 4 & . ___ 0.000 0.100 0. 000 6.000 0.000 °© 256,000 30,000 w®s 7>
EP401 TS 1 s b 0.000 0. 100 0.000 0.000 0.000 - 30.000 10.000  YES ‘“f
EP4D2 8 1 ) B 0.000 8.CGC 0.0C0 0.00¢ 0.300 1.000 1.000° &O '
EPSOL s 1 9 0 0.000 8 .0G0 0. 000 0.G00 0.000 1.000 1.000 HO
F300 - T 1 0 L 0.000 0,100 0.000 0. 000 2.000  256.000 10.000  YF3
F400 11 1 11 L 0.6G20 N RY 0.030 0.030 0.020 50,000 $.300 MO
. - F5L0 10 1 12 "L 0.030 J.10C [ vV IT) 0.390 0. BCO 25.600 20.700 ¥F5 -
4 -je01 7 ] i 13 L 20.0C0 1,063 0.600 ©0.000 0.000 276,000 20.000  ¥CS
- T001 13 1 1s L -458.,000 A.000 0. 0v0 "0.030 ~20.300 110,500 90.000  YES
To00 18 1 26 @ 10,599 0.€00 4. 002 0.600 £5.000 90.200 %5.306 V'S
™1os 17 1 9 t © 204000 0.150  0.000 0.000 | 20,339 -40.000 20.500  YES
10360 s 1 31 L 20.000 ° 1.000 0.G00 0.000 20,000 278.000 25.000 ¥zs
¥o301 . 3 1 32. 71 P 204030 0,069 0.0 1.020 " 8.000 100.209 22.000  ¥ES
™Ning 3 1 iz T 20. 020 ] 0,000 el 1.000 0,000 . 100,000 ZZ.:IDO YFS
10400 3 H 3% T 20.00C 0.500 0.Gud 1.000 0.020 100.030 22.900  vis
T34G 3 x 35 71 20.000 0.00¢ 0.009 1.000 0. 000 100,000 22.000 VS .
TD402 3 R TR | 20.000 0,000 0.000 1.600 0.000 100. 000 22,960  vES %,
10500 a 1 39 T 20.000 2. 0uu V. Cu0 1.000 0.00C 100.000 22.000  YFS
wioo 12 1 X 0.000 1.000 0. 200 ¢.000 0.000  255.000 10.000 ¥v5
w300 9 1 2 L 0.000 1.000 0. 000 0,000 0.030 256.000 10.200  YES
W01 2 'Y 43 L 0.000 0.100 0.000 0.9¢0 0.000 25.300 24.000  YES
%400 .8 1 4 L 0.000 0.1¢u 0.0 0.000 0.000 256.000 20.000 ¥S

Figure 33. Continued
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Test Discussion:

Test Results:

(1) Input Decoumutation

{2) Extract Variables and Convert to Engineering
Units

(3) Testing of Variables

(4) Performance Evaluation Factors Computation

{5) Data Base Input Generation

(6) Create History/Archive Tapes

(75 Input Surmary/Error Messages

A test case data set was generated to be used in
performance of this test., This test data consisted

of:

(1) 26 Data Records (5, 128 Bytes)
(2) Beginning time of data - 76/6/29/0000
Last data time - 76/6/30/0215
(3) Failure condition (no change/changing too fast)

for selected parameters

The test was performed in a 'standalone' environment
and used the Site Directory defined in Test 3-1.

To verify the capabi’ity to perform input decommuta-
tion, extract variables, convert to engineering
unirs, and test variables, a comparisen of results

expected to obtained was performed (shown in figure

34)

To verify the software's capability to generate
hourly and daily susmary data, a comparison of ex-

pected to actual was performed. The comparison

matrix is shown in figure 35.

Error messages and sunumary reports were analyzed for

accuracy of content, No problems were noted.
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VARIABLE NAME TITLE EXPECTED VALUES/ERRORS OBTAINED VALUES/ERRORS

EP101 76/6/29 0700 15.0 15.0

EP300 76/6/29 0705 0.0 0.0

T600 76/6/29 0710 72.4 72.39

TD301 76/6/29 0715 21.0 21.0

E¥501 76/6/29 0720 0.0 : 0.0

Q100 76/6/29 9725 A 0.05 0.05

N113 76/6/29 0730 85.0 85.0

T600 76/6/29 0700 Changing Too Fast Changing Too Fast
Z: TD100 ) 76/6/29 0700 Changing Too Fast Changing Too Fast
N Tb34Q0 — No Change No Change

Figure 34, Comparison of Expected to Actual Results




SUMMARY LEVEL

Hourly
Hourly
Hourly
Daily
Patly

Daily

Figure 35. Hourly/Daily Sumrmary Comparison

VARTALLE
T001
TD300
Doo1
1001
TD300

Q%1

TIME

76/6/29
76/6/29
76/6/29
76/6/30
76/6/30
76/6/30

0759
0859
0959
2359
2359

2359

EXPECTED

79.80
20.0
-99939
77.04
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5.,2.3 TEST 3-3

Test Objectives: Verify that the Raw Data Processing Software correctly
performs the following:

(1) Time Continuity Testing

. {2) Error Processing
(3) Error Recovery/Reporting
. {4) Variable Rejection
Test Discussion: Test case data set was generated which included the

following error conditions:

€1) Variable outside of acceptance limits
(2) Variables exceeding change rate between

successive

(3) Variables not changing

Total of 232 scans of input data between times of
76/6/30 0220 and 76/6/30 2135 generated.

Test was performed in a 'standalone' environment.

Tegt Regults: Time continuity testing demenstrated the software's

capability to retain tiwme of last acan previously
processed and perform tests against initial time of

new data. No problems encountered,

Error Processing/Recovery/Reporting was verified through
analysts of summary reports and error messages. Con-
parison of expected to actual results is shown {n

figure 36.
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Figure 36. Comparison
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Out of Limits
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No change

of Expected to Actual Results for Test 3-3




5.2.4 TEST 3-4

Test Objective: Verify that Input Processing Software correctly
processed BCH errors in input stream.

Test Discussion: Test case data set generated which contained BCH
. errors within data fields, scan time field, and data
block tima fields.

Data set contained 256 data scans and covered time
interval from 76/6/30 2145 to 76/7/1 1655.

Test Results: Analysis of ervor summary and error messages indi-

cated that a total of 1 complete scan and 1 complete
data block were rejected because of BCH errors.
Results agreed with expected rasults.

Figure 37 summarizes the results associated wich BCH
in daca field.

502.5 TEST 3"5

Tegt Objectives! Verity that the Input Processing Software correctly
perforng the following functions:

(1) Catalogs Raw Input Data
. {(2) Writes Site Directory contents to tape with

archived raw data
(3) Writes rejected scans/variables/blocks to tape

Test Discussien: Test data sets’created for Tests 3-2, 3-3, and 3-4

used as input to test. During test, data and direc- .
tory contents written to tape for archiving simulation.
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Tast Results:

5.2,6 TEST 3-6

Test Objectives:

Test Discussion:

Test Results:

5- 2-7 TEST 3"'7

Test Objectives:

Magnetic tape contents were analyzed for proper con-
tent. As shown in figure 38, no problems were

encountered.

Verify that the History Program within the Tnput Pro-
cessing Software properly merges processed data onto
archive tapes,

Processed data generated during execution of Tests 3-2,

3-3, and 3-4 used ag input to History Program.

Test was executed with a history cutoff time of
76/6/30 2359 in order to write all data prior to
that time to History Files.

Analysis of summary messages indicated that all data
(detail hourly, and daily) occurring prior to 76/6/30
2359 was written to tape.

History tape was printed and correct content was
verified through analysis of data.

Verify that the Input Processing Software properly
generates the required reports and error messages.

Verity that user can control the level of detail to

be included in reports and error messages.

F-60
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EXPECTED SITE OBTAINED SITE EXPECTED DATA
DAY  DIRECTORY RECORDS DIRECTORY RECORDS(*) __ RECORDS

1 3 3 | 27

2 3 3 27

3 3 3 28

'® - Correct Data in Records

Figure 38. Raw Data Archiving Results (Test 3-5)
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Test Discussion:

Taest Results:

5.2.8 TEST 3-8

Test Objective:

Test Discussion:

Input data to the test consisted of test data
generated for Test 3-2.

Test consisted of several reruns of test data with

varying selection optlons for detail of output
reports. '

For each output option selected, the test was executed.
The reports, error messages, summary of processing, etc.,
were analyzed for expected content. No problems were
encountered.

Verify the capability to provide and maintain a
Site Description Directory for each site.

Test data was generated to describe 3 remote sites
with data formats containing 15 parameters per
scan, 31 paraweters per scan, and 47 parameters per

scan respectively, For each site, the definition included:

(1) Measurement Name

{2) Location of measurement within scan
(3) Length of data field

(4) Data base input definition

.(5) Conversion type

(6) Conversion/Calibration coefficients

(7) Maximum/Minimum values g
(8) Maximum change between successive reading

(9) Change/¥o change indicator -
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Test Results:

5.2.9 TEST 3-9

Test Obiective:

Test Discussion:

Test Results:

Test Objectives:

PP

The Site Data Description Utility program was used
to read the input data and generate the directory
entries. Contents of the directory were printed and

analyzaed for correctness.

As showm in Figure 39, the Site Data Descriptions for
each site were created properly and contained the cor-
rect informarion.

Verify the capability to accept raw data from the
$/7 and store for processing.

The SDAS simulator and actual SDAS were used to
generate and collect data on the §/7 for transfer

to the S$/370-145. The data collected on the S/7

was printed prior to transmission, transmitted to the
$/370-145, stored onto disk, and subsequently processed
by the input processing softwara.

Verification of the contents of data sets on the §/7
and $/370-143 ensured that correct data transfer

occurred. In addition, analysis of input processing
summary outputs verified that correct number of data

bytes were processed.

Verify the overall CDPS capability to collect data,
transfer from S/7 to $/370-145, and process data
on the $/370-145 (overall CDPS interface test).
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Test Discussion: SDAS simulator om S/7 used to simulate collection of
data from three remote sites. Approxirately one day's
data (288 scans) from each site was simulated. No
errors were included in the data.

Data was transmitted to $/370-145 by the $/7 software
and an operational processing cycle was performed on
the §/370-145 to verify overall system interfaces.
Results of input processing phase were retained for use
in data base update testing.

Test Results: As shown in figure 40, each site's data was processed

with no error conditions encountered.

As shown in figure 41, the data base update input con-
tained all expected data from each site.

3.3 DATA BASE UPDATE TESTING

Qualification of the Data Base Software included two basic test cases which
emphasized the capabilities to update and maintain the SIMS perforranca
evaluation data bank and to ensure security of access to the data bank, Be~
cause a data base management system of proven capabilities was used for data
base support functions, detailed software testing was not performed., Input to

test cases cousisted of drta generated during execution of Test 3-10 (see
paragraph 5.2.10).

5.3.1 TEST CASE 4-1

Test Objectives: Verify that the datz base management system has the
capabilicies to:
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Test Discussion: SDAS simulater on $/7 used to simulate collection of
data from three remote sites. Approximately one day's
data (288 scans) from each site was simulated. No
errors were included in the data,

Data was transmitted to S/370-145 by the S/7 software
and an operational processing cycle was performed on
the $/370-145 to verify overall system interfaces.

Results of input processing phase were retained for use
in data base update testing.

Test Results: As shown in figure 40, each site's data was processed

with no error conditions encountered,

As shown in figure 41, the data base update input con~
tained all expected data from each site.

5.3 DATA BASE UPDATE TESTING

Qualification of the Data Base Software included two basiec test cases which
emphasized the capabilities to update and maintain the SIMS performance
evaluation data bank and to ensure security of access to the data bank. Be~
cause a data base management system of proven capabilities was used for data
bagse support functions, detajled software testinp was not performed. Input to

test cases consisted of data generated during execution of Test 3~10 (see
paragrap. 5.2.10).

5.3.1 TEST CASE 4-1

Test Objectives: Verify that the data base management system has the
capabilities to:
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Test Discussion:

O U

(1) Process tapes generated during the input processing
activities and update the performance evaluation

data bank

(2) Generate data bank entries for remote sites which
include non-instrumentation data

(3) Accept non~-instrumentation data via manual means

The File Structure (FS) application program of the NIPS
system was used to structure the Site Description File
(DESCRIP) and three sub-files (SCAN, HOURLY and DAILY)
to contain the site parameter data which was generated

by the Input Processing System.

File Maintenance (FM) was performed against the 'DISCRIP'
file using card input data to build site description
information for sites 00001, 00002 and 00003,

File Maintenance using two disk data sets and one

tape data set which were generated by the Input Pro-
cessing Subsystem. These data sets were used to

build the 'SCaN' (site detail scan data), 'HOURLY' (scan
data accunulsted into hourly data) and 'DAILY' (hourly
scan data accumulated into daily data) Files.

The conteats of the three files (SCAN, HOURLY and DAILY)
were printed in the same format as that printed by
input processing when its ocutput data sets were created
to verify the data base contents with the input pro-
vided by input processing.

The contents of the 'DESCRIP' file was printed to compare
with the card input data used as input to the file.
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. Test Results:

5.3.2 TEST &4-2

Tast Objectives:

Test Discussion:

Terminal input using the Source Data Automation
(SODA) capability of NIPS was performed, chenging the
site name of site 00003 from 'QUAL/VERIF TEST SITE
THREE' to 'QUAL/VERIF TEST OF SODA FOR SITE THREE'
SODA capability to change all files in the DESCRIP
file were generatad - listings provided for the SODA

change capability on the 'DESCRIP' file.

Analysis of the print of the data base contents
showed that the data was identical to that generated

by the input processing softwara.

Analysis of data base content also showed that non-

instrumented data input was correct.

Verify that access to the data base can only be

achieved through use of proper access codas,

Testing of the terminal security required that the
Terminal Processing Monitor be provided with a table
showing valid terminal 'Logon' codes and file access

authorizatien.

Four signon codes were provided along with a special

code which provided access to all files for both

reading and writing.
These codes were:

WALL -~ LGAA
BARY -  LGAA
RYAN =~ LGAB
AQUILA ~  LCAA
SYSGR =~  ALOK(*)
F-76
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‘The files wore provided zccess authorization in the L
following wanner: ;

File Name Authorization Capability

) DESCRIP LGAA Read/Write
» HOURLY LGAA Read Only
- . SCAN LGAA Read Only
. DAILY LGAA Read Only

SIMWEA LGAB Write Only

*Note: SYSMGR has authorization to all files for both read/write.

Test Results: 1. Terminal logon was attempted in the following R
manner with indicated results, i

TERMINAL INPUT SYSTEM RESPONSE

1. LOGON 1234-R 'LOGON MSG WAS NUMERIC'
'LOGON NOT ACCEPTED'

2. LOGON RYAN-R "LOGON REQUEST ACCEPTED' 5

Bt
¥
3., LOGON SMITH-R 'YOU ARE NOT AUTHORIZED ; ]

TERMINAL DISABLED' (%)

. %A message 'Unauthorized User Attempting to use Terminal DD82260A, Check on ﬁ;
NIPS Consocle Bldg. 5-3' was gencrated at the S-14)3 operator c¢onscle. The NIPS

terminal was deactivated until the computer operator enabled {it.

II. Once 'LOGON' was successful an attampt was made
to access a file for which there was no authori-
zation. Filc "HOURLY' with access code of LGAA

was accessed by 2YAN with access code of LGAB

with the following results:
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TERMINAL INPLUT  SYSTEM RESPONSE

'FILE HOURLY. 'EOM RECEIVED'

LIST ROSI..-Q 'QUIP STARTED'
'APPLICATION PROGRAM TERMINATED

DUE TO INVALID ACCESS'
'YOU CAN'T HAVE ACCESS TO FILE'

The computer operator was sent a nesszge 'Termi-
nal DD62260A unauthorized to use file HOURLY'
giving him the indication that someone had
attcopted to access a file for which they were

not authorized.

The 'DESCRIP' file was structured with a classi-
fication of solar. A further test of file
security was performed to ensura that of the
correct logon code was showing and had access to
a particular file, that the classification of
the file was also required. The terminal ses-
sion resulted in the following:

TERMINAL INPUT SYSTEM RESPONSE
LOGON SYSHMGR-R 'LOGON ACCEPTED'
FILE DESCRIP. 'CLASS OPERATCR
LIST SITEID.-Q REQUIRED'

The proper file classification was then given,

thusly:

FILE DESCRIP.

CLASS SOLAR.

LIST SITEID.=-Q 'SITE IDENTIFICATION
00001
00002
00003'
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V.

To test the apility to rzad a file that is wrice
only a QUIP was run against the SIMWEA file as

shown:

TERMINAL INPUT SYSTrM RESPONSE
LOGON RYAN-R 'LOGON RECEIVED'
FILE SIMWEA. 'QUIP STARIED'

LIST SDASA-Q
"APPLICATION PROGRAM TERMI-

NATED DUE TO INVALID ACCESS'
'YOU CANNOT HAVE ACCESS TO
FILE'

A Source Data Automation (SODA) file maintenance
set of statements was generated to test the
capability of 'write' inhibit for a read only
file (BOURLY). (See listing for job D268S0D.)

When the file maintenance to update fields of
file 'EOURLY' was attempted the results were as

follows:
TERMINAL INPUT . SYSTEM RESPONSE
LOGON WALL~R ~0GON REQUEST ACCEPIED

FILE HOURLY REPORT SOD  EOM RECEIVED
X00004E¥76091200005H-F  FMSODA STARTED
INPUT SCRATCHED. READY
FOR MORE.
UPDATE-F EOM RECEIVED
**kERROR** INAUTHORIZED
' ATTEMIT 1O UPDATE FILE
TYPE CANCEL ALL-F TO
SIGNOFF
CANCEL ALL-F EOM RECEIVED
ALL UPDATES TO HOURLY
CANCELLID
SIGNOFF ACCEPTED HOURLY
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5.4 USER SUPPORT SOFTWARE TESTING

User support verification was accomplished through the performance of four test
cases, The input to these test cases consisted of the data base created during
performance of Test -1 (see paragraph 5.3.1). The corralation of test cases
to user support reguirements is shoun in the following matrix.

b I& [& [f&

. USER SUPPORT /&G /R o/
REQUIREMENTS L RCRLAL
Information Retrieval X
Plot of Parameters X
Report Generation X
Magnetic Tape Gen. X

Discussion of objectives and results of each test is presented in the following
paragraphs

Test Objective: Verify the capabilities of the user support software

to perform information retrieval from the data bank.
Retrieval must be supported in both batch and technical

access modes.

Test Discussion: .BATCH MODE

- Information retrieval querics using the QUIP capability
of the NIPS system were performed against the 'DESCRIP',
"SCAN', 'HOURLY' and 'DAILY' files to obtain the indi-
cated data elements,

1\ \‘ | F-30




¢

QUIP #1 - Accessed tha 'DESCRIP' file to obtain
the following elements:

&, SITEID (site identification)
b, SYSID (system type)
¢, SITNAM (site nama)

QUIP #2 - Accessed the 'SCAN' file to obtain:

a. ROSID (site identification)
b. (date)

¢, (time)

d.  N11) (paramater)

QUIP #3 - Accessed the "HOURLY' file to cbtain:

a, (site identification)
b, (date)

c. (time)

d. N1l11 (paramater)

QUIP #4 - Access the 'DAILY' file to obtain:
a. (site identification)
b, (date)
e, (tima)

d. Nlll (parumeter)

The contents wore comparad against the data bdase
contents obtajned in Tost 4-1 to ensure corractness.

F-84

s

AR it




Tast Results:

5.4,2 TEST 5-2

Test Objective:

Test Discussion?

TERMINAL MODE

Duxing terminal session queries were made
identical to those performed in the batch mode
(section A) and the results compared for verifi-
cation.

Analysis of information retrieval results agaiust

data base contents through comparison indicated no
problems in information retrieval capability.

Verify the user support capability to provide plots
of data on Tektronix 4015 display.

The plot capability of the system was exercised in

both the batch and terminal modes.

BATCH

A batch job was submitted to retrieve twenty-four
hours of data (one day) from the 'HOURS' file con-
sisting of perameter N11i for date 7€0%01, site
#00003. This data was used by the plot program to
generate a Tektronic 4015 plot of the paraueter.

TERMINAL
The 'PRAM' field of the terminal plot program was modi-
ficd to obtain a plot for date 760901 and site 00003.

The results of the plot cutput were compared to that
obtained in the batch mede,
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Test Rasults: Comparison of plots to data within the data base
' indicated that correct data was presented om the plot.

Example of plot is shown in figure 42.

,n‘o 3 TEST 5"3

Test Obiictiviz Verify the capability to provide scheduled reports
. * to users.
. Test Discussion: The 'DESCRIP', 'SCAN', 'HOURLY', and 'DAILY' files

were accessed and the data formatted in the scheduled
report configuracion., The resultant output reports were
coupared with the data content of the files for con-

sistency.

Test Results: Analysis of report content to data base contact through
comparison indicated that correct data was contained in
reports.

S.4.4 TEST 5-4

Test Ojbectivae: Verify the capability to provide users with magnetic

tapes containing data base informatiom.

Tast Discusaicn: Using a query to generate a plot for parameters N11l
versus N406 for site 00003 the resultant data was
written to a magnetic tape (job D20BRIT1). The con-
tents of the tape was printed (job D20SRIT) and com-
pared to the data base contant.

Test Results: Comparison of magnetic tape content to data base con-
. tent indicated correct data was written to magnetic
tape.
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V_Test.bbjecttvdzk Verify that the test engineer can utilize the §/7

6., ACCEPTANCE TESTING

Acceptance testing of the CDPS consisted of an end-to-end system test, All
elements of the hardware (SDAS, telephone lines, systen/7?, and §/370-145) and
software (S/7 and $/370-145) were included in the test. Known veltage
references vere attached to the SDAS. These reference signals were recorded by
the SDAS and collected from the SDAS by the 5/7 via telephone lines. Thia

data was then used as a test casa to verify the operational capabilities of the
CDPS.

~ Figures 43 = 45 contain a summary of the results of acceptance testing and

show that the overall flcw of data fron end«to-end is correct and consistent
at each system interface.

6.1 COMMUNICATION INTERFACE ACCEPTANCE TESTING

6.1.1 TEST 1=}

manual interface capability to test SDAS operation

at remota site,

Test Digcussion: The manual S/7 software was loaded into the $/7 and

all commands were manually issued to the SDAS via
telephone lines. Both the command issued by the
test enpineer and the responses received from the

ract operation of tho wanual interface capability.

SDAS were printed for analysis. t?

Both valid and invalid comnands were issued during the ‘Ef

teat to ensure that invalid commands were rejected by 4

the system, :f

Test Rosults: Analysis of on=line conmunication log indicated cor= ~~5fi
v R ﬁﬂ
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=3 i _' e AGCEPTANCE TEST SUMMARY

TR S SR : o §/370-145  INPUY PROCESSTMG o
CHAMREL oINPT VOLTAGE . M iwut - INPUT_PROCESSING ERRORS _© DATA BASE PROCESS{NG
Ve o _ QOTAINED ~ EXPECTED  EXPCCTED  OBIAINED -~ ENPECTED QMTAIND
i - I AT a0 (o) 0040 (Notse) 100.1% 100.137° Norie None 1001 . 100.1
C A2 T c000 {3.75V) © o €000 (3.75¥) 30%F -30.0%F Hone Nong 2.0 0.0
. oa03 - S 000 (o) - 0090 (totse) 60°F 60.097°F  Mone Korie 60.0° 0.0
L AOE S toas (esMv). 000  (astY) 5% 15.01%F ut of  Out of 5.0 75.0
R S _ : _ Limits Limits :
ROST . - -0000 (ov) £ - 0080 (Noise) 160.1%F 160.19% Hune Kone . 160.1 160.1
A6 - Co00 (45Mv) Co00 {45HV) ~99999.0 -95399,0 Hone Kone -99999.0 -99999.0
C A 00 (ov) 0000 (ov) 3.0 X0 Hone None 2.0 3.0
- v A8 0000 (o) . - 0000 (OMV) -99999.0 -99939.0  Hone None -9999.0 -9939.0
b £o9 S oo0e (o) _ 0000 (OWV) . 30.0 30.0 None None 20.0 30.0
None
None

Al 0000 (onv) : 0000 (OMV) 0.0 0.0 tione 0.0 0.0
Al S0 0000 (o) ' 0co0  GMY) -100.0 1000 - lione 100.0 " 100.0

il A2 coog  {1ovn) Couo  (75HY) 798.4 794.4 Qut of Out of -794.4 794.4
' : : Linits Limits

A3 S ooo (ov) 0000 (av) 6.0 0.0 e None 0.0 0.0

P.oal4- - .+ COn0  (750W) €600 (75Mv) 1213.7 1213.779 Cut of Out of 1213.7 12137
. Limits timits '

voMsH o000 (ov) : " gooo  {ov) 0.0 0.0 None Hone 0.0 0.0

Figure 43. Multiplexer A Input
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ACCEPTANGE TEST SUMMARY.

$/370-145 INPUT

| CHANNEL  JHPUT VOLTAGE - S/7 InpUT. $/370~145 ERRCRS mmius;}mééssm‘
- EXPECTED ~ ACTUAL EXPECTED  ACTUAL ENPECTED ACTUAL
BCO £eoo €000 213,78 12.13.7 Out of Out of 1213.7. 1213.7
_ o  Limits Liwits _
3 80} . paoe 0300 0.0 0.0 . Hone None 00 . 00
L, o2 £e50 £000 397.20 397.1 ut of Out of .1 "397.1
: - : Limits Limits .
05 050 0040 .097752 0.0 Hane Hone 0.0 00
L coco 000 9.91 9.9 Out of Out of 9.9 2.9 ..
| Limits Lintts :
S eos 0062 o040 .097752 0.0 tione _ Hone 0.0 9.0
" 06 €0u0 €000 o o Hone Tione 0 o
| .
.omr 0900 FFCO 100.1 100.0 Uut of Gut of 100.0 1¢0.0
' L imits Linmits :
' 08 “0340 £000 0.0 0.0 Hone Hone 0.0 00
L bue £Hu0 0040 -49.805 .49.8 o tane -43.8 -23.8
} ! Al N Goo9 0040 0.0 0.0 lione Hone 0.0 0.0
;2 eea0 0040 -49.805 -49.8 tone Nene -49.8 -49.8
| 812 GoCo 0249 0.0 0.0 Kone tune 0.0 0.0
) £en) 040 -49.605 -49.8 Kone None -49.8 -49.2
i B4 0c00 oo 0040 0.0 0.0 None None 0.0 6.0 .
A L1 0000 = 5 0040 30.166 30.1 Hone Mone 30.1 0.3 .
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' ‘ . - _ ' AGCEPTANCE YEST SUMMARY ' ‘_

) AN "'mpurF VOLTAGE {7 _INPUT | $/370-145 IHPUT $/370-145 ERRORS DATA BASE PROCESSING a
S ' ERECTED  ACTUAL EXPECTED ~  ACTUAL EXPECTED . ACTUAL
. coo . 0000 : 0000 0.0 0.0 Nane None 0.0 0.0
- co1, - o000 6400 30.0 3.0 Rune None 0.0 3.0
© K02 : 0090 0040 99999.0  -99%99.0  Wone . None | -99999.0 . -993399
C s om0 0040 .0.166178  30.1 None Nave 01 %043
e | 6000 0000 -99999.0  -99999.0 None None -99999.0 -999540
L oS! ~ o000 6000 100.0 100.0 None Hone 100.0 100.0
7 wse . oo0 0000 0.0 0.0 Hone Mone 0.0 0.0 O
o | 0000 0000 100.0 100.0 None None 100.0 1000
e 0000 0050 -99999.0  -99999.0  Mone None  -99999.0 -99999.0
TR N - 000 0030 100097752  100.0 None Kone 100.0 100.0
gg' ;o oo 6080 100.195 100.1 None None 100.1 100.1
vl o000 0000 100.0 100.0 None Hone 100.0 100.0
e 0000 © 0000 100.0 100.0 None Hone 100.0 100.0
. 'cza-l | - oono - 0000 -59999.0  -99999.0  Hone Hone -99999.0 -99999.9
oo 0000 - 0000 194 1 None None 1 .
s | 0000 0000 -99999.0  -99999.0 Hione Hone -99999.0  -993990
Lo ' | C

by Figure 45, Maltiplexer € Input
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61,2 TEST 1.2
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Test Results:

Verify that the S/7 operational gofcware can:

(1) Communicate with SDAS via telephone lines

(2) Cellsct data from SDAS
(3) Store data onto disk

{4) Transfer data to 8/370-1&5

$/7 operational software was used to collect from the

- SDAS 5 consecutive tines prior to data transfer to
'8/370-145. This tested the maximum limit on collection/

storage/data transfer requirements.

In addition, a single collection was performed, printed

on the §/7 printer, transferred to the $/370-145, and
a comparison made to ensure that correct data was
transferred. This single collection test data was
used for acceptance testing of §/370-145 software and
consisted of 10,720 bytes (approximately one day's
volume for one site). '

Analysis of the command sequence prin;ed on the tele«

type printer verified correct sequence of commands.

Dump of site directory after each collection verified

_that site direcrory entries associated with data

stérége lqcations_dgd volune were correctly handled.

Anbly91a of s/?ﬂegs/quaxas data trensfer verified

gorrect operation of sysaten.

F-89
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TEST 1-3

Tast Objective:

Test Discussion:

TR A . Tt

Test Results!

6.2 INPUT PROCESSING ACCEPTANCE TESTING

Verify that the input processing operational software
can: '

(1) Accept data from S§/7

(2) Perform raw data processing

(3) Perform memo and summary processing
(4) Generate data base update

(5) Perform data archiving

Site directory for site #1 generated and used during
input processing phase to control input decommutation

_and parameter conversion/calibration functions.

Input to test consisted of data collected from SDAS
by 8/7 (known input). Operational processing per-
formed on input. Detail print cptions selected to
provide data for verification analyses.

Data base update data file created for use in testing

data base software.

Detailed comparison of results obtained during input
processing with those expected with known input indi-
cated that data deécomucation. conversion/calibration,
and parameter testing areas of software performed
properly.

t

History and archive data were compared to expected,

- and no problems were found.

F-90
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6.3 DATA BASE ACCEPTANCE TESTING

TEST 1-4

Tes::Objactive:

Test Discussion:

Test Results:

Verify the capability of the data base sysatem to
support the operational enviromment.

Using data sets penerated by input processing files
'SCAN', 'LOURLY' and 'DAILY' were structured ahd up-
datod using File Structuring (FS) and File Mainte-
nance (FM) capability of NIPS. A new 'DESCRIP' (Site
Deseripticon Data) file was gencrated for site 00001

HC using 7S and ¥M procedures.

To verify the contents of the four files Qutput Pro-
cessing (OP) was used to produce reports of the file
data. This data was compared to the input data gen-

erated by Input Processing and found to be the same.

6.4 USER SUPPORT ACCEPTARCE TESTING

TEST 1-5

Tagt Obiectiva:

Test Discussion:

Tast Rasults:

Verify that the user support capability of the CDPS

accommcdate the operational environment.

The followving runs ware pavtormed against the data

base to produce user reports/outputs:

(1) Schodulad repors generation
(2) Infor-ution retrieval
(3) Magnutic tape generation
(4) Plot of selected paraneters
v
Comparisca of gontent of all output with expected
tcontent of date o) Indlceted that user support

capabilitics functiea properly.
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SECTION G

QUALIFICATION AND ACCFPTANCE TFSTING

REVIFW
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CoPsS

QUALIFICATION AND ACCEPTANCE TESTING REVIEW




| '_-_.PURPOSE' U L , .

e Test CDPS processing software in both a standaione test environment and as part of total Centra1
' Data Processing System {CDPs)

. Test CDPS software to design 1imits as specified in the Central Data Processing System Software
Performance Speciflcation (MSFC No. DRSG]-C[IBM No. 7933251)

2-
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CDPS TESTING LEVELS

Development Testing
)

Qualification Tésting

o  Acceptance Testing

v
X
A

i
g
:
4
:
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DEVELOPMENT TESTING

L Perfbrm on CDPS hardware

Consisted qn~detailed software debug tests performed by progranmers during software
development ‘

e Purpose of testing was to ensure that software satisfied requirements at lowest levels

O

2
4
f
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QUALIFICATION TESTING | | %

e A1l testing performed on operational COPS computer hardware
. SDAS simulated on §/7
' Two levels of testing

-  »Standalone
- - Integrated

() Standalone testing characteristics:

- Simulated fnput through use of $/370-145 “driver" program

- Predictable tnput parameters used to exercise input processing software

- Error conditions included in data

- Three sinmulated input cases used to test all error processing, normal processing functions,
and report generation

9-D

. Integrated testing characteristics:

- Simulated input from S/7 SDAS simulator

- $/370-145 to S/7 interface used to communicate data between systems
- Controlled input simulation to provide predictable test results

- Renote sites with formats of 15, 31, and 47 parameters simulated

- Output for archiving and data file updating will be verified
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ACCEPTANCE TESTING

Testing environuent includes all operational hardware and softwzre

- Site data acguisition subsystem (SDAS)

- Telephone interface between SUAS and S/7 cormunication interface
- .S8/7 conzunication interface configuration

Controlled inguts into SDAS provides predictable data for use in verification

Norral operational environment used for acceptance testing

- Procecures used for conirol of testing
- Test Peeults docusented

e, - e
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CDPS VERIFICATION MATRICES
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[ ITEMINAMZ ANDPARTNGY  { )  VERIFICATION CRCSS » :
| CENTRAL DATA®30CEssiNG REFERENCE MATRIX .?
SYSTEMSCFTWARE ~ - (Comunications Intarface) .@
VERIFICATION METHCD 1.SIMILARITY 3. INSPECTICN N/ANQT APPLICABLE
o i | 2. ANALYSIS 4, TEST .;

VERIFICATION PHASE REMARKS

PERFORMANCE :

- REQUIREMENT DEVELOPMENT !QUALIFICATION] ACCEPTANCE ;:

. %

&

- P E
2,2 Site Directory f
S ' B
2.2.1 Site Directory 4 4 4 :
Informaticn ;

| 2.2.2 site Directory 4 4 4

' Updata S 5

2.2.3 Site Jirectory 4 4 4 ;
Priat

2.3 Communications f
Hardware Inter ;

face ;

2.3.1 1Interface | 1,4 4 4 %
- Ceemand §
2.3.2 Data Iategei 2,4 4 4
Bkt _ :
2,3.3 Communications 4 4 4 ﬁ
Hardware Stacu :

2.6 §/7-5TaS 4 4 4
Communicaticons B

2.5  Data Store 4 4 4 f
2.5  Tzansmit Data 1,4 4 4 :
to Zest Com- ]

suter ' ]

2.7  Manual S2AS 4 4 4
Control ¥

4




: o . B : e, C ) .
| ITEM (NAME AND PART NO | . )  VERIFICATICN CROSS Q ‘
CENTRAL CATA PRCCESSING - REFERENCE MATRIX
 SYSTEMSCFTWARE ' (Iaput Processing)

1. SIMILARITY 3.INSPECTION  N/A NOT APPLICABLE

VERIFICATION VETHOD ,
o , 2, ANALYSIS 4, TEST

'VERIFICATION PHASE REMARKS

PERFOAMANCE
REQUIREMENT DEVELOPMENT |CUALIFICATICN] ACCEPTANCE

3,2 Accept Raw Data | 1 A | 4 d
from the S/7.

3.3 Decommutate Raw 4 4 4
- - Data iato Scans

3,4 Extract Variable 4 4 4
and Comvert to
Engineerinag Units

3.5 Coavertad 4 4 4
Variable Tasting

3.6 Ceompute ?zr- 4 4 )
formance Zvalua=
‘tion Parameters

3.7 Generacé-izpu: 4 4 4
for Data 3ase
Update

3.8 Craate History/ 4 4 4
- Archive Tape

3.9 Create Iaput Sum- 4 4 _ 4

mary Reporss zad
 ErTor Messazes

ORIGINAT PAGE T

oF HooR QUALITY




© | oTEMNAME AND PRRT NO.
CENTRAL DATA PRCCESSING

| sysremsorTware

(") VERIFICATIONCRCSS 1)
REFERENCE VATRIX
(File Maintenance)

Security

- omoINAL PAGEE
%‘} pooR QUALITY

1 ~ : ‘ e——
VERIFICATION VETHED 1.s.zwum'rv 3. INSPECTION  N/A NOT APPLICABLE
S 2. ANALYSIS | 4, TEST
o VERIICATION PHASE REMARKS
PERFORMANCE - . . - -
" REQUIREMENT DEVELOPMENT GUALIFICATION] ACCEPTANCE
4.2 Automatic Updazeé | L,% | L4 4
of Dats 3ase ih AT
4.3  Manual Input 1 1 4
- te Data Jase . _
4.4  Data 3ase 1 1 4
Maintanance,
_Agcess and Update '
3.3 Data 3ase 1 1 a

. Table g1, e




?*ITEMCNAMEANDPARTﬂQI : ) VERIFIGATIoN cposs A
.. -} CENTRAL aAm=ncc=¢smG * REFERENCE '.'A‘:'Rlx
'SYST=MSCFFNAP= DT (Use" Suapart) )
o * [ e e : - : |. i l' -~ o =
‘ -VERIFiCA:-lCNV-ETHOD ISIWLARITY. s _ 3, INSPE CT!O'\I 7 WAﬁJOTAP?LICABL
T T T ANALYSIS 4. TEST |
e oL vERIFiCATIONPHasE | AEMARKS
R ' PERFORMANCE ~ _ _ e— ——
.+ } ~ AREQUIREMENT . |DEVELGPMENT [CUALIFICATION| AC""-‘-PTA Nee
. b 5.2 - Information 1 1. L5 - 4.
: '~ Retrieval . _ . -
5.3 Plot Capadiliey| 4 5 ‘4
- 5.9 Generation of | 1 1;4 _ b -
Scheduled Rg- S S
ports
5.5 Magnetis Tape 1 1,4 4
' Generatism ' '
5.6  Terminal/3azch R ! 4
Capabilities |
6.0 Perfor=ance 1,4 4 4
Zvaluation "’
'”Data Base
I
|
s h
;
B
- Taple §=i., Varificaticn Mazriwas (Shest 4 af -y
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o COPS; QUALIFICATION AND ACCEPTANCE TESTING RESULTS
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COMAUNICATIONS INTERFACE SOFTWARE TESTING




SITE DIRECTORY - _ ;?
o Performance. Verificat-:ion Deve].bpnlent EERE _::'-
Requirements. Spec. Ref. Test Cases Testing . . Status -
Maintain on $/7 Disk 2.2 2-1 X  Verified
SDAS Station Address 2.2.1.1 2-1 X :"l::e')rif'_lled:':
'SDAS Conmunication Status 2.2.1.2 2-1 X - Verifié¢f' .“f;
SDAS Dial Digits 2.2.1.3 2-1 X Verified
SCAS Process Requirements 2.2.1.4 2-1.2-2.2--3,2-4:_. X V;erified;. | f
SDAS Data Collection Time 2.2.1.5 2-1 X? ' Verified;:' N
SDAS‘Errpr Information 2.2.1.6 2-1,2-2,2-3 xl - Verified
iwmber of Disk Extents 2.2.1.7 2-2 g xi - Verified:
E; Site Record Index 2.2.1.8 2-2,2-3,2-4 X Verified
Site Eyte Count 2.2.1.9 2-2,2-3,2-4 X Verified
Initial Realtime Clock 2.2.1.10 2-2,2-3,2-4,1-2 X Verified
BCH Errors 2.2.1.11 1-2 X Verified
Manually Update Directory 2.2.2 2-1,2-2,2-3,2-4 X Verified (:)
2.2.3 2-1,2-2,2-3,2-4 X Verified

Site Directory Print




Requircinents

Interface Commands
Data Integrity BCH Errors

Hardware Status
Data Set Check
Data Overrun
Systen/7 XI0 Errors

Software Error

LP-D

COMMUNICATIONS HARDWARE INTERFACE

Performance
Spec.  Ref.

2.3.1

2.3.2

2.3.3

Test Cases
1"'1.1"2 ,2"‘3

2-3,1-2

2-3

‘Development

Testing _

X

Status--,

Verified
Verified:

Verified




_“ - _— —— ﬁ == :»-ln?si‘.\;m 5: —
SYSTEM 7/ - SDAS COMMUNICATIONS
Performance ' - -.E.l_eve,'!_opme'lit'_"f' S
Command Message Processing 2.4.1 e-3,1-1 : X 'Verifi_ed-:' L
‘Reply Message Processing 2.4.2 2-3,1-1 % Verified
Norumal Reply 2.4.2.1 |
Error Reply 2.4.2.2 | o | O
Commznd Definition 2.4.3 2-3,1-1 : X Verified
Comnand Message Format 2.4.4 2-3,1-1 X Verified
2 _
3 Reply Message Format 2.4.5 2-3,1-1 X ' Verified s
Read Tape Reply . 2.4.6 1-1,2-2 X - ' Verified
Conmunication Report 2.4.7 2-3,1-1,2-2,1-2 X Verified

+
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Requirements

Chained Cuffer

Disk Storage

Update Directory

Tiae of Collection

OATA STORE

Performance
Spec.  Ref,

Test Cases

2.5 1-2,2-2
2.5 1-2,2-2
2.5 ° 2-2,2-3,2-4,1-1
2.5 2-3,1-2

e s e e bT A

Development
Testing

X

Status

Verified
Yerified
Verified

Verified
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TRANSMIT DATA 7O HOST

Performance
Requirements Spec. Ref. Test Cases
Retrieve Data from Disk 2.6 2-4,1-2
Build Header , 2.6 - 2-4,1-2
Update Site Directory 2.6 2-4,1-2
Transmit Data 2.6 2-4,1-2
Error Recovery {*) 2.6 2-4

{*) - Operator error tested hardware errors wouid require modification
of hardware being used by other programs.

Development .
Testing Status
X Vertfied
X  Verified :7
X | Verifie; :
X Verified | <:;

X . Verified




-0

frauirements
Manually Select Site
Hanually Select Commands
Print Replies from SDAS
Print Error Conditions

Zelective Print of Site Data

A

COUTROL

Performance
Spec. Pef.

2.7
2.7
2.7
2.7

2'7

Development.
lest Cases Testing
2-2,2-3 X
2-2,2-3 S X
2-2,2-3 X
2-2,2-3 X
2-2,2-3 X

Yerified
Verified

Verified

Yerified

Verified

i i el
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INPUT PROCESSING SOFTWARE TESTING




ACCEPT RAW DATA 7ROM SYSTEM/7

Uevelopment

Performance , : '
Requirzments Spec. Ref Test Cases Testing =~ Status
S/370 - 5/7 Communications 3.2 2-4,3-9,1-3 X Verified
Input Format Definition 2.6 2-4,3-9,1-3 X Verified
C
Store onto S/370 Disk 3.2 2-4,3-9,1-3 X Verified
Error Detection/Recovery 3.2 2-4,3-9,1-3 Verified (Use of
- standard system
s software package)
(5] .
O
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e~

Requirements

Separation of BCH's and flags
from data

Locating Block-Starts,
End-of-Blocks, and
tEnd-of-Sites

Extract Scans

Error Processing

T

DECOMMUTATE RAW DATA INTO SCANS

Performance Development
Spec.~ Ref. Test Cases Testing

3.2 3-2,3-10,1-3 X

3.3 3-2,3-10,1-3 - X

303 3'2,3"10’1-3 - x

3.3 3.-2,3-10,1-3 X

BT T T R 0 L Y SRAT W < T St R PTERCNy 1LY LR TRy 1 11

Status

Verified

Verified

Verified

Verified
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EXTRACT VARIABLES AND CONVERT TO ENGINEFRING UNITS

Requirements

Process Variable Input Formats

Maintain Site Directory

Calibration/Conversion of
Variables

1]
1
8o
B

e

Perforuwance

spec. Ref. Test Cases
3.3 3-10, 3-9
3-1, 3-8
3.3 3-1, 3-8, 1-3
3.3 3-2, 3-10, 1-3

Development
Testing

Status
Verified

Verified

Verified

A Ed | yeda g gl A e
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Requirements

~ Variables Exceeding Man/Min

Limits

Variables Exceeding Change
Limits :

Time Continuity

BCH! Error Testing
Rejection of Variables
No Change in Variable
Error Hessages

Control Over Printing

CONVERTED VARIABLE TESTING

t

Performance

Spec. Ref. Test Cases
3-5 3-2| 3-3' 3"10|
1-3

3.5 3-2, 3-3, 3-10,
- 1-3

3.5 3-3, 3-10, 1-3

3.5 3-4, 3-10, 1-3

3.5 3-3, 3-4, 1-3

3.5 3-3, 1-3

3.5 3-3, 3-4, 1-3

3.5 3.7, 1-3

Devé]opment
Testing

X

S I

Status

Verified

Verified

Verified
VYerified

Verified

Verified

Verified

Verified
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Requi remen-ts

Conpute Performance
- Evaluation Parameters

- Bypass Computations Which
- Use Erroneous Input Data.

COMPUTE PERFORMANCE EVALUATION PARAMETERS

FPerformance

Spec. _Ref,

3.6

3.6

Developm_ent

Test Cases Testing
3'2. 3"'3. x ..
3-4, 3-10, 1-3

3-2, 3-3, X

3-4: 1-3 .

Stat'us_
Verified

~ Verified




 Requirvements

- ‘Detailed Data
‘Hourly -_bata
. Daily Data

82-0

GENERATE_INPUT FOR DATA BASE UPDATE -

Performance ~ Development

Spec. Ref. ~  Test Cases Testing

3.7 ‘l 13-10, 1-3 S X
3.7 30013 X
3.7 310, 1.3 X

o Verified
'L:Tifﬁﬁérifiﬂéi S
| Verified -

Status




CREATE HISTORY/ARCHIVE TAPES

*

Performance Development ' ST
Spec, Ref. Test Cases Testing ~ - Status

- Raw Data-Archivihg 3.8 , 3-5, 1-3 _ X

5 Processed Data Archiving 3.8 3-6. 1-3

Requirements

f*Verffied;f SRR
“.Verifiéd ;
_Verified

X

;\ Formatting of Tapes 3.8 3-5, 3-6, 1-3 X
F

X

Printing of Tape Contents 3.8 ' 3-5, 3-6, 1-3

Verified

62-o
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CREATE TNPUT SUMMARY REPORTS AND ERROR MESSAGES

. | B Performance | : ~ Development SRR
¢ Requirements _ Spec. Ref. Jest Cases’ Testing @ -~ . . Status

Daily Report of Data Base 3.9 310, -3 X Verified
Input ' : S T

Monthly Archiving Repoft A 3.9 | 3-6, 1-3 ;': X 7_-iv o vefifie&ff-i?-ﬁf?

Daily Input Processing 3.9 3-2, 3-3, % Yerified -
Sunmary : : 3-4, 3-1G, 1-3 e S L

Input Processing Error 3.9 3-2, 3-3, % - Nerified
Messages 3-4, 3-10, 1-3 : R

Site Directory Contents 3.9 3-1, 3-8, 1-3 ) S : ,‘Verified .
Calibration/Conversion) Heport . TR

User Se1ection»of Print 3.9 3-7 : X - -‘Vérifiéd |
i - Options _ : ' ' - o




FILE MAINTENANCE SCFTWARE
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AUTOMATIC UPDATE OF DATA BASE

a

Performance
Requirements _ Spec. Ref. st Cases
Accept Gutput of Input 4.2 4-1, 1-3
Processing Software
Input Format : . 4.2 4-1, 1-3
Error Processing 4,2 4-1, 1-3

é8-D

Development

Testing

Status_

Verified

Verified

Verified (use

standard-softwasgl
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Requiremonts

Manual Entry of Data
Via Terminal

Kanual Entry of Data
Vie Eatch

Editting of Input Format/
Error Processing

-0

¥
3

2

MANUAL THPUT TO DATA BASE

Performance
Spec.  Ref.
4.3
4.3

4.3

Test Cases

4'1’ 1-4
4'1: 1’4

3-1, 1-4

Development
Testing

X

Status

Verified
Verified

Verified Through
Use of Standard
Software




-

- Requirements

Support Standard Data
Base Managenment
System Capabilities

DATA BASE MAINTENANCE, ACCESS, UPDATE

Performance
Spec.__Ref. Test Cases
4.4 ———

Cevelopment
Testing’

Status

Verified Through
Use of Standard
Software -

»




DATA BASE SECURITY

Performance Development
Requirements c. Ref, Test Cases Testin Status
Spec. Ref.  TestCases  lesting  Status
Data Base Access 4.5 4.2 X . Verified

Security

¢g-D
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USER SUPPORT SOFTWARE
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INFORMATION RETRIEVAL

Performance Developnent
Requirements Spec. Ref. Test Cases - Testing Status
Support Standard Data 5.2 5-1, 1-5 X ~ Verified

Base Inforwation
Retrieval Capabilities

Le-0
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Reguirements

Provide Plots of Remotely
Recorded Data to
Performance Analyst

Plots Generated for Tektronix
401574631 Ternﬁnal.unit

PLOT CAPABILITY

Performance
Spec. Ref.

5.3

Test Cases:

5-'2’ 1-5

5"2 » 1'5

‘Development

Testing
X

Status

Verifieq

Verified




GENERATION OF SCHEDULED REPORTS -

Performance Development
Requirements Spec._ Ref. Test Cases Testing Status
Use of Information Retrieval 5.4 5-3, 1-4 X Verified

Cagability to Access Data
Lase to Lreate Standard
Reports (Daily and Monthly)

o
s
o
>
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MAGNETIC TAPE GENERATION

Performance Developmént ’
Requirements Spec. Ref. Test Cases Testing - Status
Provide Capability to 5.5 5-4, 1-4 X Verified -

Generate Magnetic Tapes
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-Requirements

Provide User with
Capability to Access
Data Base Via Terminal

- .or Batch Methods -

TERMINAL/BATCH CAPABILITIES

Performance
Spec. Ref.

et et e

5.6

Test Cases

5-1, 1-4

Dcvelopment

Testing

X

Status

Verified
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CPDS_SOFTMARE_CONFIGURATION CONTROL APPROACH

Initial delivery establishes control baseline

Anticipated changes to baseline

- Site-dependent performance evaluation parameter computations
~  System improvements. based on operational experience

- Correction of problems encountered during system use

- Changing user requirenents '

Changes which inpact the Performance Specification will require MSFC approval

Software listings will be updated and released for use as changes are approved and
implemented

Tracking of software configuration via software identification and Software Release
Notice

(:):" : 3.-“ ':2“.'



SOFTWARE IDENTIFICATION SYSTEM

DELIVERY IDENTIFICATION

Cositel Baseline
"”;‘Site§2:' o Revision 1

Site 3 Revision 2

Site n Revision X

ANTICIPATED
CHANGES

Performance
Evaluation Equations

System Improvements

Problem Resolution

e i v
o i




SIMS CDPS SOFTWARE RELFASE NOTICE (SRN)

OO \?mmmrmmmlmmnmmW‘wmwu

1. SRN NUMBER:  SYSTEM NAME:

RELEASE DATE: MANAGER'S SIGNATURE:

N L N G TR RN T A M R KW A W s S P R s S R PR T T M AN mmm‘m;

.
II. AfTACHMENTs;
1. [ ] crance pescrieTrON/LIST
2. E..] éaosLém RESOLUTION/LIST
3. [ ) soFTWARE SYSTEM CONFIGURATION
C :] OTHER
I ——
”"III.‘ RELEASE‘AUTHORIA?IO& ~'¢QNTRACT‘NASS;32036V
v, -sySrgm;RacoyéavviNFoaMArton.
| R f MAGNETIC TAPE §DISK DATA SET
. SYSTEM/7 SOURCE STATEMENTS | |
.Ukﬁéégtsmkiza-iks;souécs STATENENTS ‘
e i i | '
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CDPS DELIVERABLE ITEMS

Software Listings

- Comwnication Interface Software (System/7)
- Input Processing Software (System/370-145)

Central Data Processing System (CDPS} Users Manual

Software Release Notice (SRR)
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SIMS CDPS SOFTWARE RELEASE NOTICE CSRN)

TR I T T T N P T T A P T W WL MG UL S R YT TR T e I T TP TAR IITR ro P T "““f ?
CDPS Operational Software

SRN NUMBER: 1 SYSTEM NAME: (egsehnn) i
RELEASE DATE: ___10/1/76 MANAGER'S SIGNATURE: /7 ¢ ’/ TS i
| = |

AR ST A OIS T T T I M VA S S A IR SRR N

ATTACHMENTS !

1. JCHANGE DESCRIPTICN/LIST

2, [_ ]PRQBLEM RESOLUTION/LIST

B T T T 0 L L S AL 2

3. ['x j SOFTWARE SYSTEM CONFIGURATION

v, jomsa

RN T N TR R T A ORI T Y IR P ST N L O, RO\ SR AL L T A ST AT O L NI L A LU S P TIE EIREARA

I11. RELEASE AUTHCRIATION - CONTRACT NAS8-3203%6

R SRl et e D e E  at way

S AN R S P AT L AT G MR R VA WSS S 2.2 2 T R TBATTI BN ) e MY 7 ST AN 1203 T LS R L I e el
i
3
Iv. SYSTEM RECOVERY INFCRMATION
MAGNETIC TaAPE 1215 DATA SET
SYSTEM/7 SOURCE STATEMENTS 21671 FHVLZRIA Fre
SYSTEM,"D’O-HS SOURECE STATEMENTS #1617 SIMSIPS,SCURCE
SIMSIPS . LCADLID
(33004)
NIPS LOAD MADULE #3385 FFSLIS (2314)
AL 8 A T AN AN A (2 Il 2o DTN i Lt B A L T 2R T e LA R 26Tt MRS 4 B S AL AN Y 5.0 JATHANEIT M SMATERNLLL R bR L4 ‘
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SOFTWARE SYSTEN CONFIGURATION
. ATTACHMERT 3

SYSTEM NAME:  CDPS Operational Software (Baseline)

S/7 Software

Program Hame Revision Leve)

Site Data Cotiect Baseline
Manual Test Baseline ‘
Dump Directory Baseline %
Update Directory Baseline 3
$/370-145 Software {’nput Processing) %
Progran !lame Revision Level g
Raw Data Processing Baseline %
Merge and Surmary Baseline %
History ' Baseline j
Site Data Description Utility Baseline %
Raw Data Archiving Utility Baseline g
3
Data Hase Suftware %
!
Progran 'lare Revision Level E
FFSLIB (NIPS) Baseline
@

G-47
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OPERATIONAL SUPPORT/PLANS

. Site Installation

- Progranmers will actively participate in ensuring that SDAS communicztes
properly with CDPS

- Use of manual SDAS/CDPS interface capability for site installation verification

O

® Operational Support

- Perform updates to CDPS software to reflect changes for performance evaluation
and improved capabilities

, .
! ‘1: - Perforit continuing analysis of CDPS software operation to identify improvements,
, ® to identify system problem areas, and to assist in troubleshooting suspected
; probler areas
4
i - Support users' access to the data base
4
: gg o Training
5 §° o Infornation retricval queries { :
; ag o Macnetic tape aqencration
i o, ) Upcda ¢ 07 site directory irforination
a () . .
5 Eg 0 Gernerstion/delivery of rapurts
8 =
: = _
® jct Results Decument November 1, 1976
g
5
[ 4
4
2
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