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| 1.0 INTRODUCTION

¥ This is the final report for the "Integrated Source and Channel
i 3‘ Encoded Digital Communication System Design Study" (Contract No. NAS 9-
15240). The contract is to evaluate the Ku-band system design, analyze
S-band and Ku-band tracking techniques, and study payload communication
1D techniques. |

As defined in the Statement of Work, the first task required
the evaluation and assessment of the baseline Ku-band system design
: under development by Hughes Aircraft Corporation (HAC) and study the
19 performance/compatibility problems associated with the SSO/TDRSS RF
; interface. More specifically, the particular Ku-band carrier, PN
despreading, and symbol synchronization strategies, which are selected
by HAC for implementation in the Ku-band transponder aboard the
if', Orbiter, are to be assessed and evaluated from a systems performance :
viewpoint, verifying that system specifications are met. Furthermore,
it was required that any critical areas impacting the detailed concep-
tual and breadboard designs as they develop be identified, discussed
e and studied and appropriate recommendations made for parameter optimi-
; zation, as necessary. | '
] During the one-year period covered by the contract, Axiomatix
continuously rendered support to HAC in all of the above areas, with
the major thrust of its activity directed toward understanding, studying,

and proposing potential solutions to the data asymmetry problem prevalent
on the Mode 1 high data rate channel of the Ku-band return link. In

this link, two selectable modes which provide three channels are avail-
able. Channel 1 is used for operational data, whereas Channels 2 and 3
may be assigned a wide variety of digital and analog signals.- Addi-
tional support was provided by Axiomatix to assess the anti-jam capa-
bility of the SSO/TDRSS RF interface. The results of these activities
are summarized in Section 2.0, with the detailed analyses, system per-.

“formance COmpariSOnS, and tradeoffs included as Appendices A through D.
~As a part of the overall effort to assess the Ku-band system

'F | design and to evaluate possible system simplifications/modifications

€ | that may be achievable, the secbnd task required a study of the design

and implementation of trackingytechniques which are suitable for incor-

kporation into the Orbiter Ku-band communication system. Emphasis was

R e e e TR




placed on maximizing tracking accuracy and communication system flexi-
bility while minimizing cost, weight, and system complexity of Orbiter
and ground system hardware.

Section 3.0 summarizes the results obtained for the performance
of several implementations of biphase Costas loops when subjected to
the unbalanced QPSK input. The subcarrier tracking loop performance
is also summarized in Section 3.0. The detailed analysis of both
carrier and subcarrier tracking loops is presented in Appendices E
through L.

Section 4.0 describes the payload communication study to assess
the design and performance of the forward 1ink and return link bent-pipe
relay modes for attached and detached payloads. As part of this study,
a design for a forward Tink bent-pipe is proposed which employs a
residual carrier but which is tracked by the existing Costas loop.

Detailed analysis of Costas loop tracking for signéls with residual
~carrier is presented in Appendix L. Critical Ku-band system parameters

have been identified and optimized such that cost and complexity have
been minimized. Finally, Section 4.0 identifies the basic transmission
capabilities that can be accommodated by both the forward link and
return link bent-pipe relay modes.
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2.0 KU-BAND SYSTEM DESIGN EVALUATION

As defined in the Statement of Work, this task required Axiomatix
to evaluate and assess the baseline Ku-band system design under develop-
ment by Hughes Aircraft:Corporation (HAC) and study the performance/com-
patibility problems associated with th# SSO/TDRSS RF interface. More
specifically, the particular Ku-band carrier, PN despreading, and symbol
synchronization strategies, which are selected by HAC for implementation
in the Ku-band transponder aboard the Orbiter, are to be assessed and
evaluated from a systems performance viewpoint, verifying that system
specifications are met. Furthermore, Axiomatix was required to identify,
discuss, and study any critical areas which impact the detailed concep-
tual and breadboard designs as they develop and to make appropriate
recommendations for parameter optimization, as necessary.

During the one-year period covered by this contract, Axiomatix
continuously rendered support to HAC in all of the above areas, with the
major thrust of its activity directed toward understanding, studying, and
proposing potential solutions to the data asymmetry problem prevalent on
the Mode 1 high data rate channel of the Ku-band return link. Additional
support was provided by Axiomatix to assess the anti-jam capability of

the SSO/TDRSS RF interface. The results of these activities are summarized

in what follows, with the detailed analyses, system performancé compari-
sons, and tradeoffs included as Appendices A through D.

2.1 Impact of Data Asymmetry on Bit Error Probability
Performance of the Ku-Band Return Link

In the early months of the Task 1 effort, an area of concern
developed over the data asymmetry* produced by the HAC design of the
50 Mbps (100 Msps) rate 1/2 convolutionally coded data channel of the
Ku-band return 1ink through the TDRSS. This data asymmetry was poten-
tially capable of causing several dB degradation to the demodulated data
at the TDRSS ground station. Therefore, a suitable asymmetry'model had
to be developed, the amount of degradation as a function of the amount

C:) .

The term "data asvmmetry" ‘as used here denotes the condition in -
which pulses of opposite polarity in the data stream unintentionally have

 unequal widths.



of asymmetry had to be computed, and the possible solutions to the
problem had to be investigated.

The high data rate Tlink from the Shuttle Orbiter through the
TDRSS to the ground takes NRZ symbols at 50 Mbps and encodes them with
a rate 1/2, constraint length 7, convolutional code. The bit error rate
performance of the convoluticnal decoder depends, among other things, on
the symmetry of the modulation. Any asymmetry in the NRZ symbols entering
the symbol synchronizer causes a misalignment in the symbol synchroniza-
tion clock which degrades the integrate-and-dump output and any soft or
hard decisions derived from it for input to the decoder. For a specified
degree of asymmetry (in terms of a fraction of a symbol interval), the
bit error rate degradation is dependent on the transition probability of
the data. Clearly, if the data transmitted was either all ones or all
minus ones, misalignment of the bit synchronization clock would have no
degrading effect on th¢ integrate-and-dump output since, for each symbol,
this circuit would integrate up to its maximum vaJue before being dumped.
On the other hand, when the data is an alternating sequence, the worst
case degradation results, since the transition which occurs at the end
of each symbol in combination with the symbol synchronization clock
misalignment prevents the integrate-and-dump output from reaching its
maximum value.

2.1.1 Asymmetry Models and Definitions

To quantitatively determine the degrading effect of NRZ symbol
asymmetry on error rate performance, one must develop a suitable asym-
metry model which accurately describes the physical source from which
the asymmetry originates. During the early definition phase of the
study, much confusion reigned'over the appropriate model and definition
of data asymmetry to be used in meeting the performance specification.
After expending considerable effort on resolving the differences among
the various models and definitions proposed, it was determined that two
possible models were appropriate and, provided that asymmetry was'properly
defined, either model produced the identical performance degradation due
to this asymmetry. -In the first model (the one adopted by Axiomatix),
the assumption is made that +1 NRZ symbols are elongated by AT/2 (rela-
tive to their nominal value of T sec) when a negative-going data



transition occurs and -1 symbols are shortened by the same amount when

a positive-going data transition occurs.* Otherwise (when no transitions
occur), the symbols maintain their nominal T sec width. Thus, AT repre-
sents the relative difference in length between the elongated +1 and
shortened -1 symbols. .An.examp1e demonstrating this model is illustrated
in Figure la. The second asymmetry model (used in [1,2]) makes the
assumption that positive NRZ pulses are shortened whenever adjacent
pirlses are negative. Thus, a given positive pulse preceded and succeeded
by a negative pulse would be reduced in duration at both ends. Stated
another way, a positive-going transition occurs early and a negative-
going transition occurs late relative to the nominal transiticn time
instants. Letting S represent the fractional (relative to the nominal
bit duration T) increase in positive pulse length due to a single adjacent
negative pulse, then for a given random data sequence, the shortest pulse
would have length T(1-28), while the longest would have Tength T(1+2¢).
Figure 1b illustrates the app]iéation of the second asymmetry model to
the same bit stream as that used in Figure la.

- Regardless of which asymmetry model is used, data asymmetry is
defined as the difference in length between the shortest and longest
pulses in the sequence divided by their sum. For the first model, this
definition gives

LA A
T(1+%) - T(1-3)
Asymmetry & o = 2 . - L (1)

A A 2
T(]+-2“) + T(]—?)
whereas for the second model, we get
_ T(1+28) - T(1-28) _
N7 OT(TH28) + T(1- 298) 28 . (2)

In the absence of noise, the timing instants for the in-phase
integrate-and-dump (i.e., the epoch of the symbol synchronization clock)
are determined in Appendix A. For the first asymmetry model, these

* ‘ ‘
Due to symmetry in the data itself, it is immaterial whether the
elongated pulse is of positive or negative po]ar1ty, and vice versa for
the shortened pulse. :
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occur at t='T(n+~%); n=0,%£1,+2,.... For the second model, it can easily
be shown that, on the average, the symbol synchronizer will lock up at
the nominal transition points of the equivalent symmetric data waveform,

i.e., 0,+T,+2T,+37,....
2.1.2 Error Probability Performance (Perfect Symbol Synchronization)

Based on the foregoing detinition of asymmetry and the accompany-
ing clock misalignment for the two models, it is straightforward to
show tﬁat, for random NRZ data, the average symbol error probability
associjated with hard decisions made on the in-phase integrate-and-dump
output of the symbol_synchronizer is given by

- 5 EN- + 4 erfe | ETNZ(1 1 ET7NC
PE * 6 erfc JES/NO *3 erfc [\/ES/NO (1- n)] * 16 erfc [:ES/NO (1- Zn)] s

(3)
where Es denotes the symbol enérgy, N0 the channel noise spectral den-
sity, and

o, D ‘ :
erfc x 2 £ J et dt . ' (4)
' VroJx ' ,

Table 1 contains the symbol energy-to-noise ratio degradations
(in dB) for asymmetry values nx100 of 3%, 7%, 10%, 15%, and 20%, and
ES/NO==O, 0.75, and 1.5 dB. The values of ES/NO.se1ected correspond

to bit energy-to-noise ratios Eb/NO==3, 3.75, and 4.5 which correspond

3 5

, 1074 and 1072,
The degradations are'the'additiona1,Es/No required due to asymmetry to

respectively to decoder bit error probabilities P, = 10°

produce the same value of symbol error probability when n=20, i.e., Pg, »

where

1

Pe & 5 erfc (EN,) - - (5)

It should be noted that the symbol energy—to-noise ratio degradations

‘given:in Table 1 assume no channel bandwidth limitation, i.e., ideal

rectangular pulse shapes have been assumed for the NRZ data. Any
rounding of the pulses caused by channel bandwidth Timitation produces
an additional symbol energy-to-noise ratio degradation over and above




e

that due to data asymmetry. However, the bandlimiting degradation énd
the data asymmetry do not add algebraically but, rather, combine in a
way determined by the particular symbol synchronization implementation.
More will be said about the combined effects of bandlimiting and NRZ
data asymmetry shortly.

Table 1. Performance Degradation Due to Data Asymmetry with Random Data

Asymmetry (%) ES/NO (dB) Pb Degradation (dB)

3 0 1073 0.135
0.75 1074 0.135
1.50 1075 0.135
7 0 1073 0.333
0.75 1074 ©0.337
1.50 1075 0.340
10 0 1073 0.495
0.75 10T 0.505
1.50 1075 0.517
15 0 103 0.799
0.75 1074 0.824
1.50 1075 0.854
20 0 1073 1.149
'0.75 1074 . 1.201

1

.50 1075 1.264

2.1.3 Error Probability Performance (Imperfect Symbol Synchronization)

- In the previous section, we presented the effect of NRZ data asym-
metry on the error probability performance of a convolutionally coded
channel, namely, the 50 Mbps channel of the Ku-band return Tink.

Inherent in those results was the assumption that the symbol synchro-
nizer produced a perfect clock which locked up with a misalignment equal
to half the asymmetry for asymmetry Model 1 and no m15a1ignment,for
Model 2. The effect of additional clock misalignment (commonly referred
to as symbo]"syhc/jitter) which s typical of pracfical symbol syn-
chronizers, was the next item studied under this task. The results




of this study, which are presented in detail in Appendix B, are now
summarized.

For random NRZ data with equiprobable symbols, the average proba-
bility of error conditioned on the misalignment (AT) of the symbol syn-
chronization clock relative to its nominal position is given by

PE(A) = T56- er‘ch/ES/N0 + -]ls—erfc ]:/ES/NO(l-n-ZIAI):l
erfc [/E /N (1-n+ 2|>\|):] er‘fc [:E /N 1-2n)]

where either (1) or (2) still applies as the definition of asymmetry.
Note that, when A=0, (6) reduces to (3). Figure 2 illustrates the
SNR degradation at a symbol E /N of 1.5 dB (corresponding to a decoded
bit error probability of 10 5) as a function of \ with percent asymmetry
nx100 as a parameter. It is observed that, in the neighborhood of the
nominal symbol synchronization lockup point (A=0), the sensitivity of
SNR degradation due to asymmetry is extremely small, even for large
asymmetry values. This makes the results given in Section 2.1.2 rela-
tively insensitive to the assumption of ‘a hard-locked symbol synchroni-
zation, even though this assumption yields the minimum SNR degradation
due to asymmetry.

Another approach (not discussed in Appendix B) to assessing SNR
degradation due to both asymmetry and symbol synchronization misalign-
ment is to assume a model probability density function p(1) (p.d.f.)
for A and average the conditional error probability P(1) over this
p.d.f. to obtain the average error probability performance [2]. In

‘this regard, we postulate a Tikhonov p.d.f. for p(A) which is entirely

characterized in terms of the variance cf of the synchronization error.
Thus, for NRZ data, we have [3], '

, exp [cos 2nA/(2w cA)Z]’ ' )
p(a) = 5 B PN (7)
14 [(1/270,)%]
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In order to average the conditional error probability over the p.d.f.
in (7), we must, in addition to (6), characterize PE(A) over the inter-
val n/2 < |A| < 1/2. Following the procedure given in Appendix B, it
is straightforward to show that (also see [2])

PE(A) = %-erch/ES/NO + %-erfc [JES/NO (1-n- ZIA]{]

1 S— | -
+ g erfc I:JES/NO (1-n+2|x.|)] s n/2 <A <1/2.  (8)
Thus, using (6), (7) and (8), the average error probability can be
computed from :

1/2
Pe = f_wsz(x)p(x)dx. (9)

Figures 3 and 4 illustrate PE [as computed from (9)] versus ES/N0 in

dB with o, as a parameter for asymmetry values of 3% and 6%, respec-
tively. (These numerical values are taken from [2].) Again at

ES/N0= 1.5 dB; the additional degradation due to symbol synchronization
jitter is on the order of a few tenths of a dB, even for a timing error

(as measured by its standard deviation o,) as large as 7%.

N

2.1.4 Error Probability Performance for Asymmetric

Manchester Coded Symbols

Although Manchester coding cannot be employed on the high rate
channel because of bandwidth Timitations on the Ku-band return link,
such coding is used on the lower rate channels, and thus the effect
of asymmetry on the performance of these channels is potentially of
interest.

' When Manchester coding is employed, then relative to the NRZ
sequence, the Manchester coded waveform has 3/2 as many transitions.
Thus, since SNR degradation due to asymmetry is directly related to
the average transition density of the data sequence, one would intu-
itively expect that, for the same asymmetry, the Manchester coded case

fshou]d yield a larger SNR degradation than the corresponding NRZ case.

Whether or not and to what extent'the‘abOVe 1ntuitive notion is indeed

| s
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true depends on how one defines percent asymmetry for the Manchester
coded case.

To demonstrate this point, consider the NRZ sequence of Figure 1
and the corresponding asymmetric Manchester waveforms which, for the
two previous asymmetry models, are illustrated in Figure 5. Here,
corresponding to Model 1, A/2 denotes the fractional (relative to the
half-symbol time T/2) elongation of the positive half pulse in the
Manchester coded waveform, and for Model 2, & is accordingly defined
relative to the same half-pulse width. Then, defining asymmetry as
was done for the NRZ case but now relative to the half-pulse duration
gives (for Model 1)

s p(ea2) - F0-82)
Asymmetry = n = T T = 3 (10)
7(1-+A/2) + ﬁ-(]- £/2)
and, for Model 2,
T(1+26) - 2.(1- 26) |
—2‘(]+2(5) +-—2“(]—26)

which are identical with (1) and (2).* Once again, as in the NRZ case,
the in-phase integrate-and-dump output depends, in general, on the
polarity of the symbol over which it is integrating and the preceding
and succeeding symbols. Thus, evaluating this integrate-and-dump
output for the eight possible three-symbol sequences and noting that,
for Model 1, the nominal bit synchronization lock-up misalignment is
now AT/8, we get an expression for the average probability of error
corresponding to asymmetric Manchester coded random data, namely,

Ppo= ’%-eﬁft [QES/NO (l~r@} + % erfc EJES/NO (1- %{}v; (12)

*Note that, while this definition allows for equal percent
asymmetry when compared with NRZ, the actual time asymmetry (as mea-
sured in seconds) is different for the two cases.
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Using (12) and (3), Figure 6 illustrates the SNR degradation in dB
«LCE versus percent asymmetry for Manchester and, for comparison, NRZ coded
¥< data at Es/NO= 1.5 dB. Here note that the Manchester code yields a
larger SNR degradation than NRZ for small asymmetry values, while the
A reverse is true for large percent asymmetries.

If, on the other hand, we define data asymmetry relative to the
symbol time T for both NRZ and Manchester data, then equal percent
asymmetry implies equal amounts of asymmetry (in seconds) as measured
by the actual time displacements of the waveform transitions. Thus,

;g o for Manchester coded data, we have that n=4/4 for Model 1 and n=38

for Model 2. The corresponding expression for error probability is
identical to (12) with n replaced by 2n. Using this definition,

Figure 7 plots SNR degradation in dB versus percent asymmetry for
ES/NO= 1.5 dB for Manchester coded data and the corresponding results
for NRZ data obtained from (3). Note that now the Manchester coded
case always yields a larger SNR degradation for a given percent asym-
metry. The conclusion to be reached here is that, in making comparisons
 ;;€3 between asymmetric NRZ and Manchester coded systems, one must exercise
1] care in selecting a definition which is appropriate to the particular
s application at hand.

\b To generalize the results given in (12) to the case of imperfect
I o symbol synchronization, one merely follows the procedure outlined 1in
Appendix B for NRZ data, whereby (6) and (8) are obtained as extensions
of (3). In particular, for a timing misalignment of AT/2 (consistent

. with our first definition of asymmetry relative to the half-pulse width
g{ o ~and the fact that the time base for the symbol synchronizer is now T/2),
‘ the conditional error probability is given by (also see [2])

/—1‘: erfc |;/[-IS/N0 (1- n):l + Jg- erfc DES/N0 (1 -—'21— IA|):[
+ %-erfc [JE Ny (] —-— [AI] 0 s.IAI s.%
%—erfc EJES/NO (1- Z]A[i] + %-erfc [yEs/NO (1--%— [A|£I
+—erfc I;/E/N (]+n -|A|):I 121 5_-12—

;PE(A) =,’<
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Substituting (7) and (12) into (9) results in the average error proba-
bility performance for Manchester coded data with asymmetry. The cor-
responding performance plots analogous to Figures 3 and 4 for NRZ data
are given in Figures 8 and 9. Comparing the NRZ and Manchester data
results, we observe that, in terms of error probability performance,
Manchester data appears to be less sensitive to symbol synchronization
error. Of course, it should be pointed out that this conclusion is
highly dependent on the time base used as normalization for the asym-
metry definition. In fact, if the alternate definition is used, wherein
both NRZ and Manchestef asymmetries are defined as fractions of the
symbol time, then for fixed values of n and oA,‘the error probability
performance of Manchester data will always be worse than that for

NRZ [2].

2.1.5 The Effect of D.C. Restoration on Error Probability

Performance in the Presence of Asymmetry

The investigation of the effects of d.c. restoration® on communi-
cation link performance was prompted by test results [4] conducted in
the Electronic Systems Test Laboratory (ESTL) at JSC which indicated
significantly less performance degradation than that predicted by the
analytic results of the previous sections. In particular, it was found
that d.c. restoration tends to reduce the degrading effeccts of data
asymmetry and thus it was necessary to incorporate d.c. restoration into
the analytical model in order that the predicted performancé better

agree with the test results.

The effect of d.c. restoration on data detection is most easily
accounted for by artificially shifting the decision threshold {nominally
at zero) against which the matched filter output is compared. The .
amount of this artificial shift in threshold depends upon the specific
way in which d.c. restoration comes about. : ‘

The simplest method of achieving d.c. restoration is to capacitivel

couple the input'signa1bto the symbo]vsynchronizer;v In this case, the _
artificial threshold shift equals the d.c: component of the asymmetric

E*C? . ; ‘
4 *D.C. restoration refers to the process by which the d.c. value
of the asymmetric data waveform is forced to zero. '
L | o o ORIGINAL PAGE I8
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data waveform in front of the capacitor which, for random data with
transition density D, is easily shown to be [4]

At = nb VE;7Tﬁ s (14)
where /E;TT is the data pulse amplitude in Figure 1. Computing the
matched filter output for the eight possible three-symbol sequences
made up'of the present, preceding, and succeeding symbols and shifting
these outputs by By gives the result for the error probability per-
formance of asymmetric NRZ data with d.c. restoration by capacitive
coupling, namely, '

Pe .1 7 erfe E/E /Ng (1 - no)] 7g erfc m(1-2n+ nD)]

+ %—erfc [;/ES/N0 (1- n+-nDi] + %g erfc [QES/NO (1+ nDil.

For equiprobable data symbels (D=0.5), (15) simplifies to

Pe = %~erfc LJE /N, {’ 15 erfe [Jf"7ﬁ—(1 3”%]
+-%5 erfc [JE;7NE(1 +~%{]. (16)

Comparing (16) with (3), we observe that the effect of d.c. restoration
is to compensate for the data asymmetry by shifting the effective
decision threshold away from the shortened symbols.

For a given value of asymmetry, the va]ue of E /NO reqU1red to
obtain P Las computed from (16)] equal to 10 can be calculated.
Compar1ng this value of E /N0 with that obtained from (5) for the same
PE gives the SNR degradation for asymmetric NRZ .data with d.c. restora-
t1on_by_capac1t1ve coupling. Figure 10 illustrates this SNR degradation
versus asymmetry along with-the comparable results obtained from (3)
corresponding to no d.c. restoration (direct,coup]ing). 

Another method of achieving d.c. restoration, which depends
specifically on the symbol synchronizer implementation itself, is to
require the matched fi}ter'output to have zero crossings at the center

of each symbol period that starts with a data transitioh.' In this case,
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the effective shift in decision threshold relative to its nominal (zero)
value is [4]

At = n /f;?f . (]7)

Comparing (17) with (14), we can immediately conclude that the error
probability for this method of d.c. restoration is given by (15) with
D=1, i.e.,

Pe = 1gerfc E/E /N (1-n):l +—erfc [;/E J —% erfc LJE /N “*n):]-

(18)

Again by determining those values of ES/N0 required to obtain PE= 10—5

for various values of asymmetry, one can compute the SNR degradation for
d.c. restoration based on symbol timing. The results of these calcula-
tions are illustrated in Figure 11, along with experimental test results
taken in the ESTL for the sake of comparison. It is to be noted that
the experimental results include the effect of bandlimiting, whereas

the theory as predicted by (18) in no way accounts for this effect.
Furthermore, the data detector used in the experimental setup is not

a true matched filter as is assumed for the analytical model. Surpris-
ingly enough, however, the analytic and eXperimehta] results show rea-
sonably good agreement. In the next section, we consider the combined
effects of bandlimiting and asymmetry on the performance of a filter-
sample type data detector which is a more realistic model of the detector
used in the ESTL experimental testé,

2.1.6  The Combined Effects of Bandlimiting and Data Asymmetry

on Error Probab111ty Performance

In the prev1ous sections, the degradat1on of error probab111ty
performance due to data asymmetry,alone was considered. Since, in
reality, a practical receiver opérates in the presence of both band-
1imiting and data asymmetry, it is important to study the combined

- effects of these two sources of degradation on its error probability
~performance. Assuming a fi]ter»;ampie type detector (see Figure 12)
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and NRZ data, Appendix C investigates in detail the combined degrading
effects of intersymbol interference and SNR reduction of the desired
signal due to bandlimiting by an ideal Tow-pass filter and data asym-
metry. The results of this analysis, which are first derived assuming
no d.c. restoration and later modified to include this effect, are sum-
marized below. |

Figure 13 illustrates the bit error probability as a function
of energy-to-noise ratio with BT as a parameter and 10% asymmetry while
Figure 14 illustrates as a function of asymmetry the required energy-to-
noise ratio to achieve a bit error probability of 10'5 with BT still the
parameter. Both of these figures assume no d.c. restoration. The cor-
responding results which include d.c. restoration by capacitive coupling
are illustrated, respectively, in Figures 15 and 16. It is concluded
that, for small values of asymmetry (Tess than about 10%), the optimum
filter bandwidth- bit time product remains equal to 0.9, and the corre-
sponding amount of energy-to-noise ratio degradation at a fixed error
rate is virtually independent of whether or not d.c. restoration is
present. In particular, Tables 2 and 3 summarize typical results for
the two cases when BT=0.9. The quantity AES/NO'represents the additional
Es/NO required at a given value of data asymmetry relative to its value
at zero asymmetry.

On the other hand, for values of BT other than the optimum, d.c.
restoration has a beneficial effect in reducing energy-to-noise ratio
degradation due to data asymmetry. _

The other conclusion which can be reached by comparing the above
numerical results with those in the previous section is that the sample
detector is much less sensitive to data asymmetry than the integrate- -
and-dump detector. This is not surprising when one realizes that the
degradation due to data asymmetry for the integrate-and-dump detector
comes about because of a reduction in the signal energy as a result of
integrating only over a fraction of the total bit interval. By comparison,

‘the reduction in the peak of the filter response at the sampling instant

A previous study [5] of the degrad1ng effect of ideal low-pass
band11m1t1ng alone on the bit error probability performance of a
filter-sample detector revealed that BT =0.9 was optimum from the
standpoint of minimum degradation.
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Table 2. No D.C. Restoration

= 10~4 : = 105
PE =10 PE =10

n (%) Eg/Ng (dB)  aE/N, (dB) | n (%) Eg/Ng (dB)  aE_/N, (dB)

0 9.97 -0 0 11.28 0

! 2.5 9.98 0.01 2.5 11.29 0.01
” 5.0 10.00 0.03 5.0 11.32 0.04
7.5 "10.06 0.09 7.5 - 11.37 0.09
| 10.0 10.13 0.16 10.0 11.43 0.15
¥ 15.0 10.31 0.34 15.0 11.63 ©0.35
{0
f k Table 3. D.C. Restoration by Capacitive Coupling
| pe = 107 P =107
o
1 n (%) Eg/Ny (dB) BE/Ng (dB) | n (%) Eg/Ng (dB)  aE/N, (dB)
i;
b 0 9.97 0 0 11.28 0
pqe 2.5 9.9 0.02 2.5 11.30 0.02
- 5.0 10.02 0.05 5.0 11.32 0.04
10.0 10.12 0.15 10.0 11.40 0412
15.0 10.25 0.28 15.0 11.54 0.26
20.0 10.44 0.47 20.0 11.73 0.45
a1, PAGE I8
ORIGINAL
oF POOR QUALTTY
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due to data asymmetry should have a considerably lesser effect. In fact,
in the absence of bandlimiting, the integrate-and-dump detector would
still yield considerable E /N degradatlon due to data asymmetry, whereas
the sample detector would show none. Of course, the sample detector
without bandlimiting would produce infinite noise power and, thus, on

an absolute Es/N0 basis would be far worse than the integrate-and-dump.

2.1.7 Performance of a Gated Integrate-and-Dump Filter

for Detection of Asymmetric Data

This section deals with still another implementation of a data
detector for asymmetric data, namely, the gated integrate-and-dump
filter (see Figure 17). The motivation for studying the performance
of such a detector stems from several considerations. First, from an
implementation point of view, the gated integrate-and-dump has the
advantage that operation at high data'rates can be accomplished with

smaller circuit losses than the ideal integrate-and-dump since the

constraint on its switching times at the symbol transition instants

can now be considerably relaxed. Second, since.the input data stream
possesses asymmetry, the ideal integrate-and-dump is no longer the opt1-
mum detector, and it is thus possible that an alternate (possibly s1mp1er
to 1mp]ement) detector could yield superior performance.

Appendix D discusses in detail the performance of the gated
integrate-and-dump filter as a function of data asymmetry and gating
interval and demonstrates the relation between these parameters which
optimizes this performance. Only the case of NRZ data is treated; how-
ever, as before, the results are obtained for both the case of no d.c.
restoration and the case of d.c. restoration by capacitive coupling.
These results are summarized as follows.

In the absence of d.c. restoration, the average error probability
performance of the gated integrate?and-dump is given by

; ——~ef JE/NG (T - 2)+-—erf[E/N 1 ]
| ”l ) c WET (=)
- ‘/ erfc [./E /N (]' 2n+'28>], 0<ex<n/2
PE =< /T =72¢ :
-% erfc LJES/NO (1- 25)] ; n/2<e<l/2. (19)
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'

Figure 18 is a plot of PE versus £ with n as a parameter and
E./Ng=9.6 dB (corresponding to P = 10"5 when €= n=10). We observe
from this figure that, for a given value of data asymmetry n, PE is
minimized by choosing €=n/2. Figure 19 is an illustration of the
symbol energy-to-noise ratio (in dB) required to achieve an average
error rate 01"10'5 in the presence of data asymmetry. The curve labeled
e =0 corresponds to the performance of the ideal integrate-and-dump
(see also Figure 3 of Appendix A). The remaining curves indicate a
constant ES/N0 for values of n<2¢ in accordance with the second equa-
tion of (19) followed by an increase in ES/N0 with n as required by
the first equation of (19). Note that each of these curves cross the
e= 0 curve at some value of n, say g which means that, for n>ngs
the gated integrate-and-dump outperforms the ideal integrate-and-dump
in the sense of requiking less Es/NO for a given average probability
of error. The dashed curve in Figure 19 represents the performance
corresponding to selecting €=n/2 at each value of n and is thus the
best achievable with the gated integrate-and-dump.

When d.c. restoration by capacitive coupling is present, then
the analogous result to (19) is A

/-% erfc_EJES/NO (1-2¢)(1- nDi] + %%»erfc LJES/NO (T-2¢)(1+ nD{I
] (1 - 2n+ 0D+ 2¢ (1 - nD)

+ = erfc | [EN -
75 erfc [Q ¢/ 0( v pr—— i}

‘ 1 e (1~ n+nD-2enD
P = + = erfc | [E_/N ( : ) : 0 <ex<nf2
E < 8 ; l;/s 0 VY- 2e

\%-erfc [JES/NO (1- 2&)(1— nDi],+ %-erfc [JES/NO (1- 25)(1+'nD{]; |

ne <¢e < 1/2. (20)

| Figure 20 again illustrates PE versus ¢ with n as a parameter
and E_/Ny=9.6 dB, where P is now computed from (20). We observe from

this figure that, for a given value of data asymmetry, there exists a

value of ¢ which minimizes PE; howevef, unlike Figure 18, this value
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of €, namely, € . , is not equal to n/2. Figure 21 is the analogous

figure to FigUr21?9 when d.c. restoration is present. Again, the dashed
curve corresponds to €= €min which represents the best achievable per-
formance using the gated integrate-and-dump as a data detector. Com-
paring Figure 21 with Figure 19, we observe the considerable reduction
in SNR degradation due to data asymmetry when d.c. restoration is employed.
This improvmenet is analogous to that achieved when other types of data
detectors are used.

In conclusion, the use of a gated integrate-and-dump filter for
detection of asymmetric NRZ data can, depending upon the amount of data
asymmetry present, produce significant improvement in SNR degradation

due to asymmetry relative to that of an ideal integrate-and-dump filter.

2.2 Ahtijam Techniques for Shuttle Communication

There are three basic techniques for antijam communication.
These techniques are direct sequence pseudonoise (DSPN), frequency
hopping (FH), and time hopping (TH),'and any hybrid of these techniques.

2.2.1 DirectVSequenée Pseudonoise Spreading

The most straightforward way to widen the spectrum of a data
signal is to multiply (modulate) it by a wideband signal. _ Such a
spreading signal must have correlation properties that aid in acqui-
sition and tracking. One of the best.signals fitting these specifica-
tions is the binary pseudonoise (PN) signal. This type of spread
spectrum is used on the S-band and Ku-band Shuttle forward links to
~ provide the Tow flux density over a 4 kHz bandwidth.
The antijam performance of a DSPN system is easiTy computed.
Assume that the additive interfering signal has noise>power N within
the PN bandwidth. No matter what its initial bandwidth, when the
received signal is demodulated, this interference is spread over the
PN bandwidth. Note that the ratio of required energy per bit to
‘single-sided noise spectral density isvgiven‘by

0/req c ‘

@,4
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where S is the signal power, N is the noise power in the PN bandwidth,
Ty 1s the bit duration, and T. is the PN chip duration.

For a tone jammer of the carrier frequency with power J and
white noise power in the PN bandwidth equal to NO/Tc’ then

Yo (22)
N = =—+J. . 22
Tc .
Thereforé,
<§£> i N.STb =N iigr = R ] T (23)
0/req (~Q-+J)T 0 c __o_+g<_c_
TC c : | STb S Tb :
Let the available Eb/NO= STb/NO_be denoted (Eb/NO)a; then
g.(Ié) S N (24)
S\Tp (Ey/MNolreq — (Ep/Ngly

Define the circuit margin in the presence of white noise only equal
to ' M; that is, ' '

7 (Eféfﬁghi_ (25)
Eb/NO req . : :
Rewriting (24),
. : . ,
b) J c
DYL (. C) = M- (26)
<”0> > <Tb> |
or ' ~ E IS
ORIGINAL PAG
T OF POOR QUALITY
;E. = (M - ] ) ; ‘ ‘ ‘ (27)
b (E /Ng), (J/5)
Note that 1/T, is equal to the bit rate Ry and 1/T_ is equal to the
PN chip rate Rc' Therefore,
. - (Eb/NO)a(J/s)

c ’- Rb | (M-i) . : (28)
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As an example of the use of (28), consider the S-band forward 1ink.
Let the required E /N, for a bit error rate of 1074 be
Eb N . . .
o = 3.5 dB + 1.5dB + - 1.0 + 1.0
0 req N— N e’ N, g’ S j—
rate 1/3, K=7 loss in loss in PN TDRS
convolutional bit sync despreading loss
coding required
for‘Pb=10'4
= 7 dB. | (29)

Let the available ( v/No ) for Rb-32 kbps be

B\ | | |
0/a :

and let J/S be 20 dB; then

(3/5) (Eg/Ny)
Rc = (32 kbps) =) = 78 Mbps . (31)

Note that, since the energy is normalized to the bit rate rather than
the coded symbol rate (3x32=96 ksps), the bit rate is used in (28).
Also note that (28) assumes a PN code length of infinite period but,

in actual practice, the PN code rate must be greater than Tb/Tc'
Therefore, in this case, the code length must be 4095 or greater.

This example illustrates the disadvantage of using DSPN to achieve
antijam communication for moderate data rates and small circuit margins
in white noise. The main disadvantage is that extremely high chip
rates are required and, as a consequence, the synchron12at1on time
becqmes unacceptab]y 1ong

2.2.2 Frequency Hopping

Another method of antijam modulation is frequency hopping (FH).
Using this technique, the carrier is hopped over a large number of
frequencies (i.e., large bandwidth). The carrier frequency selection
process is controlied by a PN sequence which could be nonlinear to

T AR i v roeri € ~raMTeYrT M. - STV . = . . N R o

R
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deter determining the selection code by the jammer. Since the frequency
hopping rate is of the order of the bit rate and much less than the
total hopping bandwidth, the acquisition of a FH system is much easier
than a PN system with similar bandwidth.

The antijam performance of a FH systém depends on the type of
jamming. For example, if the jammer placed equal power at each of
the possible carrier frequencies, then the FH processing gain over a
non-frequency hopping system is

PGFH = number of carrier frequencies = %-, (32)

where B is the total available bandwidth and R is the larger of the
frequency hop rate or the bit rate. If, instead of Jjamming each. pos-
sible carrier frequency, the jammer could jam 0.2 of the carrier
frequencies with enough power to cause an error (probability 1/2),

then the bit error rate would be 10%. Thus, to protect against par-
tial band jamming, an error correcting code must be employed; otherwise,
an error would be made every time a carrier frequency from the jammed
band was selected.

It is important to note that only noncoherent frequency hopping
is being considered, since large hopping bandwidths make it impractical
to maintain phase coherence across the total bandwidth. Therefore,
each hop has an independent phase but the phase is constant over the
hop. Because of the noncoherent frequency hopping, unless a very slow
frequency hopping rate is used which would allow frequency following
by the jammer, it is impractical to Tock up a carrier tracking loop at
each frequency hop. Therefore, in the Shuttle application, a modifica-
tion to the carrier recovery must be made to the demodulator. Probably
the simplest modification is to employ differential PSK (DPSK) and
derive the carrier phase by comparing the successive bits.

To calculate the antijam performance of a FH system, effective

signal~-to-noise ratjo is defined as

S |

b B\ S |

‘ - (B S | 33
<N0>eff <Rb> J | (33)
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where B is the hopping bandwidth, Rb is the bit rate, J is the interfer-
ence power, and S is the sign§1 power. Note that, in using (Eb/NO)eff’
it is assumed that the thermal noise is insignificant to the jammer
power (i.e., 10 dB less than J). For DPSK modulation with soft deci-
sion Viterbi decoding (rate 1/2 or rate 1/3), the required (Eb/NO)eff

is shown in Table 4.

For FH-PN/DPSK, the data modulation is first spread with a PN
code as in DSPN and then the carrier is hopped. Using (33), the
required bandwidth can be determined for the example used in the DSPN
case. For rate 1/3 Viterbi decoding, (Eb/NO)eff = 7.8 dB at P = 1072,

Thus, .
c ‘
b B\ S
b = (-} 2 = 7.8dB, (34)
<N;Lff | (Rb> I

with Rb==32vkbps for the S-band and (J/S) =20 dB, then

B = 19.6 MHz . . (35)

For the Ku-band forward 1link, Rb is equal to 216 kbps. With no
coding on the Ku-band forward link, (Eb/NO)eff = 42.6 dB for Pb= 10'5.

To achieve (J/S) =20 dB, then
B = 393 GHz , (36)

which is clearly impractical; However, if rate 1/3 Viterbi decoding
is used, then (E /Ng), ce = 7.8 dB and B=130 MHz.

Note again that (33) assumes a reasonably high circuit margin
in thermal noise. If this cannot be achieved, then a finer antijam
performance analysis can be made. But even if B was required to be
greater than 130 MHz, the synchronization requirements would not be
increased over the modest requirements of the FH system in the example

‘because the synchronization time is independent of the hopping bandwidth.

2.2.3 Time Hopping

Whereas FH channelizes via different carrier frequencies within

a given bandwidth, time’hopping (TH) channelizes via time slots within

4

T e - o T VTR — P 5 o~ g



Table 4. Antijam

Performance of Frequency Hopping
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Required (Eb/NO)eff Worst Case Jamming
FH/DPSK FH-PN/DPSK

Signal Format (dB) (dB) |
No Coding }

Pb=10'3 27.0 22.6

P, =107 47.0 42.6
R=1/2 Viterbi Decoding

Pb=1o'3 10.4 6.1

P, =107 14.3 10.0
R=1/3 Viterbi Decoding

Pb=1o'3 9.2 4.9

p, =107 12.3 7.8
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| a given time frame. A burst transmission is employed within the slot"
{b selected by a PN code or nonlinear sequence. Provided the TH trans-
mitter can operate at a high peak power but with low duty factor, the
TH system has the same antijam performance as the FH system. The TH
system does not appear practical for the Shuttle system unless the
| t, transmitter is converted‘to a high peak power pulsed operation.

As a conclusion to the antijam techniques for the Shuttle
communications, it appears that a frequency hopping system could
provide the best antijam performance for the Shuttle S-band and Ku-band
forward links with some modification to the demodulator in deriving
carrier phase.
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3.0 TRACKING TECHNIQUES ANALYSIS

As a part of the overall effort to assess the Ku-band system
design and to evaluate possible system simplifications/modifications
that may be achievable, this task requires Axiomatix to study the design
and implementation of tracking techniques which are suitable for incor-
poration into the Orbiter Ku-band communication system. Emphasis is
placed on maximizing tracking accuracy and communications system flexi-
bility while minimizing cost, weight, and system compiexity of Orbiter
and ground system hardware.

In a host of previous studies [6-13], much consideration has been
given to implementation of the three-channel Orbiter modulator, whose
purpose is to generate a signal for simultaneous transmission of three
channels of information on the Ku-band return 1ink. One of the possible
structures for Mode 1 is referred to as the Three-Channel Quadrature
Multiplex Modulator [9], wherein the high data rate channel (50 Mbps)
is biphase modulated on an in-phase carrier and the two lower rate chan-
nels (192 kbps and up to 2 Mbps), after being biphasé modulated onto
quadrature squarewave subcarriers and summed, are amplitude modulated
onto the quadrature carrier (see Figure 22). The reqeiver for the
three-channel quadrature multiplex signal employs biphase Costas Toops
for carrier and subcarrier recovery. While the performance of the carrier
recovery loop has previously been investigated [6, Appendix C], the com-
panion performance analysis for the subcarrier Toop has not. Thus, the
first part of this task focuses on developing the theory necessary to
carry out this analysis. In particular, we begin with a fundamental
study of the tracking performance of biphase Costas loops when subjected
to an unbalanced QPSK input. The plural usage in the phrase "biphase
Costas Toops" refers to the fact that we shall study several different
Castas Toop implementations, each of which has advantages over the others,
depending on the application. Following these more general ana]yses,kwe
shall apply the results specifically to the subcarrier tracking loop of
the Ku-band return Tink. R o '
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3.1 Tracking Performance of Unbalanced QPSK Demodulators

Unbalanced quadriphase-shift-keying (QPSK) used on the Ku-band
return link is an attractive means for transmitting two digital data
streams which have different average powers. The two data streams are
not constrained to have identical data rates nor must they have the
same data format; e.g., one might be an NRZ sequence and the other a
Manchester code. In fact, it is the difference in data rates which
causes the unbalance of power when it is desired to have symbol energies
and therefore error rates on the two channels within the same order of
magnitude. ’

3.1.1 Biphase Costas Loop With Passive Arm Filters

Previous results [14,15] have indicated that, when the unbalanced
power ratio is large, e.g., approximately 4:1 or greater, a biphase
Costas loop is a more efficient demodulator than a fourth-power tracking
loop. These results, however, accounted only for the filtering effect
produced by the two passive arm filters of the loop on the equivalent
additive noise pertuhbing thealoop.. When the bandwidth of these filters
is selected on the order of the data rate, as is typical of optimum
Costas loop design for tracking purposes [16,17], the filtering degra-
dations of the data modulations themselves and the cross-modulation noise
produced by their multiplication in the loop often cannot be neglected.

An ana1ysis that incorporates these additional filtering effects
into the performance characterization of a biphase Costas loop demodu-
lator of unbalanced QPSK is presented in Appendix E. Many of the results
obtained in this appendix are in the form of closed-form expressions
which can easily be evaluated numerically for design and performance
prediction purposes. The generality of the results enables them to be
applied to a wide variety of applications, in particular, the performance

~of the subcarrier tracking loop for the three-channel: Orbiter Ku-band
return link, which will be discussed Tater on. For the moment, we shall
briefly summarize the results given in Appendix E.

It is common practice to characterize the tracking performance
of a Costas loop by the variance of the loop phase error 2 ¢ , often
referred to as the tracking phase jitter. In the linear region of
operation, an expressibn for this quantity is given by
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“2p S ° | (37)
where p T/NOBL is the total power (P ) to noise spectral density (No)

ratio in the loop bandwidth (B ) and SL is the so-called squaring loss,
which rep\esents the add1t1onal degradation in equivalent loop signal-

to-noise ratio relative to a linear loop, i.e., one in which there
exists no noise x noise or signal x noise error signal components. Thus,
from (37), we see that characterization of the loop squaring loss in
terms of system parameters is sufficient for predicting the loop's
tracking performance.

As a numerical illustration of this characterization, consider
the case where the tow rate modulation m](t) is Manchester coded data,
the high rate modulation mz(t) is NRZ data, and the arm filters are
single-pole Butterworth (RC) filters. Then Figure 23 illustrates (for
fixed fractional channel powers " and Ny corresponding to a 4:1 power
ratio on the two channels) the behavior of SL as a function of the ratio
of two-sided arm filter noise bandwidth Bi to the higher of the two data
rates R, = 1/T2, with the ratio of data rates R2/R1 and PTTZ/NO as param-
eters. Assuming PT/N to be fixed, then the variation of squaring loss
with P T2/N directly reflects the effect of changing the high data rate
Ry,- Furthermore, at Tow values of B1/R2, we observe from Figure 23
that additional interesting peaks and valieys of the squaring loss char-
acteristic occur. These extrema represent tradeoffs between SxS distor-
tion and cross-modulation noise or SxN power, depending on which of the '
latter dominates the total noise.

The correspond1ng numerical evaluation of the tracking jitter,
for a fixed ratio of arm filter noise bandwidth to the loop noise band-
width (B,/B ) is shown in Figure 24. The minimum values of c¢ for some
ratios of RZ/Rl represent best design points when the chbined effect
of NxN distortion and cross-modulation noise or SxN power is minimal.
Assuming pT/NO to be fixed, the variation of o, with PfTZ/NO is shown
in Figure 25. As is intuitively true, the tracking jitter performance

" improves with the increase of PrTo/Ng-
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3.1.2 Biphase Costas Loop With Active Arm Filters

In a previous Costas loop study for biphase modulation [16], it
was demonstrated that considerable improvement in tracking performance
could be obtained by employing active arm filters of the integrate-and-
dump type as opposed to passive arm filters. An investigation of whether
a similar performance improvement can be obtained for an unbalanced QPSK
modulation is presented in detail in Appendix F. The highlights of this
investigation are summarized as follows. -

In Section 3.1.1, we observed that, for given values of the data
rate ratio RZ/Rl’ power ratio P]/Pz, and total signa]-to-hoise ratio
in the high data rate bandwidth PTTZ/NO’ an optimum arm filter band-
width or, equiva]ent]y, Bi/RZ’ exists in the sense of maximizing S|
(i.e., minimizing the squaring loss). Using that value of Bi/RZ’ namely,
(Bi/RZ)opt’ and defining the corresponding value of SL by SLopt’ then
the minimum improvement in tracking performance (or, equivalently, in
squaring loss performance) obtained by emp]oying active integrate-and-
dump arm filters as opposed to active arm filters is given by
Ié‘SL/Spr s Where SL is used here to denote the squaring loss of
the Costas loop with integrate-and-dump arm filters.

Closed-form expressions for SL are derived in Appendix F for all
combinations of NRZ and Manchester data formats for the two channels
and both synchronized and unsynchronized symbol clocks. As an example,
assuming single-pole (RC) arm filters as the basis of comparison'for
the Costas loop with paSsive arm filters and assuming unsynchronized
symbol clocks for the Costas loop with integrate—and—dump filters,
Figures 26 and 27 illustrate I (in dB) versus the channel power ratio
P]/P2 with the data rate ratio RZ/R]‘as a parameter and values of total
power-to-noise ratio PT_TZ/N0 typical of coded and uncoded systems. We
observe from these figures that the improvement in squaring loss per-
formance of using integrate-and-dump filters as opposed to sihg1e-po]e
arm filters is_an increasing function of P1/P2 and depends heavily on
the choice of data formats for m](t) and mz(t).

Simi]ar]y, using many numerical illustrations, it is shown in
Appendix F that, for a fixed ratio of data rates and total power-to-
noise ratio in the higher data bandwidth, the squaring loss itself
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increases as the ratio of powers in the two channels increases, and the
rate at which this loss increases (tracking performance deteriorates)
also depends heavily upon the data formats in each channel. Thus, it

is concluded that, when the ratio of data rates is on the same order

of magnitude as the inverse of the power ratio, i.e., approximately
equal signal energies in the two channels, the biphase Costas loop can
be used as an efficient demodulator of QPSK. On the other hand, if the
energy in the two channels is very unbalanced, e.g., one channel is
coded and one is uncoded, then it is still possible to efficiently use

a biphase Costas loop for demodulation of unbalanced QPSK, provided that
the higher data rate channel is Manchester coded. It is understood that
the foregoing conclusions are quite general and are not intended to rule
out specific design situations in which sufficient total power-to-noise
ratio is available to tolerate large squaring losses. In an individual
situation, one must resort to the specific numerical results given in
the illustrations to determine the suitability of employing a biphase
Costas loop for demodulation of unbalanced QPSK.

3.1.3 Biphase Polarity-Type Costas Loop With Passive Arm Filters

In Sections 3.1.1 and 3.1.2, we addressed the problem of tracking
| an unbalanced QPSK signal with a conventional biphase Costas loop with
analog input phase detectors and an analog third multiplier (the one
that forms the loop error.signal). Because of dc offsets associated
with analog multipliers, it is common practice to hard-Timit the
in-phase* channel arm filter output and replace the analog third multi-
plier with a chopper-type device (switched multiplier) which typically
exhibits much less offset (see Figure 28). While it is also possible to
replace the input in-phase and quadrature ana]og phase detectors with
switched multipliers, the impact of doing so on the resulting tracking
performance is minimal since the arm filters will pass only the f1rst
harmonic of these phase detector outputs. Thus, aside from the 8/n
power loss associated with the first harmonic of a square wave, the

*For unbalanced quadb1phase we sha11'arb1trar11y refer to the
in-phase channel as that corresponding to the poxnt of data extract1on
for the higher power signal. '
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performance of the loop would be identical to that given in Section
3.1.1 for an analog third multiplier or that to be presented here for
a switched third multiplier. For ease of terminology, we shall refer -
to a conventional biphase Costas lToop with a switched third multiplier
as a "biphase polarity-type Costas loop" or, even simpler, a "polarity-
type Costas 1oop.“

Generally speaking, introduction of a limiter (hard or soft)
into a system results in signal suppression, the amount of which is
a function of the signal-to-noise ratio at the limiter input. This

"'signal suppression, in turn, reduces the total loop gain and, as a

consequence, the loop bandwidth. Another potential problem with the
limiter under strong signal conditions is that it may increase the
tendency of the loop to false lock.

Appendix G discusses in detail the tracking behavior of the
polarity-type Costas 1odp with unbalanced QPSK input and compares its
performance with that of the conventional Costas loop discussed in
Section 3.1.1 and Appendix E. In particular, for the case of single-
pole Butterworth (RC) arm filters and a particular combination of NRZ
and Manchester coded data on the two channels, the squaring loss
(tracking jitter penalty relative to a linear loop) is evaluated and
illustrated as a function of the ratio of arm filter bandwidth to
higher data rate and total signal power-to-noise ratio in this higher
data rate bandwidth. Also numerically i]]ustrated is the corresponding
mean-squared tracking jitter performance as a function of these same
receiver parameters. A summary of these results is given as follows.
Figure 29 illustrates the variations of SL versus B]./R2 with PTTZ/NO~
as a parameter. Superimposed on these curves (in dashed lines) are
the corresponding results obtained from Figure 23 for the biphase
Costas Toop with passive arm filters. We observe from these numerical
results that, for high signal-to-noise ratios, the hard-1limited 1oop

,actua11y outperforms the conventional loop and, depending on the data
rate ratio, the improvement (in terms of squaring loss) might be as

high as 2.8 dB. 'Also, for a given signal-to-noise ratio and a given
arm filter bandwidth to high'data rate ratio, the squaring loss does
not change significantly with data rates when the ratio of the data
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rates is high. This is particularly true for small values of arm filter

) '~ bandwidth to high data rate ratio. A comparison with the dotted curves
of Figure 29 reveals that the same is not true for the conventional
Costas loop with passive arm filters. However, the fact that the
polarity-type Costas loop produces an improvement in tracking perform-

p ance at high signal-to-noise ratios over the biphase Costas loop with
passive arm filters is not surprising in view of similar results
recently demonstrated for biphase modulation [18].

3.2 Performance of the Subcarrier Tracking Lodp_for the
P Three-Channel Orbiter Ku-Band Return Link

Having examined the many ways in which a biphase Costas loop can
track an unbalanced QPSK signal, we are now in a better position to
analyze the tracking performance of the subcarrier loop for the three-
channel Orbiter Ku-band return link. The primary difference between
the subcarrier loop tracking behavior and that of the loops discussed
jn Section 3.1 is the fact that the in-phase and quadrature data modu-
lations which are input to the subcarrier loop are biphase moduiated

~ onto quadrature square-wave subcarriers as opposed to sine-wave sub-
carriers. A secondary difference is the fact that, since the output
of the quadrature phase detector of the carrier tracking lToop serves
as the input to the subcarrier loop, the performance of the latter
depends on the carrier tracking loop phase error. An analysis which
takes both of these differences into account is given in Appendix H.
For simplicity of numerical evaluation, it was found convenient to
assume perfect carrier tracking. The additional degradation due to
the phase tracking jitter of the carrier loop itself can be easily
assessed from the results of a previous report {6, Appendix C] wherein
the performance of a Costas loop for recovering the carrier from the

- three-channel quadrature mu]tipTex signal was studied.

~Some specific results from Appendix H are summarized below. In

addition to perfect carrier tracking which was already mentioned, the
following assumptions were made. The subcarrier frequency is 8.5 MHz,
the high rate mbdu1ation m](t) in Mode 1 is a rate 1/2, constraint
length 7, convolutional code (NRZ format) with data rate R]= 50 Mbps,
and the arm filters in the subcarrier loop are one-pole Butterworth (RC).
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Under these assumptions, Figures 30 and 31 illustrate the subcarrier
_tracking jitter behavior for a fixed ratio of arm filter noise bandwidth
to Toop noise bandwidth (B /B ). In particu1ar, Figure 30 -illustrates.
the case where mz(t) is NRZ data at 500 kbps and m (t) is Manchester
coded data at 192 kbps, while Figure 31 corresponds to the same param-
eter values as F1gure 30 with the exception that mz(t) is now also
Manchester coded. -In both figures, the rms tracking jitter, 9y (in

% radians), is plotted versus the ratio of two-sided arm filter noise

- bandwidth (Bi) to the higher data rate (Eé) with total power-to-noise
ratio in the higher data rate bandwidth (P T,/N,) as a parameter. It
is observed that the changes in the subcarrier tracking jitter as a
function of Bi/ﬁé are more obvious when mz(t) and m3(t) are both Man-
chester codes than when m2(t) is NRZ and m3(t) is Manchester.

Upon establishing a subcarrier reference signal, the two Tower
rate modulations, mz(t) and m3(t), can then be demodulated. The error
probability performance associated with these two data demodulations
is the subject of discussion in the next section. ‘

3.3 Error Probability Performance of Channels 2 and 3
of the Three-Channel Ku-Band Return Link

Evaluation of error probabiTity performance of BPSK, QPSK, and
offset (staggered) QPSK receivers has been extensively covered in the
literature [19-24]. While the techniques used there are certainly
applicable to démodu]étion of unbalanced QPSK as on the two lower rate
channels of the three-channel signal, the complexity of the evaluation
when the ratio of data rates in the two channels is large prompts one
to look for a simpler calculation procedure. Indeed, such an approach
is possible when the noisy reference loss* is small or, equivalently, -
the effective signal-to-noise ratio in the tracking Toop bandwidth is
large, i.e., the loop operates in its so-ca]]ed ]inear region; Making
such anyaSsumption for purposes of error probability performance evalu-
ation is quite reasonable when one realizes that this very same‘assumption

: "Noisy reference loss" is defined here as the equivalent increase
in signal power required to produce the same error probability as obtain-
able in a perfect1y synchron1zed system



63
9y
> Ry = 50 Mops P_T,/N.=7.5 dB
R, = 500 kbps T2
84 Ry = 192 kbps -
4
= 10
&
74 10 dB
©
64
— 12.5 dB
w0
& 5 54
S
(o]
|
3!;
. ‘934” 15 dB
3¢
e
B
24
S
1+
. ® ~ (Perfect Carrier Tracking)
A 0 | ~ + — ¢ + ‘ \
0 1 2 -3 4 5 6 7 8
| Bi/Fy |
“‘-Q'f Figure 30. Subcarrier Tracking Jitter versus Ratio orf‘ Arm Filter Bandwidth

to High Subcarrier Data Rate R,; PyTp/Ng is a parameter; m](t)
and mz(t) are NRZ, m3(t) is Manchester; Ry >R, >Ry

A U




64

PT;/Ny = 7.5 dB

11 1
]0 -
9 -t
10 dB
8 e
"
o
L A
o
e
- 12.5 dB
-
o 6
;5 15 dB
4 R] = 50 Mbps
R, = 500 kbps ORIGINAL PAGE IS
Ry = 192 Kkbps OF POOR QU
1 - 104 ‘
3 B,/B, =10
= |
,W (Perfect carrier tracking)
D N A R
Bi/RZ S
FiQUre 31. Subcarrier Tracking Jitter Versus Ratio of Arm Filter Bandwidth

to High Subcarrier Data Rate Rp; PrT,/Ng is a parameter; my(t)
is NRZ, mp(t) and m3(t) are Manchester codes; Ry > Ry > R3




4
18
;.
'r:
.
{8

65

has already been implied in assessing the tracking performance of the
subcarrier Toop. The approach taken is to expand the error probability
conditioned on the subcarrier loop phase error ¢ in a power (Maclaurin)
series in ¢ and then, keeping only the first few terms of this series,
average this conditional error probability over the probability density
function (p.d.f.) of ¢. By doing this, we obtain the additional error
probability due to a noisy subcarrier reference as an additive term
directly proportional to the mean-squared phase jitter cf directly
associated with the receiver's subcarrier tracking loop. In this
regard, the results derived in Appendix F play an important role in
assessing this error probability performance. Finally, similar argu-
ments can be advanced to give closed-form results for the noisy refer-
ence loss itself.

Appendix I contains a detailed discussion of the general problem
of assessing the error probabi]ity performance of unbalanced QPSK
receivers under the above-mentioned assumptions. The key results from
this discussion are summarized as follows. In terms of the total
signal-to-noise ratio RT2 (RT2= PTTZ/NO) in the higher data rate band-
width and the transmitted modulation indices Ny ahd Ny defined by

(Py+ P, P, |
R., = —&_2"¢. o = 1+ §=2,3, (38)
T2 NO J . P2+P3

the error probability performance of Channels 2 and 3 become

Ryom 5
] 1 [Py | 7| 2
e, - 2 e JRrz 2 * ’2\/‘7“ exp (-Ryymy) E + 2Ryp g '"32] %

R
H]

o
1]

(39)

where YTQI%/ﬁﬁ is_%;g ratio of data rates and the normalized mean-
squared crosstalk ﬁ32 is tabulated in Table 2 of Appendix F for various
combinations of data formats in the two channels. The corresponding
expressions for the ndisy reference loss (in dB) itself are

R e ' —
1 — 1 M2 | o T7| e
E 7 erfc [Repypng + ?N/—__v—r_— exp (-Rpp vy ng) E *2Rrp 1y "‘32] T4
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M32 2
10 ]‘0910 {]+R2 ]+2R3 <—Y?~> o¢>}
L, =
- R
2
10 169103]+R3E+2R2|—ﬁ-32*—362$
Ly = : (40)
Ry

In applying the results of (39) and (40) to Channels 2 and 3.to
the three-channel SSO Ku-band return link signal, we again assume that
mz(t) is NRZ data with 'a maximum rate R,=2 Mbps and m3(t) is a Manchester
coded data stream at Ry= 192 kbps. Ve further assume that the power
allocation is chosen so that, for the given data rate ratio yT==R2/R3
= 10.42, the signal-to-noise ratios RZ’RB in the two channels are made
equal, i.e., both channels operate at the same error rate. Thus,
R2= R3 implies P2T2= P3T3 and the modulation indices NosNg become

P : Y
A 2 T .
Y T EEE, T eT 0912
P ,
A 3 . 1 |
n3‘ 2 e = YT‘” 0.0876 . (1)

Further, it is typical to design the Costas loop bandwidth on the order
of R2/100 (or 1ess) since most of the power is in the high rate channel
which controls the performance of the tracking loop. Thus, assuming
BL/R2= 0.01,* Figures 32 and 33 illustrate L2 and L3 of (40) versus
B;/R, for error probabilities of 10’4, 10"5, and ]0'6, corresponding
respectively to R2= R3==8.4,-9.6, and 10.5 dB. - Several conclusions

may be drawn from these figures. - First, the noisy reference loss on
Channel 2 is considerably smaller than that of Channel 3. The principal

*Smé11er‘va1ues of By /R, as would be typical in practical receiver
3’ '
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reason for this can be easily explained in terms of the result in (40),
where it _is observed that the effective cross-modulation loss on Chan-
nel 2, ﬁ;é » is divided by Yyp» which in this case has a value equal to
10.42. Secondly, for either channel, the noisy reference loss decreases
with increasing error probability. This is intuitively satisfying when
one realizes that the slope of the error probability versus signal-to-
noise ratio curve becomes steeper as PE becomes smaller and thus, for

a given'o¢, the parallel ideal and noisy synchronization error proba-
bility curves become closer together. Finally, we observe that there
exists an optimum arm filter bandwidth (for fixed Eé) in the sense of
minimizing Ly, 1=2,3. Since only of depends upon this bandwidth, it
is clear that this bandwidth choice is identical to that which minimizes
of or, equivalently, the loop squaring loss. Note that, if BL/R is
decreased, then the noisy reference loss will also decrease, since the
equivalent loop signal-to-noise ratio p increases.

In summary then, it is concluded that the crosstalk degradation
due to noisy subcarrier demodulation references is quite small (on the
order of tenths of a dB or less, depending on the particular channel
and the ratio of Toop bandwidth to data rate in that channel). When
the higher data rate channel is 1 Mbps Manchester coded data, then since
both channels are now Manchester coded, the crosstalk loss would be even
smaller.

While the results of Appendix I have been directed principa]]y
toward the demodulation of unbalanced QPSK by a conventional (single-

channel) Costas loop, the expressions for average error probability

[see (39)] and noisy reference loss [see (40)] apply in a much broader
sense. In particular, the two-channel type Costas loops discussed in
[25,26] have a mean-squéred phase jitter given by (37) where, however,
SL is a much more‘complex function of the varjous system parameters
such as data rates and channel power ratios. Nevertheless, once S|

{and thus o } is determined, (39) and (40) apply directly toward

evaluation of the noisy synchronization reference effects of these
Toops on error probability performance. Further discussion of the
performance of two-channel Costas 1oops along these and other lines

s presented in the next section. F1na1]y, other possible app11cat10ns ,

of the results derived in Append1x I pertain to demodulation of
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unbalanced QPSK using a biphase Costas loop with switching type multi-
pliers. Once again, (39).and (40) apply, provided that an expression
for the squaring loss can be found (see, for example, Appendix G).

3.4 Techniques for Improved Tracking of Unbalanced QPSK Modulation

As part of the ongoing effort to investigate tracking techniques
for improving communications efficiency on board the SSO, Axiomatix

_undertook to reexamine previous work [25,26] on the problems of carrier

synchronization of an unbalanced QPSK (UQPSK) signal format, starting
with the well-known maximum a posteriori (MAP) estimation technique as
motivation for deriving closed Toop tracking configurations. Such
carrier reconstruction implementations are suggested upon examining
the gradient of the likelihood function whose solution is the MAP esti-
mator of carrier phase. ) ‘

In general, the closed loop implementation which results from
application of MAP estimation theory to the problem of carrier phase
estimation (herein referred to as the MAP estimation loop) is impractical,

primarily because of the difficulty of implementingvthe hyperbolic.
tangent nonlinearity suggested by using the gradient of the 1ikelihood
function as an error control signal in the loop. To arrive at practical
realizations, one ordinarily épproximates this noniinearity with simpler,
more easily implementable functions. In the past, authors have employed
the approximations '

tanh x = sgn x3 x large ' : (42)

and tanh x- = X 3 , Cox osmall. (43)

Since the input to the nonlinearity is a monotonic function of signai-
to-noise ratio (SNR), then the approximations of (42) and (43) corre-
spond, respectively, to conditions of high and low SNR. :

In Appendix J, we reexamine some of these approximations and the
optimum structures which result. Using a slightly more sophisticated

- approximation of the nonlinearity, new and interesting structures are

presented, first for QPSK as an example and then for'UQPSK, which over-
come some of the deficiencies posed by MAP”receiVer‘structures for these
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same modulations suggested by authors in the past. The equivalence of
the new QPSK structure (Figure 34) with the well-known quadriphase Costas
loop is discussed in Appendix K. Furthermore, it is demonstrated that
the new UQPSK structure (Figure 35) allows carrier reconstruction at

all ratios of data rates and powers in the two channels, even in the
1imit of balanced QPSK.

In addition to arriving at new structures for optimum tracking
of balanced and unbalanced QPSK, the practicality of the two-channel
type carrier reconstruction loop for UQPSK is discussed in detail in
Appendix J, paying particular attention to its sensitivity to variations
in channel gains. Rather than go into the details of the performance
of the loop in Figure 35, we instead investigated in Appendix J the
sensitivity to gain variations of the simpler loop (Figure 36) found
in [25,26] and used these results qualitatively as being indicative of
two-channel Costas-type configurations. Actually, to make 1ife even
~simpler, we performed our sensitivity analysis on the equivalent loop
to Figure 36, where active (integrate-and-dump) arm filters were used
in place of the passive arm filters and, furthermore, the channel gains
2/5;/N0 and 2/557N0 were replaced by arbitrary channel gains /KT'and /KE.

It is shown there that, whereas the channel gains /KT and /Kg
were "optimally" chosen in [25,26] from MAP estimation considerations,

a different selection of these gains based upon directly optimizing the
loop's tracking performance can yield as much as a 10 dB improvement in
this performance. The significance of this statement is not so much the
fact that the tracking performance can be enhanced by a better choice of
gains, particularly since these'gains are now theoretically signal-to-
noise ratio dépendent, but rather the high degree of sensitivity of the
performance of the MAP estimation-type loop to variations in the channel
gains themselves. ' ‘ »

To provide quantitative verification of these points, Figures 37
through 39 illustrate the squaring loss S corresponding to the two
possible selections of channe]_gains,'versus the power ratio Ap with
the data rate ratio A, =n (n integer) fixed and. the total power-to-noise
ratio in the high data rate bandwidth_c]: PTT]/N0==-3 dB and 10 dB. The
values of .n selected for these plots range from balancesc (n=1) to
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highly unbalanced (n=10) data rates. Several points are worthy of note
from the results in these figures. First, from Figure 37, we observe
that, for the balanced data rate case (n=1, Ap arbitrary), both chan-
nel gain selections produce the identical squaring loss. Another case
where the two channel gain selections produce the same result is that
for which the channels have equal energy, i.e., A_=1/n. Since, from
[25,26], the "optimum" value of KZ/K] as motivated by MAP estimation
theory is

A .
== 2, | (44)

which is independent of signal-to-noise ratio, then for the equal energy
case, we have KZ/KT= Agﬂ.

Second, the difference between the true optimum squaring loss
and the value given by selecting the channel gains as in [25,26]
increases with increasing n. Also, for fixed n, these differences
are much more significant at higher values of total power-to-noise
ratio & in the high data rate bandwidth than at the lower values. As
an example, for n=10 and g = 10 dB, we see from Figure 39 that, for
equal powers (Ap= 1), the optimum squaring loss is 10 dB smaller than
that predicted by MAP estimation channel gain selection. The same com-
parison at ¢, =-3 dB only shows a 1.4 dB improvement.

Third, the true optimum (minimum) squaring loss decreases with
increasing Ly regardless of the values of n and A, except for the
case of small Ap and n=1.

Finally, it can be shown that Figure 37 is representative of the
one-channel Costas loop performance for all n and Ap; hence, these
curves represent Tower bounds on the squaring loss performance for the
two-channel qonfiguration. That is;_for'?ixed cT and Ap’ the two-
channel Costas loop will exhibit a smaller squaring loss for any data
rate ratio n than'the~vaiue indicated in Figure 37. This performance
comparison between one- and two-channel Costas Toops is made in Figure 40
where the ratio 5 = SL{Z-channel/SL|1—chanhe1 (in dB) is plotted
versus A with g, (in dB) as a parameter and A = 1/n. Clearly, for

p , . :
Ap approaching unity, the iimprovement becomes infinite; however, we
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recall that, in this limiting case, neither the one-channel nor the
two-channel loop is capable of tracking at all, i.e., SL goes to zero
for both.

In conclusion, we point out that the MAP estimation theory pro-
vides good intuition for implementing closed loop tracking configurations
for UQPSK modulation; however, care must be exercised in selecting the
ratio of gains between the two channels of the resulting configuration.
In this regard, two options are available, namely, (1) that gain ratio
which is motivated by MAP estimation theory and is independent of
signai-to-noise ratio and (2) that ratio which minimizes the loop
squaring l1oss and is dependent on signal-to-noise ratio. The differ-
ence in squaring loss between these two choices of gain ratios can be
as much as 10 dB for certain values of data rate ratio and power ratio.
When the signal energies in the channels are chosen equal, then both
gain ratios. also become equal and yield identical squaring loss perform-
ance. Even in this case, the two-channel Costas loop of [25,26] is
capable of tracking balanced quadriphase. By an extension of the power
series approximation used for the hyperbolic tangent nonlinearity which
arises from the MAP estimation approach, we have been able to demonstrate
a carrier reconstruction loop for UQPSK (Figure 35) which should yield
better performance than the above-mentioned two-channel loop as the
modulation becomes more balanced; in particular, it acts like a quadri-
phase Costas loop in the limiting case of balanced QPSK. A detailed
analysis of the tracking performance of this loop will be considered
in the future. ' '

3.5 Costas Loop Tracking Performance on the Shuttle S-Band
Uplink in the Presence of Residual Carrier

We conclude the tracking techniques aha]ysjs task with an inves-
tigation of the effects of residual carrier on the Costas loop tracking

performance of the Shuttle S-band uplink.

Traditionally, a Costas loop is intended for use in receivers
which must reconstruct a carrier reference from an input signal whese
carrier component is totally suppressed, e.g., a biphase modulated
carrier. On the Shuttle S-band uplink, however, during the time when

~both data and a ranging subcarrier are linearly modulated on the same
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carrier, the data modulation index is not #/2. -Thus, in this instance,

the Costas loop is called upon to accurately track a signal whose

=7

carrier component is not c0mblete1y suppressed.

Eg A simple block diagram which, for the sake of analysis, charac-
;f terizes this situation is illustrated in Figure 41. Included in this
e . illustration are the means by which the data and the ranging subcarrier
f§' are extracted using'the in-phase demodulation reference generated by

8

the loop. v

Several keyvquestions arise relative to the performance of the
Costas loop under these unorthodox conditions:

1. Is the loop cépab1e of successfully tracking the input
independently of the value of the data modulation index?

2. Is it possible to extract the ranging subcarrier as shown

if the data modulation is removed?

3. What is the additional threshold power-to-noise ratio
required to operate the loop in the PM (ranging and data) mode as
compared to the PSK (data only) mode?

4. What tradeoffs exist between power in the ranging channel
and loop threshold performance as a function of the data and ranging
modulation indices? ,

The answers to these and other questions related to the perform-
ance of Costas loops in the presence of residual carrier are given in |

Appendix L, where a theory is established for such. performance as a
function of the parameters which characterize the system tracking
behavior. The key results from Appendix L are summarized below.
First, it is demonstrated that, in the residual carrier mode of
operation, there exists a critical data modulation index below which

the loop will not operate, regardless of the value of signal-to-noise
ratio. An expression for this critical modulation index is given as
follows. Consider the Costas demodulator illustrated in Figure 41
whose input signal is of the form '

s(t,0) - V2P sin [yt + de(t) + B, sin (msct+ er(t.))' + 8], (45)

where P is the total received power, Wy is the carrier radian frequency
and 6 the corresponding input phase to be estimated, By s the data
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modulation index with d(t) the data waveform, and By is the ranging
subcarrier modulation index with w. the radian subcarrier frequency
and er(t) the tone ranging modulation. Then, if

0y & <@e)> = [ s, la(s 2n ) Por (46)
represents the power in the data modulation at the arm filter output
with Sm(f) denoting the power spectral density of the unfiltered data

d(t), when

cot? 8y = D, (47)
the loop S-curve vanishes and the loop will not lock at any loop signal-
to-noise ratio. For values of 8, less than the critical value satis-
fying (47), the loop locks at ¢ = #(2n+1) /2, n=0,1,2,.... For
values of B4 greater than this critical value, the loop locks at
@ =tnm, n=0,1,2,....

Table 5 tabulates the critical values of data modulation index
for the various data symbol rates RS of interest on the S-band uplink,
wherein the data is Manchester coded and the Costas loop arm filters
are assumed to be single-pole Butterworth (RC) with 3 dB cutoff fre-

quency fC and two-sided noise bandwidth Bi= wfc.

Table 5. Critical Values of Data Modulation Index on the S-Band Uplink

; " \
R, - £ By/R, Doy (Bd’crit

32 kbps (Low

Data Rate Uncoded) 134 kHz 13.155 0.886 = .  0.8157 rad

96 ksps (Low o - ; |

Data Rate Coded)  'ot Kz 4.385 0.6636 0.8872 rad

72 kbps (High S i
data Rate Uncoded) 308 kHz 13.44 0.8884 0.815 rad

216 ksps (High

Data Rate Coded) 308 kHz 4.48 0.670 0.8848 rad

ORIGINAL PAGE IS
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Second, the performance of the ranging channel is characterized
both when data modulation is on and when it is off. For either case,
the signal.power in the ranging channel is given by

P = 2P cos2 B, le (BS) cos2 @ _ (48)

r

where, for large pSL,

2 o 1
cos" @ £ 1 - — . , (49)
pSL

Then, when the data modulation is on, we note from (45) that, as the
value of 84 is increased beyond its critical value as determined from
(47), the carrier becomes more suppressed and thus the Costas loop
tends to track better. However, as By is increased, cos By decreases
and thus [from (48)] the power in the ranging channel Pr tends to
decrease because of this. Since the power in the ranging channel is
proportional to both cos2 By and the accuracy of Costas loop tracking
(through the factor cos? @), a tradeoff exists with regard to the
selection of the data modulation index. ‘

When the data modulation is removed, i.e., By = 0, then as pre-
~ viously mentioned, the Toop will now Tock up around ¢ =u/2 (as opposed
to ¢ =0). This is equivalent to saying that the in-phase and quadra-

ture demodulation reference signals switch roles. Thus, since the
ranging subcarrier component in the input signal s(t,6) is now demodu-
Tated by the quadrature carrier reference signal, then from (48), we
have that (for large loop signal-to-noise ratio) Pr5 0. The conclusion
to be reached then is that, in order to extract range information as
in Figure 41, the data modu?étion cannot be turned off at the transmitter.
The third key result concerns the comparison of threshold tracking
performance in the PM versus the PSK mode. Tracking threshold is typi-

cally specified as the minimum input signal level for which the mean
time to loss of lock is greater than or equal to 10 seconds. This con-
ditjon is uniquely specified by the loop signal-to-noise ratio or,

equivalently, o Thus, two modes of operation, e.g., PM and PSK,

2¢ "
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will have identical tracking thresholds if the total power-to-noise
ratio P/N0 is adjusted in one relative to the other to produce the same
20 in both.

The baseline design of the S-band network transponder under
development by TRW calls for B = 1.0 rad and By = 1.1 rad. Performance
tests on the engineering model, as reported in the network transponder
CDR package [27], reveal the following track1ng threshold s1gna1 levels
in the PSK mode’ (through TDRS):

g

Table 6. Tracking Threshold Signal Levels ih the PSK Mode

Data Rate Temperature Signal Level

Low Data Rate 70°F -104.2 dBm

(32 kbps uncoded or 120°F -102.4 dBm

96 ksps coded) -20°F -104.2 dBm

High Data Rate 70°F -103.7 dBm

(72 kbps uncoded or 120°F . -101.4 dBm
216 ksps coded) -20°F (SSP will not hold

Tock -100 dBm)

The input noise power spectral density is -151 dBm/Hz. Thus,
the maximum measured P/N0 is 48.6 for the low rate and 49.6 for the
high rate modes. Assuming these threshold values of P/N0 for PSK
operation through the TDRS, Table 7 tabulates the values of various
system parameters leading up to the calculation of P’/N0 (total power-
to-noise ratio in the PM mode). Also indicated in the table is the
dB increase in power-to-noise ratio required to go from the PSK to the
PM mode through the TDRS.

Table 8 illustrates the power-to-noise ratio Pr/NO in the ranging
channel [as computed from (48)] for the same parameters as in Table 7
and operation in the PM mode. , : »

~Finally, tracking threshold pefformance is examined as a func-
tion of data and ranging modulation indices. This threshold, when
operating in the PM mode, can be reduced (relative to that in the PSK
mode) by reducing the ranging modulation 1ndex»8$ and/or increasing
the data modulation index By (i.e., suppressing the carrier more).
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Table 7. System Parameters for Calculation of P'/N0

P/N0 = 48.6 dB, BS = 1.0 rad, Bd = 1.1 rad

Data Rate KDDm ' PT/N0 (dB) P (dB) P'/NO (dB) AP/N0 (dB)

32 kbps 0.829 3.549 -4.642 54.23 5.63
96 ksps 0.5078 -1.223 - -4.642 55.01 6.41
72 kbps 0.8326 0.0267 -8.257 53.83 - 5.23
216 ksps 0.5166 = -4.745 -8.257 54.50 5.90

Table 8. Power-to-Noise Ratio in the Ranging Channel

P[N0 = 48.6 dB, B = 1.0 rad, By = 1.1 rad,

BL =200 Hz
Data Rate Pr/NO (dB)
32 kbps 43.21
96 ksps 43.97
72 kbps o 42.78
216 ksps 43.41

X P eC. s e " " 1 ey e &y cid i -
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‘Unfortunately, however, both of these changes also reduce the power-

to-noise ratio in the ranging channel. To see these effects quanti-
tatively, Figure 42 illustrates the tracking threshold power-to-noise
ratio for PM operation as a function of ranging modulation index for
fixed data modulation index, and Figure 43 illustrates the ranging
channel power-to-noise ratio as a function of thesé same parameters.
The value of P/NO for PSK operation is again chosen equal to 48.6 dB
and the results are given for both uncoded and coded low data rates.
We observe from Figure 42 that, as By approaches /2 (fully suppressed
carrier), the tracking threshold becomes virtually insensitive to data
rate. A similar phenomenon is observed in Figure 43 for the ranging
channel power-to-noise ratio. Using the information in these curves,
along with the ranging channel bandwidth and the required signal-to-
noise ratio in this bandwidth turned around to ground, one can select
values of Bg and By to meet the additional requirements on increase

in tracking threshold for PM versus PSK operation.
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4.0 PAYLOAL COMMUNICATIONS STUDY

The Ku-band system currently provides a return 1ink wideband

~and narrowband bent-pipe. This study assessed the design and perform-

ance of the return link bent-pipe relay mode for attached and detached
payloads. As part of this study; a design for a forward link bent-pipe
is also proposed, and its performance is evaluated for attached and
detached payloads. Critical Ku-band system parameters have been '
identified and optimized such that cost and complexity have been

~minimized, and the basic data transmission capabi]ities that can be

accommodated for payloads have been identified for both forward 1ink
and return link bent-pipe relay modes.

4.1 Forward Link Bent-Pipe Relay Design

The present Ku-band system design does not inc]ude'provision for
a forward link bent-pipe relay mode. This section proposes a possible
modification to the Hughes Aircraft Company (HAC) Ku-band forward link
design to accommodate forward link bent-pipe signals to attached or
detached payloads. A simplified block diagram of the HAC forward 1ink

| design is shown in Figure 44. The “F receiver is in the Deployed

Electronic Assembly (DEA), The input to the Electronic Assembly 1-
(EA-1) is at 647 MHz IF. The EA-1 provides IF ahp]ification, automatic
gain control (AGC), and automatic level control (ALC) for the remaining
demodulation circuits in EA-1. The PN spread spectrum modulation is
removed by the PN tracking loop while the Costas loop tracks the
carrier to comp]ete the demodulation of the data. The output of the

"EA-1 is buffered with an AGC. The input to the Signal Processor

Assembly (SPA) is either switched to the Network Signal Processor
(NSP) directly or bit and frame synchronized in the SPA. In the
second mode, the demultiplexed 72 kbps operational data is sent to
the NSP while the demultiplexed 128 kbps data is sent to the payload

‘processor. In order to implement a forward link bent-pipe mode, an

additional output is needed from the Costas Toop and an additional
switch is needed in the SPA. The switch in the SPA allows either
normal data, bent-pipe data modu}atednon the carrier, or bent-pipe
data modulated on a subcarrier to be output to~the”pay1oad.‘

AL PAGETS
ORIGINAL PAGE IS
OF POOR QUALITY
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The outputs of the Costas loop for normal data and the bent-pipe
data are presented in Figure 45. In the normal data demodulation, the

- Costas loop has been designed to reconstruct a carrier reference from

the input signal whose signal component is totally suppressed (e.g.,

a biphase modulated carrier). For the beht-pipe mode, the Costas loob ,
must accurately track a signal whose carrier component is not comp’otely
suppressed. As is the case for a Costas loop with a ranging waveform
modulated on the subcarrier of the received signal, several key queStions
arise relative to the performance of the Costas loop when bent-pfpe

data is present. These questions are repeated here for convenience.

1. Is the loop capable of successfuly traeking the input
independent of the value of the data modulation index?

2. Is it possible to extract the bent-pipe data modulated
on a subcarrier if the normal data modulation is removed?

3. What is the additional threshold signal-to-noise ratio

 required to operate the loop in the PM (i.e., residual carrier) mode

as compared to the PSK mode?
4. What tradeoffs exist between the power in the bent-pipe-
channel and loop threshold performance as a function of the normal

‘data and the bent-pipe'data modulation indices?

Appendix L presents the detailed analysis to answer these questions for
the general case of Costas loop‘tracking in the presence of a residual
carrier. To determine the performance of the Costas loop with the
bent-pipe data, consider the 1nput s1gna1 of the form

s(t,e) - vl sm“[mot+;sdd(t)+siS s1n’(msct+6bp(t))+e], - (50)

where P is the total received power, wg is the carrier radian frequency
and 6 is the corresponding input phase to be estimated, By is the data
modu]atIOn index with d(t) either the normal data waveform or the bent-
pipe data waveform when modulated on the carrier, and B is the bent-

pipe subcarrier modulation index with o . the radian subcarr1er fre-

quency and 6 (t) the bent-pipe data Waveform Using the results

,presented in Sect1on 3.5 and Appendix L, the performance of the sub-

carrier bent-pipe channel is character1zed both when By is equal to zero
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(i.e., data modulating the carrier directly is not present) and when Bd
is nonzero (i.e., data modulating the carrier directly is present) by
the bent-pipe signal power Pbp to the total power P.

P .
bp 2 2 1 v
——P—E' = 2 cos (Bd)J] (BS) E' DSL] ’ (5]) !

where p is the signal-to-noise ratio in the loop bandwidth BL given by

~ et g )
: i : NOBL ,

and where SL is the squaring loss in the Costas loop. The squaring
loss SL is derived in Appendix L to be
) .
~ JS(BS) [Dm s1‘n2 (Bd) - cos2 (Bd)]2
; : S, = ; ) (53)
sin (ZBd)

12 B. /R,
0 (Bs )[cos (By) + D, KDsm (8g)1+ — Rd *Ry 0(s)

for NRZ data. The data distdrtion faétor Dm for NRZ data with RC
filters as the lowpass arm\fi]ters in the Costas loop is given by

. | 1 1 ] < zsiﬂ (54),
3 D, = - g7 [V -exe (-7 | |
- : m ZBi/Rs RS |

The factor DmKD in (53) is found in Appendix L to be

@, S ~ ) 3 - (3+ ZBi/R‘s) exp (-231/}?5) .
b : mD S ' 4B;/R¢ ’ .

The term B, /R is the ratio of the two-sided noise bandwidth of the
~ Towpass arm fl}ters in the Costas loop the the data rate. The signal

energy per bit-to-single-sided noise spectral density, Rd’ is given by
o . ,
R, = 15— (56)
. ,‘d  NORS
»

F
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Figure 46 presents the ratio of subcarrier bent-pipe signal power
Pb to total power P as a function of modulation indices. The curves
of Figure 46 are computed from (51). It may be observed that the curves
for Rd= 5 dB and Rd= 10 dB coincide, .and hence the bent-pipe data -
demodulation performance is insensitive to Rd‘.

Another key performance parameter is the additional power required
to operate the Costas loop in the PM mode. iLet P' denote the signal
power in the PM mode to achieve the same performance as PSK data with
power P. Then the ratio of P'/P is the factor by which the signal power
must be increased in order not to degrade the normal data bit error
probability. Appendix L shows that

vohe e

where
_ .4 .2 2
A= dy(8) (D, sin (Bs) - cos” (8y)] |
2
B = -J.2(8.) [cos® (8,) +D K- sin® (8,)] !
=Jg UBg d’ *on%p d (B.7R)
‘ D K+ '
m "D 4Rd
2
(B./R.) D
C= - —p B (58)
D K.+.._.._1___s._
m D 4Rd

Figures 47 and 48 present the ratio P'/P as a function of hodu-
lation indices for Rd= 5 dB and Rd= 10 dB, respectively. From these
figures, it may be sean that, as Bd increases (i.e., approaches PSK),
the ratio P'/P approe es 1. Alqo, &s Rd is 1ncreased there is only
a small increasz2 in . e ratio P /P for large Bd but, for Bd-1 T,

“increasing Rd from 5 dB to 10 dB increases the required P'/P by 0.4 dB.

B The tracking performance of the Costas loop in the PM mode is
also an important design parameter. The tracking phase jitter which
degrades the power in the data and subcarrier bent-pipe channels has
variance
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oy = -p—-;TE s | (59)
where p and 5, are given py (52) and (53), respectively. For B = 1.0
and By = 1.1, the standard deviation o of the tracking phase jitter

in percent radians is presented in Figure 49 as a function of Rd and
the ratio of Costas loop arm filter to normal data rate. Note that
increasing the ratio of Bi/Rs greater than 2 drastically degrades the
tracking performance. The optimum value of Bi/Rs for the PSK mode is
1.4 and this seems to be a good value for the PM mode as well. There-
fore, the Costas loop need not be modified for bent-pipe operation

but the additional output from the quadrature arm is required in EA-1
if bent-pipe data is to be modulated on a subcarrier. Also, as Figures
46 through 48 have shown, there will be some degradation to the normal
data in the PM mode, depending on the modulation indices.

4.2 Return Link Bent-Pipe Relay Design

The return link bent-pipe mode for payloads allows transmission

~ of data that is not in the standard NASA format. Thus, multiple formats

and multiple modulators/demodulators can be used by the payloads. The
design goal for the bent-pipe mode is to minimize the signal processing
in the Orbiter for data that does not meet the standard NASA format.
Therefore, no Orbiter control of command or telemetry for the bent-pipe
data is proposed. Rather, the Orbiter will act as a relay which will
either merely make a frequency translation at IF ok perform RF demodu-
Tation and remodulation on a new carrier. -

The block diagram for the return 1ink bent-pipe is shown in
Figure 50. Channel 1 is primarily an analog commercial TV channel
with a bandwidth of 4.2 MHz. Alternately, however, Channel 1 may
consist of one of the other data channels shown, namely, 4.5 MHz of
analog data or up to 4 MHz of NRZ digital data.

The remaining Channe]s are to be modulated onto an 8.5 MHz square-
wave unbalanced QPSK subcarrier. The power split is 4:1. The 20% input
is desighated as Channel 3 and consists of a 192 kbps Bi-¢-L data

,Channel‘from the network signal processor. The 80% input, Channel 2,

is generally from the payload system and consists of up to 2 Mbps of
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data in the NRZ format. As shown in Figure 50, Channel 2 may also con-
sist of information from recorder playbacks.

Among the various candidate signal formats that are expected to
be transmitted via nonstandard bent-pipe is a 16 kbps Bi-¢-L data
stream on a 1.024 MHz subcarrier. A block diagram of the transmitter
is shown in Figure 51. Figufe 52 shows a block diagram for a possible
implementation of the ground receiver. At the receiver, the post-
detection filter for the 8.5 MHz subcarrier has a bandwidth of 7.6 MHz.
The LPF for the analog TV channel is 4.2 MHz. The 16 kbps data signal
on the 1.024 MHz subcarrier was also tested in Channel 1 as shown in
Figure 52. The bandwidth of the prefilter for the 1.024 MHz subcarrier
is set at 160 kHz. .

The FM deviations are set at the transmitter by adjusting the
gains G], G2 and G3, each individually with the other signal inputs
removed, as follows:

Gain Channel + AF
G] 8.5 MHz subcarrier 6 MHz
G, TV - Channel 1 11 MHz
6, 16 kbps on 1.024 MHz sub- 5 MHz

carrier in Channel 1

The total range of the instantaneous frequency deviation is 24AF in each
of the above cases. | S

In the wideband bent-pipe mode, the bent-pipe payload data is
transmitted in Channel 1. The concern in this mode is that, for low
signal bandwidths (or low data rates), the S/N in the 4.5 MHz band-
width at the transmitter will be so small that the FM discriminator
on the ground will be below threshold. However, the S/N in the 4.5 MHz
bandwidth at the transmitter will not affect the performance of the
bent-pipe mode, but rather the S/N in the signal bandwidth is the
‘parameter that determines the performance. This occurs because the
noise at the transmitter is treated as signal by the FM discriminator
so FM threshold will not occur unless the total received signal power,'
(i.e., signal plus noise from the transmitter) is too small compared
to the noise power at the receiver. Thus, the FM discriminator restores
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the signal-plus-noise waveform that was present at the transmitter.
Following the FM discriminater, the post-detection signal demodulator
must contain a filter matched to the transmitted signal if the signal
is to be optimally demodulated. If the post-detection filter is
matched to a signal with a 4.5 MHz bandwidth, then demodulating a

16 kbps signal will not be optimum, and required S/N in the 4.5 MHz
bandwidth will have to be increased drastically. Therefore, the pér-
formance of the wideband bent-pipe mode is a function of the ground
post-detection demodulation filter being matched to the transmitted
signal and not due to the FM threshold.

In the narrowband bent-pipe mode, the bent-pipe pay]oad data

is transmitted in Channel 2. The main concern in this mode is the

S/N in the 4.5 MHz bandwidth of the Payload Interrogator (PI) will be
so small that the ground subcarrier tracking loop presented in
Section 3.2 will lose lock and the operational data will also be

lost. If the S/N in the PI 4.5 MHz bandwidth is small, then the
effective data rate in Channel 2 will be 4.5 Mbps. Since the ground
subcarrier tracking loop is designed for a maximum of 2 Mbps in
" Channel 2, the signal distortion due to lowpass filtering of 4.5 Mbps |
will increase, and the squaring loss of the Costas loop will increase
also. Therefore, the ground subcarrier tracking loop performance will
degrade and lose lock at a much higher received S/N in the 2 MHz band-‘
width. In order to establish the required S/N in the PI 4.5 MHz band-
~width for the narrowband bent-pipe mode, a test of the HAC digital
impfementation of the subcarrier UQPSK modulator should be made for

~the narrowband bent-pipe signals at low S/N. Depending on the effective

bandwidth of the HAC subcarrier modulator, the PI 4.5 MHz bandwidth
may have little significance.

A proposed way of combating low S/N in PI bandwidth is to deVise
a sque]Ch'circuit that would not send a signal to the Ku-band system
from the PI unless the S/N in the PI bandwidth was greater than 7 dB.
The design of the squelch circuit is a prob1em,beCause, without know1-
edge of the signal structure, which is unlikely in the bent- pipe mode,
it is difficult to determine the signal waveform from noise. It should
be noted ‘that, instead of a squelch, -the ground operat1ons cou]d a]ways
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command the Ku-band system out of the narrowband bent-pipe mode if the
ground subcarrier tracking loop loses lock and the operational data
is not being'demodulated.

To solve the low S/N problem in the narrowband bent-pipe mode,
a test should be made with the HAC digital subcarrier UQPSK modulator,
and an analysis of low S/N signals in Channel 2 should be developed to
compare against the test results.
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APPENDIX A
BIT ERROR RATE DEGRADATION OF THE KU-BAND RETURN LINK CHANNEL
DUE TO NRZ DATA SYMBOL ASYMMETRY
® by
' Marvin K. Simon

_ The high data rate link from the Shuttle Orbiter through the TDRSS

; & to the ground takes NRZ symbols at 50 Mbps and encodes them with a rate 1/2,
: constraint length 7, convolutional code. The bit error rate performance

of the convolutional decoder depends, among other things, on the symmetry

of the modulation. Any asymmetry in the NRZ symbols entering the symbol

LY synchronizer causes a misalignment in the symbol synchronization clock

| which degrades the integrate-and-dump output and any soft or Hard decisions

derived from it for input to the decoder. For a specified degree of asym-

metry (in terms of a fraction of a symbol interval), the bit error rate

e degradation is dependent on the transition probability of the data.’

C1ear1y, if the data transmitted was either all ones or all minus ones,

then misalignment of the bit synchronization clock would have no degrading

| effect on the integrate-and-dump output since, for each symbol, this cir-

; ) cuit would integrate up to its maximum value before being dumped. On the

? other hand, when the data is an alternating sequence, then the worst case

degradation results, since the transition which occurs at the end of each

symbol in combination with the symbol synchronization clock misalignment

{ L 23 prevents the integrate-and-dump output from reaching its maximum value.

; ; To quantitatively determine the degrading effect of NRZ symbol

; f asymmetry on error rate performance, consider first the alternating NRZ

; sequence illustrated in Figure la, where the +1 symbols are elongated by

; @{ AT/2 (relative to their nominal value of T sec) and the -1 symbols are
shortened by.the same amount. Thus, AT represents the relative difference
in length between the +1 and -1 symbols. The data asymmetry is defined

; as the ratio of the difference in length between the +1 and -1 symbols

. ® ‘to the sum-of their lengths, i.e., ‘

T(1+3) - T(1-%)
T(1+3) + T(1-%)

e

=gl (1)

Asymmetry

In the absence of noise, the timing instants for the in-phase
integrate-and-dump (i.e., the epoch of the symbol synchronization clock)

are determined as follows. The mid-phase integrate-and-dump in the symbol

j.
.
L

IR SN
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Figure 1. "Symbol Synchronization Waveforms: (a) Input Alternating Data

Sequence; (b) Mid-Phase Integrate-and-Dump Output
Phase Integrate and Dump Qutput

(c) In- -



synchronizer integrates across the transitions in the data symbol stream
and determines the magnitude of the symbol synchronization error signal.
In the steady state, this error signal must have zero value, on the average.
Letting eT denote the misalignment of the symbol synchronization clock,
then from Figure 1b we see that, when integrating across a negative data
transition, the output of the mid-phase integrate-and-dump is given by
1,4 A

V= (G+o-e)T - (b-24e)T = (a-20)T. (2)
When integrating across a positive data transition, the same output is
given by '

v, = -(JZ—’-E)T+(%+E)T = 2T, (3)

Figure 1c illustrates the in-phase integrate-and-dump output for the two
types of data transition (negative and positive). For the negative data
transition, we notice that the in-phasé ihtegrate-and-dump output reaches
its maximum value and thus no degradation results. For the positive data
transition, this same output is degraded by the factor (1-4¢). Thus,
since the symbol synchronization clock misalignment e is determined by
equating the average of the product of the mid-phase integrate-and-dump
output and the sign of the difference of two adjacent in-phase integrate-
and-dump outputs (or, equivalently, the sign of the data transition) to
zero, i.e., V -V_=0. Thus, from (2) and (3),

2¢T - (4-2¢)T = 0, , , (4)
or .
A
; = T. (5)

Assuming then a clock misalignment as in (5) and Tetting ES denote the
symbel energy and N0 the channel noise spectral density, then the average

~symbol error probability associated with hard decisions made on the -

in-phase integrate-and-dump outputs is given by

1 A
Pat = g erfc (VEJN,) + ¢ erfe /NG (1-8)1 , (6)
where ‘
a2 [ ¢t v - SREr
erfc x = '-—-J e dt , (7)
Vi odx
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and the "A" superscript on PE refers to the result for an alternating
data symbol sequence.

When the input data is random with equwprobab]e symbols, then the
in-phase integrate-and-dump output depends, in general, on the polarity
of the symbol over which it is integrating and that of the preceding and
succeeding symbols. Thus, one must compute the in-phase integrate-and-
dump output for each of the eight possible three-symbol sequences (see
Figure 2) and their corresponding corditional error probabilitiesQ Then
averaging these conditional error probabilities over the equal probabili-
ties of the eight equally-likely three-symbol sequences gives the average
error probability Pé‘, i.e., -

2 e il ] e (% 0]+ e s 0-0)

16 erfc ﬂ?jﬂq— +-— erfc [?E—7N_ i] 7g erfe [?§—7N_ (1- Ai] (8)

where the "R" superscript on PE refers to the result for a random data
symbol sequence.

Tables 1 and 2 contain the symbol energy-to-noise ratio degradations
(in dB) for asymmetry values [see (1)] of 3,.7, 10, 15 and 20% (A=0.06,
0.14, 0.20, 0.30, and 0.40) and E/Ny=0, 0.75, and 1.5 dB. The values
of ES/N0 selected correspond to bit energy-to-noise ratios Eb/NO==3, 3.75,
and 4.5 which, respectively, correspond to decoder bit error probabilities
Py, = 10'3, ]0'4, and 10'5. The degradations are obtained from (6) and (8)
by computing the additiona} ES/NO required due to asymmetry t%)produce
the same value of symbol error probability when A=0, i.e., PE’ where

Pé) 4 %-erfc (/ES/NO). ' | | (9)

It should be noted that the symbol energy~to-noisé'ratio degradations given
in these tables assume no channel bandwidth limitation, i.e., ideal rec-
tangular pulse shapes have been assumed for the NRZ data. Any rounding
of the pulses caused by channel bandwidth limitation produces an additional
symbol energy-to-noise ratio degradatidn over and above that due to data

~ asymmetry. However, the bandlimiting degradation and the data asymmetny
do not add algebraically but rather combine in a way determined by the

particular symbol synchronization implementation.
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Table 1. Alternating Data

Asymmetry (%) E./Ng (dB) Py Degradation (dB)
3 0 1073 0.275
0.75 1074 0.275
1.50 1075 0.275
: 7 0 1073 0.68
H 0.75 1074 0.69
4] 1.50 1073 0.70
It - 10 0 1073 1.025
e 0.75 1074 o 1.045
it 1.50 1075 ©1.070
| 15 | 0 1073 1.693
i 0.75 1074 1.748
M 1.50 1075 1.811
1l° 20 0 163 2.530
1] 0.75 1074 2.645
i 1.50 10°5 2.778
gé e ' Table 2. Random Data
1 Asymmetry (%) E./Ng (dB) Py Degradation (dB)
3 0 1073 0.135
0.75 1074 0.135
1.50 10°5 0.135
7 0 1073 0.333
0.75 1074 0.337
1.50 © 1075 0.340
10 0 1073 0.495
0.75 107 0.505
1.50 © 1075 0.517
15 0 | 1073 0.799
: 0.75 107 0.824
1.50 10735 0.854
‘] | 20 -0 10-3 1.149
i _ S : 0.75 10-% 1.201
4 , 1

.50 1005 1.264

o Lo
%" R TR



For uncoded NRZ data, we find from (9) that, for Pé)=10'5, we
require ES/NO==9.6 dB. The corresponding additional ES/N0 (SNR degrada-
tion) due to asymmetry required to produce a 10'5 error probability is
illustrated in Figure 3 as a function of percent asymmetry. In this,
figure, we have let T, denote T(1+4/2) and T_ denote T(1-4/2) in accord-
ance with the definition of_asymmetry‘given in (1). Also illustrated in
this figure is the SNR degradation dué to asymmetry where the asymmetry
is in accordance with Goddard's definition given by

T, -T. T(14-2) - T(l 2)

Asymmetry = —5— = g = , (10)

or.equivalent}ya

2(Asymmetry) (li)
1 + Asymmetry °

>

Thus, for a given asymmetry, A as computed from (11) is substituted in (8)
from which the necessary ES/NO to yield Pé)=10'5 is computed. Comparing
this Es/NO with 9.6 dB yields the SNR degradation plotted in Figure 3.

In conclusion, we note that an analysis of the data symmetry prob-
Tem is also présented in [1,2] using, however, a slightly different model
for the way in which the asymmetry comes about. The assumption made there
is that positive NRZ pulses are shortened whenever adjacent pulses are
negative. Thus, a given positive pulse preceded and succeeded by a nega-
tive pulse would be reduced in duration at both ends. Letting & represent
the fractional (relative to the nominal bit duration T) increase in pos1-
tive pulse length to a ingle adjacent negative pulse, then for a g1ven
random data sequence, the Tongest pu]se wou]d have length 1+ 28, while
the shortest would have Tength 1-2s. If, as before, asymmetry is
defined as the difference in length between the shortest and longest
pulses in the sequence divided by their sum, then using the model in
[1,2], we get ‘

Asymmetry = g}: % g gg = 25. -“ . | (12)

A1so, usinq this same model, it can easily be shown that, on the average,
the symbol synchronizer wi11»1ock up at the nominal transition points of
the equivalent symmetric data waveform, i.e., 0, T, 2T, 3T,
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Finally, using the definition of (12) and the above statement
regarding the relative timing of the symbol synchronization clock and the
data, the result given in [1,2] for average error probability due to data
asymmetry is identical to our Equation (8). Thus, properly applied, ‘
either symbol synchronization asymmetry model will yield the same results.
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APPENDIX B

FURTHER CONSIDERATIONS ON THE EFFECTS OF DATA ASYMMETRY ON
BIT ERROR RATE PERFORMANCE OF THE KU-BAND AND
S-BAND RETURN LINK CHANNELS .

by
Marvin K. Simon

In Appendix A and [1], we investigated the bit error rate degrada-
tion of the Ku-band return link channel due to NRZ data symbol asymmetry.
Inherent in these results was the assumption that the symbol synchronizer
was of such a type (e.g., data transition tracking Toop [2]) as to pro-
duce a symbol sync clock which, on the average (e.g., no noise)., locks
up with a misalignment equal to half the asymmetry. While this assump-
tion is believed to be typical of a wide variety of symbol synchronizers
which employ an integrate-and-dump fi]ter.as a ‘data detector, one might
nevertheless ask the question: How sensitive is this SNR degradation due
to asymmetry to perturbations of the symbol sync clock misalignment about
its above-assumed value?  Having this information would also tend to make
the results somewhat independent of symbol sync configuration. In this
appendix, we derive an expfession for symbol error probability in the pre-
sence of data asymmetry and conditioned on an arbitrary clock misalignment
whose value is allowed to range over the data asymmetry interval. SNR
degradation for the coded NRZ case is then given as a function of this
clock misalignment with percent data asymmetry as a parameter.

Despite the fact that the high rate Ku-band return link is coded
NRZ data, it is also desirable to have theoretical results for SNR degra-
dation due to asymmetry corresponding to coded Manchester data. This
would a]]ow’comparison with measurements previously made by TRW on the:
S-band return link. Thus, the second part of this rebort‘has as its end
result a plot of SNR degradation in dB versus percent asymmetry for coded
Manchester data at a bit error rate of 10'5 (symbol SNR equal to 1.5 dB).
Also plotted on the curve for purposes of comparison will be the correé'

sponding results (taken from Table 2 of [1]) for NRZ data.

Probability of NRZ Symbol Error in the Presence of'Data

Asymmetry and Arbitrary Clock Misalignment

‘For random NRZ data with equiprobable symbols, the in-phase
integrate-and-dump output depends, in general, on the polarity of the
symbol over which it is integrating and that of the preceding and



succeeding symbols. Letting eT denote (as in [1]) the misalignment of
the symbol sync clock, then the in-phase integrate-and-dump output for

® each of the eight possible three-symbol sequences is tabulated below.
_ In-Phase
Integrate-and-Dump
Symbol Sequence : Output '
® 111 T
T 1= ‘ T
1-1 1 -T(1-4)
1 -1 -1 -T(1 - 8+ 2¢)
® - -1 T |
-1 1 -1 ‘ T .
0 R R I -T(1 - 2¢)
-1 -1 -1 4 -T
® |
Thus, since each of these three-symbol sequences are equally likely, the
average probability of error conditioned on e is given by
o Pe(e) = T erfc VN + 1g erfe [VE/N, (1-2¢)]
+ 3¢ erfe [VE/N (1-a+2¢)] + 1z erfc [VE/NS (1-4)]
: | (1)
L :

where the "R" superscript on PE refers to the result for a random data
sequence. First note that, for e=4/4, (1) reduces to (8) of [1].
| Secondly, 'sz(e) is a symmetric function of e around the point A/4, i.e.,
¢ » equal positive and negative variations of e around the nominal position
A/4 produce equal SNR degradations above that previously given in [1].
Figure 1 ilestrates the SNR degradation at a symbol Es/Nb of 1.5 dB
(corresponding to a decoded bit error probability of 10'5)uas a function
® : of ¢ for 0 < € < A/2 and percentfasymmethy A/2xi100 as a parameter. We
| .observe that, in the neighbdkhood of thé nominal Symbo] sync lockup point,.
- e=A/4, the sensitivity of SNR degradation due to asymmetry is extremely
: small, even for large asymmetry values on the order of 25%. Thus, we
» | » T ,cohclude that the results given in [1] are relatively insensitive to the
| ' assumption of a'hard—locked'symhdl'sync at the midasymmetry point, even
thdugh this assumption yields the minimum SNR‘degradation:due}to asymmetry.
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Probability of Manchester Symbol Error in the
Presence of Data Asymmetry

When Manchester coding is employed, then relative to the NRZ
sequence, the Manchester coded waveform has 3/2 as many transitions.
Thus, sjnte SNR degradation due to asymmetry is directly related to the
average transition density of the data sequence, one would intuitively
expect that, for a fixed amount of asymmetry (in seconds), the Manchester
coded case should yield a larger SNR degradation than the corresponding
NRZ case. Ihdeed, this is true, as we shall soon demonstrate. On the
other hand, depending on how one defines‘percent asymmetry for the Man-

chester coded case (two possibilities are suggested), a plot of SNR
degradation versus percent asymmetry might result in a different con-
clusion than the above. This shall also be demonstrated by numerical

example. ’

~ Consider an NRZ sequence and the corresponding Manchester waveform
with asymmetry illustrated in Figure 2. Here A/2 denotes the fractional
(relative to the half symbol time T/2) elongation of the positive half
pulse in the Manchester coded waveform. Once again, as in the NRZ case,

‘the in-phase integrate-and-dump output depends, in general, on the polarity

of the symbol over which it is integrating and the preceding and succeeding
symbols. For the eight possible three-symbol sequences, the in-phase
integrate-and-dump output is tabulated below, assuming a nominal bit

’sync’1ock-up misalignment of AT/8.

In-Phase
' Integrate-and-Dump

Symbol Sequence : Qutput
1.1 1 _ - T(1-4/2)
114 | T(1-24/4)
A1 T(1-0/8)
-1 11 - | T(1-4/2)

-1 -1 -1 =T(T-2/2)
-1-1 1 =T -8/2)
1-1-1 o ST(1-a/8)

B N =T -0/4)

Thus, the avefage probability of error for rahdom Manchester coded data

is



(a) NRZ Sequence

+1

fe— 1 ———!
l ]
|
-1 !
(b) Manchester Sequence with Data Asymmetry
T/2(1+4/2)
+1 l
-1
fe—nd
T/2(1-4/2)
(c) Symbol Sync Clock
+1 -
-1
(d) = (b) x (c) —|f+—T/2(8/4)
J U o 2 L B =
' : ' , 18
~ (e) = L)(d)dt = In-Phase Integrate-and-Dump Output Eg; POOR CﬂJAIJﬂn{

ST(1 - 8/8) —

Figure 2. Data Asymmetry Effects for Manchester Coded Data
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Pe = g erfc [VEN, (1-4/2)] + } erfc [ENG (1-4/8)1 . (2)
If we define percent asymmetF} relative to the inverse of the data rate
(i.e., T), then a given amount of asymmetry (in seconds) produces the

same percent asymmetry for either NRZ or Manchester coded data. Thus,
from Figure 2, we have, for Manchester coded data, that

Asymmetry = 4/4. - (3)
Using this definition, Figure 3 plots SNR degradation in dB versus percent

asymmetry for Manchester coded data and ES/N0= 1.5. For comparison, the
corresponding results for NRZ obtained in [1] are also illustrated. Note

that the Manchester coded case always yields a larger SNR degradation for

a given percent asymmetry. This conclusion is in accordance with our
previous observations relative to the increased average transition density
of Manchester coded data relative to NRZ.

If asymmetry is defined as was done for NRZ but now is relative to
the half-pulse duration, then ' ‘

‘ T T
H1+472) - 5{1-4/2)

Asymmetry = (T/Z) - (1/2)" . % % = %—. (4)
(172)% + (1/2)° ﬁ(]-fA/Z) + §(1-A/2)

Note that, for this definition, a given percent asymmetry (i.e., A/2 x 100)
results in twice as much ésymmetry (in seconds) for Manchester than it
does for NRZ. Nevertheless, using this definition, Figure 4 illustrates
SNR degradation in dB versus percent asymmetry for Manchester coded data
at E./Ny=1.5 dB. The NRZ curve is again included for comparison and is
identical with that given in Figure 3. Here note that, for small asym-
metry values, the Manchester code yields a Targer SNR degradation than
NRZ whi1e, for large percent asymmetries, the reverse is true. Thus, in

~drawing conclusions relative to the performance of Manchester versus NRZ

coded data in the presence of data asymmetry, one must exercise care in
applying their definitions of data asymmetry
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1 | APPENDIX C

THE COMBINED EFFECTS OF BANDLIMITING AND NRZ DATA ASYMMETRY
; ON THE BT ERROR PROBABILITY PERFORMANCE
i ‘ OF A SAMPLE DETECTOR

e o -~ "~ e e s T e e



I by(tsn)+ny(6)

n=-w

/ [ ~ .

Low-Pass | y , i
 Filter r ;:?<;> > n

i 7 e

OZO b (tosn) +ny(t.)

n=-c

Figure 1. Band Limit and Sample Detector for Binary Data With Asymmetry.
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L a (t;0) = I d pP(t=nT) ' (1)

N==o n_-m

where d is the polarity (£1) of the nth data bit, and p(t) is the pu]se
shape wh1ch for NRZ data, is defined by

Ay 0<t<T
p(t) = .
0; otherwise , (2)

with A denoting its amplitude and T its nominal bit period. In the
presence of data asymmetry, this same data stream is described by

A, nT<t<(n+1)T ifd =d ]=1
Ay, nT<t<{(ntl+n)T if d = -d 41 =
a (tin) = (3)
A3 (n+n)T <t < (n+1+n)T if d =d ] = -1
Ay (nn)T<t<(nt])T »1f dy=-d y="-1
Since the ideal 1ow-pass‘f11ter in Figure 1 has transfer function
, 1 -B«f<B
Hy(F) = (a)
’ 0; elsewhere

then the transfer function Bn(f;n) of the response of this filter to the

nth data bit a (tin) is
d sin nf T -jnf(Ta+2nT
n Ju n n ) .
dnATn < . f Tn > € i ,
B“fhﬁ'é Fib (tsn)} = ¢ : -B<f<B (5)

0; elsewhere

. {T»;v ifd =d )
T(14d n); ifd =-d . S

where

the corresponding time response bn(t;n) is given by

o ' GE 1S

) , . jenft .
byltin) = | B (fin) 7T af R 0FpoOR QUALY

2d_A BT . .2+ D(1-d) |
n J N Xy cos E( <1 - %£'+~ [ % n:]>] dx . (7)
T o X SN o .

n
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The total response of the filter to the doubly infinite pulse train can
be expressed as

2d,A (18T, . 21[2(1-
y(tsn) = T b (tin) = —2 J 0(sinx) cos [égh [2 ]ﬂ N
| ,

n_...oo .
w N N2
] sznA nBTn(Sm % cos b ]__ZL+2TE1+>2(1 dn)] o (5]
L T T X
n=- 0 n n
n#0 - V

The first term in (8) is the desired sﬁgna] which, for BTogj,
peaks at a value of t such that the argument of the cosine function
equals zero. Thus, for d0= 1, this peak occurs at [see (6)]

T. -
-2', 'Ifdo—d-l .
t = (9)
%(T+rﬁ s if dy=-dy
For d0= -1, the peak occurs at
T+2n) ;s ifd=d
2 ? 0 1 o -
t = A (10)
T . . i
?(1+rﬂ ;o if do—-d]
Since, for random data, do and d] are each equally likely to take on
values +1 and -1, then, on_the average, the peak of the desired signal
occurs at t=j%41-+n)9 ts’ where tS denotes the desired sampling time.

The second term in (8) is the intersymbol interference due to
bandlimiting the input signal. Thus, wheh\samp]ed at t= ts’ the total
response becomes ‘ R ' o

' 2d A ¢(mBT _. : g
) = —0 [ (8inx
y(tsan) = - JOI ( = )COSE‘ d +d ] dx
=~ 2d A BTE . L (]+nd) |
+ 7 n J ) n(§1-2-—5) cos x(] L %ﬂ) dx,  (11)
ne-w T Jo . &y °n
n#0- ‘ ‘
where : ;
£, = 1+ 2.(dn dn+]). : | e , v.(12)
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‘Alternately, after some trigonometric simplification,

2do A (y ' 1
y(tgn) = —2= {3 Si[aBT (1 +nd()] + L5, [nBT (1 - nd))1}
o ZdnA - ' ’ \ )
] A r Sl BT (241 - nd, )]+ 351 [r8T (20-1- )]
n#0 ‘ (13)
where
.' N4 sin X
Si(y) = I e dx . (14)
‘ 0

The total filter response sampled at ts is then hardlimited to
determine the estimate ao of the zeroth bit polarity dO' The probability
of error Pp in making this decision is given by

: -1 T |
_PE = 5 Prob {y(ts,n) + ”](ts) < O|d0=]}

(v e —— |
+ % Prob {y(ts,n) +n(t) > Old0=_]} » (15)

where n](t) is the 10W~pgss filtered noise process which is zero mean
Gaussian with variance o = NOB’ and the overbar denotes statistical
averaging over the joint distribution of the doubly infinite data
sequence {dn}; n# 0. As an approximation to (15), we shall assume
that the contribution to the total intersymbol interference caused
by bits further away than N bit intervals from the bit being detected
(do) is negligible. Stated another way, we shall consider only the
intersymbol interference effects of the N preceding and N subsequent
bits on the bit under detection, where the value of N typically dependé
on the product BT. For BT<1, a value of N=5 is sufficient.

‘Making the above simplification in (15) produces the result

| L, 2 ]‘ i
. e 7{?W izm z erfe [ NED”(BT’”)]} '
| (2 ' - | ‘[l g
?{ 2N+ 1 7 erfc [‘NED‘”(?“nUJ , ‘(1@

i=1 T
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A2 . )
where E= AT is the energy per bit,
p L o 2
erfc x g. _2*,[ e dy, - (17)
- mox
and”
r— . .
» bt sn) N bt sn)
' A 1 0 s S
DH(BT,H) - + 2
. V2BT A dg=1  n=-N A dy=1
= n#0
v (1) (1) |
D (BT ) A 1 bo (tsﬂ'}) N gl: bn (tssn) (]8)
-19\0 0D A ' \
VZBT dg=-1  n=-N A dg=-1
. - n#0 '
e From (13), we find that
(1) ,
by (t.sn) | .
Al s - J—{S.[nBT(]+n)]+S1‘ [nsr(l-d(‘)n)]}
- T S 1
: A d0~1 . ,
e . _ : }
. bé1)(ts;n) ) dé])’{S'[ o7 (2n+1 - 37 - i [T (201 -0 () )]} _
‘—"—'—°""""A d=1 . | 14T n | AR n)l=31tLn - n n >y
0
n#0,-1
:e 3 3 ‘
' b.(]1)(ts,n) R d_(]1) : _ ) - (_')
= - = {51 [nBT(1+n)] - Si[nBT (3+d] n)]} (19)
A dg=1 o - § | o
® and
(1) ~
b (t 9“) 1
0 S__ = l{51 [nBT (] - n)] + Si [nBT (] - ](I)FI)]} (20a)
A d=-1 T | ~
0 ' :
. L
f (§) (i :
: bt sn) d : . .
ey UL SR L {Si [nBT(2n+1 -dn(+1])n)] - Si [nBT (2n-1 -dn(‘)n)]} ;
: A do="'l R R ~ R
" S B =0 | (zo'p)'
"The superscr1pt i on bO(t ,n) and b ( S,n) refers to the evalua-
: tion o{ ghes? ?uaqt3t1es foz ?he ith data sequence {d(1)} 9'(d}J) d %L%,
' i) (i i i - -
L 20y T dy S dy At )3 1712520
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(i), .
b t_sn) d
-1 i = =L {51 [xBT (1-n)] - Si [nBT(3+d(‘)n)]} (20c)
A dgy=1 |
Substituting (19) and (20) in (18)Aand simplifying yields the final
result ‘
N-1 . .
. (i) _ 4 (4) (1) :
D,;(BT,n) = = {n}-n [(dn - dn+11> S(Zn+]-ndn:1):’ oe
0 .
+ddi) s(ane14nafi) 0 (1) s(anen- n,dN(j]))}
oo I G) ) 4 ()
D-1i(BT’“) 'f _' ’7&57 nle [Kdn B n+1)s(2"+ 1-n n+li} y (i)z_]
, | o
+ (‘)S(N+1+nd(')) +d(‘) s(an+1- dN(,f‘]))} o (an)
where ,
s(x) & Lsi(narx) . | (22)

Combining (16) and (21), one obtains the average error probability
performance of the sample detector in the'presence of idea]']ow-pdss
bandlimiting and data asymmetry. 4Thi$ performance is illustrated in
Figure 2, with BT a parameter and fixed data asymmetry, namely n=0.1
(10%).  In this and the remaining numerical illustrations, the number N
of preceding and succeeding bits whose intersymbol interference is taken
into account has been set equal to 4.. Comparing Figure 2 with the same
figure in [2], where data asymmetry was absent, we observe a similar
behavior as a functibn of BT, namely, thekaverage bit error probabi]ity‘
in the presence of 10% data asymmetry is again minimum for BT =0.9. To

_;what extent this is true at other values of data asymmetry is demonstrated
in Figures 3 and 4 when, for fixed error probab111t1es,of 10°

4 and 107°

respectively, the energy-tofnoiselratio required to achieve this error

~ rate is plotted as a fUnction'of,percent data asymmetry with BT again

as a parameter. Relative to the E/Ng values at n=0, the curves of

Figures 3 and 4 illustrate the comblned degradat1on due to intersymbol-

1nterference (bandw1dth limiting) and data asymmethy
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3.0 PERFORMANCE OF A BAND LIMIT AND SAMPLE DETECTOR IN THE
PRESENCE OF NRZ DATA ASYMMETRY - D.C. RESTORATION BY
CAPACITIVE COUPLING
In [7], it was shown that, when the input signal is coupled
through a capacitor, and hence the actual d.c. component in the signal
vanishes, the degradation due to data asymmetry is reduced. The reason
for this is that the d.c. restoration has the effect of producing an
artificial shift in the decision threshold away from the shortened
symbols (the culprits in the degradation due to data asymmetry). We
will show here that, for the sample detector with bandlimiting, a
similar reduction in data asymmetry degradation occurs when the input
signal is capacitively coupled.
Following the approach taken in [7], let D denote the transition
density of the input NRZ data stream, e.g., for random data, D= 0.5.
~ Then the average value of this data stream is nDA. Alternately, the
positive (Tonger) signal level is now A(1- nD) and the negative (shorter) .
~signal 1eve1 is now -A(1+ nD). These levels replace A and -A, respec-
tively in (3). The impact of this on, for example, the time response
b, (tsn) of (7) is that A is replaced by A(1-d nD). Thus,

Zdn(1 '-dnnD)A

b (tin) =

m

and, since the argument of the cosine function is unchanged by the capa-
citive coupiing, the proper sampling time is still ts==%(] +n). Using
(23) rather than (7), one should have little difficulty in directly .
seeing how to modify D1i(BT,n) and D_]i(BT,n)_of'(21) for use in the
“error probability expression of (16). Specifically, we now have that




D1i(BT,n)

- 1
] ' ‘ |
V78T 1
|
|

{n—-N $E (1-n0837) - 4pl) (1 00 s(one -ndn(:]))i‘dO(i)ﬂ 1

¢$)O-nod&”)s@m4+ndx”)+dé”@-mqu”)s@Nn-nd@?u

' - 1
D_]I(BT,n) = -

vZBT

{“’Ngﬁ ]-nndéi»"d(3<]'“DdéJi]S<&”1'nd(1»$

+djjwl-nodjfws(mul+n¢$))+dé”(l-nodéi§s<mu1-nd$j»
(24)
with S(x) still defined in (22) . :
Analogous to Figure 2, the error probability perfurmance of the
filter-sample detector with data asymmetry and d.c. restoration by
capacitive coupling is illustrated in Figure 5 with BT once again a
parameter, n=0.1, and transition density D=0.5. Comparing Figure 5
with Figufé 2, we observe that, for a fixed error probability, and data
asymmetry, the required E/N0 at the optimum BT=0.9 is virtually inde-
pendent of whether d.c. restoration is present or not. On the other
hand, for other values of BT, e.g., 0.5, the required E/N; can be much
smaller when d.c. restorat1on is employed. Finally, Figures 6 and 7
demonstrate the corresponding results to Figures 3 and 4 for the d.c.
restoration case. Here, the value BT=0.9 appears to be optimum for
all data asymmetries in the sense of minimum required‘E/N0 at a fixed
PE.
4.0 CONCLUSIONS

The combined degrad1ng effects of intersymbof 1nterference due
to band11m1t1ng and data asymmetry have been assessed for a filter- -sample
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type detector. For small values of asymmetry (less than about 10%), the
optimum filter bandwidth- bit time product remains equal to 0.9 and the
corresponding amount of energy-to-noise ratio degradation at a fixed
error rate is virtually independent of whether or not d.c. restoration

is present. In particular, Tables 1 and 2 summarfze typical results for
the two cases when BT=0.9. The quantity AE/N0 represents the additional
E/N0 required at a giyen value of data asymmetry relative to its value
at n=0. :
On the other hand, for values of BT other than the optimum, d.c.
restoration has a.beneficié] effect in reducing energy-to-noise ratio
degradation due to data asymmetry.

The other conclusion which can be reached by comparing the numer-
ical results of this appendix with those in [8] is that the sample detector
is much Tess sensitive to data asymmetry than the integrate-and-dump |
detector., This is not surprising when one realizes that the degradation
due to data asymmetry for the integrate-and-dump detector comes about
because of a reduction in the signal energy as a result of integrating
only over a fraction of the total bit interval. By comparison, the
reduction in the peak of the filter response at the sampling instant
due to data asymmetry should have a considerably lesser effect. In
fact, in the absence of bandlimiting, the integrate-and-dump detector
would still yield considerable E/NO degradation (see [3-7]) due to data
asymmetry, whereas the sample detector would show none. Of course, the
sample detector without bandlimiting would produce infinite noise power
and thus, on an abso]ute‘E/N0 basis, would be far worse than the integrate-
and-dump. '




17

Table 1. No. D.C. Restoration

=104 - 105
! Pg=10 |  Pg=10
i n(R) | E/Ng (dB) ) AE/Ng (dB) | n (2) | E/Ng (dB) | aE/N, (dB)
: 0 9.97 0 0 11.28 0
b 2.5 9.98 0.01 | 2.5 11.29 0.01
1® 5.0 10.00 0.03 5.0 n.32 0.04
i 7.5 10.06 10.09 7.5 11.37 0.09
4 110.0 10.13 0.16 10.0 11.43 0.15
3 15.0 | 10.31 0.34 15.0 11.63 0.35
10 : '
iﬁéa Table 2. D.C. Restoration by Capacitive Coup]ihg
: -4 -5
3 Pe=10 Pe=10
i&;} n (%) | E/N, (dB) AE/Ny (dB) | n (4) E/Ny (dB) | 8E/N, (dB)
0| 997 0 0 11.28 0
2.5 9.99 0.02 2.5 | 11.30 0.02
3 5.0 10.02 0.05 5.0 11.32 | 0.04
10.0 10.12 | 0.15 10.0 11.40 0.12
15.0 10.25 0.28 15.0 11.54. 0.26
o 20.0 10.44 0.47 20.0 11.73 | 0.45
. | .
) :
Bt e S i At .2
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APPENDIX D
DETECTION OF ASYMMETRIC NRZ DATA USING A
GATED INTEGRATE-AND-DUMP FILTER
by
‘Marvin K. Simon

1.0  INTRODUCTION

It is well known that the optimum detector (in the sense of
minimum error probability) of symmetric NRZ data is an integrate-and-
dump filter whose integration time extends over the entire data symbol
interval. When the input data stream possesses asymmetry, then the
ideal integrate-and-dump filter is no longer the optimum detector; thus,
it is possible that an alternate (possibly simpler to implement) detector
could yiel. superior performance. In Appendix C (see also [1]), the per-
formance of a filter-sampler type data detector when the input was asym-
metric NRZ data was investigated. It was shown there that, by optimiz-
ing the ratio of filter bandwidth to data rate, one could, for sufficient
data asymmetry, outperform the ideal integrate-and-dump filter. An
alternate approach is to use a gated integrate-and-dump filter (Figure 1)
where the gating interval can be selected to minimize tne error proba-
bility for a given amount of data asymmetry. Such a selection results
in the best achievable error probability performance using a gated
integrate-and-dump at each value of asymmetry. Alternately, the gating
interval may be fixed at a value which represents a compromise between
the additional SNR degradatioh (over that of the ideal integrate-and-
dump) which can be tolerated when no asymmetry exists and the SHR
improvement obtained at the maximum value of data asymmetry expected}

In either case, the selection of a gated integrate-and-dump filter has
the additional imp]ementation advantage of operation at high speed with
smaller circuit losses since the constraint on its switching times at
the symbol transition instants can now be considerably relaxed.

The purpose of this appendix is to present the'performance of -
the gated integrate-and-dump filter as a funétion of data asymmetry and

‘ gating interval and demonstrate the relation between these two param-

eters which optimizes this performance.  As in previous studies, the
results will be given for both the case of no d.c. restoration and the

. case of d.c. restoration by capacitive coupling. The numerical results




(k+1-¢)T

fx(t)dt

( k+ a).T

A

SYMBOL

SYNC

FIGURE 1.

g1 @Dvd TVNIDIO

RIFTVRD W00d 0

GATED INTEGRATE-AND DUMP FILTER

+1

L




presented permit the above-mentioned tradeoff between additional SNR

degradation at no asymmetry and SNR improvement at maximum asymmetry
to be made.

2.0 PERFORMANCE OF GATED INTEGRATE-AND-DUMP DETECTOR IN THE

PRESENCE OF NRZ DATA ASYMMETRY - NO D.C. RESTORATION

When the input data is random with equiprobable symbols, then
the gated integrate-and-dump (GI&D) depends, in general, on the polarity
of the symbol over which it is integrating and that of the preceding
and succeeding symbols. Thus, one must compute these outputs for each
of the eight possible three-symbol sequences (analogous to the approach
taken in [2] for the ideal integrate-and-dump) and their corresponding
conditional error probabilities. Then averaging these conditional
error probabilities over the equal probabilities of the eight three-
symbol sequences gives the average error probability performance of

‘the GI&D detector.

When asymmetry is present, the GI&D outputs can be grouped into
four distinct categories. Arbitrarily assuming that the +1 symbols
are elongated by nT (relative to their nominal value of T sec) and
the -1 symbols are shortened by the same amount, then for all four
three-symbol sequences whose middle symbol is +1, the mean GI&D output

X is

X = JEST(1-28), (1)
where Es is the symbol energy, e is the fractional (relative to T) gate
interval at each end of the symbol, and n is the fractional data asym-

metry. Similarly, for the three-symbol sequence in which all symbols
are -1, the GI&D output is

X = -/‘E"s"T‘(L'-'ze).' | (2)

- The remaining three possible sequences are Sp1it up as follows. For
‘the sequence whose middie symbol is -1 and both adjacent symbols are
~+1, we get

JET (1¢2n+2e) : 0535-3—

T 0-20) 5 —g—ss;%
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while for the two sequences whose middle symbol is -1 and only one

adjacent 'symbol is +1, we get
JEST (1-n) 5

“JE T (1-2¢) 5 7cex
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For all eight possible three-symbol sequences, the standard
deviation oy of the GI&D output is easily determined to be

N T

o, = —— (1-2¢) .

Finally, then; the average error probability PE is given by

p. = yerfc (XL
V2 o
X
where
2 r 2
erfc x = — exp (-t°) dt
: T x

and the overbar denotes statistical averaging over the eight equi-

probabie three-symbol data sequences. Substituting equations (1)
through (5) into (6) and the fact that each three-symbol sequence
occurs with probability 1/8 gives the final result: ‘

16 erfc [/ (1- Ze):] +‘§ erfc [/%(—1/1_:_2_———”——)]

(4)

(6)

(8)




Figure 2 is a plot of PE versus e with n as a parameter and E /N =9.6 dB
(corresponding to Pe =107 when &= n=0). We observe from th1s f1gure
that, for a given va]ue of data asymmetry n, PE is minimized by choosing
e =n/2. Figure 3 is an illustration of the symbol energy-to-noise
ratio (in dB) required to achieve an average error rate of 10'5 in the
presence of data asymmetry. The curve labeled €= 0 corresponds to the
performance of the ideal I&D (also see Figure 3 of [2]). The remaining
curves indicate a constant ES/N0 for values of n<2¢ in accoruance with
the second equation of (8) followed by an increase in ES/N0 with n as
required by the first equation of (8). Note that each of these curves
cross the €= 0 curve at some value of n, say “0; which means that, for
n>ngs the GI&D outperforms the ideal I&D in the sense of requiring less
ES/N0 for a given average probability of error. The dashed curve in
Figure 3 represents the performance corresponding to selecting e=1n/2

at each value of n and is thus the best achievable with the GI&D.

3.0 PERFORMANCE OF GATED INTEGRATE-AND-DUMP DETECTOR IN THE

PRESENCE OF NRZ DATA ASYMMETRY - D.C. RESTORATION BY

CAPACITIVE COUPLING

When the GI&D is capacitively coupled then d.c. restoration of
the input data stream takes place. For NRZ data of transition dens1ty D
(e.g., D= 0.5 for random data), the average value of the data stream is
nDMﬁ;;TfT Thus, after d.c. restoration, the positive (elongated) symbol
now has a level Mﬁ?jff'(1- nD) and the negative (shortened) symbol has
the level qJE /T (1+nD). The impact of this unbalance in positive and
negative symbol levels on the output of GI&D for the e1ght possible
three-symbol sequences is summarized below.

AjE (1- 2¢)(1-nD);  all four three-symbol sequences

X =
whose middle symbol is +1 -(9)
X = -N/ES'T (1- 26)(14'n0); sequence in which all three
; ] symbols are -1 : (10)
~JEST [1-2n+ D+ 26 (1-nD)] 5 0<ex<y
X = e : ' S ‘ :
~JEgT (1-2e)(1+nD) 5 —‘zl_s E<y

sequence in which middie symbol -
is -1 and both adJacent symbols
are +1 ' v (1)
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Data Asymmetry as a Parameter - No D.C. Restoration
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~JEsT U""*"D'ZSYID]; 0.<_e_<.-2“—
X =
- JET (1-2e)(l+no),, o Deedd

two sequences in which middle
symbol is -1 and one adjacent
symbo] is +1 (12)

Since the standard deviation of the GI&D output is unaffected by the

d.c. restoration, (5) still applies and thus the average probability
of error is given by ‘

E E '
%erfc [/ 5 (1-2¢) (1-no)} ‘6 erfc [/Wg“ - 2¢) (1+nn)J

E_
+-]1§erfc N_s__(1-2n+ nD+Ze(]an))
-0 vl - 2¢

, — -
- 1 °s (1-n+nD-2enD\|. , n
% = +§eﬁcLﬁr( — ,”’. Osesz
0 -2 ,
1 fEe v 1 E; -
7 erfc NE(] -2¢) (1-nD)| + Y erfc Na(] -2¢) (1+nD)| 3

(13)

I

n
2

Figure 4 again illustrates PE versus € with n as a parameter and ‘
ES/NO= 9.6 dB, where PE is now computed from (13). We observe from
this figure that, for a given value of data asymmetry, there exists

a value of e which minimizes Pes however, unlike Figure 2, this value
of €, namely emin,'is not equal to n/2. Figure 5 is the analogous
figure to Figure 3 when d.c. restoration is present. Again, the dashed
curve corrésponds to e= €min whichvrepresents the best achievable peré
formance using the GI&D as a data detector.. Comparing Figure 5 with
Figure 3, we observe the considerable reduction in SNR degradation due
to data asymmetry when d.c. restoration is employed. This improvement
is anajogous to that achieved when other types of data detectors are
used [2] '
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4.0 CONCLUSIONS

The use of a gated integrate-and-dump filter for detection of
asymmetric NRZ data can, depénding upon. the amount of data asymmetry
present, produce significant improvement in SNR degradation due to
asymmetry relative to that of an ideal integrate-and-dump filter.
Such a filter has the further implementation advantageé of allowing
finite switching times at the symbol transition time instants.

Since, for no data asymmetry, the performance of the gated integrate-
and4dump is inferior to that of the ideal integrate-and-dump (matched
filter), a tradeoff exists between the two filter types depending

upon the amount of asymmetry present in the data. Whether or not d.c.
restoration is present, there exists a value of gate interval for a
given value of asymmetry which minimizes the average: error probability
performance of the receiver and thus represents the best achievable
performance using a gated integrate-and-dump. The particular value

of gate interval which achieves this minimum does, however, depend
upon whether d.c. restoration is used or not.
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INTRODUCTION

Unbalanced quadriphase-shift-keying (QPSK) is an attractive means
for transmitting two digital data streams which have different average
powers. The two data streams are not constrained to have identical data
rates nor must they have the same data format; e.g., one might be an NRZ
sequence ‘and the other a Manchester code. In fact, it is the difference
in data rates which causes the unbalance of power when it is desired to
have symbol energies and therefore error rates on the two channels within
the same order of magnitude.

Previous results [1,2] have indicated that when the unbalanced
power ratio is large, e.g., approximately 4:1 or greater, a biphase
Costas loop is a more efficient demodulator than a fourth-power tracking
loop. These results, however, accounted only for the filtering effect
produced by the loop's two arm filters on the equivalent additive noise
perturbing the loop. When the bandwidth of these filters is selected on
the order of the data rate, as is typical of optimum Costas loop design:
[3,4], the filtering degracations of the data modulations themselves and
the cross-modulation noise produced by their multiplication in the loop
often cannot be neglected. , '

The purpose of this report is to incorporate these additional
filtering effects into the analysis of a biphase Costas loop demodulator
of unbalanced QPSK. Many of the results obtained herein are in the form
of closed-form expressions which can easily be evaluated numerically for
design and performance prediction purposes. The generality of the results
enables them to be app]ied to a wide variety of applications such as the
performance of a subcarrier tracking loop for the three-channel Space
Shuttle Orbiter (SSO) Ku-band return tink [5].

SYSTEM MODEL AND LOOP EQUATION OF OPERATION

Consider the Costas loop illustrated in Figure 1 when input x(t)
is an unbalanced QPSK signal plus noise, i.e.,

e e e
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— To mz(t) data detector

*C%D eg(t) Lowpass

Filter
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~ Figure 1.

Costas Loop for Carrier Tracking of Unbalanced Quadriphase



x(t) = m(t) cos o(t) + z(t) sin o(t) + n,(t) , (1)

where ¢(t) 4 wot + a(t) with wg the radian carrier frequency and

6(t) = 8y + 9t the input phase to be estimated, m (t) and m (t) are
independent data modulations, and n, (t) is the add1t1ve channel noise
which can be expressed in the form of a narrowband process about the
actual frequency of the observed data, i.e.,

ni(t) = /E{Nc(t) cos o(t) - N(t) sin ¢>(t)} . (2)

In (2), Nc(t) and Ns(t) are approximately statistically independent,
stationary, white Gaussian noise processes with single-sided noise spectral
density N w/Hz and single-sided bandwidth B <w /2w

The input s1gna1 x(t) is demodulated by the quadrature reference

‘?k signals

i r(t) = VZK; sin §(t)

I ro(t) = vZKj cos §(t) (3)
'3; to produce the corresponding phase detector outputs (ignoring second

?‘ harmonic terms): '

i R et L |

co(t) &K x(t) rg(t) = KK P mp(t) < N ()] cos gt)

? i - K K, [?5;'m](t) + Nc(ti] sin ¢(t)

A o - '.

: cet) &K X(E) re() = K K [Py my(t) - N(8)] sin o(t)

' + K K, K /ﬁ{m]( ) + Nc(t):[ coS '(p(t)

. (4)
ﬁ { where ¢(t) 8 o(t) - 3(t) is the loop phase error. After Towpass filter-

g ing es(t) and sc(t) with arm filters G(s), these signals become,

2 ‘respectively, a

i zS(t) 8 G(p) es(t) = KK E%-m2 t) s N ( :] cos ¢(t)

.8

- Kle [%P] m](t) + N ti} sin w ) | (5a)




(11>

2(t) & 6(p) e (t) = K K [y iiplt) - A(0)] sino(t)

K Ky [P () + 8] cos olt)  (5b)
where the "hats" denote filtering of the corresponding sianals; e.g.,

ﬁ](t) 8 G(p)m1(t) Thus, the output of the third mu]t1p]1er is the
dynamic error signal -

ne>

zo(t) =z (t) z,(t)

2 ‘f -
+w “}2 7 (1) - Py i (8)] sin 20(8)
o+ 2 VE]PZ ﬁ](t) ﬁz(t) cos 2¢(t)
v 02 (8) - RZ (1) - 2/ fiple) R(e)
- 2/Py iy (t) Nc(ti] sin 2¢(t)
v [ePy iiglt) A (t) - 2B7 iy (8) f(e)
Uy Nc(t) Ns(t{] cos 2¢(t)} . | | (6)

The instantaneous frequency of the VCO output is related to zo(t) by

d#(t)

L8 -k R 25(00] + o !

and hence'the stochastic equation of 1oop operation becomes

’z‘d"“dtt .= 290 - KF(p ‘l_P (t - P]m] (t)il sin 2(’0( )

+ 2/pf$2 m](t)~ﬁ2(t) cosk2¢(t)

'+v2[t;2<p(t),]| T o ®

~ where




A 2 "2 A ¢
olt2p)] & [R2(0) - RZ(0) - 2P () R(e)
- 20T i (t) ﬁc(t)] sin 20(t)
v (2 iy(8) fi(2) - 27 g (8) Agle)
- 2 i (t) Ns(t)] cos 2¢(t) (9)
and K & Kf ﬁflﬂr As has been previously done [3,4] in problems of this

type, we shall now decompose each of the signal terms in (8) into its
mean value plus the variation about this mean, e.g.,

A2 () sin 2p(t) = Ci (t)) sin 2p(t) + Eﬁf(t) ; (rﬁf(t)}] sin 2¢(t)

(10)
where the overbar denotes statistical expectation and < > denotes time
averaging.* It is easily shown that ‘

N A _ ® . 2 . _ ;

<mk (t)> = Dk = Smk(fHG(JZ"fH df ) k;'laz (]])
and since m](t) and mz(t) are independent,

Ay (e) myft) = 0. (12)

In (11), Smk(f) denotes the power spectral density of mk(t); k=1,2; and
|G(j2nf)|2 is the magnitude squared of the arm filter transfer function.
Rewriting (8) using the above decompositions gives

200t - 205 - KF(p) {[P,0,-P1D)] sin 2p(t) + ng(t.20)}  (13)

- where the total equivalent additive noise ne(t,2¢» is given by
A : . - . ,
,ne(t,2¢» £ v2(t,2¢» - P]n](f) sin 2¢(t),f Pznz(t) sin 2¢(t)

+ 2/P P, n12(t) cos 2¢(t) L (14)

. , | 5 o
The additional time averaging is necessary sinCelnf (t)‘and1n§ (t)

are cyclostationary processes. Alternately, one may include a random phase
in these two processes and statistically average them over the uniform
distribution of this phase |6]. v




with the self-noise nk(t); k=1,2; and the cross-modulation noise "lz(t)
defined by

>

n () & de(t) - B2 (t)) 5 k=1,2

ne>

n(t) & @ (t) dy(t) . (15)

STATISTICAL CHARACTERIZATION OF THE EQUIVALENT ADDITIVE NOISE

The self-noise and cross-modulation noise processes all have zero
mean and a continuous power spectral density component. Since the band-
width of these processes is very wide with respect to the loop bandwidth,
it is sufficient to find for each one only the power spectral density at
the origin which, when multiplied by the loop bandwidth, gives the con-
tribution to the total noise power of that modulation component. From
(14), the autocorrelation of ne(t,Zq» is easily shown to be

Re(rs29) & <n (t.20) n (tre,2gl>
= plsin’ 29 Rn](T)' + P2 sin? 29 Ry (<)
+ 4P, P, cos” 20 Ry, (1)
+ a{lpy Ry, (1) + Py Ry (1) Ry(e) + RgZ(x)] (16)
where ' |
| R () 2 RO R - f_:smk<f)‘ley’(jznf>|2ejz"f‘ df 5 k=12
R (1) & < (8] n(t+ed> 5 k=1,2
Ry, (1) & <npp(t) npp(t+e)> = Ry (x) Ry ()
Rylr) & R(E) Fftr) = A(t) Ag(ts) |
| - %9 [: |6(j2nf) |2 ejé“f? df . (17)

The equiva]enf noise power spectral density at the origin is then



N (2) = 2 r R(t.29) dr . (18)

- 00

Substituting (16) together with (17) into (18) and using Parseval's
Theorem yields

Ng(20) = Py sin® 2p Sy, (0) + P, sin® 2¢ Sp,(0)
| 2 .
+ 8PP, cos 2<p Sm](f) Sm, (f) |G(j2nf)|" df

4 "o (fY 1elioaey
+ a{p, Nof Smy (1) 166520)|* df + PoNg [ Snp(f) [6ts2e)|* af

Ny (= ' 14
+ —é—f |6(j2nf)| df} ; (19)
where [3]
Sy, (0) 4 ZF Rp (1) dt = 4Tk of RAZ(nTk); k =1,2
k s 0O k ) n= mk>
with R, = 1/Tk the data rate of the digital modulation mk(t); k=1,2.

In [3], it was shown that, for cases of practical interest, the effect
of the self-noise power on loop tracking performance was negligible.

Thus, for all practical purposes, we may concern ourselves only with

No(2¢) evaluated at ¢=0, i.e.,

| , 25

¢ - v a b n D Ko +P, N D, Kp, + O g

| Ne = ”e(Z(P)Lo:O = 8P PRDy 1M Dy K0y # P2 Mg Dy KD, *+ =Ky

,:‘g

: | (20)

: where D, k=1,2; is defined in (11),

€ Dy, & r S, (f) Sp_(f) lG(jan)|4 df

12 o M 2

N p

17 sm(F) [6(2nf) | af

A Kp A : : .3 k=1,2

\ | kK [2 Sm(F) |6(52nf)|” df

. | , [ la(genf)|? af e

| L . | (21)
- [ 16(genf)|° df E

@

id

1




and

. « B r G(j2nF)|? df | (22)

e

is the two-sided arm filter lowpass bandwidth.

EFFECTIVE LOOP SIGNAL-TO-NOISE RATIO AND PHASE JITTER

@
' From the loop equation of operation given in (13), we can see that
the effective loop.signal-to-noise ratio is given by
2
(PoDy - P1Dq) |
@ p, = —- : (23)
‘ e NeBL :
where BL is the single-sided loop bandwidth. Substituting (20) into (23)
and simplifying results in
© | 0 ,
‘ Pe = T 5 ' (24).
A . _ .
where p = PT/NOBL with the total power PT = PI4-P2, and S s the loop
"squaring loss" which is given by
&
‘ 2
PT ~
3 S = NgE; 7,0, . (25)
® PyDyKp, * PpDpKp, + ==K+ iy
Defining the modulation indices,
A i : .
o S ek L RS | (26)
then (25) simplifies to e
. 2
AR 5 = - (ngp = mDy) R (27)
® | L S:F Py il -
| mhyKp, ”2“2'(02 + (2 PT) K *2mm, (Tﬂ‘é‘) D12f
; Ordinarily, to opt1m1ze tracking performance, i.e., max1m1ze Pe?
’E : the arm filter bandwidth is selected relatwe to the higher of the two
5 data rates. Thus, arb1trar1]y assum1ng ‘that RZ > R], we rewrite (27) in
5 the final form '
gi’;

Wi e e ot e eI
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R S e et i Tl

(n2D2 = nDy )2

B./R, b
mP1KD, *+ n0kp, * 7t K * 2y Rrp(72)
1 2 T2 2

s, = (28)

A
where RTZ = pTTZ/NO'

What remains is to characterize the tracking phase jitter pérform-
ance. In the linear region of operation, the variance of the loop phase
error 2¢ is given by

] - , | (29)

Since the demodulation reference signals of (3) are at wy rather than 2w
then the tracking jitter on the output data streams is

09

2 1 2
% 4 “2¢

1
—F (30)
pSL
We conclude then that characterization of the loop squaring loss in terms

of the system parameters is sufficient for predicting the loop's tracking
performance.

SQUARING LGZS EVALUATION FOR PRACTICAL FILTERS AND DATA MODULATION SPECTRA

To graphically illustrate the theory previously developed, it would
be convenient to obtain closed-form expressions for the parameters defined
in equations (11), (21), and (22) for practical filters and data modulation
formats. Indecd, such is possible for certain special cases of interest
as we shall now illustrate. Let us consider a simple RC filter with 3 dB
cutoff frequency fC for the Costas loop arm filters. Then,

[N

.

l6(gznf)|? = —Lr . (31)
1+ (£/f)
Substitutingv(31) into (22) and carrying out the integration gives the
relationship between two-sided noise bandwidth and cutoff frequency,
namely, :
B, = wf_ . ‘ (32)




9

10
Also, from (21), substituting the square of (31) into the numerator of
the expression for KL and recognizing that the denominator is merely
equivalent to Bi of (32) gives, upon integration,
K = 4+ . (33)
LT 7 |

Evaluation of Dk’ Kp ; k=1,2, and D]2 requires that we further specify
the forms of the two data modulations. For NRZ data with power spectral
density '

o sin® nf Ty
Sp (F) = Ty ——— > (34)
k o (nf Tk)
it has been previously shown [3] that
. ] ' . L=
. 3-(3+ ZBi/Rk) exp ('ZBi/Rk)
4Bi/Rk
KDk = 7 - ; k=1,2 . (35)
1 - m [1 - exp \-ZBi/Rk)] .
For Manchester codes, the power spectral density is
sin4 (nf Tk/2) o :
Sm (F) = T, 3 k=1,2. -~ (36)
k (nf T,/2) :
Recognizing the trigonometric identity
sin® x = sihz'x'--%f‘sinz 2% : : - (37)
then (36) can be rewritten as
2, .2 .
Tk sin” (nf Tk/2) sin” nf T,
s, (F) = 2(——) e T TR I )
k - 2 (rf,Tk/Z) Anf Tk)

which spectrally looks 1ike the difference of two NRZ spectra of different
~data rates. In view of this, it is obvious from (21) that, for Manchester

codes,
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1
MANCH  _ NRZ NRZ N
Dy =20 IRk=2Rk "0 s k=12
e
MANCH _ 1 NRZ NRZ "n NRZ NRZ} .
Kp, = —wancA |2 0% Ko, [m=or "Dk Ko, s
k D, "
¢ ' Ck=1,2. (39)
E Substituting (35) into (39) and simplifying yields the fo110w1ng results
é‘ for Manchester codes:
@ D, 1 - o /R [3-4 exp (-By/R) +exp (- 25 /Rk)] s k=1,2
9 - 4(34-8 /R ) exp (-B. /By ) + (31—28i/Rk) exp ('ZBi/Rk)
| I- _ | 4B/R
< KDk; = 3 - 7 exp (-B; /R ) ¥ exp (-2B,/F) ;
e 23 /R
?\ k=1,2 . - (40)
©

A1l that remains is to derive expressions for the cross-modulation
coeff1c1ent D]2 corresponding to the various combinations of modulation
‘ formats and relative data rates. Starting out with the simplest case
e _(at least algebraically), we shall assume that m]( ) and mz(t) are both
NRZ data streams with respective bit rates Rl’ Rz, and R 2 > R Then,
from (21), (31), and (34), we have that

| - ~ o sin® nfTy sin® nfT | e
L | e I - 1 2 L1 df.  (41)
e , m T T, == f 1+ (f/fc)

E

1°2

~Using a partial fraction expansion followed by considerab]e:integral
evaluations and manipulations, we arrive at the final answer, namely,

w%
El S
“ -PAG‘ ‘S-
! (nxnzniéﬁJc“JAler
®
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Dz = T (‘ - _3T_T2_) T2 (;’2‘) s, /]R )2

v 7 T2 ___;L_—-. 5 - (5 + 2B./R,) exp (-2B./R,)
‘sz(T (A 4

- (5 + ZBi/R]) exp (-ZBi/R])

2[5*2(“") % ’Rz] e [ (T“] ) 8y/my
[:5:,2( +1) B, /Rz:l exp [ (Tl 1) 'Bi/Rz:[

s > By ' (42)

R

m1(t) is NRZ; mz(t) is NRZ .

If m](t) is now a Manchester code while mz(t) is stil1 NRZ, then using
(36) in addition to (21), (31), and {34} gives

4 e sin® uf T,/2 sin f T, : "[2
T T, e f 1+ (f/fc)_l
Once again using the trigonometric identity of (37), D]2 of (43) simplifies
to ‘
' 9 © sin® nf T,/2 sin? nf T, 1 2
D2 = I 7 ' 7| df
i (T4/2) Ty e f 1+ (f/F,)
: @ sin? of T, sin® of T, : 2
-7 f 7 S| df . (44)
T, e f 1+ (F/F) S

Comparing (44) with (41), we immediately arrive at the following results:

MANCH NRZ| . NRZ
NRZ NRZ| . NRZ . ,
MANCH ~NRZ NRZ
NRZ NRZ NRZ T
| Dy, = 2012 R,=2F, R I (45) |
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Letting m, (t) now be NRZ and mz(t) a Manchester code, we get the rema1n1ng

| result:
NRZ  NRZ NRZ
MANCH _ . NRZ _ NRZ . ‘
Dy2 = 2Dy Dy s By 2By . (46)

Finally, when both m](t)'and mé(t) are Manchester codes, we have

b6 (¢ Sin® wf T,/2 sin® uf T,/2 ——E
Dy,. = o , df . (47)
12°° 3 3 2

To simplify (47) in terms of previously given results, we require the
trigonometric identity:

v sin4 ax sin? bx =fsin2 ax sin bx - %— sin? 2ax sin® bx
- %j sin2 ax sin2 2bx + T%? sin2 2ax'sin2 2bx .
| | (48)
) ;' | Making use of (48) in (47), we see, for example, that
| * MANCH NRZ NRZ
MANCH - NRZ _ NRZ
Dy = 4Dy g =2, " 2012 | =2
| 1757 1757
3 —2R2
NRZ NRZ
NRZ NRZ
=20y | p=25, t D12 Ry 2 2Ry
2 72
) | -
MANCH NRZ NRZ NRZ
MANCH NRZ NRZ| _»n NRZ
D 4Dy =2r, ~ 2012 lg =2m, T 2012 (R =2r
| ek Fpmehy 1
1By=28, - S S
~ NRZ AT O | |
NRZ . | : |
+ D]2 ; 2Ry 2R, 2R , : (49)
p Expressions for D;ps corresponding to (45), (46), and (49), in terms of
: system parameters can be obtained by substituting (42) into these equa-
tions and simplifying. For examp1e, corresponding to the first of the
two cases in (45), we get ' '
) ,
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1

D = 71, (1 - T,/T,) = 3T, (T,/T;) —>
2 2/ 2 Vo' (Bi/Rz)Z

12

—

15-3(5+ ZBi/RZ) .exp (.-ZB]./RZ)

+§~ (2/ )(BH)3

~ 4(5+81/R1) exp ("Bi/R])

+ (5+28./R)) exp (-2B,/R))

+2(§%- ) sy e EZ(%’; ) os]

N —

1
N[~
Mol
+
no
S
—q =
N
+
—
e
[wo)
~
NZU
L= 4
[t
>
e
' [}
no
—] =
Ny
+
e
N —
jwe]
—
~
Nitl
L=
S

whereas for the second case in (45),

T To\2 T T
= B Y A A T 2\ . .2 T
Dy = Tzﬁz 6_(T ) ! +'3(T)] ZTz( ‘2T]> 5./5)2

2 1 Bi/RZ

+ Tz(TZ‘) -(—J————gt15-3(5+281/1?2) exp (-2B./R,)

1
8
Bi/RZ)

- 4(5+B,/R,) exp (-31.;/1?']) :

+ (5+-ZB./R ) exp ('ZBi/Rl)

+ 2E3+2(1 )B /}?:l exp [-2( -;Tiz—) Bi/z?z]

) ] o o) 2]
+ 2[% 2(14-2T2) B. /Ré] exp [}2(]4-%%5) Bi/Rél

- _;-Ew 2(—;-2—“) Bi/R2:[ exp [(TF]ZH) Bi'/RZZH

Ry < By < 2Ry . (51)
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Finally, when my (t) is NRZ, m (t) is Manchester, and R2 2 Rys then corre-
sponding to (46) we have :

1 1

Dy, = F T (T,/T) = T(T,/Ty) ——
12 782t 1T 2 (Bi/RZ)Z

—-—l———§ ‘15_- 3(5 + ZBi/R]) exp ('281/31)

1
T,(T,/T;)
AN (8,/7,)

4(5 + Bi/RZ) exp ('Bi/RZ)

(5 + ZB./RZ) exp (-ZB./RZ)

2 5+z(1-%§~) B, /R-J exp |-2(] ( )B /)]
s o] oo -1

" g

+ 2E’+2(1 +§3—) B./R]‘l exp _[:.2<] +2LT21—) Bi/R]]
omemm,g‘?GEIS i 2[5+z(1+T B, /RJ exp [ (1,, )Bi/R]]
OF POOR ’

Fp 2 Rl : -~ (52)

Obtaining a detailed closed-form expression corresponding to (49), i.e.,
the case of m1(t) and mz(t) both Manchester coded. streams, is ]eft as an
exercise for the reader.

NUMERICAL RESULTS

I1Tustrated in Figures 2 and 3 is the behavior of the normalized
~ cross-modulation distortion D]Z/TZ as a function of the ratio of the two
data rates with the ratio of two-sided arm filter noise bandwidth to high
data rate as a parameter. In Figure 2, the results are for the case where
b,both m](t) and mz(t) are NRZ data streams and are thus obtained from (42).
‘The results in Figure 3 are obtained from (50) and correspond to the case
where m](t) is-NRZ and mz(t) is a Manchéster‘code and Ry ;_ZR] Also
illustrated as dotted curves are the limiting curves which 1gnore the
band11m1t1ng effects of the arm filters. These curves wh1ch are obta1ned
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from (42) and (50) by letting By/R,+> correspond to the results given
previously [1,2].

We now turn to numerical evaluation of the loop squaring loss (28)
which, for a fixed Toop bandwidth and ratio of total power-to-noise spec-
tral density, is a direct measure of mean square tracking jitter. Figures
4 through 6 illustrate (for fixed N and nz) the behavior of SL as a func-
tion of the ratio of two-sided arm filter noise bandwidth to the higher
of the two data rates R2 with the ratio of data rates RZ/R] and PTTz/No
as parameters. Assuming PT/N to be fixed, then ther variation of squaring
Toss with P T2/N directiy reflects the effect of changing the high data
rate Rz. Furthermore, at low values of B1/R2, we observe from Figures 5
and 6 that additional interesting peaks and valleys of the squaring loss
characteristic occur. These extrema represent tradeoffs between Sx$
distortion and cross-modulation noise or SxN power, depending on which
of the latter dominates the total noise. |

The numerical evaluation of the tracking jitter, for a fixed ratio
of arm filter noise bandwidth to Toop noise bandwidth (Bi/BL) £(30)], is
shown in Figures 7 through 14. Figures 7 through 10 illustrate the
behavior of ap, for fixed Nys Nps @S A function of the ratio of the arm
filter bandwidth to the higher data rate Ry for all possible signal
format combinations with RZ/Rl and PTTZ/N0 as parameters. The minimum
values of o for some ratios of RZ/R] represent best design points when
the combined effect of NxN distortion and cross-modulation noise or SxN

v power is minimal. Assuming PT/N to be fixed, the variation of 9 with

2/N is shown in Figures 11 and 12 for the case when m](t) and mz( )
are NRZ and the case when m](t) is Manchester code and mz(t) is NRZ,
respectively. As is intuitively true, the tracking jitter performance
improves with the increase of PTTZ/NO' Furthermore, for a fixed value
of Bi/RZ’ the variations of 9 with PZ/pT= n, are shown in Figures 13
and 14 for the two previous cases. The figures show that, as the powers
of the two data rates become equal (n2= 1/2), the loop is not able to
operate,
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APPENDIX. F

TRACKING PERFORMANCE OF UNBALANCED QPSK DEMODULATORS
PART II - BIPHASE COSTAS LOOP WITH ACTIVE ARM.FILTERS
, by
Marvin K. Simon

INTRODUCTION

In Part I, we investigated the performance of a biphase Costas
loop with passive arm filters insofar as its ability to track an unbal-
anced QPSK type modulation. In a previous Costas loop study for biphase
modulation [1], it was demonstrated that considerable improvement in
tracking performance could be obtained by employing active arm filters
of the integrate-and-dump type as opposed to passive arm filters. The
purpose of this part, then, is to investigate whether a similar perform-
ance improvement can be obtained for an unbalanced QPSK modulation.

Before going into the details of such an investigation, we point
out that the use of active arm filters in a Costas loop carries with it
the assumption that symbol synchronization of the two data streams is
known. This assumption, namely, that symbol synchronization be avail-
able before carrier synchronization, appears to involve one of those
unstable situations in which carrier acquisition cannot be achieved
without first having symbol synchronization, and vice versa. If, how-
ever, the range of frequencies over which the carrier‘loop must be
acquired is kept small (on thé order of the data rate or less) by doppler
correction, then the presence of the beat note, which causes the symbol
synchronization input to be amplitude modulated by ihe cosine of the
carrier loop phase error, does not destroy the information carried in
the symbol fransitions from which the synchronization clock 1s{extractéd;
Hence, for a maximﬁm frequency uncertainty less than the data symbol
rate, the symbol synchronizer can be'désigned to acquire rapidiy'as the‘

‘carrier VCO is swept through the region around the zero beat frequency.
 Thus, a coarse estimate of symbol synchronization is obtained before we

have éctua11y acquired the carrier loop or the lock detector has decided
to kill the sweep. ‘




SYSTEM MODEL AND LOOP EQUATION OF OPERATION

® To avoid the duplication of effort, we shall, in this section,
draw heavily upon the notatjon, definitions, and results given in Part I.
Consider the Costas loop with integrate-and-dump arm filters illustrated
in Figure 1, where again the input x(t) is an unbalanced QPSK signa1 plus
® bandlimited Gaussian noise of constant spectral density. Then, by anaXOgy
with (5) of Part I, the arm filter outputs are now given by

zs(t) = K]KmTz[/ﬁzmz(t)-Ns(t)] cos ¢(t)
© - Ky K T, [ g (8) + F(8)] sin g (t)
2,(t) = KK T, [P, ,(t) —R(t)] sin o(t)
© + K] %Tz[/ﬁml(t) + Nc(t)] cos kgo(t) ;
where*
® R s 1 2 5 |
’ A(t) o -T-j mt)py [t (k1T dts i=1,2
C 2 kN,
kT, - :
® vy &Ly (t) p, [t- (k-1)T,] dt
kT2
Y A1 .
O S N ACLA T (RIS
® ~ (k- 1)T '
(k-l)T2 <t s.kT2 __— ‘(2)
and P; (t), i=1,2, is the basic unit power symbol pulse in the ith data
® stream defined to be nonzero only on the interval (0, T )
Form1ng the product of zc(t) and zs( ) g1ves the dynamic error
signal, ‘
t * - '

: We assume here, as in Part I, that R ::h T2<‘T1 ) and that the
integrate-and-dump arm filters are identica1§y designed to accommodate
the higher data rate signal.

gf
i S IR R N - -
et e 1 . N s o T g S e TR g




- }ik’ ig é? ™y * L
N S_ymbo]_
u Synchronizer
e (t) KT, Sample z (t)
—) » L () p,[t-(k-1)T] dt o and
2 k1T, Hold
72K, sind(t)
Z (L)
y(t) BPF B Loop oft)
1 B >> R, b VCo e Filter -
" ' F(p)
90°
x(t)— |
ﬂ?K] cos 3(t). o
)
kT Sample z (t)
2 =
T f  edtrp e-ten)TIer and :
2 “(k-1)T, told

ggﬂftVﬂk)?HMDd~ﬂO

g1 AOVd TVNIONHO

Figure 1. Costas Loop With Active Arm Filters

4



zo(t) = zc(t)‘zs(t) . 2"‘ 2 {]}zoﬁf(t)) - P <n‘112(t)>] sin 2¢(t)

o+ ZJP] P, (ﬁv](t)ﬁi_z—(—{)) cos 2¢(t)

¢ +N[t,20(t)] (3)
:&15’ e (’0
f' where the total equivalent noise Ne[t,z(p(t)] is defined by
i ) ) ) i ) i
' N [t,2¢(t)] = [Nz(t) -.Nz(t) - 2/5;m2(t)‘N (t)- 2/}3_]_m]( )N t)] sin 2¢(t)
F e s c s
o
+ [2 /P, 2(t)N (t) -2 /Py my(t) R (t) - ZNC(t) N (t)Icos 2 (t)
¥ —5—
.é +3PA};H) t{l [ﬁ mﬁtﬁw sin 2¢(t)
?*@
B . z/p“‘ﬁ“[] (t) - <oy (8 Z(t)il'cos 20(t).  (4)
i In (3) and (4), the overbar denotes statistical expectation and <>
?Q denotes time average Since the VCO phase estimate'é(t) is related to
13 | z,(t) via
1
i LK)

then the stochastic equation of loop operation becomes™
2pop = -KF(p);Tzz[ (t)) -P <m >] sin 2<p

+ 217 TP, (R (t)ig(t)> cos 2 + TEN(t,20)f  (6)

A 2,2
where K = KvK1 Km .

Since the digital modulations can be expressed in the form

(-]

m(t) = ]

: T oaggpyltonTys =1, (7)

For s1mphc1ty of notation, we drop the dependence of ¢ on the
time variabie t. : ,



&

where 3 is the polarity (1) of the nth data symbol in the ith data
stream, then assuming that the a
from (2) and (7) that

1 [} :
Nl and ao's are independent, we have

<Ay (6 A1)y = 0. - (8)

Furthermore, the third term in (4) represents the self noise of the
filtered modulations, which has been shown previously [1] to have a
negligible effect on loop performance. Thus, ignoring these self-noise
terms and using (8) in (4) and (6) gives the simplified results

2pp = -KF(p 3 E t) - P (m i] sin 2w-+T2NeCt2¢)§ (9)
where

N (t2g) = [NZ(t) -F2(t) - 2 /5, iy(t) () - 2 /Py iy () N ()] sin 2¢

S C S
b [2/F; my(t) F(8) - 2 /P7 @ (£) i (£) = 2R (t) R (£)] cos 20
o+ 2 ¢§]P2 flzt) mz(t) cos 2¢ . (10)

Note that the first two terms of the total equivalent noise in (10) repre-

sent the traditional signa1x noise and noise x noise terms characteristic

of the error signal in Costas loops. The third term of (10) corresponds

to the cross-modulation noise of the two data symbol streams. '
Linearizing the Toop, we have that

N (t)

20 (P) = r— (1)

P<m()> P<m()>'

where H2¢5(s) is the closed loop transfer function defined by

g2} = |:P< £)> - P <y ]T KF(s)
| [2 £)> - Py iy >]T2Kr>

Assumihg that the loop noise bandwidth BL is much narrower than the noise
bandwidth of Ne(t), the variance of 2¢ can be approximated by

(12)
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where

1 (9 , |
v g ijuw(s)hw(-s)ds (14)
and
N, 4 z] CRy (8,147 dr (18)

with RNe(t-t+T) denoting the autocorrelation function of Ne(t), i.e.,

Ry (Et+) & O (e | (16)

TRACKING PERFORMANCE - THE CASE OF SYNCHRONIZED SYMBOL CLOCKS

We assume first that the two data clocks are synchronous in that
they both have a positive-going pulse starting at t=0 and their pulse
repetition frequencies are integrally related, ifé., |

¢ e, (17)
where n>1 is an integer. Since from (2), mz(t) is the output of a

matched filter matched to the basic pulse shape of mz(t), then regard-
less of the data formats of m](t) and mz(t), we have from (7) that ‘

G = 1. RGL

On the other_hand,‘eva1uation of (ﬁ?(t)>vdepends quite heavily on the
data formats of m,(t) and m,(t). For example, if my(t) is NRZ data and
mz(t) is Manchester coded data, then

‘ 1y 0stx T] :
p](t) = : .
{0; otherwise
» (19)
1; 0st<Ty/2
py(t) = .

-?,;'TZ/Z <t s.TZ‘.
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and

GE(E) = 1. | (21)

These results, together with those for the remaining combinations of
formats for m,{t) and m,(t), are given in Table 1 below. '

Table 1. Evaluation of i (t)>; T,/T, =

m,(t)
Manchester NRZ
0; nx2 1 ; n even
Manchester ‘ n-1
Tin=l 5 n odd
m, (t)
NRZ ’ 0 1

Since we have assumed a linear system in writing (13), then inso-
far as computing the equivalent noise spectral density N', we may set
s1r| 2¢ = 0 and c0522¢} 1 in (10). Doing so, we get the simplified
result '

Ng(t,0) = 2/P5 iy(t) N (t) - 2/P fiy (t) N (t)

- ZNC(t) Ns(t) + 2/P“]"P"'2 ﬁi](‘t)ﬁxz(t) . : (22)

Taking the autocorrelation function of the nonstationary process Ne(t.O)
and averaging the resu1ting expression over t yields

<{R (t t+t)) = 4E’ <R~ f t t+'r)> + P (R~ < (t,t+T))
Ne ] S '

4 Ry (Gtre)> + PP R (Gatehd)s (23)
TN R 172 i, T] s
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where
<Rﬁ2ﬂc(t’t+T)> = iy (t) N (t) iy (t+1) N (t+1)>
<R~]N5(t,t+r)> 4 <y (8) N () @y (o) N (t+ 1))
<Rﬂc S(t,t+r)> = CR(E) N (t) R _(t+) Nsl(t+1-)>
AL S Gy (E) (1) iy (ter) iy L+ ) (24)

Since, from the definitions in (2), the noise processes Nc(t),NS(t) and
the signal processes m](t),mz(t) are piecewise constant over a Tz-second
interval, then ‘

g. 2 2(] -J~JJ ; lt] <7
i, R T, 2
CRe i (thttr)y = ¢
oee 0; <l > 7
omz GNZ ('l-lfd-)‘; [t] <7,
1 2
Rs i (tit+r)) =
1's
' 103 ' |t] > T,
UN‘4(1 -’lf-[‘b H |T| iTz
2
Ry (tattr)d> = .
(N |
¢ 0; ] > T,
, om20m2(1 -lgjﬁ ; [ T,
FoalGtrny = 1 & 2 (25)
1:2 0 ; RN
where
-5 N
o = D = @y = o
cﬁli = i) = (262)
and
GE IS
- JGINAL PA
G = CHEED O POOR QUALITY (76,

e



is evaluated from Table 1. Substituting (25) and (26) into (23) yields

N NA\2 : )
0 (0 2{¢1 . Lzl .
. 4;E°2”’1 °xﬁ]z:[2T2 + (272> MARPL N ;oR BRI RF
(RN (tyt+1)> = ,
¢ 03 ' HERS (27)

Finally, integrating (27) over t between -= and +« [see (15)] gives the
equivalent noise spectral density

N 2P, P, T,
oo , 2. Yo 1P2T2 2
Ne' = 4“0-[2”1%]*2T2+ Ny orﬁ;l (28)

whereupon, from (13), the variance of the 2¢ process becomes

4N, B, (P, +P,) N 2P, P T
0.2 = 0L 1772 boap. gl e 0 1272 21
2¢ (P. +P 2)2 271 ®my T 2T, N i

) -
(29)
Alternately,
B Pt Py = PT . (30)
20 © o8 NgBL Mo B,
where S is the "squaring loss" defined by
: 2,2
S5 = ( ) Ny 2h T, 7 (31)
P.+P,) [P,+P,0." + ~ + G~
172717271 ml AP No m;]
In terms of the power ratio v, &P, /P, (31) can be put into the final
desired form :
| 2,2
| (-vpog )™ | |
: ’ 2¥n Reso ~
: ) , THyp P 712 %,
(T+yp) 1 +y,0:" + +
| 2 P‘m]‘ 2Ry 1+YP

where, as in Part I, Ro . (P +P5)T,/Ny is the total power-to-noise |
ratio in the high data rate bandwidth. Note that, except for the depen-

dence of aﬁz on the data rate ratio RZ/R1 (see Tab]e‘1), the squaring
- ' ‘
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loss of (32) is, unlike the results in Part I for passive arm filters,
independent of this ratio.

Figure 2 illustrates 5. vers%;_YP with R-s fixed at values typical
of coded and uncoded systems, arnd oz. as determined from Table 1 corre-
sponding to the specific data formats of m1(t) and mz(t). Note that,
while the bi-phase Costas loop is unable to track a conventional balanced
QPSK signal since, regardless of the value of RTZ’ SL
m](t) and mz(t) are of the same format, it is indeed able to track a
balanced QPSK-type signal in which m1(t) and mz(t) have identical data

=0 when n= Yp = 1 and

rates and powers but are not the same format. For example, if m](t) is
NRZ and mz(t) is Manchester coded, or V1ce versa, then when n=1, o;a 0,
and furthermore, when YP"]’ we have from (32) that
5 = —— (33)
L .

1
2 |14 =
[ RTZ]

TRACKING PERFORMANCE -- THE CASE OF UNSYNCHRONIZED SYMBOL CLOCKS

More often than not, the two data clocks will be unsynchronized
since, typically, the two data streams are generated from totally inde-
pendent sources., In this situation, there is, in general, no relation
between the epochs of the synchronization pulses corresponding to the two
data clocks and, furthermore, the ratio of the two data rates need not be
an integer. Nevertheless, still assuming that the active arm filters are
matched to the pulse shape‘pz(t), then <m§(t)> is again given by (18).
Computation of <ﬁ$(t)> for the unsynchronized clock case is a bit more
tedious than was the case for synchronized clocks. The nature of the
mathematical model required is very much like that used in computing the
cross -modulation distortion D]2 in Part I. In fact, the results for
(nﬁ (t)> corresponding to the various data format combinations for m](t)
and m2( ) can be obtained directly by taking the limit of D]Z/TZ as Bi/R2
approaches infinity [see equations (42), (50), (51), (52), for example].
These results are summarized in Table 2. ‘

Thus, to compute the loop squaring loss for the unsynchronized
clocks case, we use (32) with cmz now determined from Table 2. Note that,
in the Timit as Yp+ s .Table 1 and Table 2 are equivalent; 1i.e. ; for a

‘suff1c1ent1y large ratio of data rates in the two channels, the loop
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tracking performance is approximately the same for synchronized and unsyn—
chronized clocks, as one would intuitively expecgfﬂhFigur&s 3 through 6
illustrate SL versus yp = P1/P2, with RT2= PTTZ/NO fixed at the same values
as in Figure 2. The curves are distinguished from one another by the
formats of the modulations m1(t) and mz(t). Note that, when the higher
data rate modulation mz(t) is Manchester coded, the squaring Joss is sig-
nificantly improved relative to when this same modulation is NRZ. Again,
the reason for this stems from the fact that the active arm filters are
matched to the pulse shape of mz(t) which, for a Manchester code, results
in much smaller values of omz (see Table 2) than for an NRZ pulse shape.
It is important to note that, here again, as for the synchronized clock
case, the bi-phase Costas loop is quite capable of tracking a balanced
QPSK signal (YT='YP= 1) when mz(t) is Manchester coded. .

Table 2. Evaluation of (i (t)> 3 T /T,y 2

mz(t)
Manchester ' NRZ
Iro2_5 - . _1.z2 .
6[YT,'YT+]2 6YT]’ YT GYT']+3.YT!
‘Manchester By < By < 2R, Ry < Ry < 2R,
"2'1""', 5’2 2 2H1 1 - —]"" ’ RZ 2 ZR]
Y7 T
m, (t) :
1 1
NRZ e 1 -
6YT 3YT

COMPARISON OF SQUARING LOSS PERFORMANCE - ACTIVE VERSUS PASSIVE ARM FILTERS

We are now in a position to answer the question raised in the first
paragraph of the introduction, namely, is there a tracking performance
improvement obtained by employing active integrate-andédump arm filters
as opposed to passive arm filters and, 1f'so, how much. To begin this

investigation, we borrow a result from Part I, namely, (28), whichfcharac;

terizes the loop squaring loss for passive arm filters. In terms of the
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notation déve]oped here in Part II, (28) can be rewritten as

2
(D, = vy D) .
o - 2 = Dy )

L T+y \ /B 2y, R D
p R\ /P12
e N o)

where D], D5, Kpys sz, and Dy, are all defined in Part I. Note the simi-

larity in form of (34) and (32), corresponding to the squaring loss for
integrate-and-dump arm filters. ,
Since Dl’ DZ’ KD], KDZ’ and D]Z/TZ of (34) are only functions of

Bi/R2 and Y then analogous to the biphase case [1], for given values of

Y7o Ypo and RT2’ an optimum value of Bi/ﬁ’2 exists in the sense of maxi-
mizing s, of (34) (i.e., minimizing the squaring loss). Using that value
of Bi/Rz,‘name1y, (Bi/RZ)opt’ and defining the corresponding value of 5.
by SLopt’ then the minimum improvement in tracking performance (or, equiva-
lently, in squaring loss performance) is given by the ratio of (32) to (34):

212 1+ vpy /By 2Yp Rpa\ D15
) oty oot (-
5 | 2y Ro o0l '
Pt ( D, )2 o 14y, CYPTT2%M
: Dy -y THyyo + :
p Dy P %, * 2R, T+,

(35)

Assuming single-pole (RC) arm filters as the basis of comparison, wherein
KL= 1/2 [1], and unsynchronized symbol clocks (i.e., qﬁ?, determined from
Table 2), Figures 7 through 9 illustrate I in dB versus the channe] power
“ratio Yp with the data rate ratio Yp as a parameter and values of total
power-to-noise ratio RT2 typical of coded and uncoded systems We observe
from these figures that the improvement in squaring loss performance of
using integrate-and-dump arm filters as opposed to single-pole arm filters
is an-increasing function Of yp and depends heavily on the choice of

data formats for m](t) and mz(t). Also noteAtgat, in the Timit, as Y
approachgs infinity, D1=~KD]= 012/T2= 1 and qﬁ]=,1 or 0, depending on

the data formats of m](t) and mz(t). Thus, I of (35) simplifies consider-
ably for this specia] case, ‘ ‘
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CONCLUSIONS

We have evaluated the performance of a biphase Costas loop with
active arm filters when tracking an unbalanced QPSK signal. The cases
of synchronized and unsynchronized clocks have been treated and results
are given for all possible combinations of NRZ and Manchester formats
for the two information channels. It has been shown that, while for a
fixed ratio of data rates and total power-to-noise ratio in the higher
data bandwidth the squaring loss does indeed increase as the ratio of
powers in the two channels ‘increases, the rate at which this loss increases
(tracking performance deteriorates) depends heavily upon the data formats
in each channel. Thus, it is concluded that, when the ratio of data rates
is on the same order of magnitude as the inverse of the power ratio,

i.e., approximately equal signal energies in the two channels, the
biphase Costas loop can be used as an efficient demodulator of QPSK.

On the other hand, if the energy in the two channels is very unbalanced,
e.g., one channel is coded and one is uncoded, then it is still possible
to efficiently use a biphase Costas Toop for demodulation of unbalanced
QPSK provided that the higher data rate channel is Manchester coded. It
is understood that the foregoing conclusions are quite general and are
not intended to rule out specific design situations in which sufficient
total power-to-noise ratio is available to tolerate Targe squaring losses.
In an individual situation, one must resort to the specific numerical
results given in the illustrations to determine the suitability of employ-
ing a biphase Costas loop for demodulation of unbatanced QPSK.

As a final note, the results derived in this part will play an
important role in assessing the error probability performance of unbal-
anced QPSK receivers where the data detector is, in fact, an integrate-
and-dump filter. The results of such an investigation are the subject
of a future paper by the author.
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TRACKING PERFORMANCE OF UNBALANCED QPSK DEMODULATORS

PART 1II - BIPHASE POLARITY-TYPE COSTAS LOOP
WITH PASSIVE ARM FILTERS

by

Marvin K. Simon
Waddah K. Alem

e

1.0 INTRODUCTION

In Parts I and Il of this study, we addressed the problem of

{‘f tracking an unbalanced QPSK signal with a conventional biphase Costas

: loop with analog input phase detectors, and an analog third multiplier
I ® (the one that forms the loop error signal). Because of dc offsets

| associated with analog multipliers, it is common practice to hard-limit
the in-phase* channel arm filter output and replace the analog third

1 multiplier with a chopper-type device (switched multiplier) which
;}?‘9 typically exhibits much less offset. While it is also possible to
: replace the input in-phase and quadrature analog phase detectors
with switched multipliers, the impact of doing so on the resulting
tracking pefformance is minimal since the arm filters will pass only
the first harmonic of these phase detector outputs. Thus, aside from
the 8/n2 power loss associated with the first harmonic of a square
wave, the performance of the loop would be identical to that given
in Part I for an analog third multiplier or that to be presented here
in Part II1 for a switched third multiplier. For ease of terminology,
we shall refer to a conventional biphase Costas loop with a switched
third multiplier as a "biphase polarity-type Costas Toop" or, even
simpler, a "polarity-type Costas loop."

Generally speaking, introduction of a limiter (hard or soft)
into a system results in signal suppression, the amount of which is
a function of the signal-to-noise ratio at the Timiter input. This

signal suppression, in turn, reduces the total loop gain and, as a
consequence, the loop bandwidth. Another potential problem with the

Timiter under strong signal conditions is that it may increase the
tendency of the loop to false lock. This tendency was demonstrated

For unba]anced quadriphase, we shall refer to the in-phase
channel as that corresponding to the point of data extraction for
the higher power s1gna]
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in [1,2] for a polarity-type Costas loop with a biphase data input.

The purpose of this appendix is to address the tracking behavior
of the polarity-type Costas loop with unbalanced QPSK input and com-
pare its performance with that of the conventional Costas loop dis-
cussed in Part I of this same study. In particular, for the case of
single-pole Butterworth (RC) arm filters and a particular combination
of NRZ and Manchester coded data on the two channels, the squaring
loss (tracking jitter penalty relative to a linear loop) is evaluated
and illustrated as a function of.the ratio of arm filter bandwidth to
higher data rate and total signal power-to-noise ratio in this higher
data rate bandwidth. Also numerically illustrated is the correspond-
ing mean-squared tracking jitter performance as a function of these
same receiver parameters.

2.0 SYSTEM MODEL

Consider the Costas loop with hard-limited in-phase channel
illustrated in Figure 1. The input x(t) is, as in Parts I and II, an
unbalanced QPSK signal plus noise, i.e., ‘

x(t) = V2P m (t) cos o(t) + V2P, m,(t) sin e(t) + n.(t), (1

where o(t), m](t), mz(t)'and ni(t) have been previously defined. To
avoid unnecessary duplication, we shall not rederive the expressions
for the in-phase and quadrature arm filter outputs, zs(t) and zc(t),
but rather refer the reader directly to the results in equation (5) of
Part I. Thus, hard-limiting zs(t) and multiplying by zc(t) produces
an error signal zo(t) at the switching multiplier output (assuming
this multiplier has unit gain) which is given by

zo(t) 2 z (t) sgn [z (t)] |
= Ky K /B, fy(t)i(t) sin g(t) + K, K 7Py (£ (E) cos o)
+ Ky Ky (8 TG(8) cos g(t) - A(e) sin p(8)], (2)
where

e

f(t) | sgn {Vﬁg'ﬁz(t) cos ¢(t) - /ET'ﬁ](t) sin @(t)
- IR(8) cos g(t) + R () sin o)1} (3
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and sgn (x) & x/ |x| denotes the "signum" function of the argument x.
The instantaneous frequency of the VCO output is related to zo(t) by
d#(t) _ -
fe = Ky IR(R) 2g(8)] + wy (4)

and hence the stochastic differential equation of operation for the
Toop in Figure 1 becomes

2 L4 = 200~ KF(p) {2 /P fig(t) ii(t) sin @ () + 2 /Py g (£) i(t) cos ()

+ 20(t) R [t,cp(t)]} (5)

where K9K1 K K., and

m'y

"

N[t,o(t)] A Nc(t) cos ¢(t) - N (t) sin @(t). (6)

Consider first decomposing ﬁz(t)ﬁ(t) sin ¢ (t) into

fi, (£) () sin @(t) = < (t)i(t) sin o(t)d

iy (£)i(t) sin @lt) - SRp(E) R(E) sin @(E)]  (7)

where the overbar denotes statistical expectation with respect to
both the noise and data modulation processes, and < > denotes time
average. Similarly,

A

fi, (£) f(t) cos (t) = <m1(t)m(t) cos p(t)

[i1 ) cos ¢(t) <ﬁ1(t)ﬁ(t)cos ¢(t)§] (8)

The first terms of (7) and (8) represent the normalized dc components
of the error signal at the switching multiplier output. Since these
dé voltages are, in general, a function of the loop phase error
(specifically, in'this case, a function of twice the Toop phase
error), it is traditional to refer to their weighted sum as the loop
S-curve or tracking characteristic, With this in mind, we can write*

-k .

For convenience, we drop in our notation herein the dependence
of ¢ on time. Also, the Toop bandwidth is assumed to be much less than
the data rate and thus ¢(t) is essentially constant over a symbol time.




1t

2 /P, iy (t) m(t) sin @(t)> + 2 /Py iy (E)T(t) cos p(t)>

et rnbeb o

(mz )-_~_> sin @ + 2 VP, (m (t)m(t)> cos @

ne>

P, £(2¢)
J_

P, afy(2¢), (9)

where f](x) is a nonlinearity which is periodic in x with period 2n
and has unit slope at the origin, i.e., x=0. Thus, a defined by

s 4 df(2 ] fgzg
JTI 7 ’so =0
i R
= G (ETA(ED] g J ag (KGR (0

is the signal amplitude suppression factor which results due to the
combined distortion effects on the input modulations m](t) and mz(t)
of the hard limiter and finite arm filter bandwidth. In the next sec-
tion, we evaluate this suppression factor for modulation data formats
and an arm filter type of current interest in practice.

The second terms in (7) and (8) are zero mean processes which
represent the -self noises of the filtered, hard-limited data modulations
at the switching multiplier output. Thus, defining these self noises
by

ne-

ng (2] = 2/ [y () m(t) - <y (t) m(t)>] cos @

e

nAZ [t,2¢] 2 ‘/g[{ﬁz(t) m(t) - <ﬁ12(t) m(t)>] sin @ (11)

and substituting (11) together with (9) into (5) gives the resulting
equation of loop operation

%ﬁg = 2520-K'F(P){'/53.2.&'F] (2¢0) +2m(t) R(t, @)+, (t,2¢) H‘A](t 2<p)}

(12)

2

Finally, since for good tracking performance the loop operates in the
region of small variations of ¢ (i.e., its linear region), then
since nAz(t,Zqﬁ is proportional to sin ¢, its self-noise power in




the narrow Toop bandwidth will be vanishingly small when compared with
that of the dominant noise component m(t)ﬁ(t,w).‘ Thus, as has been
done in similar analyses [3,4], we shall ignore the effect of this
self-noise term. Under this assumption (12) reduces to

292 = 29 - KF(p){frTZ‘ ity (20) + Ne(t,Zqo)} (13)
where
fo(t.20) & 2i(t) AL, @) + ny(t2g) ()

is the equivalent additive noise perturbing the loop.

3.0 CALCULATION OF THE SIGNAL AMPLITUDE SUPPRESSEON FACTOR
The input digital modulations mi(t); i=1,2; may be represented
as

S |
mz\t) = ng;manz Po(t-nT,)

where a; = £1 is the polarity (x1) of the nth data symbol in the ith
data stream, T1Q= I/Ri is the symbol time and pi(t) is the symbol pulse
shape of the ith data stream (e.g,, for NRZ coding)

{1 s O0<tsT,

pi<t) = :
: 0; otherwise
and e is the random epoch between the two data streams which accounts
for the fact that, in general, the two modulations are asynchronous.
After passing through the Costas Toop arm filter, tnese same
modulations become

w

i (t) = I a. pi(t-nTo)s i=1,2 (17)
n=_oo .
Where'
R O EIC R L (18)
0 | ORIGINAL PAGE 18
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with g(t) the impulse response of the arm filter G(s). Thus, from (10)
A TS 1 Tz—:-'—'—:“—‘
g, = imy(t)m(t)> = —T——f my(t)fi(t) dt (19)
=0 270 | =0

which, from (3) and (17), becomes

G, = -
2 T,

O Se n=-

T ® b ~
J 2 [ y anzﬁz(t-:1T2{]sgn {ﬂi; y anzﬁz(t— nTZ)-NS(t& dt .
' (20)

~

The statistical average over the filtered Gaussian noise process Ns(t)
in (20) can be performed quite easily with the result

— ot A " b——. v D
sgn {@2 L 2y Pplt-nTy) - Ns(t)} - e U% n=2.ma”2 pz(t-nTzﬂ o

n.‘;..co

where Po = 2P2/NOBi‘is the high power channel signal-to-noise ratio in the
arm filter bandwidth,

erf x 2 —g—-f exp (—t2) dt, (22)
T 70 '

and Bj denbtes'the two-sided noise bandwidth of the low-pass arm filter
G(s), i.e.,

lve]
i

r‘|e(j‘2wf)|2 df . | (23)

Substituting (21) into (20), we get the somewhat simplified result

T, [ by |
~ ] 2 a1 , T2 v o, _ e
&, = T; JO L:Z.manz. pz(t~ nTZ)jI erf {;/2 .n}“manz p,z(t nTZZI _dt' (24_)

In general, evaluation of &, as given by (24) is a difficult, if
not impossible, task due to the presence of the error function non-
Tinearity which 1mpedes'performing the statistical average over the
doubly infinite data sequence. Fortunately, however, the problem can

- be somewhat simplified by noting that, in practical system design, the

3 dB cutoff frequency of the arm filter is chosen on the order of the

o - w . P T——



data rate or greater to assure good tracking performance. This implies
that the tails of ﬁz(t) beyond a single symbol interval decay rapidly,
and thus it is sufficient to consider only the contribution of the

data bjts a and a_y insofar as computing the argument of the error
function in the interval OSJLSTQ.* Assuming then that the data bits
are random and take on values #1 with equal a priori probability, we

obtain the result
T s T oy
o A2 2o d 025 (¢ 25
& = 5y f p2+(t)'erf Jz p2+(t) dt + 5T f pz“(t)erf /2 p2_(t) dt
270 270
(25)
where
By (t) & By(t) £ By(t+T,)5 0st<T,. (26)
\ v
Computation of &] defined in (10) is slightly more complicated
since the time origin of both data streams is involved and thus an
additional average over the random epoch e between them is required.
Averaging first over the filtered Gaussian noise process N[t,ep(t)] 2
Ns(t)cos(p(t) +R_(t) sin @(t) with variance ONZ::NOBi/Z gives
A4 S /Fg‘ﬁz(t) cos @ - /5;"ﬁ](t) sin @
OL] a—-—- m](t) erf
% /7 g
' o -7 p=0
2p P ) -
AZ \ 2 AZ
= _N/:;l-<<m](t) exp 3— 77'“2(t)§:> ) / (27)
where
P 2p
A ] 1
I P (28)
O'I'\} 1

Again, because of the independence of the two data streams and
the asynchronism of their timing, (27) can be simplified to

. . ‘ :

Extension of this approach to take into account 1ntersymbol
interference from more than oneé previous pulse 1nterva1 follows in a
strajghtforward manner.




it

2 - e -
&) - ——?{—]— <rﬁ]2(t)><exp %— -p-2-2— lﬁzz(t)€> . (29)

The first factor in (29) is easily evaluated as [1]
~2 A - : 02
G Oy * Lsm](f)le(gznf)] df , (30)

where Sm](f) is .the power spectral density of the modulation m](t).
The second factor in (29) can be simplified by once again using the
approximation of considering only intersymbol interference from the
previous pulse as was done in reducing (24) to (26). Thus,

2p T p
~ - _ |21 1 (2 P2 .2
Gy = v Oy 7T, [o exp [ 5 p2+(t)] dt
20 T p
1 1 ? 2. ~2
J —2*—' D? exp E 5 pz_(t) dt . . (31)

Finally, letting
P Py

denote the ratio of powers in the two data channels, then from (10},
(26), (31) and (32), the signal amplitude suppression factor d is given

T | p T | \/5_'
o L [23 : 2 R R P2 .
&7, Jo Pp,(t) erf Uz Ppalt ﬂ dt+ a1, ,(0 Pp.(t) erf [ 2 Pz-(tﬂ dt

20, T p '
2o 1 (2 [ e
“,"YP,\/ v O, 2T?] eXp |- 7 Bpy(t)) dt

| o T Top N | |
[%2 1 ("2 2.2 | ,
“ Yp [T Dm] ETE.JO exp |- 5 p,_(t (vy1 dt . | ] (33)

L~ )

Note from (33) that the effect of the quadrature data channel (Chdnne] 1)
on the signal amplitude suppression factor is to reduce its value rela-
tive to that [the first two terms of (33)1 when the input is a biphase
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modulation [4]. ‘

As an illustration of the application of the result in (33) to
a particular case of practical interest, we consider a Cdstas loop with
single-pole (RC) Butterworth arm filters and input modulations specified
as follows. The high data rate modulation mz(t) is characterized by
NRZ data with pulse shape pz(t) specified in (27), while the Tow data
rate channel has a Manchester coded modulation m](t).

As is well known, an RC filter has a transfer function

6(ju) = — - (34)
1+ 3 o
Cc

where mc==2nfc is the radian 3 dB cutoff frequency. Taking the inverse
Fourier transform of (34) and substituting this result, together with
(16), into (18) results in

pz(t) = [1 - exp (-mct)]u(t) - [1 - exp (-mc(t —TZ))] u(t - T2) - (35)

where u(t) is the unit step function. Thus, from (26), (33), and (35),
we obtain ' ‘

1 oy
% J {1 -2 exp [—Z(Bi/RZ)x]} erf {dk€§{1-2 exp ['Z(Bi/RZ)X]}} dx

QR

0

1 2"2 , é Py 2|
+ i-erf - Yp m -7 exp —-§~{1-2exp [—Z(Bi/Rz)x]} dx
P

\

Pe P : )
2 ‘ ] 2 ‘ )
" p /—ﬁf‘nm] 2 exp’<~ 7?) d (36)

where we have made the substitution x= t/T2 and taken note ofhthe fact
that, for an RC filter, the two-sided noise bandwidth Bi and 3 dB
“radian cutoff frequency w, are related by W, ZB Also, the mean-
~squared value for a Manchester coded modu]at1on after arm f11ter1ng

is given by [5] ‘

Oy, = Ve gy 8 4 e (aym) tee (2ym)) . (a)
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Before illustrating the variatjon of a with Bi/Ré, we must char-
acterize the signal-to-noise ratio Po in terms of the system parameters.
From the definition of Pos WE have that

2p P,T '
. e _o2ff2ley 1 2 ]
2 7 NB: 'n<N>fT ‘ﬂRz(fT)-' (38)

Since, in a given system design, the data detection signal-to-noise
ratioRzé P2T2/NO is typically fixed by the requirement on bit error
probability performance in the high data rate channel, we shall param-
eterize R, and plot the signal power suppression factor &2 as a‘function
of Bi/RZ‘ Figure 2 illustrates such a plot. The curves are drawn for
B}./R2 > 1.5 or, equivalently, TC/T < 1/3, where Tcé 1/mc is the arm
filter time constant.

For large B, /RZ’ an appropriate asymptotic expression for &2
can be obtained from (36) and is given by

| R
/ 2
B /R / 8, /R, P ( B;."/R2> 3 (40)

Also, in the limit as R2 -+ =, we obtain the asymptotic expression

=1 - ‘273’1.1/7?’2‘[‘“ - exp (-2B,/R,)] , (41)

which is identical to the result obtained for a biphase modulation
input [4].

4.0 CALCULATION OF THE EQUIVALENT NOISE SPECTRAL DENSITY Ng

In practical applications, the bandwidth of the Costas loop is
ordinarily designed to be narrow with respect to the equivalent noise
bandwidth of N (t 2¢) defined in (14). Thus, we can further appfoxi-
mate N (t 2¢) as a delta correlated process with equivalent single-
sided no1se spectral density
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(r) dr , (42)

A o
N, = 2 f Ry
e o Ne
where
R (1) & KR (t20) A (t+c,20)> . (43)

Since, as previously mentioned, for good tracking performance, the loop
will operate in the neighborhood of ¢ =0, we shall evaluate (43) and
hence (42) only at the point @ =0. For a conventional Costas loop
without the hard limiter in the in-phase arm, the equivalent noise
spectral density is indeed independent of ¢ [3]. Proceeding then under
the foregoing assumption, we have from (3), (6), (11), (14) and (43)
that* '

Rﬂéf) = 4<ﬁ (t+7) sgn {Jﬁg'ﬁz(t)— ﬁs(t)}sgn {/ﬁg'ﬁz(t+¢)-hs(t+r)}>
+ 4Py iy (£) iy (b o) san /P iy (t) - Rig(8)] san /Py fip(bee) =R (ev) b
= LR (e) Py Ry ()] Csam (4 gt - A (0)} son {/77 fiy(ter) =R (el
| (44)
where
. - Ny =
Ryle) = N (t)N (t+x) = ~,9-L°|G(32 f)|2 I g (45)
and
Rﬁl](r) R GHOENCEIEE [_Q;sm](f)le(j'zwf)lzejz“‘cT df . (46)
For the RC filter of (34), it is simple to show that
NB. _op.].
Re(r) = Sl Byle] (47)

Furthermore, for Manchester coded data on Channel 1 with power spectrum

*Notefthat, because of the independence of m](t) and mz( ), the
term <ﬁ](t)@(t)>(p=0 = (ﬁ1(t)sgn[¢5§'ﬁ2(t)-5ﬁs(t)]> in nA][t,2¢ﬂ

evaluates to zero.
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7fT
sin4 ( ]>

. 2 N
S (f) = T . (48)
™ ! (wa])Z .
2
we have that
-B;/R -2B;/R -2B;
I [;e 1 ]-e i/ i]cosh28.1~3e 1IT| !
1-3 0+ = ! ; 0= |t| <
1 281./1?1
-2BilT -2Bs/R
|TI e Tl I[4-cosh B./R]-3]-e i/ J cosh2B.t T]
R- (1) = "(]"T )+ ! ! ;—z-ilTlsﬁ
] 1 2B./R
Ui
~2Bi |
e [4cosr|Bi/R1-cosh ZBi/R]~ 3]

ZBi/R1

Thus, what remains is to compute the correlation function of the hard
Timiter output as required in (44).

The general problem of computing the correlation function at the
output of a zero memory nonlinearity (e.g., a hard limiter) when the
input is signal plus Gaussian noise can be attacked by a variety of
techniques, among which are the transform approach [6], Price's Theorem [7]
and the series expansion method [8]. Letting

y(t) & sgn (/P dyle) - A (t)]}, (50)

then to compute the equivalent noise spectral density defined in (42),
we must calculate’

NS (RO t (IR () de. (51)

As was true for the signal suppression factor and even more so
here, evaluation of Ry(r) when mz(t) is specified by (15) is difficult
if not impossible. Even when one is willing to make the simplifying
assumption of requiring that the statisticalyaverage’on the data be
taken only over two data symbols, additional simplifying assumptions
are necessary if one is to obtain meaningful numerical results for the
equivalent noise spectral density. ’
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It is convenient to start with the power series approach of [8]
to evaluate Ry(r), namely,

Ry('r) = :
r 92 . 9‘2 . |
<ierf L TT'mz(t) erf 7?-m2(t+1)
2 Pp a2 o2 = o (1) R )
+ ;-(:%xp {-—2—[m2 (t) +1i, (t+r)]} k§1 7 M < pzlﬂz(t)> Hy_1 (Nﬁigmz(t+1)>:>
. (52)
where Hk(x) is the kth degree Hermite polynomial defined by
2 k 2 _
Hk(x) = (—])kex /2 fii-e"x /2 (53)
~ dx
and
R“(T) —28" ’
. 4 N = T
SIS ) e (54)

N

The case of interest here is where the data on Channel 2 is uncoded, in
which case, the signal-to-noise ratio R2 would be large to achieve a
small error probability on this channel. Thus, since Py is directly
proportional to R2 for a fixed ratio of arm filter bandwidth to data .
rate RZ’ then for large Pos the first term (k=1) in the series expan-
sion of (52) will dominate. Thus, keeping only this term and again
assuming that the statistical average on the data sequence is computed
only over two symbol intervals, we obtain
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2T, -2B:lr T Po . P
Ne = 4N081 f 2 e il %L-I 2 erf \/37 mz(t) erf Qﬁéglﬂz(t+r) dt|dr
-2T2 20

2T, 4. |ti[ 5 (T B

2 1 2 2 -2 o

cangp By [ 2L [ e L2208 + i 240001} at | do
—2T2 20 ‘

1 (T2 . P2 .
+ 4NOBip1 LZT Rm#T) TE-IO erf 7?-m2(t) erf vﬁ§~m2(t+r) dt|dr
2 ‘

, 2 2 -2yl g (T Po -2, .2
+ ANGB, (—1?) Py f Rlﬁ(T) e :r-—f exp {—»2— My (t)+m2(t+1)]} dt|dt
~2T2 1 270

2T

(55)

where i, (t) and ﬁz(t+r); Dst<T,, 0.S|T|.$2Té; are computed from (17)
and (35) and Rm](r) is given by (49). Carrying out the statistical
average, we obtain after much manipulation

Ne = 4NOBN (56)

where, analogous to Equation (57) of [4], By is defined by -

1 -(2B;/Ro) -2B;/R
By = 281./1?2[ e ! ZyEE](y)wLe ! 2f3(y)j|dy

0

(1~ (4B;/Rn)y -4B: /R
+(281-/R2)-12;I0e e foly)+e 2f4(y) dy

.
+ (2B,/Ry) o jo [,ﬁ](ﬁza)f](y) + Rm](%)g(y)] dy

e oy 221 (1 =(2B4/Rp)y -2B;/R
+ (281/32)—-—19—}0& Ve Rﬁ](%)fz(y)r*'é ‘ %R (m)f4(y) dy

with
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1-y

1 (1Y 1V
+ E-JO g7(x) gy (x+y) dx - E.JO gy(x) gy (x+1-y) dx
Y 1
foly) = (-Z—ix) exp’ (-p,/2) + jo g,(x) dx + L_ygg(x) dx

1 1-y 1 ¥
ty f 9,(x) go(xty) dx + & Jo 9,(x) g5 (x+1-y) dx

1 - 2 P2 (Y .

faly) = (79 erf /;+ jo gy(x) dx - f]_yg](x) dx
y -
- 1: Jo gy (x) gy {x+y) dx
o Leo? ¢ 1 1 v d
faly) = 7 exp™ (-p,/2) + §'J092(X) dx + E~Jogz(x)gz(x+ -y) dx
1 (1Y ,
7 fo 95(x) go(xty) dx (58)

and

o) [{a]
[3®] —~—
~—~ ——~
P =
Nr® ——
{ H
[ o]
x =
o =h
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-
ml ° :\)[ D!
(A [
=1 =
! 1
N [
03]
1 1
—~ ——
N nNo
jov’ {ow]
—te —
~ ~
oy 3
no no
N —
> >
L= >
PO Bt |
N’

(59)

i 5.0 CALCULATION OF SQUARING LOSS AND TRACKING JITTER

We have already observed in previous analyses of this type [3-5]
that the performance of Costas loops in either their linear or nonlinear
tracking regions is characterized by the behavior of a parameter referred
to as squaring loss. This loss represents the additional degradation in
equivalent Toop signal-to-noise ratio relative to a linear loop, i.e.,

one in which there exists no noisexnoise or signal xnoise error signal
components, More specifically, if in (9) the normalized S-curve f1(2¢)

| AGE 15
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is replaced by 2¢, its linear approximation, then one obtains the
linear equation of loop operatijon from which the effective Joop signal-

g to noise ratio p' insofar as computing the behavior of the 2¢ process
is
, (P, &)° |
‘:i D' = N B 3 (60)
- : el
12 ”4’
:ﬁ where BL is the single-sided Toop noise bandwidth and NeBL represents

the noise power of the equivalent noise process Ne(t,2¢0 in this
bandwidth. '
Using (56), we can express {60) in the form

ol = l<P1+P2< P2 <_.2.> L g (61)
| FANG, )P FP \By | AL

,Ejﬁ and, in addition, for @,=0, the tracking jitter is given by
¥
: 2 _ 1
% 0T (62)
where
& s MtP o hy
£ S A T (63)
3 0L 0L
b and
e A 1\ &
5 8 (_.__) & (64)

is the so-called squaring loss with & given by (33}, gy given by (57),
and yp defined in (32). o :

Since the modulation reference signals are at wy rather than
2wy then the tracking jitter on the output data is

Using (38) along with the definitions of a, By and S , Figure 3
illustrates the variations of 5 versus Bi/RZ'with PTTZ/NO as a parameter.
Superimposed on these curves (in dashed Tines) are the corresponding '
results obtained from [5] for the biphase Costas loop with passive arm
filters. Figure 4 shows the phase jitter op as a function of Bi/RZ
for the hard~]imited loop with PTTZ/NO and RZ/RT as parameters. The
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phase jitter of the conventional loop [5] for RZ/R]= 20 is also included
for comparison. The computations for the phase jitter are based on a
typical ratio of Bi/BL= 104. We observe from these results that, for
high signal-to-noise ratios, the hard-1imited loop actualily outperforms

the conventional Toop.

6.0 CONCLUSION

The squaring loss of biphase polarity-type Costas loops (with
a switched third multiplier) has been analyzed in this report. An

~improvement in the tracking performance of these Tcops at high'signa]-

to-noise ratios over the biphase Costas loop with passive arm filters
has been demonstrated. The numerical .evaluation shows that the imprové—
ment (in terms of the squaring loss) might be as high as 2.8 dB. It

has also been shown for a given signal-to-noise ratio and a given arm.
filter bandwidth to high data rate ratio that the squaring loss does

not change significantly with data rates when the ratio of the data

“rates is high. This is particularly true for small values of arm filter

bandwidth to high data rate ratio.
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KU-BAND RETURN LINK
by

Marvin K. Simon
Waddah K. Alem

INTRODUCTION

In a previous report:(Ref. 1, Appendix C), we studied the perfokm—
ance of a Costas loop for recovering the carrier from the three-channel
quadrature multiplex signal transmitted on the Orbiter Ku-band return
Tink. We observed there that the output of the quadrature phase detector
of this loop serves as the input to the subcarrier tracking loop (see
Figure C-2 of Ref. 1, Appendix C). Upon establishing a subcarrier refer-

~ ence signal, the two lower rate modu]ations,_mz(t) and m3(t), can then
be demodulated. This appendix presents the tracking performance of a
Costas 1oop used for subcarrier recovery (Figure 1). '

SYSTEM MODEL AND LOOP EQUATION OF OPERATION

Based upon the above comments, the input signal is of the form
(see equation (C-15) of Ref. 1, Appendix C):

=

x(f) = /Zﬁz s,(t) + 2ﬁ3 SB(t) * Nc(t{] cos ¢E(t)

!
R = , 1
# [ s (6) = By 51(8) s8] s5(8) - K (8)] sin (1)

sd(t) (1)

i

where wc(t) carrier tracking loop phase error

w
P
-
(il
S
1

m1(t) = high rate modulation

i

wn
N
Eama
o+
N
I

= mz(t) Sin wsct = low rate modulation #1 on square-wave
‘ subcarrier

i

JTow rate modulation #2 on quadrature
square-wave subcarrier. (2)

The square~wave subcarrier frequency fsc é'msc/?_‘n is nominally 8.5 MHz,

while the modulation m3(t) is operation data at a rate Ry = 192 kbps -and
~the modulation mz(t) has a rate Ry up to 2 Mbps. Thus, assuming that the
- input bandpass filter H(s) has amplitude and phase characteristics which

,53(t) = m3(t) {os w  t
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Figure 1. Costas Loop for Subcarrier Tracking .




are symmetric around its center frequency fsc’ and a bandwidth which is
relatively wide with respect to the two data rates, e.g., on the order of
the subcarrier frequency, then letting

~
—
c ot
~
HH

V2 Ky cos [msct - wsc(t)]

-
—
ct
~—
i

V2 Ky sin [u .t - @ (t)] . (3)

i i s ) akdd g
e e TSN % e T *
L LA . : P

b and ignoring second harmonics, we get for the quadrature phase detector
¥ output:*
ec(t) = K]Knl cos ¢, l: m2 sin‘wsc + é}w/gg ﬁ3(t) cos @
+ /2 Nc(t) cos (msct - wscil
Ky K sinq%[?ﬁq-ﬁlc(t bgesmBe) /Pd Mge(Erugesm @gc)
- V2 i (t) cos (ug t - WSC{] : (4)

In (4), Km is the phase detector (multiplier) gain, @, 1s the subcarrier
phase error, and the remaining quantities are defined (in operator form)
by » _ .

~— —_— e
lincg

e >
T T T =

and

=5
e
[
—
>
x
e
BL™ I
N
=
—
ct
S

N () (6)
where ~H£(jm) is the lowpass equivalent of H(jw) and is defined by -

=
—_

ct
g

1=

—
—
ke
N

H,(G0) = Em(m )] + H[s(wmsgﬂ . o

* . ' :
For convenience of notation, we omit the dependence of @, and @ .
on t.
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4
Expanding the filtered noise processes Nc(t) and ﬁs(t) as
A.(t) = /2 [N (t) cos w t - A (t) sin wg t]
() = V2 N (t) cos w  t - A (t) sinw t], (8)

where Ncc(t), Ncs(t), Nsc(t), and_NSS(t) are approximately statistically

independent, stationary, lowpass Gaussian noise processes with power spec-
tral densities

: NO 2
Sglw) = —é—lrrz(jm)l : (9)
then substituting (8) into (4) yields
sc(t) = K1Km cos ¢ [: ) sin P +-ﬂ~/?r-ﬁ3(t) cos @
+ Ncc(t) cos ¢ - Ncs(t) sin ¢gé]
) - /ﬁ_rﬁd (t;w

- Nsc(t) cos @+ Nss(t)-sin ¢gé] . (10)

4 Ky Ko sin @ 5] my(tiw

m Weer P

Similarly, the output of the in-phase multiplier can be shown to be
4 5 s 4 J5 L
es(t) = Ky Ky €os @, [}F"/PZ mz(t) cos ¢ . - f;-/;;—mB(t) sin ¢

- Ncc(t) sin @ . - Ncs(t) cos ¢

* Kle sin Pe E?P1 m]S(t;wSc,—ng) B /E;-mds(t;wsc’_¢§c)~

~

+ Nsc(t) sin @ * N s(t) cos @..| > (11)

5
where (in operational form)-

i (tsugmg) & H,(p) Dmy(t) sin (ug t - O]

>

ﬁds(t;msc’-¢§c) Hz(p) [s4(t) sin (wsct - @SC)] : (12)

After lowpass filtering with in-phase and quadrature arm filters G(s), the
phase detector output signals zC(t) and zs(t) are given by (10) and (11),
respectively, where the "hats" now denote filtering by the cascade

Go(s) 4 Hﬁ(s) G(s). Multiplying these two low pass filter outputs
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5
(assuming, for simplicity, that this muitiplier has unit gain) gives the
dynamic error signal:
A
zo(t) = zS(t)
i I16 2 = oa7, .2 _
= ]n—z cos” ¢, [sz2 (t) - p3m3 (t)] sin 2<pSC
+ —S——cos @, /P p m2 (t) cos 2:,osc
.2 .. .
+ 2 sin (,DC P] m]s(t;wsc:"gpsc) m]C(t;mSC’-qDSC)
25 s o 2 .
t 2 sint g Pq mds(t’msc"wsc) mdc(t’wsc"wsc)
2 =, | «
- 2 sin (PC P]Pd m]C(t; sc? (P ) mdS( C"- SC>
= 2 sin Y Plpd m]s(t"wsc"(psc) mdc(t’wsc’ qosc)
t o sin 2¢ [@ n,(t) sin P * /E; mi(t) sin (psc:]
' E/E]— My (tsug ¢ ") - /E; mds(_t;wsc"’wsé):[
S sin 2(,0 [/_— m,(t) cos Yoo = VP3 m3(t) cos ¢
’ [/51— Meltuge-g) - F mdc sc"(*Osc)]
* Vot .20, } o (13)
where. v v
Voltig.2q.) = Ag sin 2g + Ag cos 2¢. c (14)

T ,J TR
N ¥
K . .




with

and

e

2 A -~ 2 .
cos” @, [Ncs(t) - Ncc(t)] sin qusc

, 2 4 o2 .
+ sin” @, [Nss(t) - Nsc(t)] sin 2q05C
+ 2 sin P, COS @ [ﬂcc(t) ﬁsc(t) - ﬁcs
8 2 — = - — . '
- o cos” ¢, I:/P_z- Ncs(t) mz(t) + /P, f (t) m3(t)]
8 . = . ~
* - sin ¢, cos @ [@ Nss(t) ’m ‘

+ 2 sin? @, {[/57 My (tsw

no
—~
t
N
+
ﬁ
=>
<3
-
F
o
3>
w
R
(o d
L=

sc) - ‘/a mdc<t;“’sc):[ Hee(t)
* [P1 m]s(t"’wsc) ) ‘/P—c; Mgg{tiug,) Nss(t)‘
- 2 sin @ cos @, “S/I; m]c(t;“’sc) - /Py mdc(t;wsc):[ Ncc(t)

¥ [/ﬁ r?]15(1:;“’%) - ‘/5; [ﬁds(t"(‘fSt:):[ rqcs(t)}

.2 o - -
-2 sin @, Nsc_(t) Nss(t) - 2 cos” g N

+ 2 sin @, cos @, [Ncs(t)ﬁ (t)y+ R (t)ﬂss(t)]

+ eos” o [/, A (6] fiylt) - /By Rg(e) ig(t)]
- % sin ¢ cos @, |:/P3_2. Nsc(t) 612(1;) - /% Nss(t) 513(1:):[
+ 2

S'in2 @C {[Zg; ﬁ1c(f;wsc) - /E; ﬁdc(t;wscgl R (t)
: E/E—T— rﬁls(t;“’sc

-2 sin (’DC cos (pc l[ P-I m]C(t;mSC) - /Ed ﬁ]dc(t;wsc)] NCS(t)

[ At - B gt )] o)
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and _
ﬁ1c(t;msc) g ﬁ]c(t;msc’o) = Go(p) [m1(t) cos msct]
ﬁ]s(t;wsc) g ﬁ]s(t;wsc,o) = GO(p) [m](t) sin g t]
Rge(tiuge) 2 figc(ting,0) = 6o(p) [s4(t) cos.ug t]
figg(trug) & iy (tiugs0) = Gy(p) [sy(t) sin u  t]". (17)

Each of the signal terms in (13) can be broken up into its mean value and
a self-modulation component around the mean, e.g.,

Bymi(t) - Byl(t) = <[B,m2(t) - Pual(t)I>

+ Py [R2(L) ~‘<rﬁ§<t>>1 - By L (t) - <RZ(1)>]
(18)

As before in analyses of this type (Ref. 1, Appendix C; Ref. 2), we shall
neglect the effects of the self-modulation noise components. Furthermore,
for the cross-modulation noise components, we may set ¢E ="¢__ =0, which

sc
eliminates all but that due to the mz(t) mB(t) product. Finally, by

analogy with (21) and (33) of Ref. 1, Appendix J,

<m]s(t;wsc

. ] P S r [ 2uk T 2nk
e o T Lol 2 o 2]

’_%c)mh(hww’ﬂ%d> K

x Gy [j(-w+‘w‘s‘c)] P(-juw) — ‘
T

JPsc o e r oo 2wk . 21k \
-2 k}@ L&Gﬂfﬁrwﬁcf'~r) PE(m+'TrH’

- T
S]‘,n l:(-z—":‘}i— 2msc)<fg—ﬂ i

« 6y Lilu-w )] P(-3u)



3
o where R, b /T, is the data symbol rate of m](t). Since (an)/T] >> 0
' for any k # 0, and for k = 0,
; sinw_. Ty .
: 1in —3¢-0 = o, : : (20)
i TO-+w sc 0
then
| <“‘1s(t"‘“sc"‘f’sc) iy (Eeg a0 D - 0. | (21)
Similarly,

1
[@»]

<mds(t;wsc"q2c) mdc(t;“’sc"('psc)>

<mTc(t;msc’" sc) Iﬁds(t"wsc"‘psc» =0

i
[en]

<ﬁ1s(t;wsc"q@c) mdc(t;wsc”qéc)> (22)

Also, since mi(t) and mj(t), i#j, are independent, we have, for example,

mz(t) m3(t) = 03 mz(t) m]ﬂ(t;m = (03 etc. (23).

sc’”“@c)

Thus, (13) simplifies to

: 2.2
0 2 K wC 2°2 373 1 ¢gc
4.2 /= ,
+ 2(7;0 P2P3 n23(t) * Vz(t;¢e,2q%c)' (24)
where :
Y [ V(2 de
Di o <m1. (t)h = Ln Smi(w)‘GO(Jm) -2—1‘9; : i=2,3 (25)

W1 malw enoting e power spec ra ensity o m., an n =
‘with Sp,(w) denoting th tral density of m.(t) d23(t)A

fp(t) figlt). | |
The instantaneous frequency of the VCO output is related to zo(t)
by ) ‘

d;Ztt) = ;KV[F(P) Zo(t)] + Wee & ‘ o | (26).




where F(p) is the loop filter transfer function and KV is the VCO gain in
rad/sec/v. Thus the stochastic integro-differential equation of loop

operation becomes

2 ,
_,jﬂi__ K F(p) %(i) cos® ¢, [Py D, - P4 D,] sin 2¢,

4\ = .

+ 2(7?) Pp Py npglt) + voltiqs 20, )
-W

ne(t;¢Es2¢gc) (27)

2 2
1 Ko Ky

where K 8 K
CHARACTERIZATION OF THE EQUIVALENT ADDITIVE NOISE

We now proceed to evaluate the noise spectral density, Ne’ of the
equivalent delta-correlated noise process, ne(t;qk,quc):

4 =) 0 :
{‘le = 2‘4(—%") p2 P3 L”RZB(T) dr + Lﬂ RVZ(T) dT\ (28)
where
A — ;
RVZ(T) = Vz(t3¢k:2¢gc) Vz(t+T3¢E;2¢gc)
Rpg(1) & (ipg(E) npg(EFT)> | (29)

Substitutﬁng (14), (15), and (16) into (29), we obtain, after considerable
algebraic manipulation
2

RVZ(T) - 4 Rﬂz(T) + 4< ) [PZ RAQ( t) + 133 R'?‘S(T)] Rﬂ(r)

v a [: RA c (t5u sc RA1 (T'wsc))

§

3
—
~—

>
—

A
L
—_—
w
{en)
~—

RZS(T) = Rmz'r

where




=z Ty, O8N

R () £ oamy(e) myleen)> 5 i=2,3
R;ﬁ]c(r;wsc) = (nl]c(‘t;msc) iy (trrsu )

, B ~ ) - : |
Rﬁdc(r,wsc) Qg (trwg ) g (trrsme ) (31)

and similar definitions for the autocorrelation functions Rﬁ]s(T;“sc) and
Rﬁds(r;msc). Also,

i 0 B [ [t et 2 (32

Integrating (30) between -» and = and noting that

© N2 e
2 - () soy ]
LRN () dr = (3 L Gpldw)| 7y
o N © 4
- .0 . dw -
[ﬂan1(T) RN(T) dt = 77-[ﬂg5m1(m) Go(Juw)l -5 1=2,3
o N b 4
[ Ry (T3uge) Ry(e) de = ,?QJ Sm]c(w,wsc)‘GO(J )| o
224 - 00
o N © 4
[ Rﬁdc(r,wsc) Rﬂ(r) dr = jg-f Smdc(m;msc) Go(jw) %%
etc.
® ® 4 dw
[ Rigplo) Rig() dr = [ smlu) snyled|gg(ae)| 35+ (33)
wWith
Sm1c(w’ o) power»spectra] density of my(t) cos w .t
Smdc(w;wsc) = power spectral density of sd(t) cos w  t
etc., : ‘ : (34)

we get an expression for N given by

ORIGINAL PAGE IS
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4dw

2m

o |

, fz,smz(“) 6, o)

W ot ~

Y 0

Q) 4
~ . . duw
S EESEENED 6plilu-u, )| 92

4
. dw
* Py (nsm (w) GO[J(w—wsc)']l 2n

0.

4
3 f;m sz(m) Sm3(w) du

2n

+
oo
/[\
N
B2

no
Rl

6, (Jw) (35)

In arriving at (35), we have used the additional relations

) +S

(wiw_ )

iy luse Mg se

+ JZ— Sm](w+w )

SC sC

S

mdc(w;wsc) tS

(3w, ) + g Sy lwtug ) (36)

mds SC

where Sm](w) and Smd(m) are the power spectral densities of m](t) and sd(t),
respectively. Also, we have taken note of the fact that Sm](m), Smd(m),
and [Go(jm){4 are even functions of w.

Finally, from (27), the equivalent loop signal-to-noise ratio, p',
is '
2 2
2 4 ~ ~
o {COS 0. (3) [P202‘P3D3]} 4

ot =
Ne BL

L
TS (37)

where p = P/NOBL is the loop signal-to-noise ratio of a phase-locked (CW)
loop operating on the total power P2 §14-ﬁ2~F§3-+§d , and

4N P 2 1P, D, ~P, D 1|2 ,
3 0 2 4y [T2 Y2 " P33
5= et @H (38)

is the Toop squaring loss. Defining the modulation indices nss i=1,2,3;
and ng by

N, = o—h: §=21,2.3
p
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we obtain, after much simplification,
2
f] 2
» s :_{cos @ ( ) [n202~n3D3]} (40)
L 4
0" 5 *2<n> "2 "3 W D3
where
®
o w
" 4 f IG()(Jm)I 5
L . 2 dw
| (5w o
i &
‘ s & [ s ta) S| 6t &2
E 23 o My m3 0 J 2w
E % & (8 |, [ sl sgtam]” 22 ng [ syt |ogtam| ¢
% R N Ve O L L o] 2 N3 | °mgle/ |5l 2
| - |
3 * : vl 4 dw ® . 4 du
w ey | Smy ) Slatmag 1| G+ ng | Snglad |0qlitemug )] 52
' | (41)

and oy = 2P/N081 is the signal-to-noise ratio in the "arm filter" bandwidth*

Bi defined by
a1 (0 C 2 :
B, = - J_m [GO(Jw)l dw . (42).

Assuming arbitrarily that RZ > R , then (4 ) can be rewritten as

2
2 |

= {COS q) < > [le 2 n3 D3]} ) . (43)

K B./R 4 PT fa '

L T M +2(9_> T2\P23

-0 T 2R w/ "2 N3\N /T,

The tracking phase jitter performance can now be specified. 1In
the linear region, the variance of the loop phase error 2¢ is given by

* : v '

Note that the bandwidth defined in (42) actually characterizes the
cascade of the subcarrier loop arm filter and the lowpass equivalent of the
input bandpass filter. ,

Bl
o
Ci
i

i

c
T




rate 100 Msps.

13
2 _ 1 _ 4
%o T T T 55
@ P p L
where p' is given in (37). However, since the demodulation reference
signals if (3) are at W rather than 20 s then the tracking jitter
on the output data streams is '
2 _ 1 2 _ 1
S99 = T%¢p T p5 - (44)

L

We note that Smd(m) is similar to Smw(“) except that it is spread
i
slightly at the high frequencies because of the multiplication of m](t)
by sz(t) and s3(t). However, since w . << 2n/T,, then Sm}(w) and Smd(w)
are approximately the same in the vicinity of the subcarrier frequency.
Thus, to a good approximation,

o

[igsm](w) ’Gofj(m—wsc)]’k %% z [&osmd(w)

4

k
)] —g—‘ﬁ;

Go[J(w'wSC

k= 2,4 . (45)

Additional practical assumptions can be invoked to simplify (44) still
further. Since the bandwidth Bi of Go(jw)kis typically selected on the
order of the larger of the two data rates 1/T2 and 1/T3 and since

1/T] >> 1/T2 or 1/T3, then

S 'kdw~~. = A kdw
[ﬂosm](m) GOEJ(m-wSC)] 5 Sm](wsc) [dn GO(JN) o
Sm]( SC) Bi ; k=2
sm](msc) K B3 k=4. (46)

As an example, suppose m](t) is an NRZ modulation of rate &y = 1/T];*
Then, ‘

sin wT]/z2 | [sin wf [R\2
Sg(e) = Ty Wy /2 ) T R\ AR (47)

For-a subcarrier fréquency of 8.5 MHz, and data rate 1/T] = 100 Msps,

*In mode 1 of the Space Shuttle Orbiter-TDRSS Ku-band return 1ink,
my(t) is a rate 1/2, constraint length 7, convolutional code with data

T e e s VO g T T e e ins
t o 2 ke . *
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| _ 1 sin n(8.5/100)>
S (w ) = (
mytsc 100 x ]06 7(8.5/100)
_0.988
100 x 10°

The numerical evaluation of the subcarrier tracking jitter (44)
for a fixed ratio of arm filter noise bandwidth to Toop noise bandwidth
(Bi/BL) is shown in Figures 2 through 5. Three assumptions are made:

(a) The carrier loop is tracking perfectly; thus, cos ¢c==l.

(b) The bandwidth of H(w) is much wider than that of arm
filters G(w).

(c) The arm fﬁ]ters‘G(w) are assumed to be one-pole Butterworth
(RC) filters or

| 2 1

la(jer f)|© = ———s, (48)
T (F/5,)°

where fc is the cutoff frequency. The two-sided noise bandwidth (42) of
G(j2nf) is given by

Bi = m“c. : (49)

Figures 2 and 3 illustrate the case when m](t) and mz(t) are NRZ, while
m3(t) is a Manchester code. Figures 4 and 5 illustrate the case when
m](t) is NRZ, while both mz(t) and m3(t) are Manchester codes. The even
figures,have the signal-to-noise ratio (PTZ/NO) as a parameter, while
the odd figures have the high subcarrier data rate R2 as a parameter.

It is observed that the changes in the subcarrier tracking jitter
as a function of”B]./R2 are more obvious when mz(t) and m3(t) are both

Manchester codes than when mz(t) is NRZ and m3(t) is Manchester.




eSSk S

15

9}'
R1 = 50 Mbps PTz/N0= 7.5 dB
| Ry = 500 kbps ’
84 Ry = 192 kbps
_ 1ad
B:/B_ = 10

71 10 dB

6+
R 12.5 dB
wv
= 51
°
[0}
S
ey 15 dB
o 4+

3.4

24

14

(Perfect Carrier Tracking)
) ¢ s = et B T {

B1~./R2

Figure 2. Subcarrier Tracking Jitter versus Ratio of Arm Filter Bandwidth
to High Subcarrier Data Rate R2;~PT2/NO is a paraneter; m,(t)
and mz(t) are NRZ, m3(t) is Manichester; R]><R2>,R3.
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PT2/N0 = 10 dB
Ry = 50 Mbps
el By = 192 kbps
' By = Mbps
1. Mbps
77 0.5 Mbps
L J
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g ‘ (Perfect carrier tracking)
0 i — t - = % et
' 0 ] 2 3 4 5 6 7 8
i | Bi/Ry |
e , , e
5 N Figure 3. Subcarrier Tracking Jitter versus Ratio of Arm Filter Bandwidth
L to High Subcarrier Data Rate R,; R, is a parameter; m](t) and
} mz(t) are NRZ, n13(t) s Manchester~code; Ry > Ry > Rj.
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PT2/N0 = 7.5 dB
P 117
10 7
it
.
P
>10 dB
| 57
|
.
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<
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]
2
52 12.5 dB
| ® >
‘ o) 6 -}
s 5 - 15 dB
i
AT R1 = 50.Mbps
R, = 500 kbps
Rs = 192 kbps
3T 8, = 10°
Bi/BL =10
o o |
‘ | (Perfect carrier tracking)
! 0 | Sam— ; | ; R
i v 0 1 2 3 4 5 6 7 8
: ' . : B./R, ‘ _

Figure 4. Subcarrier Tracking JItter versus Ratio of Arm Filter Bandwidth to
High Subcarrier Data Rate ro; PTo/Ng is a parameter; my(t) is NRZ,
mz(t)-and mB(t) are Manchester codes, Ry >Ry >Ry
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PT2/NO = 10 dB
12 4 = 50 Mbps
= 192 kbps
= 10
L
171
10 «+
97 Ry = 2 Mbps
1 Mbps
o ‘ 0.5 Mbps
% -~
i~ 8 .
e
g |
e _0.25 Mbps
S
o 7 L
6 L
5
4
(Perfect carrier tracking)
0 $— - } ¢ + - o -
0 12 34 5 6 7 8
'Bi/Rz ST

Figure 5. Subcarrier Tracking Jitter versus Ratio of Arm Filter Bandwidth
to High Subcarrier Data RateR,; R, is a parameter;nﬁ(t) is NRZ,
mo(t) and mg(t) are Manchester codes; Ry >Ry Ry
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APPENDIX I

ERROR PROBABILITY PERFORMANCE OF UNBALANCED QPSK RECEIVERS

by
Marvin K. Simon

1.0 INTRODUCTION

Previous analyses by the author [1-5] and others [6-9] discuss
the tracking performance of unbalanced QPSK receivers with particular
emphasis on determining the mean-squared tracking phase jitter on the
reconstructed carrier (or subcarrier) reference signal. As is true in
any phase-coherent receiver, this lack of perfect coherence between the
received signal and the reconstructed reference causes an additional
degradation in system error probability relative to that due to the
additive channel noisg alone. Frequently, this increase in error pfoba-
bility due to noisy synchronization references is translated into an
equivalent increase in signal power required to produce the same erro}
probability as obtainable in a perfectly synchronized system. This
increase iin required signal power is referred to as the noisy reference

~ loss.

Evaluation of noisy reference loss in BPSK, QPSK, and offset
(staggered) QPSK systems has been extensively covered in the literature
[10-15]. While the techniques used there are certainly applicable to
demodulation of unbalanced QPSK, the complexity of the evaluation when
the ratio of data rates in the two channels is large (this will be
explained in more detail in the next section) prompts one to look for
a simpler calculation procedure. Indeed, such an approach is possible
when the noisy reference loss is small or equivalently the effective
signal-to-noise ratio in the tracking loop bandwidth is large, i.e.,
the loop operates in its so-called linear region. Making such an
assumption for purposes of error probability performance evaluation
is quite reasonable when one realizes that this very same assumption
has already been implied in the previously mentioned tracking perform-
ance studies of unbalanced QPSK. The approach taken is to expand the
error probability conditioned on the loop phase error ¢ in a power
(Maclaurin) series in ¢ and then, keeping only the first few terms of
this series, average this conditional error probability over the p%bba~
bility density function (p.d.f.) of ¢. By doihg this, we obtain the



additional error probability due to noisy synchronization references as
an additive term directly proportional to the mean-squared phase jitter
> of directly associated with the receiver's tracking loop. Similar
arguments can be advanced to give us closed-form results for the noisy
reference loss itself. '
Using the above approach, this appendix presents results for the
» error probability and noisy reference Toss performance of the unbalanced
QPSK receijvers corresponding to various combinations of data formats in
the two channels. Specifical]y;.for the subcarrier tracking loop asso-
ciated with the two lower rate channels of the three-channel Space
» Shuttle Orbiter (SSO) Ku-band return link, wherein the two data channels
are typically 192 kbps Manchester coded data and 2 Mbps NRZ data,
numerical evaluation of this performance in these two channels is given.

2.0 ERROR PROBABILITY PERFORMANCE FOR SMALL NOISY REFERENCE LOSS

Common to all of the Costas-type demodulators of unbalanced QPSK
previously considered [1,2, 4,5, 6,8, 9] is the fact that the input
signal plus noise is first demodulated with in-phase and quadrature

® phase detectors, the outputs of which represent the inputs to the data
detectors for the two information channels. An example of this state-
ment is illustrated in Figure 1 for the case where a conventional Costas
Toop is used for tracking the unbalanced QPSK signal. We shall pursue
® this case in detail and later indicate how the results can be extended
to other Costas-type demodulators. '

The input x(t) to the Costas loop of Figure 1 is the unbalanced
QPSK signal plus noise, hamely,

x(t) = »@ﬁﬁ'm](t) cos o(t) + /?55 mz(t) sin o(t) + ni(t) , (1)
where ¢(t) = ot + 645 with w, the radian carrier (or subcarrier) frequéncy
and 8, the input phase (assumed time independent) to be estimated, m](t)
and mz(t) are independent data modulations assumed, in general, to be
asynchronous, and ni(t) is the additive channel noise which can be
expressed in the form of a narrowband process about the actual frequency
of the observed data, i.e.,

n\l.(.t)‘ =V {Né(t) cos o(t) - Ns('t) sin o(t)} . (2)
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In (2), Nc(t) and Ns(t) are approximately statistically independent,
stationary, white Gaussian noise processes with single-sided noise
spectral density NO w/Hz, and single-sided bandwidth BH <ub/2n.

Assuming that the input in-phase and quadrature phase detectors
are of the analog type, then when x(t) is demodulated by the quadrature
reference signals

-
—~
[
~—
i

Y2 sin #(t)

V2 cos &(t), (3)

-
(@]
——
ct
~—r
1]

the corresponding phase detector outputs (ignoring second harmonic
terms) are®

e (t) & x(t)ro(t) = /Py my(t) cos (t) - /Py m(t) sin o(t)
- Ns(t) cos p(t) - Nc(t) sin ¢(t)
e (t) 4 x(t)r (t) = /P‘gmz(t) sin @(t) + /ﬁ“{ml(t) cos ¢@(t)

- Ng(t) sin @(t) + N (L) cos o(t),  (4)

where ¢(t) 4 o(t) - #(t) is the loop phase error. In addition to their
forming a Toop error signal when multiplied, these phase detector out-
puts also, as previously mentioned, serve as inputs to the channel data
detectors which we shall assume are matched filters. The outputs of
these matched filters at the end of the (k-1) signaling interval in

each channel are respectively given by

q 7[“‘”% (t) p,Ct - (k-1) 1 dt
= e L) pott - (k-1)T,~-¢
o =+ (B py b= (k1) Ty - ] dt (5)

where pi(t); i=1,2, is the basic unit power symbol pulse in the ith
data stream mi(t) defined to be nonzero only on the interval (O,Ti),.

* : ‘ . . .
For simplicity, we shall assume these phase detectors have unit
gain. o




and €3 i=1,2, is the arbitrary pulse epoch in these same modulations.
Obviously then, the channel modulations mi(t); i=1,2, are related to
pi(t) and € by

mi(t) = n}Lmani pi(t— nT, - ei); i=1,2 (6)
where {ani}; i=1,2, are independent 1 sequences with the properties
11 5 m=n
a..a . = § =
ni “mi mn (0; m#n
a.a. = 0 allmn (7)
ni mj Ty
where the overbar denotes statistical expectation.
Substituting (4) into (5) separates the matched filter outputs
into their signal and noise components, i.e.,”
Q, = /ﬁg 8.1,z ©0S ¢-./§;'m]2 sin ¢-—NSZ cos ¢ - ﬁcz sin ¢
Q = Jﬁg‘mz] sin ¢4-/§; 8.1, ©OS ¢-Ns1 sin ¢4-NC1 cos ¢, (8)
where
KT +e :
2 1 (k-1)T,+e :
2 72
o KTote, | ‘ AGE IS
A 1[ 1751 ORIGINAL P
m = = mo(t) py[t - (k-1)Ty-e,] dt U
21 ‘r] (k-])T1+s]2 o] 17 | OF POOR Q
- AT kT1.+e1. : A
ik -T—J N(E) po[t - (k1) T, e ] dbs =12
i {k=-1)T +e, _
i i
i LT (e (k) T b ] d 1 (9)
N = ~——f NAt)p.[t-(k-1)T,+e,ldty i=1,2. (9
ci T ‘(k"])Ti+E1 ¢t , i 7 |

* k - ' :
We shall drop the dependence of @(t) on t and further assume
that @(t) = ¢ is constant over a symbol interval of either data rate.

ey e oy Ty - b 3

o - e T
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The data estimates 5k-1 y and ék_] o Of the Channel 1 and Channel 2
data bits a,_, ; and a, _; , transmitted, respectively, in the (k-1) sig-
naling interval are then given by

5k41,i = sgn {Qi}; i=1,2 (10)

where sgn xéx/{xl is the sighum function. Note from (8) that the pre-
sence of a loop phase error due to noisy carrier synchronization refer-
ences causes crosstalk, i.e., the data in one channel affeéts the
detection of the data in the other channel. This crosstalk, which'is
proportional to sin ¢, in combination with the degradation of the desired
signal amplitude by cos ¢ together account for the noisy referénce loss
associated with the detection of an unbalanced QPSK signal.

Letting

~ ~

2 - NS2 cos ¢ - NC2 sin b

¥
He>

! - Ns} sin ¢ + Nc1 CoS ¢, (11)

=2
>

then, from (9), one can immediately show that
E{N?f B T (12)

Thus, the probabi]ity of error in each channel conditioned on a fixed
phase error is given by

PEi((p) = Prob {gk_mfak_;m;m; i=1,2 (13) -

which, from (8), (10) and (12) becomes

P (o) => 1 erfe vP]T]'co | + fgzl-ﬁ sin ¢
2 7 N, 0% ¢ iy "1 ®

P P.T p :
+ %—erfc N/ ; 1kcos ¢ - N/—§~l-m
Q 0

| (14a)

no
—_
[72)
—a
o
L=



P e -
-] 2°2 12 ~ .
+‘£T erfc [ -—N-E)—COS ¢ - \/*’Na'—' m]z Sin d)} ’ (]4b)

where the complementary error function (erfc x) is defined by

[+2]

o2 f 2
erfc x £ —— | exp (-y°) dy (15)
T Ix

and the overbar denotes averaging over the data sequence and uniformly
distributed random epoch dependences in ﬁZ] and ﬁ]z. We shall assume
throughout the remainder of this report, as was done in [1,2], that
the data rate R, & 1/T2 of mz(t) is arbitrarily chosen to be higher
than or equal tc the rate R, 4 T/T] of m?(t). Then, when the ratio
of these rates RZ/R]zﬂ is large, the statistical average over the data
sequence required in PE](¢) of (%4} involves a comparably large number
Jr of complementary error function'ev&1uations’since ﬁz] must be computed
’ for each possible sequence of mz(t) in the finterval (k~T)T1+s].st;skT
Furthermore, for each of these contributing terms to P51(¢), we must
perform an average over the p.d.f. p(¢) of the Toop phase error ¢ to
determine the avevrage error probability performance of Channel 1. More
will be said later -about this additional average over ¢.

~In the meantime, to get around the computational bottleneck, we
‘prOpose a scheme based upon expanding Pgi(¢) into a power series in ¢
which, for small o¢, provides credible results. In particu]ar, we note
from (14) that PEi(¢) is of the form

T ek, ey T R IR

Lo

]+e1.

=S Tt 254
Wy i R R e st D

.1 , . ] e - ) _
PEi(¢) = g erfe [Ai cos ¢+, sin ¢ ) erfc [Aivcos $-&; sin 613

i=1,2 (16)
where A, is a constant and éi_is;a random vafiab1e in the sense that

it is both data sequence and random epoch dependent. Differentiating
Pgi(¢) once and twice with respect to ¢ gives the results




dPgg(0) 1 T . — 7
— = - E;%_ (Ei cos ¢ - A; sin $) exp [-(Ai cos ¢ + &, sin $)"]
] . . 2
+ E:%:-(Ei cos ¢ + Ai sin ¢) exp [—(Ai cos ¢ - £ sin $)7] (17a)
d¢2
o 2

(A, cos ¢ + &£, sin ¢) exp [-(A; cos ¢ + &, sin ¢)°]
2/1.“. i 1 1 1 .

+ Z(Aicos b+ gisin ¢)(£icos ¢"Ai5in ¢)2exp [—(Aicos o+ £, sin ¢)2]

+ (Ai cos ¢ - &, sin ¢) exp [“(Ai cos ¢ - Es sin‘¢)2]

+ 2(Aicos ¢ - gisin ¢)(€icos ¢+~Aisin ¢)2exp [~(Aicos ¢ - g%sin ¢)2]; (1§b)

which, when evaluated at ¢ =0, become

d P () |
i = - —— . exp (A7) + ——E. exp (-A°) = 0

dd $=0 oo T ! | 2vr ! '
) . |
d” Pg.(¢) 2
— = A exp (-AZ) + 2A gf exp (-Af)] :

d¢ (s ! ! :

¢=0 5
M e A egd | (18)
/1

Furthermore, from (16),

P (¢)| = »erfc A, . , (19)
R I ! ’

Thus, combining (]8) and (19), we get




2
dPg.(¢) d” Pg. (¢)
P (8) F P (0) 4 —g| g
i i $=0 d¢ 1¢=0
2
A, exp (-A.) —5
1 i i 2+ .2
= = erfc A, + [T +287)¢". (20)
2 1 o/ 1

Comparing (16) with (14), we can immediately identify A and &, in terms
of the receiver parameters, whereupon (20) becomes

R JE
z 1 L e <24 .2
PE1(¢) = 5 erfc R]_+ 5 [ exp (—R]) 0+ 2R2<yT m21]¢
T -2
R . m
PE2(¢) = §~erfc VRZ + ZN/TF‘ exp ('RZ) 1 + ZIQ]<f;—{j} ¢, (21)
L T
with signal-to-noise ratios in each channel defined by
P.T.
AN N -
Rl - ""'NE"; 1"']:2 ) . (22)
and the ratio of data rates defined as in [1,2] by
R T ‘
v P o
Y1 R T, > 1. (23)

Note from (21) that, as promised, the error probability consists of a
term representing the performance for perfect carrier synchronization
plus a term proportional to the crosstalk,

What remains insofar as eva1uating_fgi(¢) is to compute the

normalized mean-squared crosstalk terms méﬁ and mf% for various com-
binations of data formats in Channels ] and 2. Evaluation of ﬁ;% and

%?2 depends not only on the specific data formats in the two channels

but also on the relative synchronism of the two data streams. More

often than not, the two data clocks will be unsynchronized since, typi-
cally, the two data streams are generated from totally independent sources.
In this situation, there is, in general, no relation between the epochs

£ and €5 of the synchronization pulses corresponding to these clocks

and, furthermore, the ratio of the two data rates need not be integer.

Recognizing, however, certain similarities between the definitions of
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ﬁé% and mf;, and the computation of cross-modulation distortion D]2
associated with the Costas loop given in [1], it is relatively straight-
forward to show that

L5 D

ﬁ]z = 1im jlg
B./R2—>00 2
2
— D m
mzz] = lim le S T (24)
B./Ry>w ' T

where D]2 is given by (42), (50), (51) and (52) of [1], and Bi is also
defined in that reference. - These results are summarized in Table 1.

P =2 4
Table 1. Evaluation of P T]/Tz— mrzj

m,(t)
Manchester NRZ
17,2 5 ) 2 1.
gl =50 +12-6vpds Ypogr c VR
T T
Manchester R1 S'RZ <}2R1 R] S'RZ 5~2R1
-23—, Ry > 2R, | I Ry 2 2R,
Y7 T
m]<t)
1 ]
NRZ S —— 1 =« 5—

Finally, averaging pEi(¢) of (21) over the p.d.f. of ¢ as deter-
mined by analysis of the Costas Toop (see [1]) and assuming that the 180°
phase ambiguity is perfectly resolved, we obtain the~avérage,error prdba—
bility performance of each channel, namely,

/2 : ‘ ‘
Pe = f Pe:(¢)p(¢) dy . | (25)
i /2T :
Substituting (21), combined with (24),.1nto (25) gives the desired simple
result ’ : :
‘ ORIGINAL PAGE IS
OF POOR QUALITY
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R —
T 1 /%" - 2
Pe, = g erfe Ryt g 5 e (Ry) [T+ 2Ry iyl o
P = Lerfc AT+ 1 53_ exp (-R,) 1 + 2R 12 c (26)
E, 7 BN AN 1T\ v /] %

Alternately, in terms of the total signal-to-noise ratio RTZ in the high
data rate bandwidth and the transmitted modulation indices n, and n,
defined by

(Py+P,)T P.
1 2/ 2 i .

Ropy = L=y p, o= ;o i=1,2 (27)

T2 Ny i P+ P,
the results of (26) become
P = erfc R T2Y7n1 exp (- ) [1+2R ]o
E, J T2Vt P TzYT”l T2 "2 M)
P = Loerfc R "+lmex (=Repno) [14#2Reyny 15702,  (28)
E, 2 JRr2e * 7[5 P =Rz M T2 M Medo%

The mean squared phase error of may be related to the receiver
parameters already defined by noting that, for the Costas loop of
Figure 1

where p 4 (P1-+P2)/NOBL is the gquiva]ent total signal-to-noise ratio
in the single-sided 1oop bandwidth BL of a lTinear loop, and SL is the
loop "squaring loss" which reflects the fact that the Costas loop error
signal is formed by a nonlinear operation, namely, multiplication of the
in-phase and quadrature fjltered phase detector outputs. In terms of

Ryo defined in (27) and the ratio of lToop bandwidth B, to higher data

rate Ry, the Toop signal-to-noise ratio p can be expressed as

Rrp
B /R,

*ActuaITy; the relationship in (29) is not restricted on1y‘td
the conventional Costas Toop of Figure 1 but also holds for a wide
v§§1ety of other types of unbalanced QPSK demodulators (see [4, 5,8,
9
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An expression for 5, can be obtained from Eq. (28) of [1], namely,
® - 2
5 - (nZDZ Tl] ]) (3])
L : B. /R2 D12 ,
K., + n, D, K, + Kk +2nny =
] 1 D] 272 02 2RT2 »L 1°2 T2
® where the parameters D], DZ’ KD], KDZ’ KL and D]2 depend on the magnitude
squared of the arm filter transfer function |G( JZn’f)l and the power
spectral densities Sy (f), Smy(f) of the modulations m](t), mz(t)
according to the relations '
K | o
- 2 -
0, = f s (£) la(i2n ) (2 of 5 k=1,2
00 mk .
D,, 2 rs (F)s_(f) |6(j2n F)|% of
® ]2 oo m" mz‘ '
y LS (f) 18(3 2n )Y ar
Ky, = =3 : — k=1,2
k[T s (F) l6(3 2n )|
/]
. [0 jetgen )]t af
K5 = 5 (32)
[ l6(j2nf)|" df
Specific closed-form expressions for the above parameters, when the
Costas Toop has single-pole (RC) arm filters and the modulations m1(t)
and mé(t) are variously NRZ and Manchester coded data streams, can be
® found in [1].
3.0 EVALUATION OF NOISY REFERENCE LOSS IN EACH CHANNEL
Letting P, denote the value of P, when 0,=0 (i.e., ideal PSK
® performance) and approximating the complementary error function of (15)
g - by the first term of its asymptotic expansion, i.e., ‘
¥ ‘ N 2
erfc x = X (=% (33)
v /X
: then, from (26), we have
/5, :
g T - ™ R R YL T
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R

~ 24 2
1+ R] [1+2 R2 m]2] %

) .2
E m
2 12 2
= T+ R, [T+ 2R [—4)|g (34)
£, 2[ ]<YT>J¢’

Tog, {1 +# Ry [T+ 2R, m]ZJ‘M?}

o
— '.—J
u

©

3

or

1091 Pg. - Togy4 Pg

1

‘ . 2
log,, P - log Pl = log 1 +R,|1T +2R jhjL 02 (35)
10 E, 10 E2 10 2 1 Y b

For small noisy reference losses and small error probabilities, a curve
of 10910 PEi versus R, in dB would be parallel to the corresponding
ideal performance curve, namely, 10910 Péi versus Ri in dB. Thus,
Tetting r; be the dB equivalent of Ri’ i.e.,

1

ro= 10 Togg Ris  i=1,2 ‘ (36)
then
d Togy, Péi - Togy o Pes - Togyg Péi‘ (37)
dr, r} -, ’
where : . :
ry = 10 10944 R%‘ (38)

_and R; is the signal-to-noise ratio required to achieve an error proba-

bility Péi in the presence of the noisy synchronization reference. Thus,
the quantity'r%-ri represents the noisy reference loss (in dB) at the
given value of error probability Péi. To compute an expression for it,
we proceed as follows.  Taking Iog]0 of~Péi and differentiating with
respect to r; gives

d Togy, PE; SR "R, exp ('Ri) v (39)
ar, 10/ erfc VR,
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Using the approximation of (33) in (39) gives

d log Pé. '
10°8 -~
_——757;;—~— = 0.1 R; (40)

Finally, combining (35), (37), and (40) and solving for the noisy refer-
ence 10ss r%- r; in Channel i; i=1,2 gives

10 Tog,, {|+-R1[1 + 2R, m12]of}

e

L rn-ry < R,
| M2 \| 2
. 10 10910 {1 + R2 {1 + 2}% < YT‘>] % }
Ly, =.rp-ry = _ - (41)
Ry | _

4.0 NUMERICAL RESULTS

As an example of the applicatijon of the previous results, con-
sider the performance of the two lower rate channels of the three-channel
SSO Ku-band return link wherein m](t) is a Manchester coded data stream
at By = 192 kbps and m,(t) is NRZ data with a maximum rate Ry = 2 Mbps.
We further assume that the power allocation is chosen so that, for the
given data rate ratio Y = RZ/R1 = 10.42, the signal-to-noise ratios
R], R2 in the two channels are made gqua], i.e., both channels operate
at the same error rate. Thus, R]= R2 implies P1T]= P2T2 and the modula-
tion indices N Ny become

p
A 1 ]
Ny = = = 0.0876
1 p1+~P2 T+ YT
P Y
‘ A 2 T
Ny = = = .0.9124 . - (42)
2 P]‘_FPZ 1 +YT

Further, it is typical to design the Costas loop bandwidth on the order
of 32/100 (or less) since most of the power is in the high rate channel
which controls the performance of the tracking loop. Thus, assuming

B /R, = 0.01,% Figures 2 and 3 illustrate L, and L, of (41) versus B./R,

' _*Sma11er values of B /R2 as would be typical in practical receiver
design would yield insignificant losses in L1 and Lz. ‘
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, 1077, and 10"6, corresponding respec-

tively to R]— R2 = 8.4, 9.6, and 10.5 dB. Several conclusions may be

for error probabi]ities of 10

drawn from these figures. First, the noisy reference l1oss on Channel 2
is considerably smaller than that on Channel 1. The principal reason for
this can be easily explained in terms of the result in (41), where it
is observed that the effective cross-modulation loss on Channel 2,vﬁa22
is divided by Y1 which in this case has a value equal to 10.42. Secondly,
for either channel, the noisy reference loss decreases with increasing
error probability. This is intuitively satisfying when one realizes
that the slope of the error probability versus signal-to-noise ratio
curves becomes steeper as PE becomes smaller and thus, for a given Oy
the parallel ideal and noisy sync error probability curves become closer
together. Finally, we observe that there exists an optimum arm filter
bandwidth (for fixed RZ) in the sense of minimizing Li’ i=1,2. Since
only of depénds on this bandwidth, it is c1e%; that this bandwidth
choice is identical to that which minimizes % or, equivalently, the
loop squaring loss. Note that, if BL/R is decreased, then the noisy
reference loss will also decrease, since the equivalent Toop s1gna1-
to-noise ratio p of (30) increases.

We conc]ude'by noting that, while the results of this appendix
have been directed principally toward the demodulation of unbalanced
QPSK by a conventional (single-channel) Costas loop such as in Figure 1,
the expressions for average error probability [see (26) and (28] and
noisy reference 10ss [see (41)] apply in a much broader sense. In par-
ticular, the two-channel type Costas loops discussed in [8,9] have a
mean-squared phase jitter given by (29) where, however, SL is a much
more complex function of the various system parameters such as data rates
and channel power ratios. - Neverthe1ess, once SL (and thus of) is deter-
mined, (26) and (41) apply directly toward evaluation of the noisy syn-
chronization reference effects of thgse loops on error probabi]ity
performance. Other possible applications of the results pertain to

demodulation of unbalanced QPSK using a biphase Costas Toop with

| switching type multipliers. Once again, (26), (41) and (29) apply,

i ) provided that an expression for the squaring loss can be found (see,
' for example, [5,16]).

S
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5.0 CONCLUSIONS

This appendix has demonstrated a simple technique for calculating
the error probability performance and associated noisy reference loss
of practical unbalanced QPSK receivers., The result for error probability
is in the form of a leading term representing the ideal (perfect syn-
chronization references) performance plus a term proportional to the
mean-squared crosstalk. For the Ku-band return 1ink subcarrier demodu-
lation of 192 kbps Manchester coded data and 2 Mbps NRZ by a conventional
Costas loop, it is concluded that the crosstalk degradation due to noisy
subcarrier demodulation references is quite small (on the order of
tenths of a dB or less, depending on the particular channel and the
ratio of loop bandwidth to data rate in that channel). Whes the higher |
data rate channel is 1 Mbps Manchester coded data, then since hoth
channels are now Manchester coded, the crosstalk loss would be even
smaller yet (see Table 1). The general results obtained can also be
applied to other unbalanced QPSK receivers with more complex Costas-
type loop structures.
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PRACTICAL DESIGN CONSIDERATIONS ASSOCIATED WITH OPTIMUM
CARRIER RECONSTRUCTION TECHNIQUES FOR UNBALANCED QPSK

by
Marvin K. Simon

INTRODUCTION

In a recent paper [1], the authors address the problem of carrier
synchronization of an unbalanced QPSK (UQPSK) signal format, starting with
the well-known maximum a posteriori (MAP) estimation technique as motiva-
tion for deriving closed Toop tracking configurations. In particular,
such carrier reconstruction implementations are suggested upon examining
the gradient of the likelihood function whose solution is the MAP esti-
mator of carrier phase. While the MAP approach leads to closed loop
implementations with active arm filters which are matched to the signal
pulse shape (integrate-and-dump circuits for digital signals) and thus
require knowledge of the data timing clock, one can, in practice, replace
these filters with passive lowpass filters with, however, an attendant
loss in performance. Nevertheless, it is common practice to accept this
pérformance penalty so as to avoid the necessity of having to lock up the
bit synchronizer prior to achieving carrier Tock. ‘

Before going into the specific details of the performance of these
so-called "optimum" carrier reconstruction loops for unbalanced QPSK, it
is perhaps worthwhile reviewing these same considerations first for simple
PSK and then for balanced pr conventional QPSK. In the latter case, we
will come upon a new structure which, performance-wise, is theoretically
identical to the well-known quadriphase Costas loop [2]. Also, as we
shall see, the nature of the approximation to the true MAP solution,
which allows us to arrive at this new configuration, has application in
the unbalanced QPSK situation, thereby permitting us to carry the work
initiated in [1] one step closer to an "optimum" solution. Indeed, the
generalization proposed here of the linear in-phase channel configuration
given in [1] allows carrier reconstruction from a,UQPSK signal at all
ratios of data rates and powers in the two channels, even in the limit
as these ratios simultaneously approach unity, i.e., balanced quadriphase.

Finally, we shall discuss the practicality of the uhba1anced QPSK
carrier reconstruction loops found in [1], paying particular attention




to their sensitivity to variations in channel gains. It will be shown
that, whereas the channel gains were "optimally" chosen in [1] from MAP
estimation considerations, a different selection of these gains based
upon directly optimizing the loop's tracking performance can yield as
much as a 10 dB improvement in this performance. The significance of
this statement is not so much the fact that the tracking performance can
be enhanced by a better choice of gains, particularly since these gains
are now theoretically signal-to-noise ratio dependent, but rather the
high degree of sensitivity of the performance of the MAP estimation-type
Toop ‘to variations in the channel gains themselves. This point will

be explored numerically to provide quantitative verification of this
sensitivity behavior. '

CARRIER RECONSTRUCTION LOOPS MOTIVATED BY MAP ESTIMATION THEORY
PSK Modulation

Consider the prob]em'of finding the MAP estimate of carrier phase
from an observation made on a biphase-modulated, suppressed-tarrier
signal in additive Gaussian noise. In particular, the signal s[t,e(t)]
is of the form | |

s[t,e(t)] = V25 m(t) sin [wot +0(t)], . (1)

where S is the average signal power, m(t) is a binary modulation (a %1
digital waveform) of rate ®=1/T and pulse shape p(t), wg is the radian
carrier frequency; and 6(t) 4 604-90t is the received carrier phase.
The total received signal x(t) is then

x(t) = s[t,e(t)] +nlt), ()

where ni(t) js the additive channel noise which can be expressed in the
form of a narrowband process about the actual frequency of the observed
data, viz.,

n(8) = V2 N (t) cos [ugt+e(t)] - N (t) sin [ugt+e(t)]}, (3)

where Nc(t) and Ns(t)'are approximately statistically independent, sta-
tionary, white Gaussian noise processes with single-sided noise spectral
density NO w/Hz (see [2]) and single-sided bandwidth B, < m0/2n.
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The MAP estimation problem may now be stated as follows. Based
upon observation of x(t) over the interval 0<t<KT and knowledge of S,
m(t), Wy and the precise time instants at which the modulation can change
states, we wish to choose that value of 8(t) = 6 (assumed constant over
0<t<KT) which maximizes the a posteriori probability p(e(t)|x(t)) .
The solution to this problem, i.e., the best estimate of & in the MAP
sense, is well known [2] to be that value that maximizes the fuﬁction

K P ,
f(e) = TT cosh N—-J Y25 x(t) sin (wot +6) p(t) d{} (4)
k=1 0 /(k-1)T :

or, equivalently,

K

KT
n f(8) = ) 1In cosh &%— [ /25 x(t) sin (wot-+e) p(t)d%} . (5)
k=1 0/ (k-1)T

The physical interpretation of (5) implies an open loop estimation in the
sense that, for each value of & in the continuum (-w,m), we form the func-
tion 1n f(e) and then choose that particular value which corresponds to

: D the maximum of this function. A discrete (in the sense of a finite number
‘ of trial values of 8) version of this interpretation is illustrated in
Figure 1.

) To go from open loop to closed loop configurations, we consider
3:53 an alternate interpretation of the MAP estimate solution. Defining

K kT
gle) & dInfle) .y Z /25 x(t) cos (u
0 -

k=1 (k-1)T ot * o) plt) dt

Ho | (kT
: x tanh o J
0

/25 x(t) sin (mbt-+a) p(t)vdg} ,‘ (6)
(k=-1)T

then the MAP estimate 8 is also the solution to

g(é) = 0. QFP

For any value of o other than 6, g(8) will be either positive or negative,

on depending on the sign of 6 - 8. Thus, g(8) is intuitively an appropriate

; 53 choice for an error signal in a carrier phase tracking loop. Using this

: motivation, Figure Z illustrates such a closed loop implementation which

?‘i herein will be,referred to as the MAP estimation 1oop.
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The MAP estimation loop of Figure 2 is impractical, primarily
because of the difficulty of implementing the hyperbolic tangent non-
lTinearity. To arrive at practical realizations, one must first approxi?
mate this nonlinearity with simpler, more easily implementable functions.:
In particular, we have that

g}

tanh x sgn X3 x large (8)

and®

e

tanh x X3 x small. (9)

Since the input to the nonlinearity is a monotonic function of signal-
to-noise ratio (SNR), then the approximations of (8) and (9) correspond,

“respectively, to conditions of high and low SNR. Using these approxi-

matjons, then, in (6) leads to the practical implementations of Figures

3 and 4. In Figure 3, the arm filters are, as in the MAP estimation loop,
of the integrate-and-dump type and thus require a knowledge of symbol
sync. In Figure 4, these same filters have been replaced by Jowpass
filters and, in accordance with this change, the digital filter and NCO
are replaced by an analog loop filter and VCO. The tracking performances
of these familiar loops, i.e., the conventional Costas loop (Figure 4a)
and the po]arity—type Costas loop (Figure 4b) or, equivalently, the Costas
loop with hard-1limited in-phase channel, havefrécent1y been documented

~in the literature [3,4] wherein the bandlimiting effects of the arm filters

on both the input data modulation and the noise have been accounted for.
In both cases, it is shown that, by properly selecting the arm filter
bandwidth, one can optimize the loop's tracking performance in the sense
of minimizing its squaring loss or, equivalently, in the linear region
of performance, minimize its mean-squared tracking jitter.

QPSK ModuTation

 Quadriphase-shift-keyed (QPSK) modulation, as is well known, offers
the opportunity of achieving a given bit error rate performance with half
the channel bandwidth required by PSK. Carrier reconstruction loops for

“We shall see that, in the case of quadriphase‘modu1ation, this
approximation of the hyperbolic tangent function for small values of
its argument is not sufficient.
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such a modulation are varijously referred to as the fourth-power loop and
the quadriphase Costas lcop [2}., Assuming analog (four quadrant type)
multipliers, these two loops have been shown [2] te be stochastically
equivalent.

In this section, we derive the MAP estimation Toop for a QPSK
signal, and by suitable approximations to the nonlinearity which arises
as a consequence of the MAP theory, reconfigure this loop with practical
realizations which are valid. for high and low signal-to-noise ratios. In

particular, for the low signal-to-noise ratio case, we are led directly
to a new structure which, like the fourth-power loop, will be shown to
be stochastically equivalent to the quadriphase Costas Toop mentioned
above. This new structure, however, has decided implementation advan-
tages over the conventional quadriphase Costas loop, particularly in
applications where the receiver may be operated in either a biphese or
quadriphase mode. The significance of this statement will become clearer
after we have had an opportunity to examine this new structure jn finer
detail.

As a generalization of (1), a quadriphase-modulated, suppressed-
carrier signal takes the form

s{t,e(t)] = /é‘s'm](t) sin [wyt + o(t)] + /ﬁmz(t) cos [ugt + o(t)yl, (10)

where S is the average signalypower in either of the two data channels,
m1(t) and mz(t) are the corresponding independent, binary modulations,
both (for balanced quadriphase) of rate R=1/T and pulse shape p(t), and
8(t), as previously defined, is again the received carrier phase. Based
upon an observation of this signal in additive noise as described by (2)
and (3), then by an analogous approach to that used in deriving (4), we
find that the MAP estimate of carrijer phase is that value that maximizes
the function

kT

K [ »
fo) = h{s=
(0 J:g =08 [(k~1)T

, ‘NO /2S x(t) sin (m0t+,e)p(t)dt}

h‘ 2‘[“ ’/é§ (t) (w t+0) (t)‘dtl (1)
X COS -l ' X C0S (w d )
‘No (k-1)T or " P

or, equivalently,.
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K o (KT
In f(8) = ) {1n cosh N—-I v2S x(t) sin (th+-e)p(t) d%}
k=1 0 /(k-1)T

+ 1n cosh [%— JkT V25 x(t) cos (w.t+8)p(t) d;] . (12)
No J(k-1)1 0 T

Once again, to go from an open 1§op MAP estimate to a closed loop track-
ing configuration, we introduce the function g(e) 2 (d1n f(s))/de and use

g(8) as an error signal in such a closed loop. Differentiating (12) with
respect to © gives . '

g(e) & dlnflo) . 7§ N%

kT
J Y25 x(t) cos (wot+ 8) p(t) dt
(k-1)T |

x tanh {%L IKT /2S x(t) sin (w,t+ e)p(t)d%}
No J(k-1)7 0 |

5 kT
- —-J V25 x(t) sin (w.t+8)p(t) dt

No J(k-1)T 0

' 9 kT
x tanh N—-J V25 x(t) cos (wot-+6) p(t) dt
0 - (k-1)T :

(13)

The corresponding MAP estimation Toop for QPSK is illustrated in Figure 5.

To achieve & practical realization of Figure 5 for high SNR, we
again approximate the hyperbolic tangent function as in (8). The result-
ing loop, using passive arm filters, is illustrated in Figure 6. If one
tries to use the approximation of tanhx given in (9) to construct a Tow
SNR implementation of the MAP estimate loop, then substituting (9) in
(13), we immediately see that g(8)=0 for all 6; hence, no error signal
is generated. To circumvent this apparent dilemma, we go one step
further by approximating the hyperbolic tangent function by the First

two terms of its power series, namely,

- x3
tanh x° = X .- 5 X small. (14)

Substituting this approximation into (13) results in

ORIGINAL PAGE IS
OF POOR QUALITY




x(t)————d-

Symbol

KT

‘—”Q?*"a(t) = | alt)p(t) dt
0 .
(k-1)T

Sync

/25 sin (m0t+'é)

g(8)

e tanh ()

Bumped
Phase
Oscillator
i
g0°

/25 cos (m0t+-é

)

~kT

_ Cb,b(t)

W_a,j
; NO (-

Accumulator

“b(t) p(t) dt
1)7T

Figure 5. The MAP Estimation Loop for Carrier Phase (QPSK)

el




Figure 6.

I Pk v

LPF
G(s)

Loop

VCO =

90°

A Practical Realization of the MAP Estimation Loop,
Passive Arm Filters, Large SNR

Filter
F(s)

LPF
G(s)

+1

(Polarity-Type Quadriphase Costas Loop)

£l



|

14
| K| o (W p .
(0) = | i {(k_m 75 x(t) sin (ugt+ o) plt) dt
KT 3
1/2 :
X §-<FE; [(k-])TV§§-X(t) cos (m0t+-e) p(t) dt)
- jl—JkT - V25 x(t) cos (w.t+6)p(t)dt
No J(k-1)T 0
kT ' 3
1 (2 .
x 5-(N6-J(k_1)T¢§§'x(t) sin (mot+ 8) p(t) dt) } (15)
which is of the form
K .
g(e) = 5 I (a8®-sad), (16)

k=1

where A and B are immediately identified from (15). Rewriting (16) as
1 K 2 2.
JONRE WALCEYS (17)

allows us to draw the practical realization of the MAP estimation loop

for Tow SNR (see Figure 7).*¥  several interesting observations can be

made from both {17) and Figure 7. The signal product AB represents the
error signal generated in a conventional biphase Costas loop. The signal
difference 82- A2 represents the output of a Tock detector associated with
the same biphase Costas loop. Thus, the quadriphase error signal of (17),
namely, AB(BZ— AZ), is the product of the error signal and Tock detector

output of a conventional biphase Costas loop. The accumulation required
in (17) 1is, as before, accomplished in the analog version (Figure 7) by
the loop filter F(s).

Implementing a quadriphase carrier tracking loop in Figure 7. has
several implementation advantages over the convertional quadriphase Costas
toop. First, it allows for either biphase or gquadriphase operation, since
the biphase error signal AB is already available. This cheice of operation

* ) oo
This particular quadriphase Costas loop configuration was origi-
nally suggested to the author by J. C. Springett of Axiomatix, apart
from its motivation by MAP estimation theory.
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mode can be accomplished using a simple switch (see Figure 7). Thus,
relative to the hardware required to implement a biphase Costas loop and
its associated lock detector, all that is needed to generate a quadri-
phase error signal is one additional analog multiplier. We hasten to add
that the large SNR Toop of Figure 6 can also, as shown in this figure,

be made to operate either as a biphase or quadriphase polarity-type Costas
k]oop. Second, even if the loop is designed strictly for carrier tracking
of balanced QPSK, the implementation of Figure 7 requires only two quad-
rature reference signals and two arm filters, as opposed to the four
reference signals (spaced by n/4 radians) and the four arm filters

needed to build the conventional quadriphase Costas Joop.

The only point that remains is: How does the performance of the
loop in Figure 7 compare with that of the conventional QUadriphase loop?
The answer to this question is that the two loops are stochastically ’
equivalent, i.e., it can be shown [5] that the two have identical sto-
chastic differential equations of operation. Thus, by starting with

MAP estimation theory as a mathematical basis, we have proven, via .the
introduction of a new configuration, that the conventional quadriphase
Costas loop and its equivalent (the fourth power loop) are low SNR prac-
tical realizations of the MAP estimate loop for QPSK.

Unbalanced QPSK

With the results for PSK and QPSK as background, we are now in a
position to better understand, interpret, and augment previously obtained
results [1] for the case of interest here, namely, carrier reconstruction
technidues for unbalanced QPSK (UQPSK) as motivated by MAP estimation
theory. While it is true that, depending on the ratio of powers in the
two channels of the UQPSK signal, a simple biphase or quédriphase Costas
Toop can be employed for carrier reconstruction (6,7, 8], the purpose of
the study in [1] was to search for "optimum" carrier reconstruction tech-
niques in the sense that the Toop would make full use of the total power
in the two channels to enhance its tracking capability. A]so,vbyAappTying
MAP estimation theory directly to the UQPSK signal, the intuitive feeling
was that some sort of hybrid configuration would arise which would present
a continuous compromise between the extreme desires of tracking a highly
- unbalanced QPSK signal and the more common balanced QPSK signal in which
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the powers and data rates in the two channels are equa](

Indeed, the results derived in [1] largely represent this dream
come true. Unfortunately, however, the Tow SNR realizations of the MAP
estimate Toop for UQPSK suffer from the fact that they cannot track a
balanced QPSK signal. The problem herein lies again in the way in which
the hyperbolis tangent nonlinearity is approximated at low signal-to-
noise ratios. We shall demonstrate shortly that, by using (14) rather
than (9) at low SNR, one obtains a practical implementation which allows
carrier reconstruction from a UQPSK signal at all ratios of data rates
and powers in the two channels, in particular, in the Timit as these
raﬁios simultaneously approach unity, i.e., balanced QPSK. In fact,
in this 1imiting case, the loop becomes equivalent to the quadriphase
Toop of Figure 7.

An unbalanced QPSK signal takes the form

s[t,e(t)] = '/55;'m](t) cos [m0t4-e(t)] + /Eﬁg‘mz(t) sin [w0t4~e(t)], (18)

where P] and P2 are the average signal powers; respectively, in channels 1
and 2, and m](t) and m2(t) are the corresponding independent binary modu-
Tations with rates R1= ]/T],vR2= 1/T2vand, in general, different pulse
shapes p](t) and pz(t). Applying the MAP estimation theory to an obser-
vation of the signal (18) in noise, the error signal g(&) for the MAP
estimation loop is derived in [1] as

K, +1 8 ‘
(e)| 2 k
g(8) & dln f(6 = ) 21 BT x(t) cos (w t+8)p,(t)dt
4® fo= k=1 Nods 2 0 2

§
k
’ 2. , N
x tann {NEJ /255 x(t) sin (m0t+e)p2(t)d{l

k . '
J V2P, x(t) sin (m0t+‘é)p1(t)dt
T

T
ok ‘ o
x tanh E%—{ JZPT x(t) cos (m0t+-é)p](t}d%};
-t ’
s (19)
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In (19), L (k= 1,2,...,K]) is the ordered set of time instants at which
the modulation m](t) may potentially have a symbol transition in the
observation interval (0,T). Similarly, 8y (k= 1,2,...,K2) is the ordered
set of time instants at which the modulation mz(t) may have a symbol
transition in the same observation interval. Note that, sjnce'the two
modulations might, in general, be generated from independent data clocks,
no restriction is placed on the relative synchronization between the taus
and the deltas. This same assumption could also have been made for the
balanced quadriphase case with the appropriate modification of (13).
ITlustrated in Figure 8 is the MAP estimation Toop for UQPSK with
g(8) of (19) as its error signal. A pkactica] realization of this loop
for high SNR, obtained by using the approximation to the hyperbolic tangent
function of (8) in (19), is illustrated in Figure 9. For small SNR, using
(9) as an approximation to. tanh x, the authors of [1] suggest the loop
illustrated in Figure 10. Unfortunately, this loop (or its equivalent
using active arm filters of the type given in Figure 8) has the disadvan-
tage that, as the ratio of rates and powers both approach unity, i.e.,
balariced quadriphase, the two lowpass filters LPF] and LPF2 would become .
identical (or eguivalently integrate-and-dump filters of equal duration),
and thus the error signal at the input to the loop filter goes to zero
for all loop phase errors. If, instead of (9), one were to use (14) as
an approximation to tanhx, then making this substitution in (19) results .
in the loop illustrated in Figure 11, where again we have drawn the case
where the arm filters are of the passive type. Note that this two-channel
Costas loop configuration reduces (except for the one-third gain factor)
to Figure 7 when the input signal becomes balanced QPSK, i.e., LPF1= LPF2
and, thus, it is capable of tracking such a signal. Rather than go into
the details of the performance of the loop in Figure 11 at this point, we

- shall turn to an investigation of the sensitivity to gain variations of

the simpler Toop in Figure 10 and use these results qualitatively as being
indicative of two-channel Costas—fype configurations. Actually, to make
1ife even simpler, we shall pekform our sensitivity analysis on the equiva-
lent Toop to Figure 10 where active (1ntegfate-and~dump) arm fiTters of
the type illustrated in Figure 8 are used in place of the passive arm
filters. Making this substitution greatly simplifies the analysis, but
nevertheless allows us to illustrate the conclusions we are after.
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SENSITIVITY OF TRACKING PERFORMANCE OF TWO-CHANNEL
COSTAS-TYPE LOOPS TO CHANNEL GAIN VARIATIONS

The tracking performance of the UQPSK carrier reconstruction loops
i1lustrated in Figures 9 and 10 has been studied in great detail in [1].
Part II of this reference treats the passive arm filter case, i.e., Figures
9 and 10 as they are drawn, while Part I presents the results for the
equivalent loops with active arm filters. In each case, the phase track-
ing jitter based on a Tinear loop model is calculated as a function of
such system parameters as signal-to-noise ratio in each channel, the ratio
of powers in the two channe]s, and the ratio of data rates in the two
channels. Although the theoretical results were derived as a function
of the ratio of the gains in the two channels, specific numerical results
were presented only for the "optimum" choice for this ratio based upon
MAP estimation theory.

Unfortunate1y; as we shall see shortly, selection of this gain
ratio as motivated by MAP estimation theory does not necessarily optimize
the tracking performance. In fact, the selection of this gain ratio to
directly optimize the tracking performance in the sense of minimum mean-
squared phase tracking jitter, can yield as much as a 10 dB improvement
in this performance relative to the MAP estimation choice of gain ratio.

To illustrate this point, we shall begin by extracting pertinent
results from [1] for the equivalent Toop to Figure 10 with active arm
filters and arbitrary channel gains /ﬁ;‘and /KE. In particular, it 15‘
shown in [1] that the variance of the loop phase error (phase tracking
Jitter oéip for a linear loop model is given by

K K\ 2
2 2
) @o”](?{)wz(i}ﬂ
.

90 = N8y ocral (20)
where C
2
A'I —P'Zn "’P'] n
N 2P, P, T
g "o cMh
Bo‘P1+2T1+P2“‘~ I
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B, = n (P] + ——-»—ZT]) +n (P2+ —-—-—-—~—-——-NO > ' (21)

and we have implicitly assumed that the two data clocks are synchronized
with the ratio of data rates being integer, i.e.,

é 2 > ]

n T ; n integer . (22)

Equivalently, the Toop "squdring loss" is given by

» [ KZ 2
(Y]

s Mg, 0"\
(Py+P,) K K, .2
] 2 2 2
| (P, +P,) B+ B]&]—) + BZ(R—]-)
Clearly, from (20) and (23), minimizing the phase tracking jitter U;m
is directly equivalent to maximizing 5, (minimizing the squaring Toss).
From the form of (23), it is a simple matter to differentiate this equa-
tion with respect to K2/K1, and thus find that value of channel gain

ratio which maximizes 5| - After some routine algebra, the solution to
the equation

2
JA
P

a8

L =
5TEE7K?7 = 0 ‘ (24)

<_}f.2, _2Ay By - AgBy
K} Jopt 2R, 8, - Ay B

N 2p. P T
0. R A
P2<P1+2T>FP1<P2+ N )
oo Moy o2 2Py Py Ty '
ﬁP]<P]+§TT>4-n P1<P +‘-—-uJ
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Alternately, defining the ratio of powers in the two channels by;

A"= PZ/P] 3 . (26)
‘we caﬁ rewrite (25) in the form | cﬁﬁGXNPJJg;?ﬁfk%z
OF P
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(27)

, 2%
K I:2+12%l+ﬁ1{|
<__2.> _ (L) ]
K n 2t ?
1/opt 1+ A 1
l}+n>\+zc1+n>\]+g

where, in addition; we have defined (as in [1]) L, as the total power-to-
noise ratio in the high data rate bandwidth, i.e., :

(Py+P,)T
g = L2l - (28)
0
Note that the first factor in (27) is the "optimum" value of K,/K; as

motivated by the MAP estimation theory, i.e.,

&> (29)

which 1is ihdependent of signal-to-noise ratio. Only when the channels
have equal energy, i.e., A=1/n, are the results of (27) and (29) equal,
. Y '
i.e., K2/K1—>\ . .
Substituting (27) into {23) results in an expression for the minimum
squaring loss, namely, .
o . 2¢
(1 + -‘?ig—“-)(\ e +aln-1)(1 %)

1 T+ .

] ‘ o
T4 ) 142 1
(14-x)<1 + 755—)[1] + 7 ) + nx(] + ]*_A)J

On the other hand, using (29) in (23) gives the result obtained in [1],
namely,

| (2,2
s = (1-22+m7)

3 | TN :
(14—k){§1 + Ez]k)(l- 2%4—n52) + A(3 f Té?§>(]' nx)%}

Figures 12 through'15 illustrate 5 as computed from (30) and‘(31) versus
the power ratiq Awith n fixed and c]= -3 dB and 10 dB. The values of n
selected for these plots range from balanced (n= 1) to highly unbalanced
(n=10) data rates. Note that, for the balanced data rate case (n=1,

A arbitrary), both (30) and (31) reduce to the same result, namely,

(31)
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despite the fact that the channel gain ratios (27) and (29) are not, in

general, equal. Furthermore, the result in (32) is also identical to the
squaring loss of a conventional (one-channel) Costas loop when used to
track unbalanced QPSK with both'unequa] data rates and unequal powers [8].
In this case, the identical in-phase and quadrature integrate-and-dump
arm filters are assumed to be chosen to accommodate the higher data rate
modulation.

Several important conclusions can be drawn from the numerical
results illustrated in Figures 12 through 15. First, since we have
already observed, Figure 12 is representative of the one-channel Costas
loop performance for all n and A, these curves represent lower bounds
on the squaring loss performance of the two-channel configuration. That
is,‘for fixed 2 and As the two-channel Costas loop will exhibit a smaller
squaring loss for any data rate ratio n than the value indicated in
Figure 12. This performance comparison between one- and two-channel
Costas Toops will be made in the next section of this report.

Second, the difference between the true optimum squaring loss
[Eq. (30)] and the value given by (31), as in [1], increases with
increasing n. Also, for fixed n, these differences are much more
significant at higher values of total power-to-noise ratio 2 in the
high data rate bandwidth than at the lower values. As an example, for
n=10 and ¢, =10 dB, we see from Figure 15 that, for equal powers (x=1),
the squaring loss as given by (30) is 10 dB smaller than that predicted
by (31). The same comparison at &= -3 dB only shows a 1.4 dB improvement.

Finally, the true optimum squaring loss [Eq. (30)] decreases with
increasing.c], regardless of the values of n and A, except for the case
of small A and n=71. Using the result of (31) for squaring loss, we
obéerVe that,. for fixed n, this "optimum" squaring loss can actually
increase with 1ncreasmng & depending on the value of A.

To further 111ustrate the sensitivity of the two-channel Costas
Toop squar1ng loss performance to the particular choice of gain ratio

2/k1 or, more important, var1at1ons in this ratio about some nominal

‘design value, e. g., An, Figures 16 through 18 jllustrate SL versus

2/K]<for fixed values of n and ;1, with A as a parameter. In these
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figures, K2/K] is allowed to vary from 0.1(A/n) to 2(A/n) with the opti-
mum values corresponding to (27) clearly indicated by the peaks of the
curves. The expression used for plotting these curves is.a rewrite of
(23) in terms of the definitions of n, A, and ¢y, namely,

g+ wi(]

] |
5 = - (33)
N AN LA\
(?-&A) By + 8](K{> + BZ(K{)
where
Aé = 1-2; Ai = n(na-1)
o
Vo T+2A ]
B0 = 1+ jﬁﬁ— f A(] + T775>
20, v
v SRR ]
B,] = -ZnE + ———~—2C] + na (] + T )\)]
2c
A 1+ A ]
B, = n [E + 72;— + nA(l + ]4-Aj} | (34)

A COMPARISON OF THE SQUARING LOSS PERFORMANCE OF
ONE- AND TWO-CHANNEL COSTAS LOOPS

We have already mentjoned the fact that one-channel (conventional)
Costas loops are inferior to two-channel Costas loops when tracking
unbalanced QPSK. The squaring loss performance for the one-channel
loop (assuming both data modulations are NRZ) was given in (32). To
allow a simple comparison with the performance of two-channel Tloops, we
shall assume in the latter case that both channels have equal energy,
j.e.s P2T2==P]T1 or, equivalently, A=1/n. For this case, we have
already observed that the value of KZ/K] selected by MAP estimation
theory considerations is identical to that which minimizes the squaring
loss. Thus, from (30) [or (31)], we find that

(1-2)

e
“H)E+ 2z,

S~

Taking the ratio of (35) to (32) then gives the improvement in tracking
performance of the two-channel Costas loop over the conventional loop.
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Letting B, denote this ratio, we have

2t
1+ ( 1)
S 1+ 2+ A1 + o
g = LIZ--channe] -. 251 T+ , (36)
L SL » ‘|+l_i~>;(]_;\) ' '
I]-channe] 2¢, ’

Figure 19 illustrates BL‘(in dB) versus A with % (in dB) as a parameter.
Clearly, for X appreaching unity, the improvement becomes infinite; how-
ever, we recall that, in this limiting case, neither the one-channel nor
the two-channel loop is capable of tracking at all, i.e., SLAgoes to
zero for both.

CONCLUSIONS

In conclusion, we point out that the MAP estimation theory provides
good intuition for implementing closed loop tracking configurations for
BPSK, QPSK, and UQPSK modulations. In the latter case, however, care
must be exercised in selecting the ratio of gains between the two channels
of the resulting configuration. In this regard, two options are available,
namely, that gain ratio which is motivated by MAP estimation theory and
is independent of signal-to-noise ratio, and that ratio which minimizes
the loop squaring loss and is dependent on signal-to-noise ratio. The
difference in squaring loss between these two choices of gain ratios can
be as much as 10 dB for certain values of data rate ratio and power ratio.
When the signal energies in the channels are chosen equal, then both gain
ratios also become equal and yield idehtica1‘squar1ng loss performance.
Even in this caSe, the two-channel Costas loop can considerably outpehform
the one-channel (conventional) Costas loop. However, neither the con-
ventioha] nor the two-channel loop of [1] 1is capable of tracking balanced
quadriphase. By an extension of the power series approximation used for
the hyperbolic tangent nonlinearity which arises from the MAP estimation
approach, we have been able to demonstrate a carrier reconstruction loop
for UQPSK which should yield better performance than the above-mentioned
two-channel loop as the modulation becomes more balanced; in particu]ar;
it acts like a quadriphase Costas loop in the Timiting case of balanced
QPSK. A detailed ana1ysis of the tracking performance of this loop is
the subject of a future report. : '
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APPENDIX K

ON THE EQUIVALENCE IN PERFORMANCE OF A PRACTICAL REALIZATION
OF A MAP ESTIMATION LOOP FOR BALANCED QPSK AND
A CONVENTIONAL QUADRIPHASE COSTAS LOCP

by
Marvin K. Simon

1.0 INTRODUCTION

In Appendix J (also [1]), the author considered the similarities
in structure of carrier reconstruction loops motivated by MAP estimation
theory for PSK, QPSK, and unbalanced QPSK modulations. In particular,
for the balanced QPSK case, it was shown that, by approximating the
hyperbolic tangent nonlinearity in the MAP estimation loop by the first
two terms in its power series, an interesting practical realization of
this loop results which applies at low signal-to-noise ratio (see
Figure 1). Indeed, the error signal in this loop is formed hy multi-
plying the error signal and lock detector'output signal of a conventional
bighése Costas loop. " We also note from Figure 1 that such a quadri-
phase loop can be constructed using only a pair of quadrature reference
signals and a pair of arm filters, as opposed to the four reference

signals (separated by n/4‘radians) and four arm filters required in

é a conventional quadriphase Costas loop (see Figure 2). The loop of
iﬂ Figure 1 also has the advantage that it can easily be switched from
RO a biphase mode to a quadriphase mode depending on the form of the input

modulation. With all this in its favor, the only question remaining is:
How does the performance of the 1obp in Figuré 1 compare wfth that of

. the conventional quadriphase loop in Figure 2? -

40 In the next section, we shall derive the stochastic differential
3 equation of operation of the loop in Figure 1. Following that, we

shall make an analogous derivation for the conventional quadriphase
Costas loop. (The result of this derivation is available in [2] if

the signal distortion effects of the arm filters are ignored.)  Com-
paring the two results, we shall then reach the conclusion that the two’
loops are stochastically equivalent, i.e., they have identical stochastic

differential equations of operation. Thus, an alternate conclusion is
that the conventional quadriphase Costas loop and its previously shown

equivalent [2], the fourth power loop, are low signal-to-noise ratio

practical realizations of the MAP estimate loop for QPSK.
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2.0 DERIVATION OF THE STOCHASTIC DIFFERENTIAL EQUATION OF

OPERATION FOR THE CARRIER RECONSTRUCTION LOOP (Figure 1)

As mentioned in the introduction, the error signal for the quadri-
phase loop of Figure 1 is formed from the product of the error signal
and Tock detector output signal of a biphase Costas loop, namely, z](t)
and zz(t), respectively. Since the performance of a biphase Costas Toop
whose input is an unbalanced quadriphase modulation plus additive Gaus-
sian noise has been previous]y‘treated [3], we shall be brief in our
presentation here. Assuming then that the input to the Toop of F1gure ]
is the balanced QPSK modu]at1on

x(t) = “ﬁﬁ‘m](t) cos o(t) + /2P my(t) sin o(t) + n,(t),  1 (1)

then from [3], letting Py=P,=P, we have for the arm filter outputs

2 (1) 4 6(p)e(t) = Kk I:/r? i, (t) - NS(t)] cos o(t)
| - K K [?" t) + N (t{] sin @(t)
2 (6) & ap)e(t) = KK [yt - Ns(t)J sin o(t)

KK [?- t) + N ( i} cos ¢(t)  (2)

where the "hats" denote filtering of the corresponding s1gnals, e.g.,

m](t) = G(p) ]( ). Thus, the output of the third multiplier is the
dynamic error: signal

2)(t) £ zc(t)zs(t)
= l:z - m1 i] sin 2¢(t) + ZPﬁ](t)ﬁz(t) cos 2¢(t)
+ [i2(t) - 2/F fiy(£) R (t) - 2/F iy (£ R ()] sin 2(t)

+ [2/5 fil, () N (t) - 2/P iy (t) Ns(t) - 2R (t) Ns(t)il cos Z-qo(t)g :

(3)

Similarly, taking the.difference of the squared filter outputs gives




B

” B

2(t) & 2F(4) - 2X(t)

| - k22 {:Az . 2 . ~ .

= KK 3- P mz(t)-m](tE]cos 2¢p(t) + 2Pnﬁ(t)m2(t) sin 2¢(t)
- Eqsz(t) - ﬂcz(t) -2/P ﬁl?_(t) Ns(t) -2/P rﬁ](t) I\]C(tﬂ cos 2¢(t)

4.Eﬂfﬁﬂt)&xt)-amﬁHUJﬁgt)-zﬂJt)Ng{ﬂsinZw(Ui

o (4)
20(t) = 2(t) -

Zz](t)

where the notation "=" means "replaced by." As before (see (9) of [3]),
letting ‘

Sz(t) - ﬁcz(t) - 2/P y(t) R (t) - 2/P i, (t) Nc(t{l sin 2¢p(t)

v,[t,20(t)] Eq
+ [/ iy(6) R (8) - 28 iy (£) R () - 26 (6) ()] cos 20(t)

(5)

then the product of z](t) and zz(t) gives the resulting quadriphase error
signal

24(t) & z,(t) z,(t)
Ayl o .
_ JZJD' ?pz Eirﬁlz(t)rﬁzz(t) ~fit(t) -rﬁ;(tﬂ sin 4o(t)
+ 4924, (0) () [2(6) -8 2(8)] cos a0(t)
+v4fh4¢(tH§, S | | (6)
where '
voltap(t)] & 2u,lt,20(t)] v,lt,20(t) - 5]
4 2uylt,2p(t) - 51v,[t.20(t)]
d + 2v,[t,20(8)] v [t.20(t) - 3] S
an .
ult.2(t)] = plﬁf(w -mf«Q]sin2¢0m

+2pPm(t)m,y(t) cos 2¢(t) . | (8)




Substituting (5) and (8) into (7) and simplifying yields
valt.de(t)] = AS(t) sin 4o(t) + A_(t) cos de(t), : (9)

where
Aty = =ity - A+ 4 [y (0 A30) -y (618 2(0)]

+ 620 R2(E) - 12/ [iy(£) A (6) RZ(0) -y (6) i (6) AZ(2)]

v s W) - Nz(t)]mzz(t) - ()]

LT WO [3 (t) - mz(t)]

¢ ap¥ 25 (0, [3"'2 :ﬁf(t):]

- 24Pm]_(t)m2(‘t)Ns(t)Nc(t) |
Alt) = 4Rc(6) A3(0) ~a R (2) A1) + a8 [iy(1) A3(1) +rﬁ](t) ﬂ3(t)]

+ 12P iy (£) iy (t) RE(t) - st(t)J + 12 P A [2 :]
- 12/5@ () f_(6) R2(t) + rﬁ](t‘)ﬁs(t)ﬁf(tﬂ
+4p3/24 2(t)N (t) Emf( ) - Ze(tﬂ‘ |
+4pY%5 ]:3 ]Z(t{] ' | (10)

The instantaneous frequency of the VCO output is related to zo(t) by

~

dsg:t - Ky LR 20(8)] +wg | (11)

and hence the stochastic equation of Toop operation becomes

ﬁd@éﬂ } 4QO;KF(p)%P2 611112(t)rﬁ2(t)-m]4(t);ﬁ14(t] sin 4¢(t)

+ 4P [] ] cos 4¢p(t)

' V4[t st ni B )

4
1

e

where K 2 k K4KV




3.0 DERIVATION OF THE STOCHASTIC DIFFERENTIAL EQUATION OF
OPERATION FOR THE CONVENTIONAL QUADRIPHASE COSTAS LOOP

For the quadriphase Costas loop of Figure 2, the input.x(t) is
again given by (1) and the demodulation reference signals ri(t); i=1,
2,3, 4, are respectively

P (8) = K sin (66 ¢ (-1 015 i=1,2,3,4. (13)

Multiplying x(t) by ri(t) and ignoring second harmonic terms gives the
four phase detector outputs which, after arm filtering by G(s), become

z.(t)

; Ky Ky VP mz(t) - N

()] cos [o(t) - (i-1)7]

- Ky K [P rﬁ](t)+ﬁc(t)] sin [@(t) - (i-1)7]3 1=1,2,3,4

e

m

K]Km{ac(t) cos [p(t) -(1-1)%J - a(t) sin [o(t) - (i-;i)z]} .
(14)

Multiplying z](t) and 23(t) gives

2, (£) 25(t) = - »gnz{[acz(t)-asz(t)] sin Zo(t) 4 o (t)a (t) cos 20! )} :
(15)
Similarly, ;
sin[2{¢(t) -7)]
2, (1) z,(t) = kFKH{1aZ(t)-al(t)] A

]

+a_(t)a.(t) cos [2(p(t) - z)]f

_ Kf*%?{‘[af(t)" af(tﬁlggé—%ﬁﬁjj + ac(t)as(t)sin Zw(t)}~

(16)
Thus, the quadriphase error signal zo(t) is obtained by multiplying (15)
and (16), namely, .
| - Ky Ky 2 2,192 2,0v . 2,4\ sin 40(t)
NORBIENOR LB L) - a2 raaf(n el gt
| ¥ ‘ 'ﬂ‘?a (t)a_(t) [az(tj - a2(t)] cos 4o(t)
2 C s c S 0s S@it

(17a)
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8
or
4.4
- K
TN Ky %/2 8,y . 4- .
2y(t) = —T o 2’4(- aG, 30 (t) a (1) sin 4g(t)
k¥4 (
-1)/2 2 4-
i I 12 6, ak(t) adXt) cos ag(t), (17b)
where C, 1is the combinatorial coefficient defined by
| = 18
n’k T RKT(-R)T . (18)
From the defining expressions for ac(t) and as(t) in (14), we get that
2
2 _ 2-m ~ m /a L~m
218 = 1 (1) o (7P ()™ (R (1))
1. 4=+ VK (5 ey d-2ek
MO 0o C (P i) (R _(0) 42k (19)
Substituting (19) in (17) gives the final results for zo(t), namely,
4.4 ‘ -
=K, K ¢ b-g
- 1 m _11%/2 A (m+k)/2
ot 8 §z=0§2,4( R R
x @'(t) i (£) R EM(t) NC4-2'k(t)$ sin 4¢(t)
4,4 |
Ky K L 4-p :
1 ™m (2-1)/2 %-m (m+k)/2
+ -1V C -1 Coy 2-oCk P
Ay Ky 5 Ry & A gk , )
X mz(t)nH (t)NS (t)NC (t)¢ cos 4op(t). (20)

The terms which are independent of the noise Components ﬂc(t) and
Ns(t) are obtained by letting ¢=m and k=4-2=4-m. Thus,

k& - ’
z&t) o= 1 &“3 [] 6ﬁf(ﬂﬁ;(Q}sin4wUﬁ
k=4-m . '1- 4 P m1 ’ {:] ’:] cos 4q0(t)§. (21)

Comparing (21) with the first two terms of (6), we see that, except for
a factor of two in gain, the two are identical. Furthermore, evaluating

R & B

Sy i ———— = = T L™ :
R e , e g S 7o 1
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Fi

i' 9
) '

b the remaining terms in the summations in (20), we get the identical
{fff signal x noise and noise x noise terms as in (9) combined with (10),
.xjk’ except again for the same factor of two in gain. (Carrying out the
155 algebra to prove this identity is left to the reader.) Thus,

#

2 (t) = I:Gm 2() -, (t)-lﬁ“(t)] sin 4o(t)

o 0

§

i 24

3 + 487 i (£)y(8) [Rf(8) - (0)| cos ag(t) +vyltap(0]]  (22)
i,- and letting K now equal K1 Km KV/Z,'we get the identical stochastic

equation of Toop operation as in (12).

4.0 CONCLUSTIONS

We conclude by pointing out that, while we have indeed shown that
2:‘3, the Tow signal-to-noise ratio realization of the MAP estimation loop for
] QPSK is stochastically equivalent to the conventional quadriphase Costas
loop, we have not attempted to give the tracking performance of these

r Toops nor compare it to that of a biphase Costas loop. Determining the
m} ® tracking pekformance of the quadriphase loop of Figure 1 (or Figure 2),
taking into account the bandlimiting effects of the arm filters, is con-
siderably more complicated than the equivalent analysis for the biphase
loop. The principle reason for this stems from the fact that the

signal xsignaﬁ, signal x noise, and noise x noise terms now require eval-
uation of fourth order moments of the filtered signal and noise com-

ponents. While indeed such evaluation is possible, the resulting expres-
sions and necessary algebra to arrive at them are quite complicated,

even for the simplest case of a single-pole (RC) arm filter. Neverthe-
Tess, these results, upon completion by the author, will be presented

in a future report. :
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APPENDIX L

THE EFFECTS OF RESIDUAL CARRIER ON COSTAS LOOP PERFORMANCE
AS APPLIED TO THE SHUTTLE S-BAND UPLINK

by
Marvin K. Simon

1.0 INTRODUCTION

Traditionally, a Costas loop is intended for use in receivers
which must reconstruct a carrier reference from an input signal whose
carrier component is totally suppressed, e.g., a biphase modulated
carrier. In certain applications, however, the Costas Joop is called
upon to accurately track a signa] whose carrier component is not com-
pletely suppressed. One such application occurs on the Shuttle S-band
uplink during the time when both data and a ranging subcarrier are
Jinearly modulated on the same carrier and the data modulation index
is not n/2. A simple block diagram which, for the sake of analysis,
characterizes this situation is illustrated in Figure 1. Included in
this illustration are the means by which the data and the ranging sub-
carrier are extracted using the in-phase demodulation reference generated
by the loop.

Several key questions arise relative to the performance of the
Costas Toop under these unorthodox conditions:

1. Is the loop capable of successfully tracking the input
independent of the value of the data modulation index?

2. Is it possible to extract the ranging subcarrier as shown
if the data modulation is removed?

3. What is the additional threshold power-to-noise ratio
required to operate the loop in the PM (ranging and data) mode as
compared to the PSK (data only) mode?

4. What tradeoffé exist between powerkin the ranging channel
and loop threshold performance as a function of the data‘and ranging
moduTation indices? ' ‘ ' _ .

~This appendix attempts to answer these and other questions related
to the performance of Costas loops in the preséncevof residual carrier

- by estabTishing a theory for such performance as a function of the key

system parameters. For example, we shall first demonstrate that there
exists a critical data modulation index below which the Toop will not
operate, regardiess of the value of signal-to-noise ratio.

- - . . - - e e i o v T T e i



n.(t)
s(t,s)
—{+
w &
2
=B
g%ro

Bandpass
Filter

Ranging Subcarrier

e A T D NI e b ot s

Figure 1. Costas Loop and Ranging Demodu]étor

Loop Filter
F(s)

Bandpass
Filter
(w )
Lowpass
Arm Filter
G(s)
rc(t)
VCOo
!
90°
r.(t)
Lowpass
Arm Filter
G(s)

-

z (t)

z (t)



2.0 SYSTEM MODEL

Consider the Costas demodulator illustrated in Figure 1 whose
input signal is of the form

s(t,0) = V2P sin [ugt + 8,d(t) + Bs sin (wsct +o.(t)) +ol, (1)

where P is the total received power, Wy is the carrier radian frequency
and 8 the corresponding input phase to be estimated, Bd is the data
modulation index with d(t) the data waveform, and B is -the ranging

® subcarrier modulation index with w . the radian subcarrier frequency
L and er(t) the tone ranging modulation.” Using simple trigonometry,
i s(t,0) of (1) may be decomposed into its carrier, ranging, and data
g components, namely, ’
e |

B ® s(t,8) = V2P sin [mot + de(t) + 6] cos [B_ sin (w_t + 6 (t))]
1 & s sC r
15 ~
1B . . .

}‘% + V2P cos [wgt + Byd(t) + ] sin [8 sin (w t + 6. (t))] (2)
1 &
% o or, making use of the relations,

S

where Jn(x) is the nth order Bessel function of the first kind, then

@ 1y n=0
i cos [Bsinx] = J e J,(B) cos2nx; e =
i n=0 " 2n n 2; n>0
[L:% sin [B sin x] = anod?-'”‘”(s) sin (2n+1) x (3)
i

s(t,0) = V2P cos By sin (mot + o)i E‘ EnJZn(Bs) cos [2n (u>5¢t+ or(t)]]§
n=0

+ V2P sin sdd(t) cos (w0t+e)g cfo €, JZn(BS)_cos [2n (“’sct+er(t)]]§‘
n= )

N

+ 2P cos By COS (wot + e)gz y J2n+](ﬁs) sin [(2n+1)(msct+ er(t))]g“
n=0 : -

- V2P sin By d(t) sin (wyt +6) 22 Zodzm(ss) sin [(2n+1) (wg t+ 0. (t))
1 ps |




o
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The additive channel noise ni(t) can be expressed in the form of a
narrowband process about the frequency of the observed data, namely,

ni(t) = /Z{Nc(t) cos (m0t+ ) - Ns(t) sin A§m0t+ 8)}, (5)

where Nc(t) and Ns(t) are approximately statistically independent, sta-
tionary, white Gaussian noise processes with single-sided noise spectral
density N0 w/Hz and single-sided bandwidth BH < wO/Zn.

The input signal plus noise is bandpass filtered where the filter
bandwidth is narrow enough to exclude the ranging subcarrier and its
harmonics. Thus, demodulating the bandpass filtered signal plus noise
by the quadrature reference signals ’

rc(t) V?-K1 cos (uw t+8)

0

r.(t)

--/é‘K] sin (mot+é) : (6)

gives the corresponding phase detector outputs (ignoring second har-
monic terms) '

e (t) = Ky K /ﬁ.cosgdgnZOEnJZn(Bs)°°S[Zn(wsdt+9r(t))1§ sin ¢
+ Ky K, vP sin 8y df 2 L g0y cos[én(msdt+er(t))]€ cos ¢

+ K] Km{Nc(t) cos ¢ - Ns(t) sin @]

u

es(t) KK VP cos B 3 N endon B.) cos [Zn[msct+-er(t))]§ cos ¢

n=0 )

+ K Km [Nc(t) sin ¢ + Ns(t)’cos @] ;}; . : (7)

+ Ky K, /P singgd(t) 3 y anZn(Bs)cos[Zn[msétf-or(t))]l sin

where}Km is the phase detector gain and ¢ 8 N 15 the‘loop phase error.
Assuming that e /Zn >> B, /2 where B is the two-sided arm filter
bandW1dth, 1. €.y

e

f 6320 ) 2af, )
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then only the n=0 term in the summations of (7) pass through these
filters. Thus, the arm filter outputs are simply
zc(t) = KKy [?ﬁncos BdJO(BS) - Ns(ti} sin @
+ K Ko [/ﬁ—sin Bda(t) JO(BS) + ﬁc(t):I cos ¢
zs(t) = =K K [%T cos BdJO(BS) - Ns(ti] cos
KK [/}Tsin sd&(t)do(ss) + ﬁ,c(t{l sin @ (9)

where the "hats" denote filtering of the corresponding signals by the
arm filters, e.g., d(t) 8 G(p)d(t). Thus, the output of the third
multiplier is the dynamic error signal

4

zo(t) =z (t)zy(t)
2.2
K
KKy .2 .2 2 .
= ——E—-{JO(BS)P[d (t) sin By - COS Bd] sin 2¢
- 38(8) P sin 28,(t) cos 20 + v [t,201}, (10)

where ~

v (t,20) & ﬁz(t)é Nz(t)+ 2VP cos B, J.(B )N (t)

AR c 5 ) d " 0'"s’ s

4+ 2/P sin Bda(t)do(sg)Nc(tﬂ sin 2¢ |

< [24 cos ny9(8,) (1) - 2/ sin gyd(t) g6n) Al
- ZNC(t)NS(tﬂ cos 2¢ . ' A
The instantaneous frequency (re]ative‘to wo) of the VCO output is
related to zo(t) by "
d6 | o .
at T KR zp(0)] | (12)

Thus, the stochastic equation of operation of the Joop becomes

o e g 3 i T e T - T ™ T stacpe Tp i
pRps el % = o L N o . N N R i g i e o n T T Al
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<

[l
b
0

2dg . 2 el o2 .
i _ KF(p);JO(BS)P D, Sin” By - cos” g,| sin 2¢
+ JOZ(BS) P S’in2 By [&Z(t) - Dm] sin 2¢
j R —
self-noise
of data
- J&(BS)P sﬂ125d&(t)cos.2¢-+v2(t,2¢)$, (13)
where |
' Y [ : 2 '
D, = <d°(t)> = Sp(f) 16(3 2m F) [* df (14)

represents the power in the data modulation at the arm filter output
with Sm(f) denoting the power spectral density of the unfiltered data
d(t), and KQK{?I%TZKV. ‘

“The first term in the braces of (13) is the loop S-curve, while
the remaining terms are all zero mean and thus contribute to the total
noise perturbing the loop. Note that, when cbszsd==qnsin26d‘or,

equivalently,

2 _ ; , ,
cot® By = D, _ | .(15)

the loop S-curve vanishes and thus the 7oop will not lock at any loop
signal-to-noise ratio. For values of 8; less than the critica] value
satisfying (15), the loop locks at ¢ = #(2n+1) n/2, n=0,1,2,.... For
values of By greater than this critical value, the loop locks at

@ =+tnm, n=0,1,2,.... ‘

As a specific illustration of (15), consider the case of Man-
chester coded data (all of the S-band uplink low and high data rate
tracking modes) and single-pole Butterworth arm filters (typical of
Costas loop in network transponder). Then the mean«squared filtered
data power, D , is given by-[1] PR AR i

v 3~ 4 exp (-Bi/RS) + exp (-2 Bi/Rs)
On = 1= — 2 B./R, ‘

Gy SEIEE - . - -
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where,Rs= 1/T is the data (coded or uncoded) symbol rate. For a
sihg]e-po]e Butterworth filter with transfer function
. 2 '
l6(32n f)[° = —————l——~7g (17)
1+ (f/f) :
o
and 3 dB cutoff frequency fc, the noise bandwidth Bi is given by
Bi = wfc. : (18)
Using (15), (16) and (18), Table 1 tabulates the critical values of
data modulation index for the various data symbol rates of interest
on the S-band uplink.
Table 1
Rs fc Bi/Rs Dm (?d)crit
32 kbps (Low - o |
Data Rate Uncoded) 134 kHz 13.155 0.886 0.8157 rad
96 ksps (Low .
Data Rate Coded) 134 kHz 4.385 0.6636 0.8872 rad
72 kbps  (High : - :
Data Rate Uncoded) 308 kHz 13.44 | 0.8884 0.815 rad
216 ksps (High Coc
Data Rate Coded) 308 kHz 4.48 0.670 0.8848 rad

3.0  STATISTICAL CHARACTERIZATION OF THE EQUiVALENT ADDITIVE NOISE

As mentioned above, the equivalent additive noise terms in (13)
all have zero mean. Furthermore, each has a continuous power spectral
density component. Since the bandwidth of these processes is very wide
with respect to the loop bandwidth, it is sufficient to find for each
one only the power spectral density at the origin which, when multiplied

»by'the Toop bandwidth, gives the contribution to the total noise power

of that component.
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In previous analyses of this type [1,2], it was shown that, for
cases of practical interest, the effect of the self-noise of the data
modulation on loop tracking performance was negligible. Making this
same assumption here, and further assuming that ¢ =0 (high Toop
signal-to-noise ratio), the equivalent noise of (13) reduces to

02(85) P sin 2 By d(t) + vz(t,O)'

ne(t) -J

-0 f(8) P sin 2.8,d(t) - 2 /F cos gydg(8,) F ()
+ 2/ sin gy d(t) 9 (8 ) N (t) + 2N (£) R (¢) .

The autocorrelation function Re(r) of ne(t) is easily shown to be

>

Re(r) <ne(t) ne(t +r)>

4 2 .2
O(BS)P sin

2

J 2

2,
2 8y Ra(r) + 4P cos” By, (BS)RN(T)

+ 4P sin? 8,0 (8.) Ry(+) Ri(%) + 4Re%(x)

where

=
O
—
=]
~—
e
[aX
—
ct

(6 a(er )y = [ sy00) l6(a 2n )2 eI ar

pe =)
=>
———
-
N
>
=
—~~
[
~—
=
-
~+
+
,—.
N

= Ns(t)_Ns(t+ 1)

r 16(3 2n £)|% 327FT gf

The equ1LVa1entvno1se power spectral density at the orjigih is then

é ©
Ne = 2 Lm Re(r) dr |
Y S R 2 2
= 2JO(BS)P S“ln ZB’de(O) + 4N0P cos” By Jo(ss)
N2 2, ® .
+ 4Ny P sin® gy JO(BS) J_msd(f) |G 2n f)l4 df

s 2N2f l6(52n )| o .
0 L. o ORIGINAL PAGE IS
| OF POOR QUALITY]

(20)

(21)

(22)




Letting
(" lo(3 2n )| af
K =
Lo ™ Ja(j2nf)|%dr
@ 4
f) |G(j2n )|
Ky = j (23)

D w 7
j_m 4(F) l6(52n )] d

and making use of {8) and (14), we can rewrite (22) as

s.(0)
. 1(PT\ ;4 " d
N, = 4NgP 2(N0>JO(BS) sin “d< - >

K
2 2 . 2 L
+J, (Gs) {%os By + D, Ky sin Bé} +~—;~j (24)
where, in addition, we have defined
2P
p. = TH— (25)
i NOBi

as the signal-to-noise ratio in the arm filter bandwidth.

4.0 EFFECTIVE LOOP SIGNAL-TO-NOISE RATIO AND TRACKING PHASE JITTER

From the loop equation of operation in (13), we can see that the
effective loop signal-to-noise ratio is given by

NG ) (D sin’p, - cos?g,)?
. 0's m d d 26
Pe = N B o (26)
e L
where B s the single-sided loop tracking bandwidth (typically 200 Hz
for the S-band network transponder). Substituting (24) into (26) and
simplifying results in
= P o . - P v '
Pe = 7 5L S (27)

where SL is the Toop "squaring loss" defined by
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, Jé(ss)(Dm sinZBd - coszBd)2
S ° > 0 (28)
K sin 8, /S,(0
2 2 A L 4 d{~d
JO(BS)[CF)S By + D Kp sin Bd]+5—i—+ RdJO(BS) > < - )

and RdQFHYNO is the data.signal-to-noise ratio. The comparable result
for operation in the PSK (data only) mode can be obtained from (28)
by Tetting B = 0 and edw=n/2, namely [1],

Again, for Manchester coded data and single-pole Butterworth
arm filters, we have that Sd(0)= 0 and KL= 1/2. Thus, (28) simplifies
to
Jé(ss)(Dm sinzsd - coszﬁd)z
S = , . (30)
) 32(8.) [cos® s, + D_K. sin®g,] + »—
0'\Ps/ LEOS Bq T U Bp ' 2o,

What remains is to characterize the tracking'phase Jitter per-
formance. In the linear region (high loop signal-to-noise ratio),
the mean-squared phase jitter 0§¢7 of the loop phase error 2¢ is
given by

4 -
0p = = = e ' (31)
290 pe pSL ' _
Since the dembdu]atibn reference for the data and ranging signals is
at w, rather than 2wy, then the jitter which degrades the power in
these components has variance
212 o1 M

L

5.0 RANGING CHANNEL PERFORMANCE CHARACTERISTICS

5.1  Data Modulation On

The ranging subcarrier with its tone modulation is extracted
from the input signal plus noise by demodulating this input with the



1

in-phase reference (rc(t)) generated by the loop in a wideband phase
detector and then bandpass filtering the output of this detector (see
Figure 1). The signal and noise components at the filter output are
obtained from (4), (5) and (6), and are given by

y(t) = K {/8F cos 8y cos (ugt+0)[201(8y) sin (ug t+0,.(t))]

0

+ /?'[ﬁc(t) cos (wat +0) -N;(t) sin(wot-ke)]} ﬂ?'K]cos (wat +6)

0 0

K]Km{Z»ﬁT'cos By (8) cos ¢ sin [wsdt+er(t))

~

+ Nc(t) cos ¢ -‘Ns(t) sin ¢} '

where the "hat" now denotes filtering by the ranging channel bandpass"
filter (bandwidth egqual to Br)' Thus, the signal power into the
ranging channel is

2 2
P. = 2P cos? By Iy (Bﬁ) cos“ @

and the corresponding noise power is
N, = N.B

r 0r°

From Chapter 2 of [3], we have that

-, o I,(eS)
2 1+ cos 2¢ 1 2 L
cos @ = = 1+ ' .
2 7!: IO(pSLSJ
Furthermore, since
Iz(x) = IO(X) - ')'2(' I-](X) ’
(36) simplifies to
, I.(p5 V
2 1 ] L
cos" @ . =1 =
i pSL [IO(QSDYJ
~or, for large pSL,
c0sl @ 1 - 5—]@— ORIGINAL PAGE IS

L OF POOR QUALITY

(33)

(37)

(39)
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Note from (34) that, as the value of By is increased beyond its
critical value, the carrier becomes more suppressed and thus the Costas
loop tends to track better. However, as B4 is increased, cos By
decreases and thus the power in the ranging channel Pr tends to
decrease because of this. Since the power in the ranging channel is
proportional to both c0528d and the accuracy of Costas loop tracking
(through the factor 552775), a tradeoff exists with regard to the
selection of the data modulation index.

5.2 Data Modulation Off

When the data modulation is removed, i.e., By = 0, then as pre-
viously mentioned,’the Toop will now lock up around ¢ =m/2 (as opposed
to @ =0). This is equivalent to saying that the in-phase and quadrature
demodulation reference signals switch roles. Thus, since the ranging .
subcarrier component in the input signal s(t,e) is now demodulated by

the quadrature carrier reference signal, then from (34), we have that
(for large loop signal-to-noise ratio) Pré 0. The conclusion to be
reached then is that, in order to extract range information as in
Figure 1, the data modulation cannot be turned off at the transmitter.

6.0 PM VERSUS PSK THRESHOLD TRACKING PERFORMANCE

Tracking threshold is typically specified as the minimum input
signal level for which the mean time to loss of lock is greater than
or equal to 10 seconds. This condition is uniquely specified by the
loop signal-to-noise ratio or, equivalently, % Thus, two modes
of operation, e.g., PM and PSK, will have identical tracking thresholds
if the total power-to-noise ratio P/N0 is adjusted in one relative.to
the -other to produce the same 920 in both.

Using (29), (30) and (31), one can determine in accordance with
the above equivalence the additional P/NO required in the PM mode to
produce the same tracking threshold as for PSK operation. Letting
P-'/N0 (> P/NO) denote the power-to-noise ratio reqyired in the PM
mode, then,

' 2 : 4 2
» p : Dm _ p! | YJO 8
4N, B N~B. 4NOBL 9

0-t 01 2 .
ko * g Jg (8g) [cos™ By + 0 Ky sin

2
d)

Ngo| - (40)
B ]+ — L
d 4p'

2
(BS) (Dm sin” gy - cos
2
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Selving for P'/N0 in terms of P/NO gives the quadratic equation

A(P'/NG)E + B(P'/N)) + C = 0, (41)
where
_ 4 . 2 2 42
A= 9, (8) [Dm sin® 8y - cos” 8]
2
- D
_ .2 P m
B = [os By* D Kp sin B;l(”d) N, B,
D K. # —i=t
m'D 4p
2
. NgBy p 2 ik (42)
| T4 (NO N B |
DK, + ! |
m D 4p
The solution to (47) is well known to be
' = . B By _C ' ‘
PNy = - gpt Jlam) - K o (43)

e

Note that, if arm filter degradations are ignored, i.e., D_=K =1

m D
(corresponding to B, w), then

_4p
NOB1
1+ 4P 1+ 4p
p! p No By 2 No By
R = (-N-> 3 > T+ [T1+4cos ZBd 7FP N7 ) '_(44)
0 2J (8 S) cos” 28 v Gﬂ;ﬁj‘ _
4
which 1s bounded below by
' OPINS ,
%~ = 5 Q : for Nzg. << 1 : (45)
0 JO(BS)[cos ZBdl 01
and bounded abové'by
%— = = 02 : for Nzg >s 1. (46)
0 JO,(Bs) cos” 2By 0" - '
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7.0 APPLICATION TO THE S-BAND NETWORK TRANSPONDER DESIGN

The baseline design of the S-band network transponder under
development by TRW calls for BS= 1.0 rad and By = 1.1 rad. Performance
tests on the engineering model, as reported in the network transponder
COR package [4], reveal the following tracking threshold signal Tevels
in the PSK mode (through TDRS):

Table 2

Data Rate » Temperature Signal Level

Low Data Rate 70°F. -104.2 dBm

(32 kbps uncoded or 120°F -102.4 dBm

96 ksps coded) _20°F -104.2 dBm

High Data Rate 70°F =103.7 dBm

(72 kbps uncoded or 120°F -101.4 dBm
216 ksps coded) -20°F (SSP will not hold

Tock -100. dBm)

The input noise power spectral density is -151 dBm/Hz. Thus,
the maximum measured P/N0 is 48.6 for the low rate and 49.6 for the
high rate modes. Assuming these threshold values of P/NO for PSK
operation through the TDRS, Table 3 tabulates the values of various
system parameters leading up to the calculation of P‘/N0 from (43).
Also indicated in the table is the dB increase in power-to-noise ratio
required to go from the PSK to the PM mode through the TDRS. |

Table 4 illustrates the power-to-noise ratio Pr/N0 in the ranging
channel [as computed from (34)] for the same parameters as in Table 3
and operation in the PM mode.

8.0 PERFORMANCE AS A FUNCTION OF DATA AND RANGING MODULATION INDICES

The tracking threshold of the Costas Toop when operating in the
PM mode can be reduced (relative to that in the PSK mode) by reducing

the ranging‘modulatfon index B and/or increasing the data modulation

index By (i.e., suppressing the carrier more). Unfortunately, however,
both of these changes also reduce the power-to-noise ratio in the rang-
ing channel. To see these effects quantitatively, Figure 2 illustrates

BB T R A ST U L TR, S T “ e

g s i had R & o e ot PO
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1S ) Table 3
P/Ny=48.6 d8, 8 =1.0 rad, gy=1.1 rad

< Data Rate KD PT/NO (dB) p; (dB)  P'/N, (dB) AP/N, (dB)
: 32 kbps 0.829 3.549 -4.642  54.23 5.63
‘. 96 ksps 0.5078 -1.223 -4.642 55.0] 6.41
| 72 kbps  ‘0.8326 0.0267 -8.257 53.83 5.23
' 216 ksps 0.5166 -4.745 -8.257 54..50 5.90

Table 4

P/NO==48.6 dB, B = 1.0 rad, By = 1.1 rad, BL= 200 HZ»

Data Rate | Pr/NO (dB)

32 kbps - 43.21
96 ksps . 43.97
72 kbps 42.78
216 ksps 43.41

TR

|
R
9
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the tracking threshold power-to-noise ratio for PM operation as a func-
tion of ranging modulation index for fixed data modulation index, and
Figure 3 illustrates the ranging channel power-to-noise ratio as a
function of these same parameters. The value of P/NO for PSK opera-
tion is again chosen equal to 48.6 dB and the results are given for
both uncoded and coded low data rates. We observe from Figure 2 that,
as By approaches w/2 (fully suppressed carrier), the tracking threshold
becomes virtually insensitive to data rate. A similar phenomenon is
observed in Figure 3 for the ranging channel power-to-noise ratio.
Using the information in these curves, along with the ranging channel
bandwidth and the required signal-to-noise ratio in this bandwidth
turned around to the ground, one can select values of B and By to
meet the additional -requirements on increase in tracking threshold for
PM versus PSK operation.

9.0  CONCLUSIONS

The operation of a Costas loop ih a PM mode produces performance
degradation (relative to PSK operation) because of the presence of
residual carrier. This appendix has numerically evaluated such degra-
dation for parameters of interest on the Shuttle S-band uplink. The
corresponding performance of the ranging channel is also given as a
function of these same system parameters, thus allowing the necessary
tradeoffs (choice of modulation indices) to be made between such per-
formance and that of the Costas loop when tracking under threshold

conditjons.
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