(MiSi-C7=- ST71€1)  THE LCFEP SPLCE NRTWCEF N78-24187

Truyiess Gepott, Noe = L=2c. 19577 (Jet THI'J
Progsulsion Lak.) 257 ¢ HC LT1Z/MF A01 NT8-24211
CSCL z:zaA Unclas

G3/12 2143¢€

The Deep Space Network
Proc:ess Report 42-43

November and December 1977

National Aeronautics and T JUNTGTS
Space Administration , ;

frooee e
- Jet Propulsion Laboratory ML 5 ch(ft"';r
California Institute of Technology S

Pasadena, California 91103




The Deep Space Network
Progress Report 42-43

November and December 1977

February 15, 1978

National Aercnautics and
Space Adminstration

Jet Propulsion Laboratory
California Irstitute of Technology
Pasadena, California 91103

T . R At

v ermoa, .

R

% e

G ailie o oy

.07




Preface

Beginning with Volume XX, the Deep Space Network Progress Report changed from
the Techmical Report 32- series to the Progress Repcrt 42- series. The volume number
continues the sequence of the preceding issues. Thus. Progress Report 42-20 is the
twenueth volur . of t'.c Deep Space Network series, and is an urinterrupted follow-on to
Technical Report 32-1526. Volume XIX.

This report presents DSN progress in flight project support, tracking and data
acquisition (TDA) research and technology. network engineering, hardware and software
implementation, and operations. Each issue presents material in some, but not all, of the
following ¢ategories in the order indicated.

Description of the DSN

Mission Support
Ongoing Planetary/Interplanetary Flight Projects
Advanced Flight Projects

Radio Astronomy
Special Projects

Supporting Research and Technology
Tracking and Ground-Based Navigation
Communications—Spacecraft/Ground
Station Control and Operations Technology
Network Control and Data Processing

Network and Facility Engineering and Implementation
Network
Nsatwork Operations Control Center
Ground Communications
Deep Space Stations
Quality Assurance

Operations
Network Operations
Network Operations Control Cernter
Ground Communications
Deep Space Stations

Program Planning
TDA Planning

in each issue, the part entitled “Description of the DSN” describes the functions and
facilities of the DSN and may report the current configuration of one of the five DSN
systems (Tracking, Telemetry, Command, Monitor & Control, and Test & Training).

The work described in this report series is either performed or managed by the
Tracking and Data Acquisition organization of JPL for NASA.
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Network Functions and Facilities

N. A. Renzetti
Office of Tracking and Data Acquisition

The objectives, functions, and organization of the Deep Space Network are
summarized; deep space station, ground communication, and network operations control

capabiltties are described.

The Deep Space Network was established by the National
Aeronautics and Space Administration (NASA) Office of
Space Tracking and Data Systems and is under the system
management and technical direction of the Jet Propulsion
Laboratory (JPL). The network s designed for two-way
communications with unmanned spacecraft traveling approxi-
mately 16,000 km (10,000 miles) from Earth to the farthest
planets and to the edge of our solar system. It has provided
tracking and data acquisition support for the following NASA
deep space exploration projects: Ranger, Surveyor, Mariner
Venus 1962, Mariner Mars 1964, Mariner Venus 1967, Mariner
Mars 1969, Mariner Mars 1971, and Mariner Venus-Mercury
1973, for which JPL has been responsible for the project
management, the development of the spacecraft. and the
conduct of mission operations; Lunar Orbiter, for which the
Langley Research Center carried out the project management,
spacecraft development, and conduct of mission operations;
Pioneer, for which Ames Research Center carried out the
project management, spacecraft development, and conduct of
mission operations: and Apollo, for which the Lyndon B.
Johnson Space Center was the projcct center and the Deep
Space Network supplemented the Manned Space Flight Net-
work, which was managed by the Goddard Space Flight
Center. The network is currently providing tracking and data
acquisition support for Helios, a joint U.S./West German
project; Viking, for which Langley Research Center provides
the project management, the Lander spacecraft, and conducts

mission operations, and for which JPL provides the Orbiter
spacecraft; Voyager, for which JPL provides project manage-
ment. spacecraft development, and conduct of mission
operations; and Pioneer Venus, for which the Ames Research
Center provides project management, spacecraft development,
and conduct of mission operations. The network is adding new
capability to meet the requirements of the Jupiter Orbiter
Probe Mission, for which JPL provides the project manage-
ment, spacecraft development and conduct of mission
operations.

The Deep Space Network (DSN) is one of two NASA
networks. The other, the Spaceflight Tracking and Data
Network (STDN), is under the system management and
technical direction of the Goddard Space Flight Center
(GSFC). Its function is to support manned and unmanned
Earth-orbiting satellites. The Deep Space Network supports
lunar, planetary, and interplanetary flight projects.

From its inception, NASA has had the objective of
conducting scientific investigations throughcut the solar sys-
tem. It was recognized that in order to meet this objective,
significant supporting research and advanced technology devel-
opment must be conducted in order to provide deep space
telecommunications for science data return in a cost effective
manner. Therefore, the Network is continually evolved to keep
pace with the state of the art of telecommunications and data




handling. It was also recognized early that close coordination
would be needed between the requirements of the flight
projects for data return and the capabilities needed 1n the
Network. This close collaboration was eftected by the appoint-
ment of a Tracking and Data Systems Manager as part of the
flight project team from the initiatton of the project to the
end of the nussion. By this process, requirements were
identified early enough to provide tunding and implementa-
tion in time for use by the flight project in 1ts flight phase.

As of July 1972, NASA undertook a change in the interface
between the Network and the flight projects. Prior to that
time. since 1 January 1964, in addition to consisting of the
Deep Space Stailons and the Ground Communications
Facility, the Network had also ifcluded the mission control
and computing facilities and provided the equipment in the
mussion support areas for the conduct of mission operations.
The latter facilities were housed i a building at JPL known as
the Space Flight Operations Facility (SFOF). The interface
change was to accommodate a hardware interface between the
support of the network operations control functions and those
of the mission control and computing functions. This resulted
in the flight projects assuming the cognizance of the large
general-purpose digital computers which were used for both
network processing and mission data processing. They also
assumed cognizance of all of the equipment in the flight
operations facility for display and communications necessary
for the conduct of mission operations. The Network then
undertook the development of hardware and computer soft-
ware necessary to do its network operations control and
monitor functions in separate computers. A characteristic of
the new interface is that-the Network provides direct data flow
to and from the stations; namely, metric data, science and
engineering telemetry, and such network monitor data as are
useful to the flight project. This is done via appropriate ground
co:nmunication equipment to mission operations centers,
wherever they may be.

The principal deliverables to the users of the Network are
carried out by data system configurations as follows:

® The DSN Tracking System generates radio metric data,
i.e., angles, one- and two-way doppler and range, and
transmits raw data to Mission Control.

® The DSN Telemetry System receives, decodes, records,
and retransmits engineering and scientific data generated
in the spacecraft to Mission Control.

® The DSN Command System accepts spacecraft com-
mands from Mission Control and transmits:the com-
mands via the Ground Com:aunication Fadility to a
Deep Spac~ Station, The commands are then r?diated to
the spacecraft in order to initiate spacecraft furktions in

flight.

® The D3N Radio Science System generates radio science
data, 1.c., the trequency and amplitude ol spacecralt
transmitted signals affected by passage through media
such as the solar corona, planetary atmospheres, and
planetary nings, and transmits this data to Mission
Control.

The data system configurations supporting testing, training,
and network operations control functions are as tollows:

® The DSN Monmitor and Control System instruments,
transmits, records. and displays those parameters of the
DSN necessary to verify configuration and validate the
Netwark. It provides the tools necessary for Network
Operations personnel to control and monitor the Net-
work and interface with flight project mission control
personnel.

® The DSN Test and Training System generates and
controls simulated data to support development, test,
training and fault isolation within the DSN. It partici-
pates in mission simulation with flight projects.

The capabilities needed to carry out the above functions
have evolved in three technical areas:

(1) The Deep Space Stations, which are distributed around
Earth and which, prior to 1964, formed part of the
Deep Space Instrumentation Facility. The iechnology
involved in equipping these stations is strongly related
to the state of the art of telecommunications and
flight-ground design considerations, and is almost com-
pletely multimission in character.

(2) The Ground Communications Facility provides the
capability required for the transmission, reception, and
monitoring of Earth-based, point-to-point communica-
tions between the stations and the Network Operations
Control Center at JPL, Pasadena, and to the JPL Mis-
sion Operations Centers. Four communications dis-
ciplines are provided: teletype, voice, high-speed, and
wideband. The Ground Communications Facility uses
the capabilities provided by common carriers through-

0 out the world, enginecred into an integrated system by
Goddard Space Flight Center, and controlled from the
communications Center located in the Space Flight
Operations Facility (Building 230) at JPL.

The Network Operations Control Center is the functional
‘cntity for centralized operational control of the Network and
interfaces with the users. It has two separable functional
“elements; namely, Network Operations Control and Network



Data Processing. The functions of the Network Operations
Control are:

¢ Control and coordination of Network support to meet
commitments to Network users.

e Utilization of the Network data processing computing
capability to generate all standards and limits required
for Network operations.

e Utilization of Network data processing computing
capability to analyze and validate the performance of all
Network systems.

The personnel who carry out the above functions are located
in the Space Flight Operations Facility, where mission opera-
tions functions are carried oui by certain flight projects. Net-
work personnel are directed by an Operations Control Chief.
The functions ot the Network Data Processing are:

® Processing of data used by Network Operations Control
tor control and analysis of the Netwuih,

® Display in the Network Operations Control Area of data
processed in the Network Data Processing Area.

® Interface with communications circuits for input to and
output from the Network Data Processing Area.

® Data logging and production of the intermediate data
records.

The personnel who carry out these functions are located
approximately 200 meters from the Space Flight Operations
Facility. The equipment consists of minicomputers fcr real-
time data system monitoring, two XDS Sigma Ss. display,
magnetic tape recorders, and appropriate interface equipment
with the ground datz communications.

)
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DSN Command System Mark llI-76

W G. Stinnett
TDA Engineering Section

The DSN Command System Murk [11-78 data processing includes a capability for a
data handling method called *‘store-and-forward.” A description of the data processing
for command store-and-forward is contained in this article.

I. Introduction

The last DSN Progress Report article discussing the DSN
Command System (Volume 42-35) defined the implementa-
tion that was in process for the Mark 111-77 configuration. The
prime implementation was to occur at the Deep Space Stations
and at JPL in the Ground Communication Facility (GCF)
Central Communications Terminal. At the Deep Space
Stations, new minicomputers replaced the existing obsolete
computers. Presently, all stations have been upgraded to the
Mark [11-77 conf.guration, except DSS 11 ai Goldstone,
California. In the Central Communication Terminal (CCT),
minicomputers were implemented such that automatic data
routing (instead of manual line patching) of the high-speed
data line traffic could be accomplished. The computers in the
CCT have been installed, and the final phases of software
testing are in process. As soon as the new minicomputers at
DSS 11 are implemented (March 1978) the DSN Command
System Mark 111-77 configuration will be complete. Due to the
fact that this hardware reconfiguration occurred over a
15-month time interval (station-by-station), the command data
processing capabilities in the new minicomputers had to be
“held” to the level of capabilities that existed in the
computers being replaced. That is, the data interfaces with the
Mission Operations Control Centers had to be maintained such
that those centers could interface with either a Mark 111-75 or
Mark 111-77 configured DSS. Now that all stations (DSS 11 is
imminent) have significantly increased command dat,' storage

capability, plans are to significantly change the data processing *

capabilities of the DSN Command System Mark 111-78.

The data processing capabilities of the DSN Command
System have remained constant since late 1973. The interface
with the Mission Control Centers (at JPL and at Ames
Research Center) have likewise remained ccnstant. These
capabilities have supported Helios, Mariner Venus-Mercury,
Pioneers 10 and 11, Viking and Voyager missions. The design
of the data processing capabilities was based on the “worst
case” mission needs while recognizing the limited command
storage capabilities at a DSS.

The types of missions supported, coupled with the con.
straint of limited command storage at a Deep Space Station
dictated a system data processing design in which commands
are “held” at the Mission Control Center and “fed” to a Deep
Space Station in small quantities. These small quantities of
commands are temporarily held at a Deep Space Station
prior to radiation to the spacecraft. The data processing
capabilities, especially with regard to the data interface with
the Mission Control Centers, are complex and highly inter.
active. This is primarily due to providing the capability for
Mission Control to change a command sequence in real-time.
The commands temporarily stored at a DSS can be
“reshuffled” when a command sequence is changed. This
requires numerous software algorithms to ensure the validiry
of a “new" command sequence.
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Duve to the nature of recent mussions and spacecraft
supported by the DSN, the data processing requirements are
changing. The natures of the missions are relatively long
lasting; thus new data processing capabilities are necessary to
minimize ogerations personnel (costs) that are dedicated to
operating and monitoring the Ground Command System. The
more recent spacecraft being supported (e.g., Viking. Voyager
and the yet to be launched Pioneer Venus) have onboard
command storage and sequencing capabilities. Further, the
operation of these spacecraft 1s based on loading this onboard
storage well in advance of action to be taken by the spacecraft.
That is, very few “direct action’ commands are being used
now for spacecraft support. Grouand Command System data
processing capabilities are now being developed which are
more compatible with future mission operations and space-
craft concepts. The description of this DSN portion of the
Command System data processing 1s the subject of this article.

Il. General Concept — Command
Store-and-Forward

The end-to-end command data flow is shown in Fig. 1.
Each element of the “system” is responsible to temporarily
store, then forward 4 specific set of spacecraft commands. This
method of data delivery has been termed *'store-and-forward.”
At the Mission Operation Center, as part of mission-dependent
capabilities, a “set” of commands is generated based upon the
particular requirements for a series of mission ob’>ctives for a
given period of time. These commands are usually computer-
generated and are normally generated on the order of days in
advance of actual execution by the spacecraft. After genera-
tion, the set of commands is then stored for later entry into
the real-time ground command system. Entry for temporary
storage into the Mission Operation Center real-time command
system normally occurs on the order of hours before delivery
to the DSN. When a Deep Space Station has been scheduled to
track a given spacecraft, it is available for the command
function. The station will receive the set of commands from
ihe Mission Control Center via a high-speed data line. This set
of commands will normally be received the first few minutes
of the stations track. The set of commands is then available for
radiation to the spacecraft. At the option of the Mission
Operations Team, radiation can begin immediately, or a few
hours into the track. Upon receipt by the spacecraft, the
commands are stored. normally in an onboard computer, for
later execution. As can be seen from the above description.
each element in the system receives and stor:s the complete
set of commands prior to forwarding: thus the term store-and-
forward. This article discusses the DSN data processing portion
of this end-to-end command store-and-forward method of data
hendling.

lll. DSN Data Processing, Command
Store-and-Forward

The DSN data processing can best be described by detining
three distinct functions that occur to command a spacecraft.

(1) Recewving and stoning the command data at a DSS.

(2) Queuing command data to be radiated to the space-
craft.

(3) Radiating the command data to the spacecraft.

Before discussing tne above three tunctions, command files
and file elements need to be defined. The data handling design
is based up:  blocking the command data into files mad up
of file elements.

A. Command Files

The basic “'set™ of spacecraft commands that 1s forwarded
from one ground system element to the next is a command
file. Generally. multiple files will be generated for forwarding.
Every file is composed of t./o element (1element= |
high-speed data block) types. The general structure 1s:

Header element ¢
Ce:nmand element 1
Command element 2
Command element n

The header element contains file ide::tification information,
file processing instruction, and a file checksum for error
protection. The file identification information consists of a file
time ID, a file text name, and 2 project reference number.
Once generated (normally by project command generation
software), the information is unchanged throughout the
ground system. The file processing instructions consists of
optional file radiation open and close wi..dow times, and an
optional file bit 1 radiation time. File open and close window
times specify the only time interval during which command
clements in the file may begin radiation (..., a mission
sequence may demand that specific commands not be sent
before or after certain times). The bit ) radiation time allows
the project to specify the exact time at which the file is to
begin radiatior to the space-raft. The file checksum is
intended to provide error protection for the end-to-end ground
command system. It is created at the time of file generation
and is passed intact to the DSS. It adds reliability to insure
that no data wcre dropped or altered in the transfer from one
facility to another.

The command elements contain the actual command bits to
be radiated to the spacecraft, identification information, and




processing-control information. The identification information
includes the file time ID and file text name (same as the
header element), project reference number, and element
number (1-256). The processing-control information censists
of an optional delay time. If the project wants to delay
radiation of a command element (delay from the previous
command), this delay time would be used.

The allocated storage for each t'le is of fixed length (256
elements). However, a file may not occupy all the storuge
allocated for it. For a given mission, 8 files can be stored at a
DSS. Each command clement can contain up to 800 spacecraft
command bits. The total storage is thus greater than 1.6 mil-
lion command bits — far in excess of any currently known
spacecraft storage plans.

The data processing of the DSN Command System is based
upon the data handling of the above-described command .iles
and fiie elements.

B. Receiving and Storing Command
Data at a DSS

As previously stated, the file(s) or set of commands to be
radiated to the spacecraft are sent to a DSS during the first
few minutcs of . spacecraft track (i.e., just after spacecraft
downlink signal acquisition). The first step in receiving and
storing command data at a DSS is the process of opening a file
area on the Command Processor Assembly (CPA) disk at a
DSS. This is accomplished by the Mission Control Center
sending a file header element to the DSS CPA. The CPA
acknowledges receipt of this “open” instruction. The Mission
Control Center immediately sends the command elements (up
to 255) at near the high-speed data line maximum rate
{maximum rate — 7200 bits/sec). The Mission Control Center
then follows with a file “close” instruction. The DSS CPA
again acknowledges the ‘“cl-.se” instruction irdicating file
loading suc:essful or unsuccessful. If successful, the Mission
Control Center proceeds to send any remaining files (up to 8
total). If unsuccessful, the CPA specifies (in the acknowledge
to the Mission Control Center) the reason for the failure and
from what point in the file the command elements are to be
retransmitted.

There are numerous reasons the CPA rejects the “close”
instruction, but the prime one would be an error occurring in
the transmission link between the Mission Control Center and
the DSS. The Mission Control Center retransmits the data and
again attempts to ‘“‘close” the file. Again, after a successful file
close, the Mission Control Center proceeds to send any
remaining files. Upon successful “closing” of all files, the
loadirg and storing process is complete. This process will
normally take less than 10 minutes to complete. The com-
mand data is then available for radiation to the spacecraft.

C. Queuing ..2 Command
Data for Radiation

After having loaded the file(s) at the CFA, files may be
selected tor radiation to the spacecraft. This process is called
“attaching.” A five-entry queue of file names is provided. The
Mission Control Team determines in which order the files are
to be attached, normaily in the c-der in which they were sent
to a DSS. The order in which they are attacied determines the
sequence in which they will be radiated - that is, first attached,
first to radiate to the spacecraft. Attaching a file to the queue
is accomplished by the Mission Control Center sending an
“attach” directive to the DSS CPA. Each file, as it is attached,
is placed at the bottom of the queue. After attaching the files,
the top file in the queue is eligible for radiation to the
spacecraft.

D. Command Radiation to the Spacecraft

The first command element in the top (prime) file in the
queue begins radiation to the spacecraft immediately after
attachment or as soon as all optional file instructions are
satisfied. As previously stated, a file can have optional
instructions — Bit 1 radiation time an-* file open and close
window times. If used, these instructions control when the
first command element in the file begins rediation to the
spacecraft. The file is defined to be active when the first
command element begins radiation. Upon comrletion of
radiation of the first command element, the CPA radiates the
second command element either immediately or when the
ontional instruction “delay” time has been satisfied. e CPA
cotinues to ridiate all command elements in the file until
complete. After *he first file completes the radiation process.
the second file in the queue automatically becomes the prime
file and the file radiation process is repeated. After the second
file completes radiation, the third file becor- < prime, etc. This
process is repeated until all files in the que - are exhausted.
The Mission Control Center can attach new files to the queue
whenever space becomes available (i.e., after the first file
radiates).

As the radiation of command elements in a file is in
process, periodic reporting via high-speed data line messages to
the Mission Control Center is accomplished. Transmission of
these messages to the Mission Contrcl Center occurs every
three minutes, or after five elements have been radiated,
whichever occurs first.

E. Additional Data Processing

The functions of (1) storing the command files at a DSS,
(2) attaching the files to the queue and, (3) radiation of the
commands to the spacecraft are rather straightforward and the
above descriptions assumed nominal-standard operation of the
data processing functions. However, the complexity of the



total data processing capabilities 1s a result of assumuig worst
case. failure-recovery, or non-nominal operating conditiens.
Numerous data processing capabilities exist to accommodate
these conditions. Below is a list of the optional or non-nominal
data processing functions.

1. File erase. The capability exists to delete a file from
storage at the DSS CPA. This erase function can be accom-
plished either locally at a DSS or via high-speed data message
from the Mission Control Center. It is expected that files will
be stored on disk at the CPA that are not intended to be
radiated to the spacecraft. Examples: Test files left from
pretrack testing or the Mission Control Center sends wrong
files to DSS. The file “erase” function 1s provided so that
unnecessary files stored at the DSS can be deleted to make
room for files intended for radiation to the spacecraft,

2. Clearing the queue. Files could be attached to the queue
out of order. As previously stated, the order of file radiation
to the spacecraft is dependent on the order of files in the
queue. ine queue can be cleared by a high-speed data message
from the Mission Control Center.

3. Suspend radiation. If for some reason, Mission Control
desires to stop command radiation, a *‘suspend” message can
be sent from the Mission Control Center. This message stops
command radiation to the spacecraft. The file is defined as
being in the suspended state.

4. Command abort. As each command bit is radiated to the
spacecraft, numerous checks are made to insure validity of the

command data. 1f a fwilure is detected during radiation, the
command element is aborted. Optional methods of treating an
abort are provided. Automatic recovery can be attempted
(resend the command element) or radiation is terminated until
operator intervention occurs. If radiation ceases, again the file
15 said to be suspended.

5. Resume command radiation. To resume radiation of a
suspended file (either suspended intentionally or from an
abort) a message can be sent from the Mission Control Center
to resume radiation at a specific element in the file.

6. Close window time override. The close window time
(previously discussed) can cause an actively radiating file to
become suspended. If this occurs, Mission Control can send a
message to the DSS CPA to “override™ this time. The close
window time override directs the CPA to ignore the close
window time and proceed as if it were infinity.

IV. Command Store-and-Forward
Schedule

The capabilities defined in this article are in the final stages
of implementation. Plans are that these capabilities — with
corresponding capabilities existing at the Mission Control
Center — be available for the Voyager Mission in time to
support the encounter with Jupiter. On approximaiely
May 15, 1978, the Voyager Mission will begin test and training
with this capability. Plans are that this capability will be
operational in September 1978 to command the Voyager
spacecrafts.
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DSN Ground Communications Facility

R. H. Evans
TDA Engineering Section

A functional description of the GCF and its relationships with other elements of the
DSN and NASCOM is presented together with development objectives and goals and
comments on implementation activities in support of Flight Prcjects.

|. Introduction

The GCF i« one or the three elements of the DSN. The GCF
provides for 1 ansmission, reception, and monitoring of Earth-
based point-tc-point communications between the Deep Space
Stations (DSS+) (one of the DSN elements), and the Network
Operations C ntiol Center (NOCC) (the other element)
located 2t JPL Pasadena, and to the Mission Operations Con-
trol Center (MOC) a. JPL. Voice, teletype, high-speed data,
ard wid:band data channels of * 2 world-wide NASA Com-

.nications Network (NASCOM) are utilized for all long-
distance circuits, excep those between JPL and the Goldstone
Deep Space Communications Complex (GCSCC). Goddard
Space Flight Center (GSFC) NASCOM Engineering has dele-
gated the respousibilities for planning, budgeting, design,
implementation, opcration, and maintenance of the com-
munications requirernents between Goldsture and JPL to the
DSN GCF. Additionally, the GCF nrovides communications
services between the DS3s at each geographic communications
complex (Madrid, Australia, an. SGoldstone, CA.) via intersite
microwave systen: capabilit. .., and between separated areas of
the NOCC at JPL vic 230 kbit/s wideband data channels.
Also, voice commun. tions are provided within the stations,
betwesn the stati 1s, within the complexes, and within the
NOCC. The C7F is .omprised of five subsystems; Voice,
Teletype, Hi ..-Speed .)ata, Wideband Tita and Monitor and
Control. "{.e DSN Tracking and Da‘4 Acquisition Engineering

Office of JPL provides the technical direction and systems
management of the GCF, and acts as the representative of
NASCOM for switching and interconnect functions on the
west coast.

ll. GCF-NASCOM Interrelationships

The interrelationships at the programmatic level between
JPL’s DSN GCF and the NASCOM network, managed,
engineered, and controlled at GSFC, are characterized as fol-
fows:

A. NASCOM

(1) Provides long-haul operational ground communications
in support of all NASA projects and mission activities
including those supported by the DSN.

(2) Accepts and supports communications requirements

established by the DSN and validated through con-
tinuing consultation and review.

(3) Establishes in consultation with the users the basic
characteristics of the NASCOM systems, such as tels-
type line rate and block header formats ior switching,
and the user electrical interfaces.
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B. GCF

(1) Provides ground communications for al DSN nussions
and uses the services of NASCOM.

(2) Establishes additional characteristics of all GCF sub-
systems on an end to end basis such as block multi-
plexing, error correction, and monitoring and control.

lll. Objectives and Goals

The primary objectives of the GCF are to provide highest
quality point-to-point transfar of operational data within the
DSN and provide simple user ana NASCOM electrical and
operational interfaces. These objectives are being met by:

(1) Providing automatic message switching and routing.

(2) Providing data transmission subsystems that are as
transparent to the users as pussible.

(3) Minimizing project dependent equipnient within the
GCF.

(4) Providing a centralized common user data records
capability.

The goals of the GCF are to provide highly reliable and cost-
effective data transmission while continuing an adequate
capability balance for multiple mission users, and include:

(1) Equipment and routing redundancy to minimize single-
point-of-failure impact.

(2) Error performance which provides essentially block-
error-free throughput.

(3) Design coordinated and consistent with the NASCOM
Development Program.

IV. Configuration and
Functional Subsystem

The current GCF configuration, including the related
NASCOM interfaces and functions, is illustrated in Fig. 1. This
configusation illustrates the long-haul communication circuit
services external to JPL and Deep Space Communications
Complexes (except circuits between the Goldstone Complex
and JPL) are the responsibility of NASCOM. The voice, tele-
type, high-speed data, wideband data, and monitor and control
subsystems point-to-point communications are serviced by this
Fig. I configuration.
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A. High-Speed Data Subsystem

This subsystem shall consist of GCF assemblies that switch,
transmit, record, process, distribute, test, and monitor digital
data and is used for transmission of:

(1) All digital data for the DSN command, tracking, and
monitor control systems.

(2) All low or medium rate data of the DSN Telemetry
System and the DSN Tes: and Training System.

The High-Speed Data Subsystem provides a capability for
transmitting and receiving the serial bit stream formatted data
over a single four-wire properly conditioned alternate voice/
data channel having a 3.0-kHz bandwidth. This serial bit
stream is impressed on communication circuits at a continuous
line bit rate divided into message segments referred to as high
speed data blocks.

Two types of data blocks are used:

(1) Data blocks containing user data bits to be transmitted.

(2) Filler blocks containing filler data bits provided by
GCF when the user data bit/block rate is insufficient to
maintain the contiguous bit/block rate required for
continuous line monitoring and error control.

The current plans for the GCF Mark IIl period are to
provide the functional capabilities illustrated in Fig. 2. The
GCF High-Speed Data Subsystem is standardized on a 1200-bit
block size (message segment) and a line hit rate of 7200
bits/s. The other planned changes include conversion from a
33-bit to a 22-bit error detection encoding/decoding poly-
nomial code and increasing the number of bits reserved in the
data block ending from 36 to 40 bits. The 40-bit block ending
with the 22-bit code provides for numerical serialization and
acknowledgement numbers for error correction by retrans-
mission for short outages or errors in GCF end-to-end data
transmission.

The error correction capability will significantly reduce the
post pass time required for non-real-time replay of blocks
received in error to complete the intermediate data record.
Figure 3 illustrates the High-Speed Data Subsystem transi-
tional configuration that was planned for the CY 1977 and
CY 1978 time period. The transitional configuration (old and
new configurations separately or in combinations operational
and useable) is required to provide continuous support for
ongoing and new projects starting up until the conversion from
the old Ground Data System to the new one is completed for
support of the Voyager and Pioneer Venus Projects, and to
support the continued extended mission of the Viking Project
thru early CY 1979. The dual-mode configuration became

s n
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operable and uscable to support DSN System Testing at the
conclusion of acceptance test demonstrations of the Error
Detection Correction (EDC) and the High-Speed Switch
(HSW) Software in November of ¢ 1977, The added new
computer to computer switched mterface to the Mission Con-
trol and Computing Center (MCCC). atthough operable and
useable for DSN-MCCC testing, will not be fully vperational
tll June CY 1978.

B. Wideband Data Subsystem

The Wideband Data Subsystem consists of assemblies that
switch, transmit, receive, process, distribute, test and monitor
data requiring the use of bandwidths greater than those pro-
vided by standard high-speed data channels. The GCF Wide-
band Data Subsystem functionally illustrated in Fig. 4,
together with a listing of functional capabilities provided,
includes standard wideband circuits as well as all intersite-
microwave (area microwave) capabilities. The Wideband Data
Subsystem is used for the transmission of’:

(1) All DSN Telemetry System high-rate data that exceed
High-Speed Data Subsystem capabilities.

(2) Data interchange between the NOCC and GCF Comm
Terminal at JPL.

(3) Data interchange between DSSs within a complex via
intersite microwave, including critical timing signals.

(4) Simulation System Data from the Mission Control and
Computing Center/Mission Operations Center to the
DSSs.

(5) DSN Test and Training System data from the Network
Operations Control Center to the DSSs.

The wideband data circuits for interchange of data
between the DSSs and JPL are impressed with serial bit
streams at a continuous line rate typically 27.6, 28.5, 50, 56,
168 or 230.4 kbits/s divided into 2400 or 4800 bit message
segments (data blocks). (In CY 1978 the 27.6, 28.5 and 50
kbits/s rates will be deleted). Similar to the high-speed data
subsystem the blocks are either data blocks, or filier blocks
inserted when the user data load is insufficient to maintain
contiguous data blocks on line.

C. Voice Subsystem

The Voice Subsystem consists of GCF assemblies that
switch, transmit, receive, distribute, test, and monitor trans-
missions originally generated in vocal form, and includes
internal voice communications within the Deep Space Station
Communication Complexes, DSSs, and the NOCC. The sub-

svstem service provides capabilities between those areas and to
non-DSN area interfaces as follows:

(1) NOCC and DSS
(2) NOCC and MCCC/MOC (or remote MOC)
(3) MOC and DSS for Command System backup.

The Voice Subsystem functional capabilities and key
characteristics include:

(1) Standard voice-data grade circuits for all traffic.

(2) Conferencing capability on one interncontinental c¢ir-
cuit during nongcritical periods for all deep space sta-
tions supporting a single project (individual circuits for
each DSS during critical periods. resources permitting).

(3) User controlled intercomm switching,

(4) Circuits used for high-speed data transmission (backup)
if required.

(5) Voice traffic recording in the central communications
terminal upon request.

D. Teletype Subsystem

This subsystem consists of assemblies that switch, transmit,
receive, distribute, test and monitor digital signals originally
generated in Baudot format at a teletype (TTY) line rate of
100 words per minute. The operational use of teletype ccn-
tinues to be de-emphasized and is used primarily for
emergency-backup operational transmissions and administra-
tive communications. Service functions and key characteristics
include:

(1) Handling Air Force Eastern Test Range (AFETR)
generated predicts for DSN initial acquisition.

(2) Transmitting non-operational messages between the
JPL Message Center and other locations.

(3) Use of standard NASCOM format and the NASCOM
communications processor for message switching.

(4) Employment of time division multiplexing techniques
to reduce trunk circuit costs.

Conversion to the new eight-level standard will be made
when NASCOM resources permit. This conversion is now
planned for the CY 1979 to CY 1980 time frame.

V. Typical Configuration

The DSN GCF is designed for multiple mission support.
Improvements and additions are integrated to meet new era
and project requirements (Voyager and Pioneer-Venus require-
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ments being added at present- for example) while continuing
to support the Viking. Helios, and Pioneer 6 through 11 Pro-
jects. Figure S, in general. llustrates the GCF configuration for
support of these projects. Additionally, remote information

12

centers and cther non-DSN NASCOM-serviced 1astallations on
the West Coast are serviced through the NASCOM West Coast
Switching Center on integral part of the GCF 20/Central
Comim Terminal at JPL.
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DSN Progress Report 42-43

N78-24191

November and December 1977

Viking Extended Mission Support

T. W. Howe
Deep Space Network Operations Section

This report cc ors the period from 1 Sepiember through 31 October 1977. It reports
onthe status of Viking DSN Mark 1il °77 Data Subsysiem Implementation Project (MDS),
related testing at DSS 42/+43, and also includes reports on the Viking DSN Discrepancy
Reporting System, Viking command support, tracking sup port, and periodic tests

conducted with the Viking spacecraft.

I. Viking Operations

A. Status

All four Viking spacecraft continued to return data during
this reporting period. The communications link between the
spacecraft and the Deep Space Stations (DSSs) continued to
improve. This w.; a result of the combination of decreasing
communications range t~ Earth and a decreasing Earth cone
angle for the Orbiter low-gain antennas. The Fnks will
continue to improve until mid-January 1978. These improved
links made possible the reception of 33-1/3 bps single-
subcarrier telemetry data from the Orbiter low-gain antenna
by a 64-m station. The 26-m stations processed dual-subcarrier
2-kbps telemetry data routinely during the period. Beginning
in October it was possible to receive 8-1/3 bps single-subcarrier
telemetry data at 26-m stations.

B. Spucecraft Problems

Two spacecraft problems occurred during this reporting
period. The first occurred on September 19 on Viking Orbiter
2 (VO-2) during a planned switch from processor B to
processor A. An anomaly caused the Orbiter to go into a safing
routir.. und resulted in a switch to the low-gain antenna and
single-subcarrier mode at a data rate of 8-1/3 bps. This was the
first attempted processor switch for VO-2, the same switch
having been successfully accomplished several times on Viking
Orbiter 1 (VO-1).

18

The first indication of a problem was loss of downlink lock
by DSS 44. When lock was reestablished, the downlink was
found to be -167 dBm with a low rate engineering signal-to-
noise ratio (SNR) near zero.

Following unsuccessful attempts to improve the signal level,
a spacecraft emergency was declared by the Viking Project
Ma.iager. Since only 26-m stations were scheduled to support
Viking from the time of the anomaly until some 10 hours later
when DSS 14 would have the spacecraft in view, DSS 43 was
contacted and requested to support. The station had not
supported any spacecraft tracks since the beginning of the
DSN Mark III ‘77 data Subsystem Implementation Project
(MDS} upgrade on 15 July 1977, and was still in the process of
conducting system performance tests. The personnel re-
sponded to the emergency in remarkable fashion and were able
to obtain lock in less than onc hour. Following analysis of
telemetry downlink indications, it was confirmed that a safing
sequence had occurred. Commands were transmitted to
reestablish normal links. DSS 63 was brought up at the end of
DSS 43’s view period and received a spacecraft memory
readout. DSS 63 was released from Viking support approxi-
mately 7 hours after the emergency.

The cause of the anomaly was determined to be a timing
offset between Processor A and Processor B on the Viking
Orbiter.
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The second problem occurred over DSS  + on 6 October
1977 during a V1.2 direct link. Downlink lock was lost
approximately 14 minutes prior to the scheduled time of end
of link. Attempts by DSS 14 and DSS 43, which was
supporting a demonstration pass, to lock to the downlink were
unsuccessful. An attempt to obtain lock the following day was
also unsuccessful.

The apparent cause of the anomaly is a fault in the
low-voltage power supply for the traveling wave tube amplifier
(TWTA). About one year ago the other TWTA failed to come
on during a scheduled direct link, and no attempt has been
made to use it since that time. Lander 2 will continue to
operate with an uplink capability and Lander-to-Orbiter relay
links. The present VL-2 sequences provide a good science
mission with most of the data being returned via the relay link.

C. Maneuvers

Three Mars Orbit Trim (MOT) maneuvers with VO-2
occurred during this reporting period.

MOT-11 occurred on 26 September 1977 during the DSS
63 view period. The purpose of this maneuver was to prepare
for Deimos encounters on 10, 15, and 20 October. The trim
maneuver was successful. DSS 63 was unable to obtain
downlink telemetry lock during the 9-sec motor burn, even
though the spacecraft .was on the high-gain antenna and the
downlink telemetry signal level was predicted to be -143 dBm.
As a result, two-way tracking data was lost, and telemetry data
was not available until played back from the Orbiter.

MOT-12 was supported by DSS 14 on 9 October 1977.
Motor burmn lasted 6 seconds and finalized the orbit for Deimos
encounter. All uplink and downlink activities for this
maneuver were accomplished properly and on time.

MOT-13 occurred on 23 October 1977 and accomplished
three goals: (1) it changed the periapsis altitude from 591 to
300 km, (2) it changed the orbital period from 21 hours 13
minutes to 23 hours 59 minutes, and (3) it provided an orbit
that will overfly the Viking Lander1 (VL-1) site on
13 November. The maneuver was supported by DSSs 14 and
43 during an overlapping view period. Imaging Science data
will be taken during the overflight of the VL-1 site on 13
November and a comparison will be made in terrain as seen
from the Orbiter and as seen from the Lander to help pinpoint
the exact VL-1 landing site.

D. Radio Science

Radio Science activities and data taking continued during
September anud October.

Experiments included Near Simultanccus Lander/Orbiter
Ranging, Periapsis Gravity Field, and Occultation. Plans are
now being made for a Bistatic Radar Experiment which will
begin in November 1977. Details of this experiment will be
covered in the next article of this series.

E. Spacecraft Tests

Routine spacecraft testing continued during this reporting
period. An average of two Command Detector Unit (CDU)
signal-to-noise ratio estimator (SNORE) tests were conducted
each week for both Viking Orbiters. High-gain antenna
calibrations were also supported.

Il. Network Support

Table 1 shows the Viking Extended Mission (VEM)
Tracking Support for 1€ /7. The month of October produced
the fewest number of tiacking hours in support of Viking for
1977, with September showing the fewest number of Viking
tracks for 1977. This may be due in part to the fact that
Lander 2 direct telemetry link passes ended on 6 October due
to the TWTA failure.

Table 2 gives the total number of commands transmitted
during 1977, The month of September was a record month for
commanding with 11,617 commands transmitted, more than
half of which were sent from 26-m stations.

Table 3 identifies the DSN VEM Discrepancy Reports
generated during the period and 1977.

A. Viking Uplink Spectrum Analysis

On September 2, during a lander direct link over DSS 63,
the Viking Lander-1 uplink signal level was noted to be 37
dBm lower than predicted and the spacecraft receiver static
phase error was in error by 13 Khz, Investigation by DSS 63
during subsequent Viking passes revealed sideband signal
“spurs” on the station uplink carrier, both above and below
the carrier at about 13 to 15 Khz from the carrier and a -30
dB below the actual carrier signal level. DSS 63 engineering
tests revealed that the sidebands were caused by thc data
synthesizer or the 50 Mhz reference signal from the Frequency
and Timing Subsystem (FTS). The remainder of the stations
supporting Viking were requested to monitor their uplink
carrier for sideband spurs which could result in a degraded
uplink signal. However, no significant spurs were found on any
of the other transmitters in the network.
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lll. DSN Mark lll 77 Data Subsystem
Implementation (MDS) Testing
and Status

As indicated in the last report on this series, MDS test and
training had been completed at DSSs 12, 44, 62 and 14. DSSs
42/43 had been released from tracking support and had started
their MDS upgrade on July 15.

A. DSS 42/43 Test Status

The DSS 42/43 test and training began and was completed
during this reporting period The scheduled completion date
for the MDS implementation phase at DSS 42/43 was 30
September 1977, with testing scheduled to begin on 1 October
1977. These stations completed their implementation phase
ahead of schedule, and at the suggestion of station manage-
ment Viking Operational Verification Tests (OVTs) were
conducted during these extra days. It was the opinion of DSS
42/43 and DSN Operations personnel that Viking OVT’s
would provide the stations with the best training possible,
since a Viking OVT would exercise more equipment and
configurations than any other type of test. OVT testing began
on the 26th of September.

The plan was to conduct 10 OVTs and to insure at least 2
OVTs with each of the 4 operational shifts. Of the OVTs
conducted, 2 were unsuccessful, while the other 8 were
successful. The tests exercised the MDS configurations to be
used for “/iking support. All telemetry data rates were

processed, manuz' and automatic commanding demonstrated
and data replay was exercised. Due to equipment problems,
replay of analog telemetry data from the FR-1400 recorders
could not be exercised. The last OVT was completed on 30
September 1977.

Viking Extended Mission DSN/MCCC System Interface
Testing (SIT) was conducted on the 4th of October 1977. The
test was successful and a scheduled retest was cancelled.

Viking Extended Mission Ground Data System (GDS)
testing was conducted on the 8th of October 1977. Due to
problems with MCCC computer support, simulation, and the
Ground Communications Facility (GCF), the test could not be
completed. A retest was conducted on 11 October 1977 to
complete a 2-hour portion of the timeline and to test the
replay capability of Digital Original Data Records (DODR).
This retest was successful.

Demonstration passes began on 7 October 1977 and
involved both DSS 42 and 43. Passes also occurred on the 9th,
10th, 12th, 15th, and 16th of October. The third demonstra-
tion pass demonstrated the ability of DSS 43 to support the
Viking project while DSS 42 was supporting another flight
project (PN-11). The pass was successful in that no inter-
ference was detected.

The testing phase at DSS 42/43 was completed on 16
October 1977 and these stations were placed under Viking
configuration con-rol on 18 October 1977.
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Table 1. VEM tracking support 1977

DSS Jan. Feb. Mar Apr. May Jun. Jul. Aug. Sept. Oct. Nov. Dec.
Track
hr
23 22 10 17 38 40 44 42 26 40
11
135 142 100 118 228 289 322 343 210 408
4 1 24 17 1 1 1
12 - - -
11 6 176 119 4 1 7
52 59 50 20 10 16 28 43
14 - -
341 392 368 176 46 126 363 329
21 25 58 17 17 14 10 14
42 - -
247 226 453 138 162 112 69 100
68 62 63 60 §7 31 1 24
43 - -
721 627 603 521 486 238 01 141
7 1 16 26 6 12
44 - - - -
7 4 99 166 22 51
35 29 12 40 54 51 37 35 38 22
61
261 227 72 317 461 475 337 322 345 203
2 4 9 3 2 3
62 - - - -
7 22 55 14 7 23
38 28 66 15 23 15 40 64 57 15
63
327 202 525 78 186 136 399 590 590 136
241 228 207 206 212 180 189 184 156 173
Total
2043 1830 1547 1665 1691 1509 1511 1554 1531 1391

Number of tracks represent the summation of all Viking spacecrafts tracked. Track time, in hours, represent scheduled station support.
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Table 2. Number of commands transmitted in Viking Extended Mission during 1977

03-5“1 _ __..m Feb. Mar. Apr. May Jun. Jul. Aug. Sept. Oct. Nov. Dec.
i1 1521 1394 1027 117 811 0 1 795 202;““‘;;57‘
12 0 0 0 1314 721 0 0 0 - -
14 769 1404 1206 274 - 74 108 2704 2108
42 2072 953 1778 8 1886 1619 - - 18
43 919 2523 0 2094 1447 972 1190 - - 456
44 0 0 2 1 - - - 5 19 2
61 605 1116 1328 1925 1922 3838 4257 5589 5256 1371
62 0 0 1 1991 - 496 - - -
63 795 472 2039 381 675 383 2579 2318 1610 847

Total 6681 7862 7381 6180 7465 7308 8101 8815 11,617 8489
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Table 3. DSN VEM discrepancy reports

—

DSS Jan. Feb. Mar. Apr. May Jun. Jul. Aug. Sept. Oct. Nov. Dec.
0? " -
(‘b !
4 3 4 1 2 2 2 I I P
11 ‘
-] oy 4 6 3 34 6 1] _ 7 0 S S 2 S S
4 0 0 5 7 0 0 0 0 0
12 i
~ 0 0!l o 2 5 7 0 o ol ol B
14 1 4 3 2 0 6 4 5 10 |
14
2 19 33 ERE 22 18 14 24
0 2 0 0 0 0 0 0 0 1
42
1 3 12 0 0 0 0 0 0 L
10 11 0 9 8 . 1 0 0 G
43
13 10 12 | 1 17 14 6 1 0 5
0 0 0 0 0 0 1 1 0 0
44
0 0 2 1| 0 0 0 4 1 0
1 1 0 0 1 0 1 0 0 0
61
9 6 3 1 2 6 4 7 4 4
0 0 1 2 0 0 0 0 0 2
62
0 8 2 1 2 1 0 0 0 0
1 7 1 0 4 3 4 9 8 4
63
4 3 18 6 4 12 4 17 17 7
4 3 2 4 7 10 8 5 7 10
Others®
3 9 10 7 12 13 16 9 8 15
38 38 12 24 31 17 23 20 21 28
Total
2| 6 93 43 47 61 39 63 45 58

30 = Number remaining open at end of month.

b¢ = Number closed during month.

€Other = DSN, NDPA, NOCA, GCF
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DSN Progress Report 42-43

N78-24192

November and December 1977

Helios Mission Support

P. S. Goodwin
TDA Mission Support Section

G. M. Rockwell
Deep Space Network Operations Section

This article reports on activities of the Network Operations organization in support of
the Helios Project from 15 Nctober 1977 through 15 December 1977.

I. Introduction

This article is the nineteenth in a continuing series of
reports that discuss Deep Space Network support of Helios
Mission Operations. Included in this article is information on
Mark Il Data Subsystem (MDS) testing at the conjoint Deep
Space Stations (DSS) 42/43 (Canburra, Australia); MDS
implementation at DSS 61/63 (Madrid, Spain), Radio Science
update, and other mission-related activities.

Il. Mission Operations and Status

The Helios 1 spacecraft sixth perihelion occurred on
21 October 1977 at 02:20 UTC over DSS 43 (Australia). This
was 1045 days, 19 hours, 09 minutes and 30 seconds after
launch. The spacecraft telemetry data rate was 1024 bits per
second, and the round-trip light time was 20 minutes, 14
seconds. The spacecraft was configured with TWTA 2, at
medium power using high-gain antenna, with all science
experiments operating. All systems and experiments per-
formed nominally.

The Helios 2 spacecraft fourth perihelion occurred on
26 October 1977 at 08:34 UTC, also over DSS 43, This was
650 days and 3 hour; after launch. The spacecraft round-trip
light time was 17 minutes, 56.2 seconds, and the telemetry
data rate was 2048 bits per second. The spacecraft configura-

tion was TWTA 1 at medium power using high-gain antenna,
and all science experiments operating. All spacecraft subsys-
tems and experiments performed nominally.

One anomaly did occur right at perihelion for Helios 2. The
temperature of the spin thruster assembly increased very
rapidly, culminating on 27 October 1977 at 1200 GMT at a
temperature of 205.0 deg Celsius. The calculated temperature
measurement stub “X” (D-111) also increased in the same
way, reaching 181.6 deg Celsius at the same time. During the
carlier testing phase of the thruster units, a leakage occurred
on a model that was cooled down from about 200 deg Celsius.
It was suspected that this might recur during the coming
aphelion phase; therefore, a decision was made to dump excess
gas berore possible uncontrolled spin-rate changes could take
place.

The gas-dumping maneuver was performed 12 December
1977. The maneuver was perfor:..2d in ten single steps.

Step 1 16 pulse precession maneuver to verify tech-
nical capability and exclude unsymmetrical
forces.

Step 2 256 pulse precession maneuver.

Step 3 512 pulse precession maneuver. Spacecraft

shows a slight nutation of 3 data numbers
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(DN) between 0.4612 and 0.5151-deg sun
sensor angle.

Step4to7 512 pulse precession maneuvers. No change in
nutation. Increased spacecraft spin-rate by
one DN from 60.952 to 61.012 rpm.

Step 8 328 pulse precession maneuvers, leaving a gas
mass of approximately 0.25 kg.

Step 9 16 pulse spm-down maneuver, spin-rate to
60.591 rpm.

Step 10 4 pulse spin-down maneuver; spin-rate is now
60.472 rpm.

All steps using the precession nozzle were carried out as
combined roll positive/roll negative maneuvers to eliminate the
resulting forces anu to avoid attitude changes

The maneuver occurred over DSS 11 and DSS 12 with a
round-trip light time ranging from 3 minutes, 0.43 seconds to
2 minutes, 59 seconds. The spacecraft was programmed to
telemetry format 4 (engineering data only) to allow closest
control. Following the maneuver, the condition of the attitude
system was:

Gas pressure high 7.108 bar

Gas pressure low 3.449 bar

Gas tank temperature -10.00 deg Celsius
Sun sensor angle 0.4912 deg

Spin rate 60.472 rpm

Gas mass approx. 0.25 kg

The gas saved for later correction (if necessary) allows for a
spin-rate change of 3 rpm in either direction. Yet uncontrolled
leakage will not jeopardize the mission. Throughout the
maneuver, the spacecraft performance was excellent, as was
the support from all participants.

Overall coverage of both Helios 1 and Helios 2 for this
period is listed in Table 1.

lil. Special Activities
A. DSN Mark lll Data Subsystem (MDS) Support
of Helios:

As reported earlier (Ref. 1) DSS 42/43 began its MDS test
and training period on 26 September 1977. During this peried,

8 Helios demonstration tracks were conducted with overall
success prior to placing the complex in configuration control.
DSS 42/43 was placed under configuration control on
18 October 1977.

DSS 61/63 (Madrid, Spain) began MDS implementation on
16 October 1977. The complex is scheduled to begin test and
vaining on the 1st of January 1978. As with owher MDS
stations, the Helios trainirg will consist of scheduled demon-
stration tracks to verify proper MDS support of Helios flight
operations. The results of this training will be reported in a
future article.

B. Support of On-Board and Ground Experiments

In the last article coverage of the Special Traveling
Interplanetary Phenomena (STIP), period IV was briefly
discussed. This activity involved primarily the alignment of
Helios 2 with Voyagers | and 2. Figure 1 shows the Voyager
and Helios trajectories during this period. The coverage of this
alignment is scheduled to end on 31 December 1977. At this
writing, no results have been released, but hopefully some data
will be available in the near future.

un 7 December 1977 a pitch maneuver was performed on
Helios 2 to provide data for Experiment 9. Experiment 9 is the
Zodiacal Light Photometer. From these observations, informa-
tion is obtained about spatial distribution of interplanetary
dust and the size and nature of the dust particles. This
experiment provides a completely new and very promising
type of scientific information about interplanetary dust and its
variation with distance from the Sun. The maneuver was
needed for optical alignment and proper Jata collection.

During the last perihelio - periods of Helios 1 and Helios 2
(Ref. 1), a large amount of data was collected in regard to
Experiment 12 (Faraday Rotation). It was hoped that by the
time of this article some results could be available for this
report, but due to the amount of data collected processing is
taking longer than originally thought.

It is hoped some substantial results will be available for
pu' " -ation during the next period. However, those readers
desiring a comprehensive report on Helios science results will
find that the entire issue of Ref. 2 is devoted to that purpose.
That issue’s editor is H. Porsche, Helios Project Scientist.
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Table 1. Hellos tracking coverage

Number
Station of Tracking time
Month Spacecraft type tracks (h, min)
Helios 1 26 meter 51 251:11
64 meter 13 57:05
October

Helios 2 26 meter 17 115:54
64 meter 33 176:41
Helios | 26 meter 46 288:12
64 meter 10 60:12

November
Helios 2 26 meter 40 368:32
64 meter 18 119:25
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Estimates of Precession and Polar Motion Errors from
Planetary Encounter Station Location Solutions

G. E. Pease
Nawvigation Systems Section

Jet Propulsion Laboratory Deep Space Station (DSS) location solutions based on two
JPJ. planetary ephemendes, DE 84 and DE 96, at eight planetary encounters have heen
used to obtain weighted least squares estimates of precession and polar motion errors.
The solution for precession error in right ascension yields a value of 0.3 X ] 03
+0.8 X 1079 deg/vear. This maps to a right ascension error of 1.3% 107 +0.4 X107 dee
at the first Voyager 1979 Jupiter encounter (f ihe current JPL DSS location set is used.
Solutions for precession and polar motion using station locations based on DE 84 agree
well with the solution using station locations r.ferencod to DE 96. The precession
solution removes the apparent drift in station longitude and spin axis distance estimates,
while the encounter polar motion solutions consisterdly decrease the scatter in station

spin axis disiance estimates.

l. Introduction

In the course of JPL DSS location determination, many
sources of systematic error have been identified and modeled
in order to improve the accuracy of the esti—ates. The largest
errors were traced to the planetary ephemerides, polar motion
and timing, tropospheric refraction, and charged particle
effects. Dramatic improvements have been made in these areas
through the use of more refined radar ephemerides, BIH polar
motion and timing corrections, in*erstation and seasonal
tropospheric corrections, and Faraday rotation, differenced
range versus intzgrated doppler (DRVID), and S.X dual
frequency calibrations. The addition of recent planetary
encounter data (Mariner 10 at Venus and Mercury, Vikings 1
and 2 at Mars) has greatly increased the quantity and time
span of planctary encounter tracking data from which station
locations may be determined.

Current location sets (Ref. 1) utilize tracking data from
Mariners 4, S, 6, 9, and 10 planetary encounters of Mars,

Venus, and Mercury to obtain combined estimates referenced
to JPL ephemerides, DE 84 and DE 96. In addition, Campbell
and Rinker (Ref. 2) have estiinated station location correc-
tions relative to Location Set (LS) 44 from Viking | and 2
Mars encounter tracking data. Planetarv encounter station
location solutions are thus now available ovcr an 11-year span,
from Mariner 4 in 1965 to Viking in 1976.

The station longitude solutions (Figs. 1 and 3) reveal an
appaient secular drift of about -0.3 Y 10™% deg/year over the
11-year span Lieske (Ref. 3) has predicted an apparent station
longitude drift of this size due to the known error in
Newcomb’s constant of general precession.

Fliegel and Wimberly (Ref. 4) have shown that BIH polar
motion errors could be greater than 1 meter, if systeinatic
errors are cousidered in addition to observational scatter. Such
an error at a planetary encounter would affect the spin axis
distance and longitude estimates of all DSN tracking staticns.
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For this repert. DSS longitude and spin axis distance
solutions (Figs. 1-4) from eight planetary encounters were
used to estimate the precessiun error and individual encounter
polar motion errors. The DE £4 and DE 96 solutions agree
very closely. The solution for precession yields a correction of
0.31 ¥ 1073 +0.8 X 10" ¢ deg/year in right ascension, which 1
essentially Lieshe’s predicted correction. The consequent
predicted rght ascension error at the first Voyager 1979
Jupiter encounter 1s 1.3 X 1075 #0.4 X 1075 deg. ™ he values
obtained from DE 84 and DE 96 locations differ by only
0.1 X 106 deg/year. 1t appears likely, therefore, that the
principal source of error is in the transformation from the
equinox and equator of 1950.0 to the equinox and equator of
date at the planetary c.counter times for the computed
doppler and range observables. This includes errors from
rigid-body approximations in the nutation. These may be
significant in the large-umplitude term having an 18.6-year
period. As secn in Fig. 5, the nutation in celestial longitude is
almost linear from Mariner 4 encounter where it is =152 on
July 1§, 1965, to Mariner 10 Venus encounter, Feb. 5, 1974,
where it is +18"8. For this 8'%-year span, a 0.1% error in the
long-period nutation terms would contribute 07034 error, or
aboat 0.1 X 10~5 deg/year. The contribution, if any, of
“equinoctial drift” is unknown.

ll. Data Equations and Partial Derivatives

Polar motion corrections X and Y, in radians, are approxi-
mated in Ref. 5 as follows:

Z

A=, +r—°(X sin A, +Y cos A)), (1)
o

r o= r’o -Z, (Xcos A, ~Ysin} ), )

A, = uncorrected Greenwich east longitude of tracking
station, in radians

r_ = uncorrected distance of tracking station from
Earth’s spin axis

Z, = distance of tracking station from Earth’s ¢quator

The correction X is measured south along the 1903.0
meridian of zero longitude; Y is measured south along the
90°W meridian of 1903.0. For the purposes of this paper,
these corrections are in the form of corrections to the BIH
Circular D smoothed values (see Ref. 4).

The partial derivatives of interest are, therefore,

brs/aX = -ZO cos )\0 R (3)

ar faY = Z sin ). (4)
Z -

OAOX = S sin Ay . (5)
o
Zy

oA/OY = S cos 7\0, (6,
o

It is seen that the above partial derivatives are functions
only of 1903.0 station cylindrical coordinates Z,, A, and 5o

Precession corrections (Ref. 6) are

Pa = m+nsinatand, (7)
Ps = ncosa, (8)

where

m = the precession in right ascension
n = the precession in declination

a = the right ascension of the spacecraft at planetary
encounter

& = the spacecraft declination at planetary encounter

The appropriate station location corrections (see Ref. 7)
are, to first order,

A= 7\°+¢'!1(t-to)(l +tan € sin a tan §). 9)

r, = r,o +57(r- to)’so cos atand, (10)

where (see Fig. 6)

€ = the obliquity of the ecliptic

t = planetary encounter time

~
[}

o = reference time at which a station location set is free
of precession error

(-1
L]

observed error in m, from station longitude estimates

observed error in n, from station spin axis distance
estimates

e
-
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The partial derivatives are then,

oN .
5(Z-(1-10)\1*rlanf«nnoztanb), (11)
ar,
= - C g 2
8_5: G to)’so cosatan§, (12)
n ‘
T -& (1+tanesinatan?), (13)
or, .
57;_ -61 r:o cosatan . (14)

lll. Least Squares Formulation

The data equation is

20

z2=Ax+qg = , {=DSS index (15)
AG)

x = (X7, d7.87, 1,7 (16)

_ oz;
A= vl i a7n

where x is the 5 X | vector of estimated parameters and A is
the 2i X 5 mapping matrix, with i equal to the number of
tracking stations for which r_and X estimates are input. The
normalized data equation,

7= Ax +1, (18)
is used where

w /2[4, ], 19)

[4.2]
and
w = the covariance w.._.iting matrix of observables.

Introducing a priori information

~

Rx=3 (20)

where R s the a pniori square root mformation matrix,

Rz
- orthogonal = [RZ]. (21)
Z :

[RZ]"" = [R°VR] = [PV X]. (22

where X 1s the estimate of the polar motion and precession
parameters and P is the covariance on the estimate.

Bierman and Nead’s Estimation Subroutine Package (ESP)
was used for the upper triangular matrix computations
(Refs. 8, 9). The program incorporating these routines was
written by F. H. Brady for the specific problem of using
encountcr station location estimates to obtain estumates of pre-
cession and polar motion parameters and to plot the residuals.

IV. Computational Procedure

The computations were organized to process station loca-
tion A and r, residuals (Figs. 1-4), adding one encouner set at
a time. The upper rows correspond to the polar motion
parameters, X and Y. By zeroing and initializing the upper two
rows with R (X,Y) before each encounter, an independent
estimate of X and Y is obtained at each encounter while the
precession parameters a_, 6_1. and ¢, are sequentially esti-
mated. The final values of &7, 61. and r,_ are then used to
obtain smoothed estimates of X and Y for each encounter.
New X and r, residuals from the smoothed estimates are then
plotted.

V. Data Weighting

Diagonal weighting matrices were used to obtain the results
of this paper. These weights are the “consider” variances of
the location estimates associated with LS 44 (Ref. 1) and the
Viking solutions (Ref.2). They are tabulated in Table I.
Special weights were adopted for DSS 41 at Mariner 5 Venus
encounter and DSS 42 at Mariner 10 Mercury | encounter as &
result of weak A and r, solutions for these passes. These
weights more realistically represent the actual scatter in the
station location solutions compared with the “consider”
variances,

VI. A Priori Uncertainties

A priori uncertainties for the estimated parameters were
input, based on information in Refs. 3 and 4. For the results

i
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of this paper the tollowmg a prnion stundard deviations were

Jssumed
0,.0, = 0.2rad=1.27 meters

o, =2 X107" deg/sec =0.63 X 1075 deg/vear
Y

o, = LX 107" degjsec = 0.32X 1075 deg/year
)

0, = 0.0X10% sec= 11574 days
0

VIl. Polar Motion Solutions

Three solutions for polar motion were performed. Two of
these used station location estimates based on DE 84 (Figs. |
and 2). The tirst DE &4 solution was for polar motion only
and did not include precession parameters. The other DE 84
solution estimated polar motion and precession parameters
and used the final precession solution to obtain smoothed
polar motion estimates. The third solution obtained smoothed
polar motion estimates in the same fashion, but used station
location estimates based on DE 96 (Figs. 3 and 4). These
solutions are summarized in Table 2.

It is seen that the solutions are in good agreement, with the
exception of the Mariner 4 and Mariner 6 solutions for X, in
which the polar-motion-only solution yields substantially
smaller values than the smoothed solution. The good agree-
ment between DE 84 and DE 96 solutions for X and Y is
especially interesting, the implication being that if ephemeris
errors are contributing heavily to the polar motion solutions,
then both DE 84 aud DE 96 have very similar errors.

The uncertainties on these X and Y estimates range from
0.4 to 1.1 meters, running about 0.7 meter for the most part.
No seasonal trends are evident in the solutions, other than a
noticeable peak in the Y solutions in the months of July and
August.

Figures 7 and 8 are the A and r, residual plots after the
solution for polar motion only. Comparing Figures 1 and 7, no
improvement is evident m the longitude residuals, with the
exception of the Mariner 6 and Viking 1 residuals. They
display slightly less scatter, but other encounters show slightly
increased scatter, if anything. The r, residuals, however, are
significantly improved by the solution for polar motion ony.
This is quite evident, comparing Figures 2 and 8. The square
root of the weighted sum of squares (SRWSOS) of all A and r,
residuals dropped from 8.37 before the fit to 7.73 after the fit
for polar motion only.

VIIl. Precession Solutions

The precession solutions are summanzed in Table 3. For
the s which included polar motion 1n the solutions,
essent the value predicted by Reference 4 was obtamned
The ~gicement between DE 84 and DE 9o d,’ solutions 15
excellent. The most significant difference 1s in the 74 solutions,
which differ by 6 months, or about 0.60. This 1s equivalent to
a small system rotation of inner planet right ascenstons
between DE 84 and DE 96 of about 0.16 X 10-% deg, or
07006. This once again represents remarhable agreement
between DE 84 and DL 96.

The solution for just precession error yields a slightly
smaller correction in &, than the solutions which include polar
motion (see Table 3). In the precession-only solution. the
square root of the weighted sum of squares of A and r,
residuals was reduced from 8.37 before the fit to 7.35 after
the fit.

The sequential solutions for precession parameters &.,.S
and ¢, are respectively plotted in Figs. 9. 10, and 11. The
excellent agreement between DE 84 and DE 96 solutions 1s
once agait: apparent. The precession-only solution displays a
less systematic nature in 57 and r,, (Figs. 10 and 11). The
plotted points for all three sets of solutions represent the
results of adding encounter station location solutions cumula-
tively, one encounter at a time.

Referring to Fig. 5, it is tem»ting to speculate that some of
the systematic nature of Figs. 9, 10, and 11 may be due to an
error in the 18.6-year period nutation term.

The results obtained from precession and smoothed polar
motion estimates are plotted in Figs. 12-15. The square root of
the weighted sum of squares of the DE 84 X and r, residuals
dropped from 8.37 before the fit to 5.92 after the smoothed
fit. The SRWSOS of the DE 96 residuals dropped from 8.33
before the fit to 5.84 after the smoothed fit.

IX. Conclusions

DSS location solutions at eight planetary encounters have
been used to obtain weighted least squares estimates of
precession and polar motion errors. The indicated precession
correction in right ascension is 0.31 X 10-% deg/year % 0.8 X
1076 deg/year, essentially the value predicted by Lieske in
Ref. 3. This corresponds to a predicted right ascension error of
1.3 X 1075 £ 0.4 X 10~5 deg at the first Voyager 1979 Jupiter
encounter. The solutions for precession and polar motion errors




using station locations based on DE 84 agree well with the
solution using station locations reterenced to DE 90

The degree to which ephemens error contributes to these
solutions 15 unknown. However, the consistency between

cphemens errors are largely common to both DE 84 and
DE 96, The degree to which nutation eror contubutes to the
precession solution s also unknown, but 1t s likely that
nutation errot s @ prncipal cause of the systematie nature of
the sequential solutions for precession error, possibly contri-

DE 84 and DE96 solutions suggests that contnbuting  buting as much as 0.1 X 10 5 deg/year m d7

Acknowledgments

I wish to thank F. H. Brady. who wrote the computer program used to obtain these
results, and G. J. Bierman and H. M. Koble, who gave invaluable assistance in organizing
the filter algorithms appropriate to this problem.

References

1. Koble, H. M., Pease, G. E.. and Yip, K.W., “LS 44  An Improved Deep Space
Network Station Location Set tor Viking Navigation,” i The Deep Space Network
Progress Report 42-35, Jet Propulsion Laboratory, Pasadena, Calif., Oct. 15, 1976.

2. Campbell, J. K., and Rinker, G. C.. “*An Evaluation of Deep Space Network Station
Locations from the Viking Encounters.” Engindering Memorandum 314-107. Jet
Propulsion Laboratory, Pasadena, Calif.. Jan. 11, 1977 (an internal document).

3. Lieske, J.. “Effect of Precession and Nutation Errors on Radar Observations,” in Space
Program Summary 37-54, Vol {11, Jet Propulsion Laboratory, Pasadena. Calif.,
Nov. 30, 1968.

4. Fliegel, H. F.. and Wimberly. R.N.. Time and Polar Motion, Technical Report
32-1587. Jet Propulsion Laboratory, Pasadena. Calif., Mar. 1, 1974,

5. Moyer, T. D.. Mathematical Formulation of the Double-Precision Orbit Determination
Program (DPODP). Technical Report 321527, Jet Propulsion Laboratory, Pasadena,
Calif., May 15, 1971.

6. The American Ephemeris and Nautical Almanac for the Year 1974, U. S. Government
Printing Office, Washington, D. C., 1972, p. 9.

7. Hamilton, T. W., and Melbourne, W. G., “Information Content of a Single Pass of
Doppler Data from a Distant Spacecraft,” in Space Program Summary 37-39, Vol. Il,
Jet Propulsion Laboratory, Pasadena, Calif., May 31, 1966.

8. Bierman, G. J., and Nead, M. W., “An Estimation Subroutine Package: Part | —
Parameter Estimation,” Engineering Memorandum 314-4, Jet Propulsion Laboratory,
Pasadena, Calif., Sept. 20, 1976 (an internal document).

9. Bierman, G. J., Factorization Methods for Discrete Sequential Estimation, Academic
Press, 1977.




Table 1. Diagonal elements of \v(o,z., a:)

Encounter
DSS M4 M5 M6 M9 \?"0_ M10 Vik | Vik 2
enus Merc
orzs(meters)2
i 4476 7228 1.0201
12 18.6710 5.8709 1.2499 .8263 4.4100
14 1.9321 6.7133 16.717 5155 .2510 2.4964 .7396
41 16. 4.2271 .7604
42 4160 1.337 16.2 .6400
43 .3318 1190 .7744 .7396
51 4942 6.9116
61 1.0000 4096
62 1.7716 3.4559 8742 1.2860 1.0962
63 .3919 1340 5776
a3(1075 deg)?
11 2.1993 1.9044 1.0816
12 27.6781 1.6053 4.5156 7.7562 2.5824
14 74.4251 1.8117 8.6318 7.5900 1.1342 2.8900 1.4884
41 64.3 1.3948 3.1791
42 1.9155 8.5031 642 1.0000
43 7.5735 1.1172 1.6384 1.5129
51 1.6384 3.0241
61 2.1316 1.0816
62 19.5100 1.8279 4.5924 9.6100 1.7082
63 7.6452 1.1236 1.8496
*An a priori weight
AL "2&3
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Table 2. Planetary encounter polar motion solutions

X UJPL  BIH) meters Y (JPL  BIi) metens
Encounte Date DL 84 Db 84 DF 96 DI 84 DI 84 DL 96
neounter 4t PM only Smoothed Smoothed PM only Smoothed Smoothed
Mariner 4 07/15/65 46 1.83 1.3 57 8§ .99
Martner § 10/19/67 .36 .14 82 .39 40 .52
Martner 6 07/31/69 =7 13 42 .99 1.02 73
Manner 9 11/14/71 -1.39 -1.64 -1.93 -40 -5 -.54
Mar 10 Ven 02/05/74 -.29 -.34 -.56 -10 -.08 -44
Mar 10 Mer 03/29/74 .09 11 .38 =30 -33 =24
Viking 1 06/19/76 41 38 .30 -46 -.08 .01
Viking 2 08/07/76 -.90 -1.44 -1.1t 25 .75 .66
Table 3. Planetary encounter secular right ascension and
declination driits, Mariner 4 through Viking 2
Solution & (1073 deg/yn 5. (107 deglyn) ‘
Y Y 0

DE 84, polar -.268 +.072 297 +.218 10/14/74

n.ation not in +281 days

solution

DE 84, polar =321 +.079 .286 1.237 06/08/74

motion in 1319 days

solution

DE 96, polar -.310 +.079 377 2237 12/08/74

motion in +319 days

solution

|
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A Demonstration of Dual Spacecraft Tracking
Conducted With the Viking Spacecraft
During the Approacn Phase

C. C. Chao

Navigation Systems Section

The potential improvements in navigation capability of dual spacecraft tracking have
been demonstrated using Viking approach data. Under unfavorable conditions of large
plasma noise, low spacecraft declination and large Earth-spacecraft distance, the dual
spacecraft tracking technique improved the Viking B approach accuracy based on
short-arc radio metric data, by a factor of 7, to less than 200 km at Mars Orbit Insertion
(MOI) minus 3 days. From the results of an analvtical expansion and the Viking
demonstration with a large intentional eyror in Mars ephemeris, we are able to conclude
that dual spacecraft data types are insensitive to ephemeris error. Results also reveal the
potential reduction of tracking time requirer :ents during planet approach.

I. Introduction

For interplanetary space missions involving two spacecraft,
such as Viking or Voyager, significant navigation advantages
may sometimes be achieved (at least for the trailing vehicle) by
determining the orbit of one relative to the other, or otherwise
combining the data from the two spacecraft, rather than
treating them independently as has been done in the past.
Analysis of the dual spacecraft navigation concept and results
of a demonstration using data from the early cruise phase of
the Viking mission were reported in Refs. 1 and 2. Results
from the analysis in Ref. 2 show that:

(1) Dual spacecraft data types, which are relatively insensi-
tive to platform parameter errors, transmission media
effects, low declination problems, and ephemeris
errors, may improve navigational capabilities by 2 fac-
tor of S to 10, under the conditions of small angular
separation (K3 deg) of the two spacecraft and well
determined trajectory of the reference spacecraft.

(2) Dual spacecraft traching has the potential of signifi-
cantly reducing DSN tracking time requirements.

-

This paper presents new analytical models for the dual
spacecraft data types and reports new results from a more
recent demonstration conducted during the approach phase of
the Viking mission. The demonstration was based on data
taken two weeks before MOl of the second Viking spacecraft,
when the first spacecraft had been in orbit for several weeks
and its orbit relative to Mais was well determined. The
demonstration was designed to show that the approaching
probe could be tied accurately to the planet through the
orbiter.

il. Analytic Expansion of Dual
Spacecraft Data

The information content of dual spacecraft data has been
analyzed in Refs. [ and 2, and the reduction in sensitivity to
platform parameter errors, low declination problems and trans-
mission media effects are clearly understood. However, the
cancellation of ephemeris error during a dual spacecraft flyby
has not been investigated. Furthermore, the previous analysis
using a Hamilton-Melbourne (Ref. 3) type of approximation
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ignores higher order terms, some of whjch become important
after differencing.

During the approach phase, the planetocentiic distances of
the two spacecraft are much smaller then the geocentric
distances, as shown in Fig. 1. The range and range-rate observ-
ables (p and p) from one spacecraft may be expressed in terms
of planetocentric coordinates 7, the geocentric position of the
planet R, and the position vector of the tracking station 5 as
follows:

= ((R47-3) - (R+r-9)'/?

©
i

55 .

Y —:;(R+r s) (R+r-s)

The above equation for the range observables may be rewritten
as

p=IR*+r*+s2+2(R-F-R-5-r -9

=R(1 +e)'?

where

When a spacecraft is encountering a planet, € is small because
1> 2>
After expansion we have
D=R(l +%e-%e2 + )
Then to the first order in s/R and second order in r/R we have

p=R+(x-sx)cosb'cosa'ﬂy-sy)cosb'sina'
s Vsind' + Lr(L) sin?
+(z-5,)sind +2r(R)sm v

-(xk-ﬂ -zﬂ”:) )

where V¥ is the angle between vectors Randr.

r Sy e g

Sunmilarly the range rate observable may be expanded as

(I-l)e+'-ez+...)(R-Euﬂe-r{ﬁfs:

or

|
A
e
e

I;=C+(c058'coso¢'+1§ F‘

N
r .
+\lcosd sina + 5- y

(2)

where C and £, E,, E are functions of planet and station
location coordinates

- . e ’ ’ s.!
C-(Rx-sx)(cosé cosa -
. . , s,
tRR,-s) (cos& sina'——-)
R

Y TR

+Rz sin § "R
= (R - ¢ 2 g ,
E =R, -5)( - cos® §' cos? )
_l > _ 3 2 ¢t s ’
Z(RY s_v) cos® & sin 2a

li sin 28’ c» o

Nl—

5
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f
¥ -
| E == LR 5 cos? 5 sim 2
. } LS SR s ) ees s 2a
- . R bl
R
4 FR, - s.y)(l - cos® 8 an® o)
'i&"*‘ |~ R ’
K -5 R, sin 26" sin a

. l : * . ' '
1 E.=-5(R_ -5 )sin 28 cosa

(R, - s,)sin 28" sina’ +R_cos? §

() —

If the two spacecraft are being tracked simultaneously from
the same site, a new data type may be formed by differencing
the corresponding observables fro.n the two spacecraft.

Bp=p-p, =cos 8 cosa’ (x - x,) +cos &' sina’ (v -y,

r
+sin§ (z- z,) +—l—r(7;-) sin? y - %r‘(i'—) sin? v,
x-x) @-y) (-z)
YSTROYSTROYSETR ©)

¢ _ ’ ’ sX
Ap—p-pl-(cosé cosa’ - o (x-xi)

s
+(cos6' sina’-%)(y-}l)

s
- 1] * . l . . . . .
+(sm6 -i)(z- z.)<I-R—(xx«l»yy-l»zz—x‘.vrl W

. (x-x,) o-y)
'an|)+Ex R + Ey R
-z
+E, R )

The above data types are called two spacecraft 2-station range
and range rate (doppler). It is clear that the terms, R and Cin
Eqgs. (1) and (2), which are sensitive to planet ephemeris and

station location errors, are removed. The ephemernts and sta-
tion location coordinates in the above equations are multiphed
by the small factors of (x - x,)/R or 1/R etc., thus these
errors could be reduced accordingly . Furthenmore, the quality
of the above differenced data is improved due to the cancella-
tion of transnussion media effects. However, they are stll
sensitive to unmodeled spacecraft accelerations, 1.e., attitude-
control gas leaks and solar pressure anomalies. These noises
may be removed by differencing the data simultancously
obtamned trom two widely separated stations. Consistent with
Ref. 2, the single spacecraft 2-station data type and two space-
craft 4-station data types are to be derived next.

When simultaneous 2-station tracking from one spacecraft
ts assumed, the differenced range and range rate may be

obtained from Egs. (1) and (2) and expressed in terms of
baseline coordinates rg, ag and 2.

- . r . _ At . ’
Dp—rB cos & sm(aB a)tz, sin &

(5)

x’n

x . ¥
+’B(E sin a +;§—cosaﬂ) +Za

wr
Dp = wry cos §' cos (ay - a') +—R;—q [Gx+Gy+Gr]

rB . . . za .
+-E— [sin agX + cos aBy] +F z (6)

where

. 1 .
G, =sin ag(l - cos?8’ cos’a’) ~ 5 cos a, cos?8’ sin 2a'

1. .
G, =-sinay cos?8’ sin 2a’ + cos ay(1 - cos’a’ custa)

G, =- —;-sin ay sin 28’ cosa’' -%cos ay sin 28'sina’

The above data types are the one spacecraft 2-station range
and range rate.

The first two terms in Eq. (5) and the first term in Eq. (6)
contain the angular position of the planet (a’, §') and there-
fore, the data are sensitive to planet ephemeris errors. In
addition. the baseline parameters rg, z, and ap are another
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major error source. After the second difterencing, the 2 space-
craft 4-station range and rate are

X - .\'l v- 'Yl
DD - DP' = I'B sn QB( ‘—k‘—) + Cos QB( Am.ké_

"R ™

+ cos a

With those common terms removed, the dual spacecraft
4-station data types are not only insensitive to planet ephem-
eris and station location errors, but also free from noises
resulting from transmission media and unmodeled spacecraft
accelerations. This clean data type thus can accurately tie one
spacecraft to the other.

The above expansions provide some insight into various
observables and are helpful in examining the information con-
tent of the dual spacecraft data types. Due to the fact that the
planet relative state of the two encountering spacecraft change
appreciably over a short time (one day), the information
content from a single pass of data cannot be extractec in the
same manner as in Ref. 2. However, the sensitivities to planet
ephemeris error and station location uncertainties may be seen
from the partial derivatives which may be easily derived from
the above equations. These approximate equations of ohserv-
ables and partial derivatives may be useful for performing
certain types of preliminary analysis of dual spacecraft track-
ing during a planet approach.

Although the potential reduction in sensitivities to planet
ephemeris and station location errors has been shown through
the analytical expansion, a simplified example based on those
equations may be helpful. If 7and?, are assumed fixed, one
may compute using Eqgs. (1) to (8) the equivalent erro: in each
observable which corresponds to (or would be induced by) a
given ephemeris error. If the computed bias is large com-
pared with the inheren! accuracy of the observable, then the
ephemeris error will cortupt the estimate of 7. A simplified

example of this type of analysis for the Saturn approach of the
Voyager muwssion 1s shown by the upper charts of Fig. 2. The
two Voyager spa ecraft will be weparated by 9 deg whea the
second  probe approaches Saturn in 1951, Most of the
2000 kr (conservative estimate) ephemens error cancels as the
dual spacecratt data types are differenced (Fig. 2). For the
dual spacecraft 2-statio. data type, the bias left in the dif-
ferenced data is still quite large (see upper left chart of Fig. 2).
This is due to the fact that the cancellation of the ephemeris
error in right ascension and dechination 1s not as effective as
that along the line-of-sight direction that may be seen from
Eq. (4). Because of the asymmetry of the two sets of state
parameters, X, ¥..... X, ¥;....,n Eq.(4), this sensitivity
may be removed by estimating both spacecraft. After regres-
sion analysis one may lead to the following relations:

ox _ ox, y Y-z
FRA T t & —+d

For spacecraft not tar away trom each other, the values of f
and /, should be fairly close. Thus, errors in & and & will
cancel implicitly. Results of the Viking demonstration that are
to be discussed later show that most of the simulated Mars
ephemeris error (2000 km) was removed only when both
spacecraft were estimated.

The comparison in the lower chart of Fig. 2 reveals the
same conclusion as in Ref. (2) that dual spacecraft data types
are not sensitive to platform parameters. The degree of error
cancellation depends on the angular separation between the
two spacecraft.

The information content and major error sensitivities of the
four kinds of data types discussed earlier may be summarized
n the table i Fig. 3. It clearly shows that the dual spacecraft
4-station data type is the best as far as the data quality is
concerned. However, the information content is also decreased
as a result of the double differencing process when the dif-
ferential range and range rate (Ap, Ap) information, which are
highly sensitive to the planet gravitation acceleration, are
removed. How to select and combine the proper data types to
maximize the navigation capability depends on various condi-
tions such as the geometry of the trajectories of the two
spacecraft, Sun-Earth-probe angle and the magnitude of
unmodeled spacecraft accelerations, etc.

ll. A Demonstration Conducted with
Viking Spacecraft
A. Geometry of the Viking 2 Approach Trajectory

The two Viking spacecraft were launched in late August
1975 and arrived at Mars in the summer of 1976. When the
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Viking | spacecraft went into orbit about Mars on June 19,
1976, Viking 2 was about 40 days away from the planet. Thus
during this last month of the approach phase of Viking 2, the
technique of dual spacecraft tracking could be used to tie
Viking 2 spacecraft to the planet through Orbiter 1. Figure 4
shows the approximate geometry of the two spacecraft. It
reveals two of those navigation ditficulties mentioned pre-
viously. First, the rclatively small Sun-Earth-probe (SEP)
angle increases the data noise caused by active solar plasma
eftects. Secondly, the long geocentric distance makes the
errors in station locations significant. In addition, the low
declination (8 = 5 deg), which cannot be seen from the figure,
gives another difficulty in orbit determination. Consequently,
these error sources caused the navigation uncertainty using
conventional data to be as large as 1100 km, as will be dis-
cussed later. During the last two weeks of the approach phase
of the second spacecraft, the angular separation between the
two spacecraft was very small being 0.15 deg. Thus good
cancellation of both transmission media noise and station loca-
tion errors was expected. This provided a good opportunity
for the dual spacecraft technique to demonstrate its potential
capability in navigation.

B. Strategy

The success of the interplanetary orbit determination effort
is best measured by the accuracy of its delivered estimates for
midcourse maneuvers. These estimates generally come from
three independent orbit determination solutions: the long arc,
the short-arc, and the optical. The optical data, although
proved to be most accurate during planet approach, are not as
reliable as the radiometric data. The long-arc through-
maneuver solutions, according to Ref. 4, are stable, yet are not
particularly accurate. The Viking 1 long-arc solutions, in fact,
were in error beyond that predicted by covariance anulysis.
Furthermore, the long-arc solutions are computationally
expensive. The short-arc solutions which contain the most
up-to-date information of the spacecraft state are usually cor-
rupted by such error sources as platform parameter uncer-
tainties and transmission media effects, etc. The goal of this
demonstration was to improve the orbit determination
accuracy of the short-arc solutions with dual spacecraft data,
which are relatively free of those error sources.

The data span selected for this study covers a short-arc of 8
days immedistely after the last midcourse. maneuver of
Viking 2. The dats arc stops 3 days before the MOI of
Viking 2 occurred on August 7, 1976. During this period,
Viking 1 was in orbit around Mars for many revolutions and its
orbits were well determined relative to the planet. Thus the
dual spacecraft tracking data from this eight-day arc may
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accurately tie the second spacecraft to Mars and consequently
improve the estim~"e for the tinal MOI delivery one day before
the event. The improvement in orbit Jetermination accuracy
of this short-arc may be of great benefit to navigation if 1t is
done in real time.

A carefully designed demc stration plan had been made
and presented to the Viking t..ght Path Analysis Group for
support before the two spacecraft were launched in 1975. The
request for dual spacecraft tracking data including 2-station
and 4-station data types was not successful due to the strong
resistance to any non-mission activities. As a result, the data
base used for this demonstration is whatever the Viking mis-
sion requested and was available during this period. The data
distribution for the dual spacecraft 2-station data is relatively
poor, particularly for dual spacecraft 2-station range, com-
pared to that of convention data (Fig. 5). Unfortunately the
dual spacecraft 4-station Doppler was not scheduled durning the
entire Viking mission.

C. Algorithm of Data Processing

An algorithm for processing dual spacecraft data was briefly
explained in Ref. 2. This algorithm generates new data types
by differencing conventional data files {ACCUME FILES)
ootained from orbit determination runs made for each space-
craft separately. The new file contains the differenced data
types and the conventional data from the second spacecraft.
The partial derivatives for the state and other parameters of
the referenced spacecraft are included. For dual spacecraft
2-station range and doppler, they may be expressed by the
following form of differential correction.

3 %,
80, 50 =80 - 8o, =W';Aqv - %, Aq,,
)
. . . _ 3,
8p, 50 =8P - B0, =——iAq,- 3, ot

where

80, 5100 0y o /c are two spacecraft range and doppler
residuals,

Ap, Ap are range and doppler residuals of the
trailing spaceciaft,

&, Ap‘o are range and doppler residuals of the
Jeading or reference spacecraft.
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4, a°d q,, are parameters that affect the trajectory of the
traling and reterence spacecraft respectively, und they may be
expressed as:

X X
ql = Y q() = ) (4]
!
P p

where

X = state of the trailing spacecratt

X = state of the leading (reference) spacecraft

Y = dynamical parameters (such as unmodeled spacecraft
accelerations, etc.) of the trailing spacecraft

'/v = dynamical parameters of the leading spacecraft
P = nondynamical parameters (such as station locations,
etc.) of the trailing spacecraft

P = nondynamical parameter of the leading spacecraft.

The procedure for data processing and differencirg may be
seen from Fig. 6. The computer program “DIFFER™ dif-
ferences the two data files (ACCUME) and creates new data
types as defined by Eq.(9). The names of state and other
dynamical parameters of the reference spacecraft (X, Y ) in
the new data file (REGRES) are changed to *X1°, *Y1'...
‘ATAR!' ... etc. that are different from the corresponding
parameters of the second spacecraft. Calibrations for trans.
mission media eifects and other types of adjusiments are
applied to the “computed™ observubles during the differenc-
ing. Thus they should not be applied to the new daa file later
during differential corrections using dual spacecraft data.

In the previous analysis (Ref. 2), the six state parameters of
the reference spacecraft were not estimated, but their errors
were considered. Results of the analytical expansions suggest
that both spacecraft should be estimated in the presence of
large ephemeris error. In this study the referenced spacecraft
was first considered and then estimated.

When the state of the referenced spacecraft X, is con-
sidered, the covariance (considered) from the solution of the
best estimate using flyby or long arc conventional data should
be used as the a priori covariance for X o The cancellation of
station location errors in dual spacecraft tracking depends on
the knowledge of the relative locations at each complex.

BREE PR et = B %= TN

According to the results of geodetic survey and short baseline
VLE:" determmnations, the current statton location coor-
dinates used n the orbit determination program are accurate
to bettei than 15 cm m relative Tocattons within o <ite: This
imformation may be incarporated nto the a priori covarance
for the desired cancellation of station location errors. The
correlations between near-by stations used 1n this analysis may
be shown by the following matrix
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Correlations are shown in the lower left triangle, and

distance off spin axis of DSS 11 and DSS 14
117 "14  jnkm

= longitude ot DSS 11 and DSS 14 in degrees
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IV. Results and Discussion

The orbit period of the Viking 1 spacecraft is about one
day and 37 minutes. The current gravity model for Mars has
difficulty in fitting the Doppler data longer than one : olu-
tion. Ever for a two revolution continuous fit, the lin - .zed
residuals are considerably larger than that of the single revolu-
tion fit. The large residuals due to gravity anomalies wili
eventually corrupt the estimate of the second spacecraft
through the two spacecraft data. This effect may be minimized
by data processing strategies .. stochastic models, etc. Two
different attempts were tried in processing these 8-day dual
spacecraft data.

A. Reference Spacecraft is Considered

In the first attempt, the reference trajectory which consists
of 8 revolutions of the orbiter was obtained {rom the Viking
Flight Path Analysis Group (Ref. 5). Each revolution was
fitted individually with 1-1/2 hours of data before and aftcr
the periapsis passage deleted. These 8 orbits of data were
combined by allowing small discontinuities (Ar = 1 km, Ar=
| m/sec) between revolutions. This pscudo continuous best fit
orbit was used as the reference orbit. Then the twospacecraft
data were generated by differencing the data from the orbiter
and the data from the second spacecraft. The B-plane predic-
tions based on the two-spacecraft data and the conventional
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data of the same data arc were plotted in Fig. 7. Compared
with “he current best estrmate (CBE) the predictuons using
two-pacecraft data had no improvement over the conven
tiwaal data. According to (he charged particle calibranion
aidies (Ref. 0), most of the 1100 km error was caused by the
relatively high solar plasma nowse present in the 8 days of
conventional data. It seems to imply that the plasma eftect
was not removed by differencing. A caretul mvestigation of
the Doppler residuals ot both trajectones helped to discover
that stgnmificant noise due to solar plasma exists in the data of
the second spacecraft. but does not exist i the after-1it
residuals of the orbiter. This is true particularly on August 2
when the solar nomse caused a runge change of about 10 m n
less than 6 hours (Fig, 8), The resulting effect 1n doppler s as
large as 16 mHz with a 8.5-mHz bias in that puass of data from
the second spacecratt. While in the same pass of data of the
reference spacecratt the bias is - 2.2 mHz. It strongly suggests
that the single revolution tit of the orbiter data absorbed the
plasma noise. thus there is little or no cancellation during the
differencing. When this particular pass of data was doleted, the
B-plane prediction using two spacecraft data moved closer to
the CBE by 600 km. This seems to confirm the above specula-
tion. Therefore, we may conclude that for this particular case
this is not the proper procedure to process 2-spacecraft data.
The large plasma effects, which occurred during the last tew
days of the approach phase, have made this demonstration
very rewarding.

The experience gained in the first attempt suggests that
differencing of the two data types should take place befoie the
orbit-by-orbit differential corrections of the reference space-
craft. In other words, the two spacecraft should be estimated
simultaneously using differenced dual spacecraft data to pre-
vent the absorption of plasma signature by the single orbit fit.

B. Both Spacecraft are Estimated

In the second attempt, the 12 state parameters of the two
spacecraft were estimated by treating the state of the reference
spacecraft, the orbiter, as nondynamic stochastic parameters.
The batch size is equal to the orbit period with zero correla-
tion time. This procedure removes unmodeled gravity errors in
the same manner as the single revolution fit. The orbiter data
were first processed with a continuous 8-day or 8-revolution
nominal trajectory with reasonably good initial conditions,
Then the two-spacecraft data were differenced, and the com-
mon plasma nois: was expected to cancel. The residuals of the
differenced data were still considerably large (10th to 100th of
a2 hertz) due to the inadequacy of the gravity model for a
loager time span. This would be refincd by the sequential
estimation of the state of the first spacecraft as mentioned
carlier. It was found that this method of data processing had
not only successfully removed the plasma noise but had also

" m! !ﬁll 1“5% -#;;’_"mvzari;e;---_.‘. ~ -

etfectively taken care of the unmodeled accelerations caused
by the Mars grav.ty field.

As mentioned carlier, the Viking 2 target plane (B-plane)
prediction based on & days conventional doppler and range
was badly corrupted yy solar plasma effects and the error was
as large as 1100 km. After the second attempt of processing
the two-spacecraft data, as described in the above paragraph,
the plasma noise was largely removed and the new data type
which covers the same 8-day arc gave a B-plane predioiton only
170 km away frc-a the post MO best esumate (Fig. 9). This
nearly seven-times improvement in accuracy using actual two
spacecraft tracking data s consistent with die results from
earlier simulation analysis (Ref, 2), and 1t clearly reveals the
potential capability o! this new data type.

A series of B-plane predictions based on vanous combina-
tions of data weights and fata types were tried. The three
predictions based on wo spacecraft data shown by triangles in
Fig. 9 .epresent three different data combinatons, The one
that has best agreement with the CBE is trom the solution
weighting the wo spacecraft doppler at 0.015 Hz (1 tamis
and two-spacecraft range at 20 m. When loosely weighted
conventional data (doppler at 0.15 Hz and range at 1 km) are
included. the change in the B-plane predicticn is small. How-
ever, as the data weight of the conventional doppler s in-
creased, the -olution moves away from the CBF and agrees
better with the solution using conventional data alone. This 1s
because the plasma noise which is present in conventional data
will start to show its effect when such data are relied on mure
heavily. When the two spacecraft range is deweighted by a
factor of 10 (to 200 m). the prediction using two spacecraft
doppler and range moved slightly away from the CBE. The
agreement is still better than 300 km. The linearized residuals
of the differenced two spacecraft doppler with 10-min count
time are reasonably small with pass-by-pass noise of about
0.003 to 0.004 Hz.

It is also important to examine the time history of B-plane
improvements of using the new data type. Figure 10 shows the
comparison of B-plane prediction between long and short arc
solutions of conventional data and the short arc solutions of
dual spacecraft data. This comparison clearly demonstrates the
following facts:

(1) The short-aic dual spacecraft solutions are linearly con-
verging to the current CBE. This shows the stability of
the new data type.

(2) At one day before the final MOl delivery, dual space-
craft data give more accurate prediction than conven-
tional data.

(3) Dual spacecraft tracking has the potential of signifi-
cantly reducing DSN tracking time requirements,
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Therefore, one may conclude that with lumted data the
two spacecraft tracking technique is able to improve the navi-
gauon accuracy by nearly a factor of 7 in the presence of
sigaificant space plasma noise and under the unfavorable
geometry of low declination. The inseusitivity to ephemeris
errors cannot be demonstrated by comparing with the stan-
ward Viking soluticns because of the accurate knowledge of
Mars ephemeris (< 30 km). To enhance our understanding of
this capability. a large error was introduced to the Mars
ephemesis and the results will be discussed next.

C. Improvements Under Simulated Mars
Ephemeris Error

An actual error of about 2000 km in Mars position (1000
km in range, 1000 km downtrack and 1500 km out of plane),
which is about the current uncertainty of the planet Saturn,
was introduced in the ephemeris (DE84) by Newhall (Ref. 5).
Then the datz from the Viking approach phase (same § day
arc) were processed in the same way as the second atterrpt; i.e.
both spacecraft were estimated. Large residuals were induced
both in doppler data (100th to 1Gch of a hertz) and in range
data (70 km in Viking B spacecraft and 1000 km in Viking A
spacecraft) as a result of the 2000 km ephemeris error. The
esulting B-plane error after fitting the 8 days of conventional
data (state only) is as large as 11,000 km using doppler only
and 20,000 km with range included. When Mars ephemers
parameters are estimated, the errors become even larger. This
is believed to be due to the fact that this 8-day arc which ends
3 days away from Mars encounter does not have enough
information to cstimate the 12 extra ephemeris parameters.
The differenced two-spacecraft data together with loosely
weighted conventional doppler helped to bring the B-plane
prediction to within 400 km of the CBE as seen in Fig 11.
Two other solutions using two spacecraft « *a ar= all less than
800 km away from the best estimate. The Lnearized residuals
of the two spacecraft data are as small as that of the previous
case without the large ephemeris error. This more than 10
times improvement both in B-plane predictions as well as in

data noise clearly shows the insensitivity of the two-spacecraft
data to large ephemeris error. This particular advantage of
two-spacecraft navigation will be very useful for future
missions to the outer planets with large ephemens errors such
as Saturn, Uranus, etc.

V. Conclusions

The potential improvements in navigation capability of dual
spacecraft tracking have been successfully demonstrated using
Viking approach data. Under unfavorable conditions of low
SEP, low deciination and large Earth-spacecraft distance, the
dual spacecraft tracking technique improved the Viking 2
approach accuracy, by a factor of 7, to less than 200 km at
MOI-2 d.ys. Results also reveal the potential reduction of
tracking time requirements during planet approach. The 8-day
solution of dual spacecraft tracking yields slightly better
B-plane prediction than the 40-day solution of conventional
data. From the results of the analytical expansion and the
Viking demonsti.tion with a large intentional Mars cphemeris
error, we are able to conclude that dual spacecraft data types
are insensitive to ephemeris error.

VI. Recommendations for Further Study

As a result of this analysis, the following recommendations
are proposed:

(1) Examine the potential benefits of dual spacecraft track-
ing for future missions involving two spacecraft.

(2) Conduct lemonstratioss of dual spacecraft tracking
when the leading spacecraft is a flyby rather than an
orbiter.

(3) The dual spacecraft 4-station doppler data type should
be included in the demonstration.

(4) Modify and standardize th: prototype software for
operational use.
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Fig. 3. Dual spacecraft tracking concept and data types
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Fig. 4. Projection of approximate heliocentric trajectories in
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Frequency Selection and Calibration of a
Water Vapor Radiometer

S.C. Wu

Tracking Systems and Applications Section

The calibration coefficients of existing water vapor radiometers are dependent upon
meteorology profiles. This is shown to be due mainly to incorrect frequency pairs. By
properly selecting an optimum frequency pair, the dependency can be reduced to a
relatively small amount which can be handily adjusted by surface measurement alone.
Hence, a universal calibration equation is applicable to all environmental conditions -
site, seasonal and diumal variations. Optimum frequency pairs are systematically
searched. Error analysis indicates that calibration for the water vapor phase delay
accura*» to <2 cm is possible at all elevation angles > 15 degrees.

l. Introduction

Tropospheric water-vapor phase delay calibration by means
of a ground based water-vapor radiometer (WVR) has loag
been desired. During the last several years, investigations of
dual-frequency WVRs (Refs. 1,2) have been carried out. It has
been demonstrated that under “ideal” weather conditions
SMILE' (Ref. 1) provides a calibration to better than 2 cm for
elcvation angles down to 10 deg. under “adverse” weather
conditions the error is 3 to 5 times worse. It was felt that
probably no single set of calibration coefficients can be
applied to all weather types.

The frequency pairs for the two radiometers are such that
one channel is centered right at the water-vapor resonance
frequency of 22.235 GHz, with the other channei centered at
a frequency outside of the resonance band. For SMILE in
Reference 1, the second frequency is 31.4 GHz, while for the
Deep Space Network (DSN) prototype in Reference 2 it is

'Scl'ming Microwave Inversion Layer Experiment Kadiometer, a unit
sinsilar to SCAMS (Ref. 3) but only two of the five channels are used.
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18.5 GHz. The frequency pairs so selected have the advantage
of high sensitivity to the variation of water-vapor content.
However, it will be seen in the following analysis that such
frequency pairs have an undesirable high degree of dependence
on meteorology profiles. This is due to the unequal contribu-
tion of the differential water-vapor phase delay along the ray
path and to the lack of means to correct for different weather

types.

Menius et al. (Ref. 4) found that there exists a frequency
on each side of the water-vapor resonance line at which the
profile dependence is minimal. Gaut (Ref. 5) improved the
dependence by linear combination of two or ' e frequencies.
This approach is ideal when there is no cloud (liquid water
dror'ets). The existence of cloud in the atmosphere may result
in sip ificant error in the inferred phase delay. In this paper, a
cons:rained dual-frequency approach is adopted. The ron-
straint is such that the radiations due to liquid water at the
two frequencies cancel one another when linearly combined.

Minimizing the profile dependence is no more than equaliz-
ing the weight on each differential water vapor phase delay

s
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dlong the ray path. With such constant wetght, the residual
dependence ot the caibration coefticients on the environ-
mental condittons can be handily corrected tor by surtace
measurement alone: the weight at the surface 1s factored out
as an additional observable so that a sei of umiversal calibration
coefficients is applicable under all carcumstances  inde-
pendent of site, season, profiles, and diurnal variation.

Il. Weighting Function

The phase delay due to water vapor 1s

[
Ap-—AJ; TJS.

where ¢ and T are the density and temprrature of water vapor
along the ray path §. On the other hand, the brightness
temperature of 4 ground-based radiometer at a frequency f due
to the same water vapor, to oxygen and to cloud is

k=1.723% 10 K/ig/m®) (1)

T, = T,e_"'+f Tae ™ dS (2)
4]

where

T, is the cosmic noise of ~ 2.9K and a is the total absorption
coefficient of the constituents along the ray path, e=a, +
a, +a, with v, 0 and / denoting the water vapor, the oxygen
and the liquid water respectively.

For a dual-frequency radiometer, the two brightaess tem-
peratures are

3)

n L e g e p—— ——e

where the attenuated cosimic-nonse terms have toen replaced
by two constants T, and T, . This as valid siee T, << Ty
and the opacity 7,<< 1 tor trequencies f< 40 GHe. In this
frequency range. the absorption coefficient of cloud a,. 1
proportional to 2 (Ret. 6). Hence, trom Eq. (3), we have

T, ., -T. T,.,-T,. -
Ba~lca B2 Tca2 W(S);:dS'rTo 4)
i r3 0
where
T2 O - Qr —r
) = Lo | e T 2T (5)
L
and

il a - [ -
T, =I T ~Q'2~' e 1o 02,2 e (6)
0 I

By companng Eqgs. (1) and (4) it 1s obvious that W(S) is a
weighting function with which the incremental water-vapor
phase delays are summed to a quantity proportional to the
linear combination of the two brightness temperatutes Ty ,
and Ty ,. A nonconstant W(S) implies nonuniqueness of phase
delay inferred by the linear combination of Tg , and Tg ;:

Ap =a,+a, Ty +a, Ty, (M

In other words, the coefficients a,, a, and a, are functions of
the profile of o/T. If WS)=W,,, a constant, then Eq.(4)
reduces to Eq. (7) with constant coefficients:

ag= (T olf3- T I} - To) kW,
a, =kif*w, ®

= - L/f2
a,=-kifiw_

ill. Modified Weighting Function and
Linearized Srightness Temperature
The weighting function defined in Eq. (5) may be constant
at low air masses for which r, and 7, are small. For high air
masses, these quantities increase npkﬁy and the two terms in
the bracket of Eq. (5) will decrease w.th S and hence W(S) will
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be lower at larger S. To mantain constant W(S) 1t 1s desirable
not to have such exponential terms in kq. (5). This 1s possible
if the hrightness temperatures are “hnearized”

The “lineanzed™ brightness temperature is defined as

-

J TadS )
o

e
]
R
—
° ]
=]
5
1)
S —
+

= rv+[ (T-T )adS (10)
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Following the procedures of the previous section, we arrive at
the difference of the brightness temperatures in Eq. (10) for
frequenclesfl and f2 respectively:

-t St =f w's) = dS+T (11)
0

where the weighting function is now modified to be

LA CVREN ,
_— - 222 “_)

w’(s):__.
o 5 A

and where

- [+ ] a
T‘;=f (T-T) | =2 - 22 as a3
0 7 /3

This weighting function does not have tlie expunential terms
as in Eq.(5). This implies that W'(S) as defined in Eq.(12)is
identical for all air masses: a constant W'(S) for a zenith 3y
path will also be constant for lower elevation angles as long as
homogeneity exists.

For a constant W'(S) = W, . Eq.(11) reduces to

+q. T, (14)

Ap =a,+a, Ty, *a, Ty,

[
with
‘o' lTrUZ- -f 2) T'l k/wm

a, = kW, [}, (5

kWL

The T(; ncluded 1ogy 18 o quannty proportional to the

number of air masses. [ s practically consa, tor small an
masees  the-absorpton coethcient of oxygen s proportional to
PYT 285 (Ret 6), troposphene £ und [ protiles wan he
represented by standard models with +3% vanation in P and
07 vanation in T, Hence the error in Tag, s within 277,
The proportionahty of ap with frequency squared 15 hetter
than 6C%. Therefore, the quanuty T(ag , /f3 - & 5/f 2). and
hence T(;, 15 constant to within 1177, This corresponds to
<I mm error in g fora zenith ruy path For ray paths at low
elevation angles adjustment 1s needed as will be descnbed later,

Iri kg, (14) 1t is the “hineanzed™ bnghtness temperatures
T,',_, and T,',_z that are used to infer the phase delay Ap due
to atmo-pherje water vapor. On e other hand, the quantities
that are measured are the “saturated™ brightness temperatures
Ty, and Ty , Fortunately, Ty can be caleulated frem Ty to
high accuracy. Equations (2) and (9) can be rewntten as

T T
TB = T“F "T'”(I—t' ) (16)
and
Tp =T, (1-7)+T, 1, (17
where T, and T are effective temperatures n Egs. (2) and

) respeulvely de{‘med as

r,=— - — (18)

and

r ) TadS
0

f ads
0

T, ” and T, are highly correlated and can be connected by
T, ,2(1+Q)T, ” , as will be seen later.

TI

orf (19)

Eliminating 7_ between (16) and (17) yields

L E T‘
TB = T“ (T'” T)ln l- T, —T——

H

(20)

v 0
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It 15 edsy 1o show, tor the case Q=0 (1e., ﬂfn = T"f/)' that a
10K errorin T, will resultin only ~. I K error i Tg . Thus i
also true tor ¢ << | Hence T['i can be calculated trom T,
even with « T, not well esiimated. Study indicates that T, 4
can be estimated to better than SK from the surface

temperature alone. as will be seen later.

IV. Optimum Frequency Search

in this section, frequency pawrs for which W'(S) remains
nearly constant along the ray path are to be sought. Since
water vapor concentrates almost exclusively at altitudes below
5km, a nearly constant W'(S) over »nly this altitude range is
of concern. The searching labor can be reduced by first
examining the two components of the weighting function in
Eq. (12) separately. The pairs having similar varniations with
ray path can be picked out as possible candidates. The
weighting functions W'(S) for these candidates are then
calculated for turthe. comparisor.

Another factor to be considered is the seusitivity of the
inferred phase delay to the error in measured trightness tem-
peratures. This can be shown to be inversel; propo.:ional to
th2 magnitude W,,: Let 87, be the errorin T3 | and T ».
Then the error in Ap from Eq. (14,. assuming uncorrelated
errorsin T | and Ty 4. is

_ (2 2,1/2
€ry = (ay +a3) 5ré
1
k (1 1 & .
= — 4+ — . = . 2
' 4 ! r T
wm \fl L) B B

Therefore, in selecting the optimum frequency pair, a com-
pronuse between constant W'(S) and a minimum error factor
B=kW, =1 (f;* + f7%)'/? has to be made. In other words, an
optimum frequency pair will have constant as well as large
w's).

For the calculaticn, ra..osonde measurement of the
meteorology profile< at Point Mugu, California, on Febru-
ary 24, 1976, is selected arbitrarily. These profiles are shown
in Fig. 1. it will be demonstrated later that for a specific
frequency pair, the shape of weighting function is similar for
different profile shapes. Hence it is sufficient to examine the
profiles of only on~ radic. onde launch. The weighting func-
tion components T (T - T ), /of 2 are calculeted and plotted
in Fig 2 for fiequencies within the range of 18.5 to 31 4 GHz.
Any pair having equal vertical Jdistance in Fig. 2 will have a

70

constant W'(S). It 15 obvious that the resonance trequency
22.235 GHz can only be paired with frequencies very close to
iwself, which would result m singularity (laige €T as mdicated
by Eq. 21). The pair having the largest and most constant
vertical separation turns out to be 20.3 and 31.4 GHz. The
higher frequency can be vaned by +Z GHz without appreciably
affecting the results. Other possible pairs are 20.0/26.5 GHz,
24.5/31.4 GHz, etc.

The wvariations of the normalized weighting functions
(W'(S)-W'(0)] /W) are plotted in Fig. > for these three
candidates. The DSN prototype (22.235,15.5 GHz) and the
SMILE (22.235/31.4 GHz) are also included for comparison.
It is seen that the existing radiometers have la ge variation in
W'(S) and hence their calibration coefficients are profil=-
dependent.

The three frequency pairs selected have very similar shap:s
in W'(5) which are constant to within 5% for all altitudes
<5 km where mcst water vapor resides. The pair 20.3 31.4
GHz has a slightly better error factor 8 (as defined in Eq. 21)
than the other two pairs, and the choices are heavily
dependent upon hardware availability and simplicity. For
instance, the pair 20.0/26.5 GHz 1s convenient since a
common waveguide may be shared by the two channels.

1o further demonstrawe the above features, data from two
niore radiosonde launches are selected. These launches are
carefully selected to represent two completely different
weather conditions from the preceding analysis, a dry day
(3/12/76) and a day with high-altitude water vapor concentra-
tion (3/16/76), again at Point Mu  The profiles are shown in
Figs. 4 and 5. The resuiting weighung functions are plotted in
Fig. 6. It is seen that the .onstancy of these weighting
functions does not show any degradation under such extreme
weather conditions. It is believed that with these frequency
pairs the weighting functions will remain witliin a range +10%
of their surface values for all weather -onditions.

V. Adjustments of Calibration Coefficients

It has been desired to have a simple means to adjust the
calibration coefficient- a_, @, and a, in Eq. (15) to cover
difierent ground altitudes as well as diurnal and seasonal
variations of temperature. Having a constant W'(S) along a ray
path S iriplies that the adjustment factor, in this case the
mean weighting function W, , is simply W'(9). a quantity which
can be calculated by surface measurement alone (cf Eq. 12). In
practice, the adjustment ca~ be avoided by factoring out the
weighting function W in Eqs. (14):

Ap = (by+b Ty +b, Ty )W, (22)
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A set of nomunal uhhmuon coetficients by, b, and b,
determined bv a constrain ° linear least- \qu.nes fit* of hq
(22) with actual measuremen. of .\p, TB - Ti* g and W, o=
W'(0), the surface value of the \\elghtmg function. These
coefficients are independent of W’ e and hence wil! reman
constant under all conditions. When fernng Ap from T
and Ty .2 of a dual-frequency radiometer, Eq. (22) is used wnh
W':' bemg the weighting function calculated from surface
measurement only .

When the radiometer i1s making brightness temperatures
measurement at more than one air n..ss, at extreme tempera-
ture and/or at an altitude different cppreciably frory where it
was calibrated, the oxygen radiation term T‘; inctuded in by

T, = (1+ 0.0009m) Te’ff with a standard deviation of
~0.00 K. Also tound in analyzing these 25 soundmgs 1s the
correlation between T,,'fj and the surfyce temperature
TS:T(,” = O950Tg for 20.0, 20.3 und 24.5 GH¢, T
09467 for 26.5 GHz and Te}f = 0.940T tor 31.4 GHz with
standard deviations of < 3.5K. Another correlation found is
that the errors in calculated Te'”- and T, are always n the
same direction and nearly equal for the two frequencies used
in a radiometer. This reduces the impact on the accuracy of
the calculated range change thiough Eq. (22) since b, and b,

have opposite signs. With the error in Tf,'ﬂ and T, 9peutled
above, the error in Ap will be ~ 0.2 ¢m for both frequency
pairs at elevation angles down to v = 10°. At higher elevation

angles the error will reduce according to 1/sin .

(cf Egs. 14, 15 and 22), will have to be corrected. A simple
means to Jdo this 1s 10 separate 7_ from the cosmic-noise term

T3 f7%) and adpe T, by the numbe, of xin masses ». VIl. Demonstration of Phase Delay
Determination

The same 25 soundings are used to determmne the cahbra-
tion coefficients b, b, and b, by least squares fitting Eq. (22
at ¥ = 90°. These are listed in Table 1 for the three optimum
frequency pairs and for the pair 22 235/18.5 GHz of one of
the emstmg WVR. In the least-squares fits the constraint b,/b,
—*(fz/f,) has been enforced to explicitly remove the etfect
of coud. This will not be needed if actual brightness
temperatures (containing cloud effect) measured by a radiom-
eter are used in place of calculated brnightness temperatures
(not containing cloud effect) from radiosonde profiles.

the surface pressure P .md the surface tempeiature Tg. The
absorption coefficient of oxygen 1s proportional to P27 ~2-85
(Ref 6) and T ir Eq. (13} is nearly proportional to
P2T-1.85 Heme

by - kT, (7% - £7 )] m(B/PY(T/T) 55

bo. corrected = [

+ ch(f2_2 - fl—2

[P
ey
“
<

4
oy

=G by +T (G- (b, +b) (R

where
The calibration coefficients are used to calculate Ap at

zenith as well as at 10 deg elevation angle and then subtracted
by the measured Ap to indicate the error in the calculated Ap.
These are summarized in Table 2. The same sets of calibration
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G = mp PV (TT)"® (24)
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with m being the air masses and P and T being the mean
surface pressure and tc nperature of the radiosonde launches,
which are used in the determination of &y, b, and b, by the
least-squares fit. b, and b, vill remain fixed under all
circumstances.

VI. Estimation of E.iective Temperatures

An accurate calculation of “linearized™ brightness tempera-
ture requires a sufficiently accurate (<5 K) estimate of the
effective temperatures defined in Egs. (18) and (19). T
Eq. (19) is independent of the number of air masses whlle T eff
in Eq., (18) ic larger for large m, due to lower weight (as
compared to that for T} at higher altitudes where T is
smaller. Study of 25 soundings from Point Mugu indicates that

2\yitit the constraint b,/by= —U‘z/f,)2 to remove the effect of cloud.

coefficients, which have been determined from Point Mugu
data, are applied to 21 radiosonde launches at Edwards AFB,
taken randomly over the whole year. The results are also
shown in Table 2. The three optimun frequency pairs result in
verv similar solutions, which are all better than the
22.235/18.5 GHz pair by a factor of 4 to 6. The results at
Foint Mugu are somewhat overoptimistic since they are the
result of forced fitting between the two sets of “measure-
merts.” On the other hand, the results at Edwards AFB are
free from forced-fitting effect and are more objective. Hionce,
in the following error analysis, results at Edwards AFB cnly
will be used.

The above errors are mostly due to nonconstant weighting
functions, with a slight contribution from the imperfect
effective temperature estimation. Other error souices which
have to be considered ir the WVR design include brightness
temperature meas cment error, elevation angle (antenna

n
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pointing) ertor, and adiosonde measurerment® error. The
caleulations ot these entor components are outhned m the
Appendix. bFigure 7 shows the Ap error components for the
tour trequency pawrs. The dommant error source tor the
existing WVR (22.235/18.5 GHz) is that due to nonconstant
weighting function. With optimum trequency pairs this error
source is reduced to an amount smaller than that due to
radiosonde measurement. The total RSS errors in Ap are
compared in Fig. 8. The optimum systems have an RSS error
of <2 em for all elevation angles >15 deg. The existing
system has an error >2 ¢m for elevation angles <42 deg

The error source from radiosonde measurement :un be
reduced by using more launches in the determination of
calibration coetficients. Currently the use < “two-color™
(optical-tadio) ranging system 1 under consideration as a
perfect calibration standard m place of radiosond. With such
cdlibration standard. the enor source marhed RADIOSONDL
in Fig. 7 is essentially zero. This improves the current system
only slightly (bemng not a major error source)., while it

3Radiosonde measurement is needed m the determination of calibra-
tion coefficients through least-squares fit, since accurate measurement

mproves the optimum systems considerably (bemng a maor

error source ),

VIlIl. Conclusion

Three frequency pairs have been founud to have nearly
constant weighting functions along a ray path. These are:
20.3/31.4 GHe, 20.0/26.5 GHz and 24.5/31.4 GHez. The 31.4
GHz can be vaned by +2 GHz and the 26.5 GHz by *1 GHz
without appreciably atfecting the results. The constaney ot the
weighting tuncdons reduces WVR error in two respects: (1) it
reduces the protile dependence of the calibration coetficients
and (2) 1t makes possible accurate adjustment of coefticients
by sutface measurement alone to account for different
environmental conditions (site. season, diurnal variation, etc.).
With such weighting function constancy, a single set of
universal calibration coefficients 1s applicable throughout.

With any of these optimum frequency pairs, a WVR is
capable of inferring the tropospheric water-vapor phase delay
to <2 c¢m accuracy for all elevation angles >15 deg. The
accuracy can be further improved by using better calibration
standard in place of radiosonde launches, e.g.. an optical -

of atmospheric absorption coefficients is not available radiv ranging system.
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Tabile 1. Calibration coefficients determined from 25 radiosonde

launches at Point Magu, Califomia
Frequency pair b, by b B8
22.235/18.5 GHz 0.814 u.184 -0.265 0.98
20.3/31.4 GHz -1.13 0419 -0.175 0.82
20.0/26.5 GHz -0.945 0.432 -0.246 1.35
24.5/31.4 GHz -0.455 0.289 -0.176 0.97

bg is in (10-5)K2/(g/m3)/(GHz)2

by and by are in (10-5)K/(g/m3)/(GHz)2
125

g= (bf + bg) /iy ' ismcm/K

Table 2. Error in caiculated Ap, assuming perfect radicsonde and Ta Messurement; calibration coefficients
determined from Point Mugu Data

Frequency pai Point Mugu (25 launches) Edwards AFB (21 launches)

q Cy pair 7=90. 1=10° 7:90‘ 7:10.
22.235/18.5 GHz 0.79 cm 4.39 cm 1.27 cm 6.90 cm
20.3/31.4 GHz - 0.13 0.84 0.28 I 6§
20.0/26.5 GHz 0.14 0.83 0.28 1.38
24.5/31.4 GH:z 0.14 0.88 0.30 1.76
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Fig. 1. Typical profiles of stmospheric temperature, pressure
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Fig. 8. Normalized weighting functions under extreme weather
conditions

Fig. 5. Profiles of atmospheric temperature, pressure and water-
vapor density for a day having high-aititude concentration of
water vapor
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Fig. 7. Components of error in water-vapor phase delay inferred by » dudi-frequency WVR
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Appendix

Error Component Calculations

A. Nonconstant Weighting Functions and
imperfect Effective Temperatures:

The errors calculated in the last two columns of Table 2 (at
Edwards AFB) using coefticients derived at Pt. Mugu are
adopted with the assumption that they i-crease linearly with
air masses between 1 and 6.

B. Radivc-onde:

Assume: 1 cm random error in each launch (along zenith),
increases with air masses (m).

Number of launches = n, = 21

Number of coetticients = n, = 3

€mdiosonde

1.0 m/(n/n )12

0.378m (c¢cm)

C. Elevation Angle (Antenna Pointing):

Assume: Error in elevation angle €, = 0.1°. Zenith phase
delay Ap, = 7 cm (mean value of 46 soundings in Table 2).

1=
dv \siny

(7 cos v/sin? ) (0.1 #/180)

eelevation -

€
Y

[{]

n0122m(m~ - D' .m=1/siny

D. Brightness Temperature Measurement (Tg):

Assume: Hot load has a nominal temperature T, = 450 K
with a long-term absolute uncertainty of +1 K and a short term
jitter of 0.2 K. Ambient load has a nominal temperature
T)s = 300 K with a long-term absolute uncertainty of +0.5 K
and a short-term jitter of £0.1 K.

Calibration line equation-

T,-T
' _ "H M
T, =T,+

Ny - Np)

H M
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where V' are the radiometer digital “counts.”

(_,_) (_)
oT,, T, - Ty 150

0Ty _ 1+(TM TB) _ 450 Ty

150

The hot load long-term uncertainty is correlated to ambient
load long-term uncertainty by using upping curve so that (cf.
Fig. A-1).

OH/OM =——=15

1.5 Oy = 0.75K
The error in Tl; due to these correlated uncertainties is

€ = iT'_B:. ag,, + fé. o
H M
¢ aTH aTM

| - (300-T}) 450- T
= ——2 (075) + B
|7 150

(0.5)

= 0.25 T‘;/ISO

The error in T‘; due to the uncorrelated jitter* in T, and in

TM is

or; oT;
€, = (—i o.z) 24 (_‘i’- o.x) 2
o, oT,,

* To reduce the effect of receiver gain drift it is pecessary to repeat the
“internal calibration” by looking at Ty and Ty, once in a while.
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The total error in T[; ts the RSS of € and € :

1/2

”m
1

2 2
cHu (Et‘ + eu)

it

'2 ' 1/2
(0.1128 T % - 33T, +5625)°7%/150
The calibration equation is (Eq. 22).

A = (b, th, TI;.I tTy W,

T‘he typrcal values for b./W,l.- b2/w,;,‘ and T['“, T[;‘: fon
the four systems are

f,/f2 h/w, bW, Ty, Tas
22.235/18.5 0559 -0.805 INm 15 m
20.3/31.4 0.754 -0.315 20 19
20.0/26.5 1.174 -0.668 20 19
24.5/31.4 0.826 -0.503 23 19

where m is the number of air masses.

The error in p due to error in T is:

€, = < € +l— €
T o271 ' Y7
B w’" o Tp) w’" o T2

v —— =
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Mission Applications of the Dual Spacecraft
Tracking Technique

C.C. Chac

.4 J. P. McDanell

Nawvigation Systems Section

This article discusses the potentic' application of the dual spacecraft tracking
technique to the Voyvager mission. First, the concept and technology status is reviewed
brieflv. Then results pertaining t. the JSX-Uranus option Saturmnm encounter, where
potential navigation benefits are greatest, are presented. Results for a Jupiter encounter
demonstration also are given and, finally, software modifications and tracking require-

ments are discussed.

. The Concept

When two interplanetary spacecraft lie along similar geocen-
tric lines-of-sight, significant navigation advantages may some-
times be achieved by differencing data acquired simultan-
eously from the two spacec 1ft and, in effect, determining the
orbit of the second encountering spacecraft relative to the first
rather than treating them independently. The potential bene-
fits result from reduced sensitivity to at least three of .he
majur error sources affecting orbit determination with radio-
metric data. First, and probably most important, is reduced
sensitivity to target ephemeris errors. After encounter, the
trajectory of the first spacecraft is known precisely r'ative to
the planet. Thus, the second spacecraft may be accurately tied
to the planet through the first. Second, the effect of platform
parameter errors is reduced. When ‘he two spacecraft are
tracked simultaneously from nearby ground stations, errors
common to both stations cancel when the data are differ-
enced. The -.duced sensitivity to station location errors that
results should also make the low declination problem of orbit
determination somewhat less severe. Fi'tall, . when the angular
separation between the tw lines-of-sight is very small, most of
the transmission media ffects should also cancel. The geocen-
tric information that is lost by differencing the data mzy be

easily restored by including a suitable amount of conventional
range and/or doppler, deweighted to avoid reintroducing the
error sensitivities.

Il. Technology Status

Extensive studies of dual spacecraft tracking have been
porformed (Refs. 1-3) including analytic investigation of the
infoimation content of dual spacecraft data types and two
flight demonstrations with the Viking spacecraft, one during
early cruise and the other during the approach phase of Viking
2. Results indicate that dual spacecratt data typss may
improve navigation accuracy by a factor of 2 to 10 under the
conditi ns of small angular separation of the two spacecraft
and well determined trajectory of the reference spacecraft,

The most recent demonstration conducted with the two
Viking <pacecraft during the approach phase is worth special
attention. With only 8 days of dual s~acecraft tracking, the
actual B-plane error of the trailing spacecraft was determined
to better than 200 km compared with 1000 km for the same
data arc using ¢onventionzl radiometric data. The 1000 km
error using conventional data is believed to be due to 1rrge
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plasma nowe (SEP = !7 deg), low declmation (§ < 5 deg) and
station  location errors. Reduced sensitvity to  planet
ephemens errors was also ventied 1n this demonstration by
introducing an ntenticnal 2000 km  error in the Mars
ephemeris. Dual spacecraft tracking gave a factor of 10
improvement over conventional data in the presence of this
large ephemeris error. Although the Viking orbiter/approach
configuration *fers substantially from ..: Voyager dual
flyby, the Viking demo has venfied feasibility of the concept
and gives confidence that the potential benefits for Voyager
can, in fact, be realized.

lil. Application to the Uranus Option
Saturrs Encounter

The Uranu. option in' + u is well suited for a dual
spacecraft stiareey for the following reasons:

(1) The Ura..us option for the second spacecraft will not
be exercised unless a successful Satum encounter is
achieveu by the lead spacecraft. Thus, Lie assumption
that the first spacecraft will be . ailable as a reference
tur the Uranus-targeted spacecraft is valid.

(2) The Uranus option trajectory design on certain launch
days stretches propellant reserves nearly to the limit
(Ref. 4). A precise Saturn encounter by the second
spacecraft will reduce the magnitude of the post-Satum
maneuver and increase the probability of having suffi-
cient propellant for a successful Uranus encounter. In
fact, if a large injection error or other propellant.
wasting event should occur, the dual spacecraft strategy
might be a means of preserving the Uranus option
without relying entirely upon optical navigation.

A series of simulated analyses of dual spacecraft trackinz
for the JSX-Uranus option at Satum have been carefully
performed. The data distribution and arc length of the
conventional data types for the second spacecraft are the same
as used for the baseline analysis reported in Section 2 of
Ref. 5. (Note that “conventional” data in this context include
Jual station doppler and near-simultaneous range.) For the
dual spacecrzft tracking simulation, the approach tracking
pattern for the second spacecraft was duplicated during the
same time interval for the first spacecraft, which at this point
has already flown by Saturn and is nine months ahead of the
second. The encounter analysis was done using both two-
station and four-station dual spacecraft data types. The data
types will be described as the results for each are presented.

A. Results Using Dual Spacecraft Two-Station Data

Dual spacecrait two-station differenced doppler is formed
by differencing conventional two-way doppler received simul-
taneously from the two spacecraft by two stations within the
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same station complex. Dual spacecratt two-station difterenced
range 1s constructed in the same manner, but can be obtained
only at the Goldstone complex where two range machmes are
available. In this analysis two-station differenced doppler 1s
weighted at 15 mHz (1 min/s) at 60-s integration time, and the
conventional doppler, if included, 1s loosely weighted at
150 mHz to retain the geocentric range rate information
without degrading the planet relative information. The two-
station differenced range is weighted at 20 m, and the
conventional range (near-simultaneous) is loosely weighted at
1 km. Based on various combinations of these data types and
different strategies of estimation, a series of B-plane solutions
were obtained. These solutions may be grouped into two
kinds: (1) estimating the state of the second spacecraft and
considering the state of the first one, (2) estimating the state
of both spacecraft. Both (1) and (2) are considering station
locations and range biases as error sources that are not
estimated. The results are given in Fig. 1.

The improvements in navigation accuracy of the second
spacecraft using two spacecraft tracking depend heavily on
how well the first spacecraft is tied to the planet during the
approach of the second one. A post flyby long arc solution
(radio only) of the first spacecraft was tried, and it yielded a
position error of about 250 km relative to Satura at the epoch
of the trajectory of the trailing spacecraft. Later this is used as
the a priori covariance for the state of the first spaczcraft
whether it is considered or estimated.

B-plane solutions of the first kind, where the first space-
craft state is considered, show significant improvements from
the results of conventional radiometric data types beginning
about 11 days before encounter. These solutions, which give a
time history of Saturn B-plane statistics as shown by the
uppermcst broken line in Fig. 1, are based on dual spacecraft
two-station doppler combined with loosely weighted conven-
tional range (no conventional doppler) with nongravitational
accelerations of both cpacecraft estimated stochastically. The
rapid increase in B-plane accuracy during the last 10 days of
Saturn approach would offer substantial benefit to the mission
if the final approach maneuver could be delayed to, say, E-7
days. Delivery and knowledge accuracy would be improved by
35% and 60%, respectively, in this case. The local maximum at
E-18 days is believed to be due to the fact that the sensitivity
to the reference spacecraft is magnified by the zero declination
of the second spacecraft which occurs at E-22 days. This
sensitivity becomes even greater when the dual spacecraft
two-station range is included. These large sensitivities suggest
that the state of the first spacecraft should be estimated as
well

When the states of both spacecraft are estimated, improve-
ments in B-plane accuracy occur much earlier as may be seen
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from the appropnate curves in Fig. 1. The data set used in
generating these orbit determination (OD) solutions is the
same as for the first cases except that dual spacecraft
two-station range is aiso included. The upper curve of the two
where both spacecraft states are cstimated represents the case
where stochastic nongravitational accelerations from both
spacecraft are estimated sequentially with a two-day batch size
and a one-day correlation time. The B-plane accuracy improve-
ment after E-8 davs is fairly consistent with the first case,
where the state of the first spacecraft is not estimated, but the
performance prior to E-8 days is dramatically improved.
Because the improvement occurs earlier in this case, it would
not be necessary to delay the final approach maneuver from its
nominal time at E-10 days in order to realize the potential
benefits of this strategy.

If the stochastic unmodelled accelerations from both
spacecraft are assumed to be negligible during the Satumn
approach, sequential estimation of these parameters becomes
unnecessary, and further improvement in B-plane accuvracy
may be expected as shown by the lower curve in Fig. 1. A
factor of 4 improvement in both delivery and knowledge may
be possible provided that the above optimistic assumption is
valid.

B. Results Using Dual Spacecraft
Four-Station Dopgpler

The sensitivity to nongravitational accelerations indicated
by the difference between the two lower curves in Fig. I and
the sensitivity to the state of the reference spacecraft indicated
by the upper curve provide the motivation for considering the
use of dual spacecraft four-station doppler data. If the same
spacecraft is simultaneously tracked from two widely sepa-
rated tracking stations such as Goldstone and Australia,
Jifferencing of the corresponding doppler data from the two
stations provides differenced doppler that is unaffected by
geocentric range rate changes and hence relatively uncorrupted
by unmodeclled spacecraft accelerations. With dual spacecraft
tracking the differenced doppler data from both spacecraft
will again be differenced. This twice differenced new data type
requircs simultaneous tracking by four stations, and thus is
called dual spacecraft four-station doppler.

This new data type is insensitive to nearly all the error
sources usually associated wiv. radiometric data, and therefore
the OD capabilities depend heavi.y on the quality and quantity
of such data within a given arc of the trajectory. In this
analysis, during the three station overlaps of each tracking
cycle (as defined in Section 2.:.2 of Ref. 5) a total of 8 to 10
hours of dual spacecraft for-station doppler was generated.
Four different OD solutions were tried using this data, and the
resulting B-plane histories are shown in Fig. 2. The two curves
shown with nonuniform dashed lines are the results of the

same estimation strategy (esumating the state of the second
spacecraft and the constant part ot nongravitational accelera-
tions and considering the state of the first spacecraft and
station locations) with different data weights. The upper curve
has the four-station doppler weighted at the standard 1 mm/s
with conventional range loosely weighted; the lower one has
the weight of the four-station doppler reduced to 0.5 mm/s to
account for the expected improvement in data quality after
double differencing. It is clear that the improvement in
navigation depends strongly on the quality of this new data
type which has not yet been demonstrated.

Although a 40% improvement in delivery may be possible
with the four-station doppler and conventional range, the
improvement at the knowledge point is not as good as that of
dual spacecraft two-station data. This is because the informa-
tion contained in the four-station doppler observables consists
only of the differential angles between the two spacecraft,
which are less effective in determining the bending of the
trajectory caused by the planet than the differential range and
range rate information in the two-station data types. The range
rate information may be provided by including loosely
weighted conventional doppler. The results for this case are
given by the remaining two dashed curves in Fig. 2, which
show substantial improvement after E-S days, whert planetary
bending begins to occur.

The two-station and four-station dual spacecraft data types
were analyzed separately to determine the characteristics and
accuracy potential of each. The four-station doppler is
“cleaner” and less vulnerable to unmodelled accelerations, but
its information content is less, and it can only be obtained
during view period overlaps between stations. It may be
possible to gain the advantages of both by combining them in
a single solution. However, the strategy for doing this (relative
data weights, choice of estimated parameters, etc.) must be
carefully investigated as new error sensitivities may be intro-
duced by the combined data set which will offset the potential
advantages.

IV. Demonstration Opportunity at Jupiter

Although the Viking demonstrations were successful, fur-
ther verification of dual spacecraft tracking for the Voyager
application is needed for the following reasons:

(1) Fourstation dual spacecraft data was not available
during the Viking demonstrations; therefore, its quality
is uncertain and its utility has not been verified.

(2) Angular separation of the Viking spacecraft at
encounter was extremely small (0.15 deg). Voyager
separation will be 5 to 6 deg at Jupiter, 9 deg at Satum.
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(3) In the Viking encounter demonstsation the reference
spacecraft was an orbiter. Voyager is a dual flyby with
relatively large time separation between encounters.

(4) The information content of the differenced data is a
function of focal accelerations, whicn will be quite
different for the massive outer planets than for Mars.

The Voyager dual flyby at Jupiter provides a good
opportumity to demonstrate this technique for application at
Saturn. Furthermore, if the test can be conducted in near-real
time, the results may be of direct benefit for navigation of the
trailing spacecraft at Jupiter. To determine the potential
navigation enhancement at Jupiter, analysis was performed
using the JSX-CB10 encounter. This trajectory was selected
because it is the more difficult of the two JSX Jupiter
encounters considered in the baseline analysis. The Jupiter
relative and Callisto relative B-plane time histories for dual
spacecraft tracking are compared with the corresponaing
baseline results in Figs. 3 and 4, respectively.

Figure 4 shows that dual spacecraft two-station data are
capable of reducing Callisto relative errors to the level of the
satellite ephemeris error (300 km) at the delivery epoch
(E-13.5 days) and gives a factor of 3 improvement over
conventional data at the knowledge epoch (E-3.5 days). The
Jupiter relative improvement shown in Fig. 3 is more dramatic,
since it results from the combination of a direct effect
(reducing Jupiier relative errors which exist prior to the
Callisto flyby) and an indirect effect (reducing the magnitude
of the Callisto perturbation uncertainty by reducing Callisto
relative errors).

The relative pe formance of the two-station and four-
station dual spaceciaft data types at Jupiter is similar to that

observed n the Saturn enccunter analysis. However, since the
conventional data performance is better at Jvumit.,, the
four-station: doppler (with its limited information content)
does not show substantial improvement over the baseline
results until fairly close to encounter. near the knowledge
epoch. This is true even though the fourstauon doppler was
assumed to be of high quality in this analysis (0.5 mm/s).

V. Tracking and Data Processing
Requirements

Dual spacecraft tracking, by definition, requires the acquisi-
tion of radiometric data simultaneously from two spacecraft.
This means, of course, that the first spacecraft must be given
relatively dense tracking coverage during the approach phase
of the second, which would normally be a quiescent period for
the first. However, the Viking demonstrations and covariance
analyses have shown that relatively short arcs of dual
spacecraft data are eifective (a characteristic that is shared
with differential VLBI, which is very similar to dual spacecraft
tracking in principle). Therefore, tracking requirements are not
excessive. In fact, one of the potential benefits of dual
spacecraft tracking is an overall reduction of tracking time.

Dual spacecraft tracking requires no hardware changes and
only minor modifications tc navigation software. For the
Viking demonstrations a special version of the program ODE
was created to maintain simultaneity of dual .pacecraft
doppler after editing and compression. Another « :cial pro-
gram was developed to difference the two-statio: and four-
station data types. The differenced data can be processed by
the Voyager ONP with no additional modifications. The
demonstration sottware is available and can serve as a
prototype software.
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Preliminary Design Work on a DSN VLBI Correlator

W. A. Lushbaugh and J. W. Layiand

Communications Systems Research Section

The DSN is in the process of fielding high-density digital instrumentation recorders for
support of the Pioneer Venus 1978 Entry Experiment and other related tasks. It has long
been obvious that these recorders would also serve well as the recording medium for
VLBI experiments with relatively weak radio sources, provided that a suitable correlation
processor for these tape recordings could be established. This article describes the overall
design and curren:t status of a VLBI correlator designed to mate with these tape recorders.

l. Introduction

The DSN is in the process of fielding high-density digital
instrumentation recorders for support of the Pioneer Venus
Entry Experiment (Ref. 1) and other related tasks. It has long
been obvious that these recorders would also serve well as the
recording medium for VLBI experiments with relatively weak
radio sources, provided only that a suitable correlation
processor for these tape recordings could be established. This
article describes the overall design and current status of a
VLBI correlator which we had planned to mate with these
tape recorders. This design work began in mid 1976 and is
terminating as of EO FY'77 with the transfer of Design
Responsibility for the VLBI Correlator to DSN
Implementation.

ll. Overview of a VLBI Correlation
Processor

The role of the VLBI correlation processor can best be
understood by reference to Fig. 1, which shows the entirety of
the VLBI instrumentation, exclusive of calibration tools.
Acquisition of the VLBI data, a broadband noise signal from a

natural radio source, occurs in the Tracking Stations shown at
the left of Fig. 1. Data from the two widely separated data
acquisition sites are brought together at the correlation
processor by shipment of the tape recordings, which can
contain in excess of 10'? bits each.

There is a relative delay d between the arrival of the noise
signal at the two tracking stations that depends upon the
observing geometry: the relative position of wne two stations
on the Earth, the position of the radio source. and the position
of the Earth at the instant of arrival. At each tracking station,
the signal is filtered, translated in frequency by a local
oscillator, sampled and quantized to one-bit (sign only) for
recording. The principal function of the correlation processor
is to perform cross-correlation detection of these sampled
signals to estimate as precisely as possible the delay d, and the
amplitude of the radiv-source noise signal. The delay d must
be known well enough a priori to be compensated for in the
alignment of the recorded bit streams and in the doppler
reference signal shown in Fig. 1. This can be accomplished
either by providing precise polynomial predicts for each
observation, or by allowing the correlation processor to
compute from the observing geometry. In either case, the
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predicted delay must be computed to an gcowmacy which is
compatible with the mntended finu! system precision, and much
more accurately than is needed to simply perform the
correlation detection. Inaccuracies in the models used to
predict d can be mostly eliminated by computing for the
output interface the total estimated delay, instead of the
offset from the model. Inaccuracies in computing the modeled
delays directly become inaccuracies in results.

The summed bit-wise cross-products of the sampled data
streams are an intermediate output from the correlation
processor as shown. They are also a feasible interface that is
comparable in complexity to the use of polynomials to predict
the a prion delay. The signal detection operation is completed
by estimating cross-correlation amplitude, delay, delay iate,
phase and phase rate from the summed cross-products.

In designing any high precision, wide bandwidth VLBI
System, it is often tacitly assumed that the wide bandwidth is
achieved through the bandwidth synthesis technique (Ref. 2).
Thus, a significant consideration in our correlator design was
that it be capable of bandwidth synthesis operation with the 4
Mb sample rate of the Mark Il recorders (Ref. 3). The DSN
Instrumentation recorders could be easily partitioned into six
such channels. If additional tracks are implemented, then eight
4-Mb channels can be extracted through relatively simple
stream-partitioning electronics. We believe that the incre-
mental cost of these additional tracks is low enough that they
should be implemented when the tape recorders are configured
for VLBI use. Our basic correlator design includes eight 8-Mb
correlator channels, which would typically be run at the 4-Mb
rates in bandwidth synthesis operation. Each correlator
channel computes bit-wise cross products for an adjacent eight
complex *lags.” The channels can be concatenated to form a
single 64-lag correlator for searching through a range of delays
when the delay is only poorly known a priori. The channels
can also be connected in tandem to provide a wideband single
channel correlator.

ill. Overview o? Correlator Hardware

Figure 2 is a functional block diagram of the correlation
processor hardware. Fundamental struciure and parameter
values in this design are based largely upon the recently
completed Mark-il correlator at C.1.T. So-ne changes from the
CIT design, such as including delay rate and phase acceleration
terms, and extending the length of the accumulator and
phase-reference registers, have been made to eliminate minor
deficiencies seen in the earlier design (Ref. 4). We have also
provided the capability to read the contents of the phase-
reference generator registers into the computer to verify its
operation, and enhance the accountability of its phase.

The tape recorders shown in Fig 2 are the high density
mstrumentation recorders descnbed by Kimball (Ref. 1). The
tape control unit must adjust the relative position of the tapes
during playbuack so that the data streams are approximately in
time correspondence. The final alignment of data streams is
done in the variable delay buffer between the tape recorders
and the correlator proper. This buffer must be large enough to
adapt the changes in delay needed to retain the proper
alignment of data streams at the correlator to the dynamical
capabilities of the tape recorders. The design-wise simplest
system has the tapes completely aligned in time with all
adjustments for observing geometry made in the variable delay
buffers. In this case, however, the buffers are Jarge, containing
enough data to shift the delay by an Earth-radius or about
1.6 X 10°® bits if tapes are played at 64 Mb.

The stream partitioning is a parallel-to-serial conversion into
the 4-Mb channel bit streams from the parallel word of the
tape recorder. It appears after the variable delry to allow the
delay buffer to be a single entity. The variable delay could
follow the stream partitioning, resulting in a more modular
structure to the correlation processor, but at the cost of having
eight identical variable delay buffers responding in concert to
the delay adjustment commands.

The actual cross-correlation of the two data streams takes
place in the co:relation pre-scaler module. There, the bit
stream from one channel on one¢ tape is multiplied by
quadrature “‘sine waves” from the phase reference generator,
and by eignt adjacent delayed copies of the bit stream from
the corresponding channel on the other tape. The phase
reference generator provides doppler compensation. The corre-
lation prescaler also multiplies each of the data streams
individually by quadrature “sine waves™ to coherently detect
the tones of the phase calibrator, which is necessary for
accurate bandwidth synthesis VLBI. T-e low-order counter
bits for the summation of cross-products are the “pre-scaler”
part of correlation prescaler. Overflows from these short
counters are transferred to the master accumulator. One
correlation prescaler, and one phase reference generator share
a physical module associated with one data channel.

The master accumulator is one physical module, which adds
the overflows from up to eight prescaler units into a random
access memory. Correlations are summed into only one half of
this memory at a time, while completed sums can be
transferred at leisure into the controlling computer,

The master timer contains a microprocessor which com-
putes the phase and phase-rate data values for each of the
phase reference generators from the phase, phase rate. and
phase scceleration data provided by the controlling computer.
It computes the delay, as a function of time, for the variable
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delay buffer from the delay and delay rate data provided by
the controlling computer. It contans the logical timing chains
needed to relate "data time.” as counted from the clock pulses
from the tape recorders, to the event timing within the phase
reference generators, and master sccumulator.

The computer nterface umit provides the controlling
computer the capability to control the master timer and read
the accumulated correlations. We also intend it to provide the
capability to read the phase reference generator registers for
diagnostic purposes. In addition, pathways would be provided
to supply a data stream from the controlling computer into
each of the correlation prescalers. This would provide a tool
for test and diagnosis of the system operation. In addition, tius
path would allow real data recorded on computer-compatible
tapes to be processed by this correlation processor, or perhaps
on a subset machine that contained only one phase reference/
correlation prescaler module.

The following sections present details of the VLBI corre-
lator hardware.

IV. Lobe Fotator

The phase-reference generator, or the lobe rotator, is a
device that supplies doppler sine and cosine information to the
correlator. The sine-cosine outputs are two bit approximations
to a sine wave. One of these two bits is used to control
whether the signal from Station A is to be compared to the
signal from Station B or to its complement. The second bit
controls whether the correlated waveforms are to be counted
or not. Figure 3 shows the composite waveforms of the sine
and cosine.

The lobe rotator consists of four 32 bit registers, a 32 bit
adder, a 32 X 8 ROM for converting the sine and cosine, and
control circuitry. A block diagram is shown in Fig. 4. The four
registers are called the A, B, AQ, and Q rcgisters, with the
adder connecting the AQ and Q registers.

The @ register holds the value of the present phase, and is
updated each cluck pulse by the amount in the AQ register via
a 32 bit adder to be descrived in detail below. The S most
significant bits of the @ register are used as the address of a 32
word ROM which contains the two-bit approximations to the
sine and cosire.

The A and B registers are hold registers for the AQ register.
Two hold registers were needed to handle the two different
modes of controlling the @ register. The first of these modes
simply changes AQ), which will result in a new rate of change
for the contents of the @ regicter. The second mode introduces
a phase shift into the output phase and then changes AQ one

clock pulse later to produce a new slupe for the phiase
information. This second mode requires the second hold
register. When the B register 1s loaded with the phase shif?
value and the A register has the new AQ. a command can be
given to clock the B register into the AQ register and the A
register int. the B. One clock pulse later, the B register 1s again
transferred into the AQ register to establish the new phase
r.te.

The A register is divided into 4 eight-bit byte sect.. I
first of these four sections is connected to a data b, :at wiil
be driven by the output of a microprocessor. W.a.n an A
register clock is supplied from signals delivered by tne
microprocessor, the 8 bits from the data bus are clocked in the
first section of the A register and each ol the other thict
sect: ns receives the 8 bits from the section to its left in shift
register fashion After 4 hytes have been loaded nto e A
register, a command may be scnt to the lobe rotator by the
microprocessor, to parallel transfer all 32 bits into the B
register, in preparation for the transfer into the Q) register as
described above.

The adder used in the lobe rotator is of an unusual design
necessitated by the requirement that the 32-bit sum be
accomplished in 120 ns. Figure 5 shows a block diagram of the
adder. For clarity, the inputs from the two registers are not
shown. The technique used in the adder is to break the sum
into four groups of 8 bits each. The carry into the least
significant group of bits is known to be zero, and so a regular
adder can be used. Each of the groups containing more
significant bits are added rwice, once with the carry set to zero
and once with it set to one. The actual carry is computed in
parallel and used to select the correct sum via a multiplexer.
Adding each group of four bits twice does not increase the
hardware chip ~ount; since the carry output of an adder with a
zero carry input is a term usually called Generate (G) in carry
look-ahead schemes, while the output of an adder with the
carry input set to one is a term usually called Propagate (P).
Generate means that the group being added will generate a
carry by itself, while Propagate means that the group being
added will propagate an input carry to the next group above.
The carrv look-ahead equation is

G = Gn-l +Pn—l G

PP G _ .+ -

n-2+ n-32"n-1 "n-)

where the subscripts n would refer to a group of eight bits.
Figure 5 shows two SN74564 used to compute the actual
(inverted) carries C, and C,;, which, in tur, are used to
select the correct sum via the SN74LS157 multiplexer. The
32-bit sum through the adder, the carry computation and
select takes 66-ns worst case, which allows ample time for
register output delays and input setup times in the 120 ns time
allotted.



V. Correlation Prescaler

The basic correlator design includes eight 8-Mb correlator
channels each of which computes bit-wise cross products for
eight adjacent complex “lags ™ In addition. each channel
computes 7 other sums that are used to calibrate the system
and i the computation of the tinal results. These signals are

(1) Total clock pulses nunus tape bad stgnals

(2) Total clock pulses runus tape had or sine = 0
(3} Total clock pulses mmus wape bad or cos = 0
(4) S Ret @ A(n) but nist tape bad

(5) Sin Ret ® Bin) bat not tape had

(6) Cos Ref ® A(n) but not tape bad

(77 Cos Ret 3 Bin) but not tape bad

Each channel was built with these 23 correlation counters
and one spare to make 24 per channel and 196 total mn the
system. The correlation prescaler counts the agreements
between signal 4(n). (the nth channel from tape recorder A
and the signal B(n). 1t s assumed that cach “channel™ of (he
tape recorder also supplies a bad tape signal which 1s used to
inhibit the correlation counter when the signal 1s known to be
bad. Each counter in the prescaler consists of 8 bits, out of a
total of 31 bits in the correlation accumulator.

The most sigmficant bit from each of the 24 counter forms
the output of the prescaler. These most significant bits from
each counter are sampled every 15 us and stored in a shift
register. Between the 15 ps sampling times, this 24-bit shuft
register shifts the most sigmficant bit of each counter to the
master accumulator to be further processed.

The correlation prescaler also provides the gating for
rearranging the available storage registers (lag-registers) in
various ways. Figure 6 shows a block diagram of the eight bits
of storage on two adjacent channels, channel n and chaanel
nti where n is assumed to be even. Each of the four boxes
shown in Fig. 6 is an SN74LS163 (a four bit shift register)
which also can be parallel loaded depending upon the status of
the S/L signal. The chip is wired so that the lower three bits
act as a shift register for either state of S/L. This means that
S/L actually only controls which of two inputs to the shift
register shall enter. The shifting input is shown vertically while
the loading input is shown horizontally.

Under regular correlation conditions, all four shift registers
are given the shift command and the input signal B(n) is
delayed eight units of time necessary for the correlation.

Another desired configuration is to concatenate all the lags
together. This mode is useful in initialization when the

posttion of the correct fag s mote ancertatn dian ™ posiions
It the upper shitt regster i each channel texcept the finnt) s
signaled to load, the mput to cach register will ne Lin-1re
the output of the preceding channel 11 the fower shift register
iostlb i the shitt mode, this accomplishes the desited
arrangement.

One other mode of the § L signals s very useful When the
top two umits shift ¢re . mput Br) and B+ and the
bottom two load. tnput B(ntl) and B(n) respectively ).
correlation can be a double sideband operation, re.. where
adpacent tracks on the tape are real and imagmary components
of the signal. In this case. only 4 lags per channel are obtained.
This same mode of operation is also useful when the adjacent
tracks on the tape are even and odd samples of the same data,
te . the data s commg mn twice as fast as usual. In the mode
descnibed. 1t will be noticed that vLim) (the even be*s of the
sample) will be copred twice, once mto the top register on the
left and once into the lower 4-bit register on the nght. A
simlar situation exnsts for the odd numbered sigral birs The
A(N) signals, not shown on the diagru n for clanty, me also
assumed to be even and odd numbereu bit stream from the
other recorder. Thus, the even bits of B are correlated with the
cven bits of A on the top 4 bats at the left, the even bits of B
correlated with the odd bits of A on the lower left, etc. The
net result 15 to have 8 lags for half as many the onginal
channels. Also. the correlation sum 1s broken into two parts
and wili have to be added together by the master computer.

VI. Master Accumulator

The master accumulator takes the eight streams of most
significant bits from euch correlator prescaler and uses this
information to form the 23 most significant bits of the
correlation sum.

The master accumulator is divided into three sections, an
input section, an intermedizie summing section and the final
output accumulator stage. Each section has a major timing
cycle of 15-5/8 us during which the 24 parallel computations
are made. The 15-5/8 us major cycle time is div.ded from the
8-MHz clock rate at which the data enters the correlator
prescaler. At this rate, the most significant bit of any prescaler
counter can change only every 16 us. The 15.5/8 us cycle time
contains 24 minor timing cycles of 5/8 us each for processing
the information from the 24 prescaler counters and one extra
cycle to allow one memory access for output.

The input section to the master accumulator contains a 24
word by 8 bit memory. Each word of this memory holds a
copy of the MSB from the prescaler counter for each of the
channels. One word of the memory is uscd for each of the 24
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counters on the prescaler. The mput for the master accumu-
lator 1s the present value of this MSB which together with the
previous value can be used to determine if an overflow of one
of the counters occurred in the last major cycle. The output of
this first section of the master accumulator is 8 bits each
nunor cycle, with a logic 1 for an overflow in each of the R
positions. These overflow bits feed the intermediate summing
section, which consists of eight 48 word by 4 bit memories,
one for each of the eight channels. On each minor cycle of 5/8
us, a word 1s accessed from each memory, loaded into a 4 bit
counter, and incremented 1f the overflow bit from the input
section is set, and returned 1o memory. Only half of the 48
words are used during any major cycle, the other half holding
the results from the previous' corgelation interval. This inter-
mediate summation is done to further reduce the overflow rate
from any counter. The prescaler had to be sampled every 16 us
but an overflow from one of those counters could only occur
every 32 us. The overflows from this intermediate counter ¢ .n
occur at a3 maximum rate of 1 every 512 us and so the most
significant bit of this stage must be sampled more frequently
than once every 256 us. Actually, these bits are sampled every
125-130 us deper.ding spon how many cycles are stolen for
output. The eight most significant bits of each countei on the
intermediate stage are sampled every eight or nine microsec-
onds, and stored in an 8 bit shift register to be stifted to the
output accumulator. The sampling is done in an 8-8.9 us
pattern to get all 24 positions of the 8 channels from the
intermediate stage sampled in 125 us. This time will be
increased by 5/8 us for each cycle stolen to output data from
the previous correlation interval. Since one of these output
cycles is constrained to occur only once every major cycle (15
us) onlv 8 minor cycles or § us at most will be added to the
125 us figure above, to transfer all the overflows from the
intermediate stage to the output accumulator.

The output accumulator stage of the master accumulator
consists of two 196 word by 20 bit memories. The two
memories have their outputs on a common buss and as before,
one section holds the data from the previous correlation
interval, while the oiner half of the memory is used for the
present accumulation. During each minor cycle, the 20 bits are
loaded into an up counter and incremented if the overflow bit
from the intermediate stage is a one. An all-ones detector is
included in the counter that inhibits further counting if the
value is at a maximum. The 20 bits from the output stage and
3 bits from the intermediate stage are supplied as inputs to a
23-bit register that holds these bits for output. This output
register is sent through a multiplexer to the host computer as
three consecutive bytes.

Although the design of the master accumulator may seem
overly complex, the hardware savings due to this design, as

compared to straight binary counters. mokes 1t worth while
The master accumulator replaces 196 counters m 23 it cach,
which it built with 4 bit hinary counters would use 1.176
chips, not mclading any chips for output The present master
accumulator uses 95 chips including tining and output plus 3
extra chips on each prescaler for a total of 119 chips m an &8
channel system.

VIl. Master Timer

The master timer i> the unit that controls the overall signal
flow in the correlator. This umt 1s responsible for supplying
the AC nformation to all eight lobe rotators as well as
calculating these values from the AAQ information determined
by the geometry of the VLBI observation and supplied by the
controlling computer. At least part of the master timer will
utilize a tlexible high-speed microprocessor, such as the Z80
The master timur will also have timing chains running at 8
MH:. These nimers will be controlled by the microprocessor
and are necessary to control transfers to the lobe rotators with
an 8 MH: precision. The microprocessor in the master timer
would do the 48-bit additions necessary to calculate the new
AQ from the AAQ's. The proc~ 1 would also b responsible
for wontrolling the time at whicu all 8 lobe rotators simultan-
eously receive the updated AQs as directed by the cont - |
computer. The micropr 'cessor would also be responsible for
clearing the @ and A registers of all lobe rotators at the start
of a correlation interval. Starting the correlation after this
would then be similar to changing AQ.

As the coireiation process continues, one data stream slips
with respect to the other due to the rotation of the Earth. If
no correction were made, the best lag at the highest
correiation counter wouid drift out of the range of the 8 lags
provided. For this reason, one data stream is moved periodi-
cally by one bit with respect to the ot’:er. With a sampling rate
of 8 MHz, lags are separated in time by 120 ns, which
corresponds roughly to a distance of 40 m at the speed of light.
When the two stations move different'a‘ely, so that one is
about 40 m further from the star, a sigral is given to the
hardware to change the lag by one. A rough calculation of the
minimum time for two stations on earth to move apart from 2
star by 40 m gives about 100 ms. The master timer would
handle the details of the timing shift. If single side band
sampling is used, there is an approximate 90 deg shift in the @
accompanying such a change of lag. In this case, the
microprocessor would load both registers of the lobe rotator
and give a conumand to change the phase followed by a change
in A0. In double side band sampling there is no 90 deg phase
shift when the lags are changed.
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Vill. Tape Recorder interface

The tape recorder interface has two main sections the tape
control unit and the buffer memory and 1ts controls. The tape
control unit supplies signais te the tape recorder to act as a
vernier on 1ts speed. This correction is needed io estabhsh time
corraspondence between data samples on the two tape
recorders.

The tape control unit also must read and interpret the time
information on the tapes so as to be able to approximately
align the tapes before the run starts.

The buffer memory is needed to provide a variable delay
between the tape recorders and the correlator accumulators.
The buffer must be large enough to accommodate the doppler
shuft of the data streams over, for example, a 20-min run,
which is 12,000 bits per channel at a doppler slippage rate of
10 bits/s.

The conceptually simplest interface between the tape
recorder and the correlator is to have a butfer large enough to
accommodate 25 ms vorth of data, which corresponds to the
maximum signal path delay between any two stations. This
buffer would be about 1.6 X 10° bits if the tapes are played at
64 Mb. This may tum out to be the best solution, however,
since only 100 of the recently introduced 16K bit memory
integrated circuits would be needed. If such a large memory
were used, it would be necessary to switch its input between
the two tape recorders as either recorder may lead or lag the
other as various signal sources are scanned.

IX. Summary and Status

This urticle describes the nitial design work on a high-speed
digital VLBI correlator that could mate with the high-density
digital instrumentation recorders. This correlator has 8 com-
plex channels with 8 lags in each.

These channels are capable of being rearranged into either
4,7 or ! channels with a correspording number of lags equal
to lo, 32, or 64, respectively. Each of the 8 channels has a
lobe rotator or phase reference generator to control the sine
and cosine correlations. These lobe rotators have 32-bit
anthmetic units to compute the phase from the phuse rate
information. The most significant 5 5its of the, phase are used
to compute the 3 level sine and cu.ine approximations from a
ROM. Each accumulator on each of the 196 lags in the
correlator has 31 bits. The most significant 23 bits of these
registers are double buffered to allow their transfer to the
controlling computer.

At this time, the Jobe rotator and correlation prescaler units
have been designed, built, and debugged. It has been con-
firmed that the 32-bit arithmetic unit works at its 8-Mhz
design limit. The master accumulator has been designed and is
under construction. Both of these units have been config.red
on a DSN standard integrated circuit packaging panel. The
lobe rotator-prescaler module occupies cne panel while the
1 1ster accumulator is slightly less.

Acknowledgement

The authors wish to acknowledge the assistance of a number of JPL personnel,
particularly J. L. Fanselow, W. J. Hurd, and D. J. Rogstad, during the formative stages of

this work.

References

1. Kimball, K. R., “Implementatior of Wideband Digital Recording Equipment in the
DSN,” The DSN Progress Report 42-31, Feb. 15, 1976, pp. 96-104.

2. Rogers, Alan E.E., “Very Long Baseline Interferometry With Large Effective
Bandwidth for Phase Delay Measurements,” Radio Science, 5:10, pp. 1239-1247, Oct.

1970.

3. Clark, B. G., “The NRAO Tape Recorder Interferometer System,” Proc. IEEE, Vol.

61, No. 9, p. 1242, 1973.

4, Fanselow, J. H., Rogstad, D. H., private communication.

OF PooR, QUALITS -



]
STATION | ] PREDICTS
1
1
! DOPPLER
' VARIABLE RECEIVER
MODELS
() ©y 3 \_Q—' DELAY ‘
! ' ESTIMATOR q
w i -
! | Y.
LSTATION !
FREQUENCY h
STANDARD I PROCESSOR
]
___________________ |
STATION 2 |
!
I
i
H, (5) ..?-— G, (s} \o—Qi
]
wzf ‘l
I
Lsmnor« !
FREQUENCY! !
STANDARD
Fig. 1. VLBI instrument (simplified)
MASTER
ACCUMULATOR
VARIABLE STREAM A 23-bit SUMS
:? DELAY PARTITION V| CORRELATION <
\ PRESCALFR -
\ '/ | 1
COMPUTER
I:griram X INTERFACE @
/ PHASE REF
\ I GENERATOR S
\ (LOBE ROTATOR) ¢ "b ¢
— —a STREAM L D,
+ PARTITION
1 ! 1 ﬁ MASTER
TIMER
CHANGE COMMAND ¢ ¢
TIME —o t J
«— COMMAND

Fig. 2. VLBI correiation processor

Seatay L,

. e

AR AT Y L adie: Lk

-

g <

bl w25 "

T e B s.suemmcugus. W= _-utt A MR o N




w7 gk el

M

YR

e

P

A

+1}
| COSINE
0

—

:

-

‘; i r | sine
L

|

llllAlllLlllLllllllllJAAAAAAAlJ_l
1] ” 2r
A\ -/
32 PHASE CELLS
Fig. 3. Sine and cosine approximations
INPUT
FROM B JAREGISTER| 8 |AREGISTER 8 |AREGISTER 8 AfEGISTERf
DATA BYTEO BYTE 1 BYTE 2 BYTE 3
BLISS
_ 8
q
L 8 REGISTER |
£32

A¢ REGISTER

32
:,’12 ADDER
) ()

¢ REGISTER ]

y

5

| rom

Fig. 4. Lobe rotator block diagram

I-ﬁfo SIN

—l-z—. cos

ORIGINAL PAGE IS
OF POOR QUALITY

97



', o |5 SN
; /4L 74 L5
283 283

Iy £,

~0
~

c7

]

SN
9—7" "4 LS )

283

3.1 VAT

SN SN —

74 LS 74 LS

157 T 157

c7

SN SN P,
! {7418 1 774L59'5

283 283

SN N |G
5 74 LS 5 7 74 LS '9—‘2-3'
263 283
Z16-19 £20-23
SN SM et
7415 LS
157 ‘r 157
Cis
N SN | Pyge
L ——sinists
283 283

Fig. 5. Adder block diagram

CHANNEL N = 2K ICHANNEL N+1=2K+1

B(N)

L(N-1)—

SN 74
LS 163

§/1 ~——

B(N+1) =

| B(N+1)

1

SN 74
LS 163

SN 74
LS 163

LL(N»I)

SN SN
74 LS r3 74 LS
283 283
294-27
SN SN
74 LS 74 LS
157 T 157
2

SN SN
74 LS 7418
83 | 7|a2ms

Z2g-31
e

ATy var S L Tapn s e

LS KA

,_'__

o

FrL



DSN Progress Report 42-43

November and December 1977

N78-24198

Three-Channel Integrating Analog-to-Digital Converter

G. L. Stevens
Commun:cations Systems Research Section

A three-channel integrating analog-to-digital converter has been added to the complex
mixer system. It accepts the baseband, complex s' ‘nals generated by the complex mixers
and outputs binary data to the digital demodulator for further processing and recording.
It was first used for processing multistation data in radar experiments in the spring of

1977.

l. Introduction

A three-channel integrating analog-to-digital converter
(IADC) has been added to the Complex Mixer System (Ref. 1)
in the pedestal room at DSS 14. The IADC performs the
integrate and dump function, accepting the real and imaginary
baseband signals generated by the complex mixers, and supply-
ing six-bit binary integral values to the digital demodulator
(DDM) for further processing and recording.

This unit was designed to be operated with the modified
complex mixer modules (Ref. 2). Signals from one, two, or
three complex mixer modules can be processed simultaneously
by the IADC, with each channel receiving its own timing
reference signal from the DDM. Integration times of 1.3, 5, 15,
or 45 us can be accommodated by the unit.

il. Equipment Description

A block diagram showing one channel of the three channel
IADC is shown in Fig. 1. Three identical but independent
complex channels exist within the unit. Each channel is com-
prised of two identical signal paths whose sampling, conver-
sion, and digital functions are synchronously controlled by a
shared timing generator.

The analog signals processed by the IADC are generated by
the complex mixers. Real and imaginary baseband signals are
produced in each complex mixer module by splitting the IF
signal into two paths and mixing with local oscillator signals
that are in phase quadrature. The resulting real and imaginary
baseband signals are then bandlimited to 2 MHz by low-pass
filters and amplified to a nominal output level of 2 Vp_p.

Each of the three complex channels within the IADC
receives a separate clock signal generated within the DDM. The
positive-going transition of each clock pulse initiates a timing
sequen: e within each channel. Timing signals are generated to
operate the sampling and conversion processes as well as con-
trolling the digital dump, front panel indicators and output
data registers.

Each signal path within this equipment employs a digital
dump which calculates an approximation to the desired inte-
gral values. This technique is described in detail in Ref. 3. Fach
analog input signal is first passed through a simple RC low-pass
filter which acts as an imperfect integrator. The filtered signal
is then amplified, sampled, and A.-D converted. The digital
sample values are then fed to data registers contained within
the digital dump logic. One register holds the current sample
value, while a second register holds the previous sample value.
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From these two values, the digital dump calculates an approxi-
mation to the required integral AE from

AE:-E" h Envl

3
4
where E, is the present voltage sample, and £, _, 15 the
previous voltage sample.

The low-pass filter time constant 7 1s determined by the
word size in the dump logic and the integration time T. The
ratio T/r is chosen to minimize errors introduced by this
technique. For this equipment

T, 0.288
T

with a corresponding degradation of less than 0.1 dB when
compared to a perfect integrate and dump. This unit has been
operated at various sampling rates from 1.3 to 45 us by select-
ing appropriate filter time constants and associated gain con-
trol elements.

The internal sample values and the computed integral values
are bipolar 8-bit numbers. The word size of the output data is
6-bits, with negative values represented in two’s complement.
Front panel data/ data switches allow the selection of positive-
true or one’s-complemented output data. A front panel gain
control switch associated with each complex channel allows
the user to select the desired binary scaling of the 6-bit data
word,

Three positions are available:

X1: In this mode, the sign bit (bit 1) and the five adjacent
bits (2 through 6) of the 8-bit integral value are
selected as the output data word. No overflows can
occur in this mode. Rounding is provided in this gain
position.

X2: In this mode, the sign bit plus the five intermediate
bits (3 through 7) of the 8-bit integral value are
selected. In this mode, the full-scale integral values
that can be represented in the 6-bit data word is
reduced to one-half of that that could be represented
in the X1 gain mode. Simultaneously, the resolution is
increased by a factor of two by using these lower
order bits. Should a rollover occur into the unused
bit 2, the condition is detected, and the appropriate
positive or negative full-scale code is forced onto the
output data lines. A front panel light-emitting diode
(LED) indicator is simultaneously pulsed on, indicat-
ing that the saturation has occurred. Rounding is pro-
vided in this gain position.

100

X4: In this mode, the sign hit and the five least sigmticant
bits (4 through 8) of the computed integral value are
selected. Rollovers are detected, corrected and dis-
played.

When operating in the X2 or X4 gain modes, internal
overflows can occur. These overflows are detected, and the
output data lines are forced to the appropriate saturation
code. In addition, the occurrence of an overflow in one of the
channels triggers a one-shot multivibrator and driver which
momentarily turns on a front pane' LED indicator, yielding a
visual indication that the data saturation has occurred. Each of
ihe six signal channels has two associated LEDs, one for
positive and one for negative data saturations. Occasional
flashing of these indicators indicates that the full dynamic
range of the IADC is being exercised. Continuous illumination
of any LED indicates improper signal level adjustment or
hardware failure.

The analog signals supplied to the IADC should have a level
of approximately 0.33 V__ . At this level, 3 ¢ noise peaks of
2V,_, will be passed without clipping. Six input signal level
monitors continuously check the input signal levels and drive
front panel meters. These monitors are not intended for use in
making precise measurements, as these simple uncalibrated
meters are used only to confirm proper input signal levels. A
red line on each meter face indicates the nominal reading.

Iil. Performance

The IADC is designed to process the baseband output
signals generated by the complex mixers and supply output
data to the DDM. Input and output characteristics were there-
fore determined by these systems. Table 1 summarizes the
IADC’s specifications.

IV. Packaging

The three-channel IADC is a self-contained rack-mounted
unit that occupies 17.8 cm (7 in.) of rack space. Four wire
wrap boards hold the digital logic and A-D converter modules.
These four logic boards plus power supplies are mounted
within the logic cage pictured in Fig. 2. Figure 3 shows the
component side of one of the logic boards.

V. Summary

A threechannel IADC has been added to the complex
mixer system. Installed in the pedestal room at DSS 14 in
March of 1977, this unit was used to process planetary radar
signals received at DSS 12, DSS 13 and DSS 14 in March and
April.
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Table 1. Three-channe! IADC specifications

Parameter

Sampling period
Input impedance

Input signal level

Input signal bandwidth

Output word size

Output coding

Output polarity

Value

1.3,5,15 or 45us

50Q
033V
rm

s
DC to 2 MHZ
6 bits

2's complement

Positive-true or
one's complemented

Comment

Each of 6 analog inputs

Nominal output level of com-
plex mixers

Nominal bandwidth of com-
plex mixers

Negative values are represented
in 2’s complement

Controlled by front panel
DATA/DATA switches
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The Role of Interest and Inflation Rates In
Life-Cycle Cost Analysis

1. Eisenberger and D. S. Remer
Communications Systems Research Section

G. Lorden

Cahiforma Institute of Technology

The effect of projected interest and inflacion rates ov " ;. ~vele cost calculations is

discussed and a method is proposed for making such .l
rates by a single parameter. Besides simplifving the a:

ons which replaces these
method clarifies the roles

of these rates. An analysis of historical interest and inflation rates from 1950 to 1976
shows that the proposed method can bc expected to vield very good projections of
life-cycile cost even if the rates themselves fluctuate considerably.

I. Introduction

In life-cycle cost (LCC) studies it is common practice to
estimate future costs in constant dollars and to use an assumed
inflation rate to transform these estimates to actual dollars.
The choice of an inflation rate for such projections can
strongly affe~t the computed LCC. Table 1 shows the effect of
the inflation rate on the 10-year LCC of a project whose
yearly cost is $1 in constant dollars (reflecting prices and
wages at the start of the project).

Frequently LCC studies take into account the “time
value of money” by discounting future expenditures using
an assumed discount rate (interest rate). The effect of
discounting on LCC (assuming no inflation) is illustrated by
Table 2.

These tables show how strongly LCC computations reflect
the choice of rates. Even when both inflation and discounting
are considered, if a wide range of possible choices for the rates
1s permitted, then the comparison of a project with high initial

cost and, say, another project with low initial cost but
comparatively high recurring costs can vary drastically.

This report proposes a simglified method of LCC calcula-
tion using a single parameter V that combines the effects of
inflation and discounting, 'aking advantage of the fact that,
to a large extent, they cancel each other out. Historical data
on interest rates and inflation rates from 195G to 1976 are
analyzed to determine how stable the parameter V is and to
indicate a reasonable value for this parameter and the
accuracy one can expect from its use in LCC projections.

ll. Combining Discount and Infiation Rates

Whenever the *“time value of money™ is considered, the
lifecycle cost is the sum of all costs in the lifecycle
discounted at an interest rate i to some time point t,. One
might choose 7, to be the beginning of the operational phase
or, perhaps, the time of first expenditure not yet committed.
Furthermore, it is common practice to pick a time point t, at
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which wages and prices are known and then to estimate all
costs i 7 dollars ™ Acrual dollar expenditures are esti-
mated by transforming frone 1, dollars, using an assumed
nflation rate ;. (For stmpbeity, we 1gnore the straghtforward
refinement where different J's are applied to different types of

costs such as lahor costs or matenal cosis.)

There 1s good reason to choose 1o and 1 to comeide. The
LCC then depends only on

C_ Lty
y= o/
1+

This is because an expenditure at time ¢ of an amount C 1n
t, - dollars implies a cost in actual dollars of

C+) N,
and the discounted value of this at time 1, is

t-t -(t-t_)
Ci+jy ‘- 9,

which, if 7, =¢,, 15 equal to CV'7'® Thus, one can compute
the LCC by specifying only the assumed V rather than both i
and ,. Specifically.if C,, .. .,C, are the estimated yearly costs
in current dollars, then the LCC (evaluated at the present) is
Jiven by

LCC = ickv*

k=1

There are obvious advantages to dealing with only one
“arbiirary” parameter. For example, one can bracket the LCC
by computing it using “high” and “low” choices of V. A more
important benefit from considering V is to reduce substan.
tially the seeming unpredictability of future interest and
inflation rates. Historically, interest rates tend to exceed
inflation rates by about 2-3%. Figure 1 shows this tendency
over (ne years 1950 to 1976, using for illustration the
long-term Treasury bond yield (Refs. 1 and 2) ard the index
of consumer prices by the Bureau of Labor Stau:s:i ; ‘Ref. 3).
Furthermore, V is essentially a function of the di“ercnce of
rates,{ - j, a8 Fig. 2 reveals. (In fact, the approxiriation ¥ = | -
(i = DI(1 +i) > 1 - (i-]) is good enough for most purposes).
It is natural, then, to ask how stable is V .istorically or, more
important, how much do LCC’s vary when computed using the
actual interest and inflation rates over different historicai
periods?

A study was made using the inflatica and interest rate data

for 1950. 1976 to determine what actual LCCs would have
been for projects spanning all §, 10, 15, or 20-year subitervals

of that period, assuming costs of one dollar per year expressed
i current dollars at the start o1 tie project. The LCC for, say.
a 10-year project starung in year m 1s then obtamned from the
formulas

= interest rate in ,.ar K

-
I

&
i, = inflation rate in yeor &
R
V" - l+ik
LCC = VotV V)il V)

The results of these computations are displayed in Fig. 3.
The conclusion indicated hy these results is clearly that LCCs
based on actual rates are quite stable historically. Over this
27-year period the variations of LCCs are a relatively small
percentage of the LCCs themselves. If this stability continues
(and recall that the actual yearly rate fluctuations in Fig. 1 are
considerable), 1t should be pussible to choose a value of V that
will project future experience with a reasonable degree of
accuracy and confidence. Standardizing the  to be used in
LCC calculations for the DSN has ...c advantages of simplicicy
and uniformity.

What is a good choice of V for the DSN? The value of V
that yields a 10-year LCC matching the average of the 10-year
LCCs in Fig. 3 is 0.983, and choosing ¥ = 0.98 (for simplicity)
seems reasonable to us.

This choice agrees very wel: vith the data for 5, 10, 15, and
20 years. A good case can be made for setting V' = 1, thereby
letting interest and inflation cancel completely and simplifying
LCC calculations. How much difference does it make in the
LCC when one makes small changes in ¥? Routine computa-
tion shows that for V between 0.9 and 1 each decrease of
0.01 in ¥ yields about the same percentage dec:ease in LCC,
the amount of this decreas. depending on the length of the life
cycle. Table 3 illustrates the outcomes tor n= 5, 10, 15, and
20 years with V= 0.97 and 0.98. Note that for a 10-year
project the LCC with ¥ = 1 is 10 and drops to about 9.5,9.0,
8.5 as ¥ goes through 0.99, 0.98, 0.97.

Whatever value of V is seitled upon, this approach to
inflation and discounting seems to us a valid and simple
alternative to the conventional numbers game of trying to
predict future interest and inflation rates.

. Conclusion

As pointed out in the introduction, the choice of inflation
and discount rates can have a powerful effect on the results of
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L.CC caiculations. Inflating costs without discounting (or the
reverse) can easily lead to making the wrong chowe between
competing projects. Even when both rates are used, athutrary
choices can lead to a wide range of possible results.

Our analysis shows that inflation and discounting largely
cancel each other and 1t is essentially only the ditference
between them tnat affects LCC This difference s relatively

small, discount rates generally being shightly higher than
intlation rates. Furthermore, fluctuations m the rates tend to
cancel out over project hifetimeas. As a consequence, a single
parameter b7 can be chosen to ~stimate the net etfect of future
discount and inflation :ates with a reasonable degree of
confidence. The value 1"=0.98, reflecting discount rates ahout
270 hugher than inflation rates, 1 recommended for DSN use,
based on a good fit to actual rates over the penod
1950 -1976.
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Table 1. Effect of inflation rate on LCC

Inflation rate,

% increase over

%lyr Lee zero inflation

0 10.0 -
2 11.17 11.7
4 12.49 24.9
6 13.97 39.7
8 15.65 56.5

10 17.53 75.3

15 23.35 1335

Table 2. Effect of discount rate on LCC

Discount rate,

% decrease over

%/yr Lce zero discounting

0 10.00 -
2 8.98 10.2
4 8.11 18.9
6 7.36 264
8 6.71 329

19 6.14 38.6

15 5.02 49.8

Table 3. LCC of a project costing $1 per year

No. years V=097 V=048 % increase
] 457 4,71 31
10 8.49 8.96 5.6
1§ 11.86 12.81 8.0
20 14.7§ 16.29 10.4
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Deep Space Telecommunications and the Solar
Cycle: A R: appraisal

A. L. Berman
TDA Engineering Office

q Observations of density enhancement in the near corona (r < 5rg) at solar cycle
(sunspot) maximum have rather uncritically been interpreted to apply equally well to the
extended corona (r 2 5rg), thus generating concern about the quality of outer planet
1 navigational data at solar cycle maximum. Spacecraft have been deployed almost
continuously during :he recently completed solar cycle 20, providing two powerful new
coronal investigatory data sources: (1)in-situ spacecraft plasma measurements at
approximately 1 AU, and (2) plasma effects on monochromatic spacecraft signals at ail
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signal closest approach points.

A comprehensive review of these (solar cycle 20) data leads to the somewha:
surprising conclusion that for the region of interest of navigational data (r > 30rg), the
highest levels of charged-particle corruption of navigational data can be expected to occur
at solar cycle minimum, rather than solar cycle maximum, as previously believed.

I. Introduction

A modern view of electron density in the near corona (here
to be defined as r < Srp, where r is the solar radial distance
and rg is the solar radius) begins with the careful eclipse white
light photometry analysis of van de Hulst in the late 1940s
(Refs. 1 and 2). The white light corona is composed of two
primary components, the K corona, resulting from Thompson
scattering by free electrons, and the F corona (zodiacal light),
resulting from scattering by interplanetary dust. Van de Hulst
made various assumptions which allowed him to separate out

cycle maximum and minimum. At about the same time, Saito
(see Billings, Ref. 3), also working to obtain coronal electrun
density, deduced a similar value of approximately 2.0 for the
solar cycle ratio (subsequently in this report, the term *“‘solar
cycle ratio” will be defined for a given parameter as the
parameter (average) vafue at solar cycle maximum divided by
the parameter (average) value at solar cycle minimum).

Since that time, a number of coronal investigators, perform-

n the F corona, and hence obtain the K corona, or the desired  ing eclipse photometry analysis, have obtained similar near
near corona electron density. As part of this exercise, van d¢  corona equatorial electron density solar cycle ratios. For
2 Hulst adopted a value of 1.8 for the ratio of solar (sunspot) instance, the compoesite eclipse photometry analysis by Black-

cycle maximum equatorial electron density to solar (sunspot)
cycle minimum equatorial electron density, based on coronal
brightness comparisons (eclipse photometry) between solar
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well, et al. (Ref. 4) produced a solar cycle ratio of 1.9 (2p). A
consensus of eclipse photometry, radio interferometry, and
radio scattering experiments into the mid-1960s (Newkirk,



Ref. §) produced a solar cycle ratio tor near coiona electron
density of approximately 2.0. More recently, Hansen et al.
(Ref. 6), using a K coronameter to investigate the near corona
region under 2r; on a daily basis during the ascendant portion
of solar cy:le 20 (1964 to 1967), convincingly confirmed the
near corona solar cycle ratio of approximazely 2.0.

The observed density enhancement of the near corona at
solar cycle maximum has (not surprisingly!) come to be
applied to the extended corona (here defined as r > 5ry) as
well, to the point where it is now considered axiomatic that
the highest electron densities (and density fluctuations) in the
extended corona occur at solar cycle maximum. This assump-
tion has resulted in an elevated level of anxiety about
navigational data (doppler and range) quality' during the
upcoming (1979-1981) solar cycle 2] maximum. There exists
particular concern about radiometric data quality during the
pre-Saturn  encounter periods for both Pioneer 11 and
Voyager.

Prior to the start of solar cycle 20 (1964}, the main tools
available for coronal electron density investigation were white
light eclipse photometry, K coronameter, and natural radio
source scattering (principally of the Crab Nebula). However,
the advent of solar cycle 20 marked the near continuous
deployment of deep space probes (both Earth orbiters beyond
the magnetosphere and planetary probes), offering two new
incredibly powerful coronal investigatory tools:

(1) In-situ plasma measurements at approximately 1 AU

(2) Columnar measurements over all signal closest
approach points of the plasma effects on a mono-
chromatic spacecraft signal

A comprehensive review of both types of spacecraft
measurements made during the full extent of solar cycle 2C
reveals startling results which strongly contradict the “conven-
tional wisdom” concerning enhanced density in the extended
corona during solar cycle maximum, these results being:?

Density region (equatorial) Solar cycle ratio

Near corona (r € 5r) ~2.0
Extended corona (r 2 5r)
r=10rg ~1.0
r=1AU ~0.65

1A detailed derivation and description of the effect of free electrons on
doppler and range can be found in MacDoran, Ref. 7.

3Note that these results are in no way contradictory. For instance, if
the particle flux were assumed constant with solar cycle, all that is
required is a change in the radial solar wind velocity signature with
solar cycle, as is sketched in Fig. 1.

For radio metric (navigational) data quality, the 10r to 1 AU
results are the most important, and indicate (1f solar cycle 21
proves similar to solar cycle 20):

(1) Electron density (and density fluctuations) between
10r,, and 1 AU can be expected to stay roughly the
same (10r_) or decrease (1 AU) between now and
approximately 1981.

(2) The extensive doppler phase fluctuation work done
during the 1975 to 1976 solar cycle 20 minimum
(Refs. 8-18), should provide an upper bound for the
expected radio metric data plasma corruption over the
next solar cycle.

The following sections will describe the solar cycle variations
(in both mean value and fluctuation) of electron density (at
10r,, and 1 AU), solar wind velocity at 1 AU, particle flux at
1 AU, and the columnar density fluctuation spectral index.

ll. Solar Wind Variations With Solar
Cycle at 1 AU

As mentioned in Section I, many deep space probes have
been deployed since the beginning of solar cycle 20 (1964),
particularly Earth orbiters (beyond the magnetosphere) at
approximately 1 AU. The major obstacle in utilizing the
resultant in-situ plasma measurements is that each spacecraft
has separate systematic errors (bias and linear) in each of the
parcmete,  measured (density, wind velocity, etc.), hence it
would be of dubious value to compare the “unnormalized”
plasma measurements from the 10 plus spacecraft needed to
span the solar cycle 20 time frame. Fortunately, the problem
of spacecraft intercalibration has been addressed by Diodato,
et al. (ref. 19) who have intercalibrated in-situ plasma
measurements for a number of Earth orbiters during the
period 1965 to 1971. The process of intercalibrating space-
craft is in itself subject to error, as is discussed by
M. Neugebauer (Ref, 20); however, the Diodato data are the
best available and are expected to provide a reasonably valid
picture. The Diodato data will be utilized to examine the
variation of density and particle flux with the solar cycle. For
solar wind velocity variations with solar cycle, the recent and
significantly more encompassing work of Gosling, et al. (Ref.
21), will be utilized.3

The basic format of the data will be presentations in bar
graph form of various parameter yearly averages, as compared
to the observed sunspot number during the same time frame.

31ntercalibration of spacecraft solar wind velocity measurements is a
considerably less severe problem than for density measurements (on a
percentage basis).

11
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A. Proton Density

Although electron density s the parameter of mnterest m
regard to navigational data guality . the approximate equal-ty

between solar wind electrons and protons allows the wsage of

proton density for the same purpose. The shght difference
between the two occurs because of the presence of a small
amount of hehum in the solar wind; Ogilvie. et al. (Ref 22)
shows the hehum presence. although correlated with solar
cycle, to be only about 47 £ 0.5 (of hydrogen) over the solur
cycle. and hence not particularly significant to the overall
density picture. The density parameters from Diodato, with
the exception of Fig. 5§ which 1s from M. Neugebauer (Ref.
23).are:

Figure 2. Proton density yearly average at 1 AU,

1965 1071

Figure 3. Proton fluctuation density yearly average at

1 AU, 19651971

Figure 4. Proton fluctuation to density ratio. vearly
average from 1965—1971 at 1 AU

Figure 5. Long-tcri averages of fractional time density

>10cm™ 2 at 1 AU, from 1962-1972

Exammation of Fig. 2 clearly indicates a pronounced (znti)
correlation of density with solar cycle. The data in Fig. 2
indicate a solar cycle ratio of approxirnately 0.65. Fe'dman, et
al. (Ref. 24) give more recent density information from the
Imp spacecraft as follows:

1972/1973 average (Imp 7): N, = 9.0 cem™3
1973/1974 average (Imp 8): Np =11.3cm™3

Even allowing for a possible 10 to 20% calibration difference,
these numbers clcarly continue the strong trend of Fig. 2.

Figure 3 shows the same solar cycle anticorrelation for the
average yearly density fluctuation (standard deviation); the
solar cycle ratio is again approximately 0.65. The Feldman, et
al. Imp 7 and 8 density fluctuation numbers are:

1972/1973 average: a(Np) =43 c¢m™3
1973/1974 average: o(N,) = 5.4 cm™3

continuing the same pronounced trend in the density fluctua-
tion as in the (mean) density itself.

The ratio of density fluctuation to (mean) density as seen in
Fig. 4 does not show a clear trend with solar cycle; the average
value for this parameter over the seven year period 0.56. The
corresponding Feldman et al. numbers are:

112

197271973 average € = 0.48

1973/1974 average € = 0.48

Fmallv, Fig. 5 (fiom Neugebauer, Ref. 23). which presents
long-term averages of fractional tume density > 10 ¢cin™ 2, and
encompasses a greater number of spacecraft and a longer tune
frame (than the Diodato data), corroborates and strengthens
the density fluctuation data presented in Fig. 3. Figure S is a
most dramatic view of the pronounced anticorrelation of
density and density fluctuation with solar cycie at 1 AU, and
indicates that the corruption of navigational data (at least in
the geneial vicinity of 1 AU) will be highest at solar cycle
minimum, and lowest at solar cycle maximum, both in regard
to range errors (density) and doppler ‘errors (densit
fluctuation).

B. Proton Flux

The proton (particle) flux data from Diodato is presented as
follows:

Figure 6. Proton flux vearly average at 1 AU, 1965 to
1971

Figure 7. Proton fluctuation flux yearly average at 1 AU,
1965 to 1971

Figure 8. Proton flux fluctuation to flux ratio, yearly
average from 1965 to 1971, at 1 AU

These proton flux data very much pattern the behavior of the
equivalent proton density parameters. which is mostly a
reflection that the solar wind velocity is far more stable
(percentage wise) with the solar cycle than is density. The solar
cycle ratio of proton flux is 0.7, while for flux fluctuation it is
0.65. The average ratio of flux fluctuation to flux is approxi-
mately 0.52, or slightly lower than the equivalent density ratio.

C. Solar Wind Radial Velocity

Solar wind radial velocity from Gosling, et al. is presentad as
follows:

Figure 9.  Solar wind radial velocity yearly average at

1 AU, 1964 to 1974

Figure 10. Solar wind fluctuation radial velocity yearly
average at 1 AU, 1964 to 1974

Figure 11. Solar wind velocity fluctuation to velocity
ratio, yearly average from 1964 to 1974, at
1 AU

In sharp contrast to the density and flux at 1 AU, it is difficult
to discern a clear variation of solar wind velocity with solar
cycle; of the three years of significantly enhanced velocity
(1968, 1973, 1974), one occurs at solar cycle maximum and
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two occur during the dechmng portion of the cycele, near to
solar cvele muntmum. It one 1s forced to make a decision, one
would have to decide in favor of anticorrelation with the solar
cycle, albert much less pronounced than that displayed by
density and flux. Gosling et al. were much more firm in this
conviction (ie., of definite anticorrelation) based on thei
data.? At any rate, the solar cycle ratio for the radial velocity
would seem to be at least 0.8. Somewhat strangely. the radial
velocity fluctuation data seen 1n Fig. 10 demonstrate a much
more pronounced anticorrelation with solar cycle: the solar
cycle ratio for radial velocity fluctuation is 0.7. Fmally, the
ratio of velocity fluctuation to (mean) velocity averages about
0.17. or only about 307% of the equivalent density parameter.

Ill. Electron Density Variation With Solar
Cycle at r = 10r,

Even as solar cycle 20 was beginning i the mid- 1960s, there
was information available which suggested that the near corona
density enhancement observed at solu. cycle maximum did not
necessarly apply to the extended corona. The eclipse photom-
etry of Blackwell is summarized by Anderson (Ref. 29) as
follows:

Solar cycle maximum:

260%x 108 207Xx10% |
Nr) = ¥ r2.33 Lom

rb

Solar cycle minimum:

1.01 x 10® 201X 10° 3
N = 4o + “rz.as L

Although the near corona solar cycle ratio is approximately
2.6, the values of the Blackwell models at r = 107, are:

Solar cycle maximum: N ( 10r;) = 9940 em™?

Solar cycle minimum: N,(10ry) = 9500 em™?

or virtually no variation with solar cycle at r = 10r,. Since the
mid-1960s, a number of experiments have been conducted to
(indirectly) measure and subsequently model electron density
in the extended corona. These expcriments have utilized either
spacecraft signals or natural sources (primarily pulsars) as these

4An additional picce of data not shown in Fig. 9 is a (high) yearly
average radial velocity of 489 km/s for 1962, which is a near solar
cycle minimum year. With this additional data, the case for significant
anticorrelation is strengthened.

signals passed through a wide vanation of signal closest
approach pomts. The measurements vield total columnar
density, which 1s then mapped back to a radizlly dependent
density model after making suitable assumptions. Table |
presents these models as evaluated at r = 10r_; the same data
appear in Fig. 12, Examination of Fig. 12 indicates no
significant correlation with solar cycle. Although the data
appear sparse at first glarce, 1t 1s important to bear in mind
that in most cases cach point represents the distillation of
copious amounts of data taken over weeks or months: suill, a
better determmation of the solar cycle vanation of density at r
= 10r, will have to await the expected high quality dual
frequency range results of the Viking and Voyvager spacecraft.

IV. Variation of the Columnar Fluctuation
Spectral Index With the Solar Cycle

The columnar fluctuation spectral index is based on the
commonly accepted assumption for a power law form of the
columnar (two-dimensional) fluctuation spectrum:

P) = K v o

where
P = columnar fluctuation spectrum
v = fluctuation frequency
K, = spectral index

The significance of the spectral index is that, given the same
level of low frequency (long time scale) fluctuation, a larger
spectral index yields a smaller amount of high frequency
(short time scale) fluctuation (i.e., the fluctuations “fall off™
more rapidly with increasing frequency). Experiments have
been performed to measure the in situ (one dimensional)
density fluctuation spectrum as well as the columnar fluctua-
tion spectrum; the two spectral indices are related (Cronyn,
Ref. 34) via the relationship:

(Ko)columnar = (Ko)in situ +1

Table 2 and Fig. 13 present the columnar fluctuation spectral
indices as well as in situ “equivalents”; examination of Fig. 13
reveals no clear or significant variation with solar cycle. The
data (points) are quite sparse, but again, each point represents
a large amount of processed data, spanning time periods of
several days to several months. If pressed, one would have to
say that the spectral index looks to be slightly larger (steeper)
at solar cycle maximum, indicating a more rapid falloff of
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gh trequency fluctuations durnng ¢yele maximum, and thus
i consonance with the low trequency fluctuation data of
Figs. 3 and 5.

Berman has reported (Ref. 15) a new techmque and DSN
capability which allows spectral index information te be easily
extracted from routine doppler noise. If proven out. this new
techmque should allow voluminous amounts of spectral index
data to be acquired during solar cycle 21, and analyzed for
solar ¢ycle variation.

V. Summary and Conclusions

Table 3 summarizes the relationship to solar cycle of the
various parameters described in this report. For navigaticnal
usage of radiometric data. the most important region is
r> 30r,, or a Sun-Earth-probe angle > 8 degrees. For this
region, the experience at r = 1 AU (2157 ) should be the most

applicable. The 1 AU experience dunng solar cvele maximum
which 15 most important to navigational data 1y

Density Strong minmmum

Density fluctuation Strong minimum

Fractional time

Density > 10 em™* Strong mimmum

Velocity fluctuation Moderate minimum

Spectral index No change or weak maximum

Based on the above, solar cycle maximum would appear to
yield the lowest level of charged-particle corruption of
navigational data, and hence the placement of the Pioneer 11
and Vovager Saturn encounters (near solar cycle 21 maxi-
mum) may n fact prove close to optimum. rather than
decidedly inopportune, as is currently considered.
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Table 1. Electron Density Mode! Evaluations at r = 1000

e BESCRE IR . R <

s Time (center) f quatorial

’ Source Reference of observations density, cm™ Type of expeniment

. Berman et al. 12 9-76 8610 VK doppler noise

N Berman et al, 12 6-76 8190 PN, HE doppler noise
Edenhofer et al. 25 4--76 6340 HF, S-band range
Berman et al. 8,14 6-75 7080 PN, HE doppler noise
Weisberg et al. 26 6-73 80002 Pulsar ime delay
Anderson et al. 27 9-72 7500 MA9 S-band range
Counselman et al. 28 6-71 8400° Pulsar time delay
Blackwell et al. 29 7-63 7440 Eclipse photometry

20ne of several solutions. This solution in best agreement with average in situ density values at 1 AU.
YOne of several solutions. This solution included heliographic latitude.

I Table 2. Columnar (two-dimensional) fluctuation spectral index
Time (center)

Source Reference of observations Index Type of experiment
Berman 11,15 10-76 241 VK doppler noise
Berman 11,15 5-76 243 HE doppler noise
Woo et al. 30 5-74 2.55 MVM S-X doppler
Unti et al, 31 3-68 2.553 OGO § in situ density
Goldstein et al. 32 9-67 2.3 MA S in situ density
Intriligator et al. 33 1-66 233 PN 6 in situ density

n situ “‘equivalent”; converted via the rela.jonship columnar index = in situ index + 1.

Table 3. Summary of parameter correlation with solar cycle

Parameter Correlation appearance Solar cycle ratio Solar cycle phase

Density

Near corona (r € §7,) Strong ~2.0 Positive

r=10r, None - -

r=1 AU Strong ~0.65 Negative
Density fluctuation 1 AU Strong ~0.65 Negative
Fluctuation/density ratio 1 AU Weak - -
Flux 1 AU Strong ~0.70 Negative
Flux fluctuation 1 AU Strong ~0.65 Negative
Fluctuation/flux ratio 1 AU Moderate ~0.78 Negative
Radiat velocity 1 AU Weak >0.8 Negative
Velocity fluctuation § AU Moderate ~0.70 Negative
Fluctuation/velocity ratio 1 AU Moderate ~0.75 Negative
Fluctuation spectral index Weak/none - -
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Ground Tracking System Phase
Fluctuation Spectra

A. L. Berman
TDA Engineering Office

Spectral analysis of solar wind plasma fluctuation requires know ledge of the average
ground tracking system phase fluctuation spectrum. This article prsents typical ground
tracking system phase fluctuation spectra as deduced from two-way S-band doppler noise

measured at large Sun-Earth-Probe angles.

I. Introduction

An extremely important tool in solar wind investigations is
the spectral analysis of either single-frequency (§) or dual-
frequency (S-X) doppler phase fluctuations. As a part of this
analysis, one nzeds to know something about the spectral
characteristics of phase fluctuations induced in the ground
tracking system, so that this effect may be separated out or at
least known to be insignificant when compared to the
particular solar-wind-induced phase fluctuations being ana-
lyzed. In Reference 1, test results are documented of measured
two-way S-Band doppler (phase) noise for the Pioneer 10,
Pioneer 11, Helios 1, and Helios 2 spacecraft when they were
at large Sun-Earth-Probe (SEP) angles, so that the solar wind
contribution (to the doppler nois¢) was minimized. The
doppler noise was computed for sample intervals between 1
and 60 seconds, with the number of doppler samples fixed at
15 in all cases, hence resulting in an observational time scale
proportional to sample interval. Reference 2 presents a
method whereby sample interval dependent doppler noise is
easily converted to the equivalent fluctuation spectrum; it will
thus be the purpose of this article to translate the average
doppler phase fluctuation (noise) data from Reference I into
equivalent phase fluctuation spectra.

il. Measured Ground Tracking System
Average Phase Fluctuation Spectra

In Reference 2 it was found that the relationship between
doppler noise produced by the Network Operations Control
Center (NOCC) tracking validation software doppler noise
algorithm' and RMS phase (¢) was:

7 * noise (1)

wiw

o(r) =
r = doppler sample interval, s

Reference 2 further assumed that the relationship between
doppler sample interval and phase fluctuation frequency (v)
was!

v~ (307)°"

' A “running” standard deviation computed from a least squares linear
curve fit to 15 samples of actual minus predicted (average) doppler
frequency.
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so that the noise equivalent phase fluctuation spectrum (:UH(V))
was

_d :
P = L ilow) ]

Using this technique, the doppler noise data from Reference |
translates to the tollowing (ground tracking system) spectra:

Pioneer 10 = P (») = 1.11 X 107 p 12 1ad?/H2

Pioneer 11 - Pq(v) =198 X 107! v 12 rud? /M,
Helios | P (v) =5.00 X 1072 p~ 1% rad?/Hz
Helios 2 P(¥)=(1.25X 10020 1% +470 X

1077 v=3) rad?/Hz

Table 1 lists the decade spaced spectral density values for each
spacecraft for the phase fluctuation frequency range:

WHz2v =10 % Hz

while Figure 1 presents the wesults in graphucal form.

Although the ground tracking system 1s believed to be the
major contributor (in combination with the particular round-
trip-ight-time for each spacecraft) to these fluctuation spectra,
there are also spacecraft and Solar Wind components. As an
example, the Helios 2 spectra for the frequency region.

v< 1073 Hz

would appear to be almost solely due to solar wind plasma
fluctuation, and not the ground tracking system. The most
important contnbutor to the tracking system stability is the
Deen Space Station (DSS) frequency standard, which in these
cases was a rubidium standard. For the DSS which have (or
will have) a hydrogen maser frequency standard, the corre-
sponding ground tracking system phase fluctuation spectra can
be expected to be substantially decreased.
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Table 1. Average phase fluctuation spectral density versus
fluctuation frequency

tluctuation

Average phase fluctuation spectra, l’ildz/HL

trequency, Hz Pioneer 10 Pioneer 11 Hehos | Hehos 2
10! 7.0x 1072 1.2x 102 20x1070  so0x107?
100 Lix10h 20x107! s0x10? 13x 1072
107! 1L8x10% 3ax10° 13x10°  31x107!
1072 28x 100 sox 10t 32x10' 7.9x10°
1073 44x102 79x 102 79%x10®  6.7x 10
1074 720x10° 12x10* 20x10*  48x10°
1073 Lix10° 20x105 sox10®  47x108
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Sysiem Performance Tests are required to evaluate system performance following
initial system implementation and subsequent modification, and to validate system
performance prior to actual operational usage. This article describes non-real-time
end-to-end Radio Science system performance tests that are based on the comparison of
open-loop radio science data to equivalent closed-loop radio metric data, as well as an
abbreviated Radio Science real-time system performance test that validates critical Radio
Science System elements at the Deep Space Station prior to actual operational usage.

I. Introduction

Radio Science data generated by the DSN Radio Scienc:
System are conveniently categorized as follows:

(1) Closed-loop radio metric data generated via the DSS
Tracking Subsystem.

(2) Open-loop radio science data generated via the DSS
Radio Science Subsystem (64-m subnet only).

System performance tests already exist for the closed-loop
radio metric data generation system, so that the primary thrust
of Radio Science system performance tests (SPTs) will be the
verification and evaluation of the open-loop data generation
paths. SPTs can be considered to have two primary functions,
as follows:

(1) In-depth evaluation of system capabilities and perfor-
mance following initial system implementz ‘on and
significant system modification. Successful completion
of SPTs allows system transfer to DSN operations for
project usage.

(2) Routine validation of system performance prior to
actual operational usage.

To satisfy the sbove functions, two conceptually distinct
SPTs will be developed, as follows:

(1) An end-toend Radio Science SPT which includes
elements located vithin the Deep Space Stations
(DSSs), .the Ground Control Facility (GCr’), and the
Network Operations Control Center (NOCC). This test
will be performed in non-real-time.
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(2) An abbreviated Radio Science SPT which will include
only the cntical elemerts at the DSS, and will be
performed in real-ume priot to actual radio science
operations.

These tests will be detailed 1n Sections Il and 1 to follow.

il. End-to-End Radio Science System
Performance Tests

Open-loop radio science data is generated via two inde-
pendent paths identified as follows:

(1) Real-time bandwidth reduction.

(2) Wideband recording.

Alihough the two prosesses utilize very different equipment
and techniques, both have similar inputs and outputs:

(1) Input — Spacecraft signal acq.red by an open-loop
receiver,

(2) Output — A digiticed recording of 1 narrow frequency
bandwidth which contains the actual spacecraft fre.
quency mixed with the predicted spacecraft frequency,
and a numerical representation of the predicted space-
craft frequency.

It is thus apparent that to thoroughly perform an end-to-
end test of the Radio Science System, two separate tests will
be required. The tests will be conceptually similar; however,
the assemblies and subsystems that actually compose the two
separate data acquisition paths will be quite dissimilar.

The basic approach utilized to implement a Radio Science
System end-to-end SPT is rather novel — the final (open-loop)
radio science deliverable to the project (bandwidth reduced
frequency d~ta) will be compar-d to the equivalent (closed-
loop) radio metric deliverable to the project (doppler data).
This test will be quite flexible in that it can be performed
routinely when tracking any spacecraft, and further allows any
desired downlink frequency signature to be approximated via
the use of uplink ramping (one round-trip-light-time earlier).

The inputs to the system performance test software that
will perform the radio scie:ce data-radio metric data compari-
25 are the radio science data (real-time bandwidth reduction)
Intermediate Data Record (IDR), the wideband radio science
data (wideband recording) IDR, and the radio metric IDR. The
DSN elements exercised in the generation of a radio science

data IDR are:

1%

(1) Narrowband Open-Loop Recenver (OLR)
(2 Programmed Oscillator Control Assembly (POCA)
(3) Programmed Oscillator (PO)
(4) Occuitation Data Assembly (ODA)
(5) POLAS Software Program
(6) PREDIK Software Program
(7) High Speed Data transmission (HSD)
(8) Data Records Subsystem (GDR)
In generation of a wideband radio science IDR they are:
(1) Wideband Open-loop Receiver (OLR)
(2) Digital Recording Assembly (DRA)
(3) PREDIK Software Program
(4) CTA 21 Radio Science Subsystem (CRS)
(5) High Speed Data Transmission \HSD).
Figure 1 provides the functional block diagram for the
real-time bandwidth reduction SPT, while Fig. 2 provides the
functional block diagram for the wideband recording SPT.

Radio Science System performance evaluation and accep-
tance criteria in conjunction with these tests will be based on:

(1) Absolute differences in 1 second averaged frequencies.

(2) RMS differences over various time scales of | second
averaged frequencies.

Test

The critical elements which require checkout prior to actual
operational usage of the real-time bandwidth reduction capa-

bility are:

ill. Abbreviated Radio Science System
Performance

(1) Open-loop receiver (OLR)

(2) Programmed Oscillator Control Assembly (POCA)

(3) Programmed Oscillator (PO)
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(4) Spectral Signal Indicator (SSI)
(5) Occultation Data Asscnibly (ODA).

Figure 3 illustrates a very stmole configuration that will
adequately vahdate real-time bandwidth reduction capchility
(in concert with the available Occultation Data Assembly
internal software tests). Essentiaily, the imtia! frequency of a
given predict set provides the POCA-PO driver: at the same
time, the corresponding S- and X-Band frequencies from the
test translator are input to the narrowband OLR. The OLR
output is recorded by the ODA and lisplayed on the SSI;
acceptance critenia are simply that the ODA recorded signals
be centered in the SSI (displayed) bandpass. Additionally. the
ODA recorded signals will be included in the IDR delivered to
the project and may find use as a system calibradon.

A corresponding abbreviated SPT for wideband recording
capability is not required, as the three critical elements:

{1) Open-loop receiver (OLR)

(2) Dugital Recordig Assembly (DRA)
(3) CTA 21 Radio Science Subsystem (CR3)

function independently f each other. and hence existing
individual assembly and subsystem level tests should sutfice

IV. System Performance Test Development
Schedule

Tne planned schedule for availability of the various Radio
Science SPTs is as ‘ullows:

(1) End-to-end wideband recording SPT  April 1, 1978.

(2) End-to-end real-time bandwidth reduction SPT
July 1, 1978,

(3) Abbreviated real-time lLandwidth reduction SPT -
July 1, 1978.
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A Fast DFT Algorithm Using Complex
Integer Transforms!

1. S. Reed

University of Southern California
Department of Electrical Engineering

T. K. Truong
Tracking and Data Acquisition Engineering Section

In this article Winograd’s algorithm for computing the discrete Fourier transform
(DFT) is extended considerably for certain large transform lengths. This is accomplished
by performing he cyclic convolution, required by Winograd’s method, by a fast
transform over certain complex integer fields developed previously by the authors. This
new algorithm requires fewer multiplications than either the standard fast Fourier
transform (FFT) or Winograd’s more conventional algorithm.

I. Introduction

Several authors (Refs. 1-12) have shown that trans.orms
over finite fields or rings can be used to compute circular
convolutions without round-off error. Recently, Winograd
(Ref. 13) developed a new class of algorithms that depend
heavily on the computation of a cyclic convolution for
computing the conventional discrete Fourier transform (DFT).
This new algorithm, for a few hundred transform points,
requires substantially fewer multiplications than the conven-
tional fast Fourier transform (FFT) algorithm.

The authors (Ref. 5) defined a special class of finite
Fourier-like transforms over GF(q?) where ¢= 2P~ 1 is a
Mersene prime for p = 2,3,5,7,13,17,1931,61 . . .. These
transforms have a transform length of d points, where d|3p.

1This work was supported in part by the U.S. Air Force Office of
Scientific Research.
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The advantage of this transform over others is that it can be
accomplished simply by circular shifts instead of by multipli-
cations (Ref. 11).

In this paper, it is shown that Winograd’s algorithm can be
combined with the above-mentioned Fourier-like transform
over GF(gq?) to yield a new hybrid algorithm for computing
the discrete Fourier transform (DFT). By this means a fast
method for accurately computing the DFT of a sequence of
complex numbers of very long transform lengths is obtained.

Il. Cyclic Convolution

The following algorithm for the cyclic convolution of two
sequences is based on ideas due to Winograd (Ref. 13). Let the
field of rationals be R. Alco let X(u)= xg +x,u + x,u?
toobxut), Y)= yo tyutyut 4.0+ yunt! be
two polynomials over R. The product Tu) = X(u) * Y(u) can
be computed by

Nl NSRRI o -
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() = Ao - Y maod H (1t - a) (N

where
o€ R

It 1s shown i (Ret. 13) that a muumum of 2n - | muitiplica-
tions are needed to compute bq. (1).

It is readily shown that the cyclic convolution ot ¥(u) and
Y(u) is the set of coetlicients of the polynomial

T'(u)= X))+ Y(u)ymod (u" - 1)

Let the polynomial »" - | be factored into irreducible
relatively prime factors, i.e.,

K

w-1= ] s
i=1
where
(g;(), gl(u)) =1fori#j
Then T'(1) mod gu) fori =12. .. kcan be computed,
using Eq. (1). Finally, the Chinese Remainder Theorem is used

to evaluate T(u) from these residues. The above summarizes
Winograd’s method for performing a cyclic convolution.

The following theorem is due to Winograd (Ref. 14).

Theorem I. Let a and b be relatively prime positive integers
and A be the cyclic ab X ab matrix, given by

A(x,y) = f(x +y moda - b), 0<x,y<ab

If 7 is a permutation of the set of integers {0, 1,... ah-1},
let

B(x,y) = A(n(x), n(»))

Then there exists a permutation 7 such that, if B is partitioned
into b X b submatrices, each submatrix is cyclic and the
submatrices form an a X a cyclic matrices.

It was shown by Winograd (Ref. 14) that the number of
multiplications needed to perform a circular convolution of

2345 and 6 pomts s 24500 and & multuphcations,
sequences of complesn integers, a4 J-point transform  over
GF(q? ) where J|8p 1s utihized here Since the latter transtorm
can be evatuted without multiplications (Ref. 11). 1t can be
used with considerable advantage to compute a cyclic convolu-
tion without roundoft error of two d-point complex number
sequences. Hence. for the transform over GF(g?). the number
of imeger complex multiplications needed to perform a
crreular convolution is precisely .

lll. The DFT When Transform Length Is a
Primed = q'

The DFT is defined by

d-1

A = E aw'

7 1
i-0

where w is a dth root of unity. Let

d-1
A4,= 3 a 2a)
i=0
and
A,.=ao+B’. for j=1.2, d-1
where
d-1
Bi = a,.w"
i=1
That is, let
B=Wa (2b)

where W is the (d - 1) X (d - 1) matrix (W) and g, B are the
column matrices (a,) and (B,), respectively. If d=q' is a
prime, then, by Ref. 12 one can find an element « in GRq")
that generates its cyclic multiplicative subgroup of ¢’ -1
elements. Using the element a a cyclic permutation of the
elements of GF(q') can be defined by

g -2.q-1
a= (2¢)

aa®,....a772 7"}
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With this permutation, vae can permute the indices ot B, a, B

defined in bq (2b) so that the matiy 1= (00700,

Wopsor®
cvehie That
q 1
— Oy
B Z o™
[
q' 1
= Wiy}
Z aa(l)“
1|
for
\, .
;j =120 g (3)
Thus. B,y v a cyche convolution of ¢,y and wol) forj =
N 4
Qe q' 1.

Let ¢ - 1= P, Py b, be the factorization of ¢ - 1
mto prime integers. If one lets ay=p cp,ep, and bI =
p,. by Theorem 1 the cyelic matriv can be partitioned mto
bf = pr2 matrices ot sizea. X a,. Next let a, =a, X hz‘ where
ay=p,---p,yand b, =p, . Ita, 1s not a prime, then each
a, X a, cychic matrix can be partitioned into bg matr:ces of
size ay, X ay. Ingeneral.a, =a;,, * b, . where b, is a prme.
Ifa,., # 1. then each a, X g, cychic matrix can be partitioned
into b2 | matrices of size a;,, X a;,,. Otherwi-* the proce-
dure terminztes. If the number of multiplications used to
compute the cyclic convolution of p, points is m, for i =
1.2.....r, then the number of multiplications for computing a
g'-point DFT is equal to. N =m, *m, ---m,.

For most applications the two Mersenne primes 23! - |
and 26! - 1 will provide enough bit accuracy and dynamic
range for computing the DFT. For these primes, we choose the
prime ¢’ to have the form

’

g = 1+a-2%-p

N

multiphcitions needed o pertorm this comvolution s 2=+ p
Hooce for a pnme ¢ the total number of multiphetions,
needed to pertonn o DEE of ¢ = ¢ comples number poms
shown i Table 1. To dlustrate the above procedute consider
the tfollowmg example.

Example. Consider the DET tor = 7 pomts et the mput
function be detined by

Ao_ Z a’=3+10 (3a)
1 0
and
=g + ' = 1.2 3
A/ a, hl tor g 12.....06 (3b)
where

6-1
b = E aw’, w o= et?m/7
Jj i

t-1

For d = 7. the permutation ¢ 1s given by

1,2,3.4.5.06

3.2,6.4.5.1

Applying the above permutation to kq. (3b). one obtains

B=Wa as

206 1 S 1 L3
where 22 - pl(2? - 1)* - 1 forp=3lor6l anda=3 or 5. by WE WS W T W W aa\
Such values for the prime ¢’ are 373, 733. 1861, and 2441. If 6 4.5 1.3 2
. ~ . Ll ’ » ' y »
d = q’ is the transform length of the DFT. then, by Theorem 1, ly WowE Wt whw a,
there exisis a permutation of rows and columns so that the 4 5 1.3 .2 6
cyclic matrix W can be partitioned into blocks of (22 + p) X b, WowTwi Wt Wt w s
(22 « p) cyclic matrices. such that the blocks form an a X a - S 1.3 2. €. 4
cyclic matrix. A cyclic convolution of =3 or 5 complex b, WoWwwWmwWE W W a,
number points can be accomplished by Winograd’s algorithm. o3 2. 6.4 .8
o ‘ . + ¥ ) 0 9
As it was mentioned in the last section, the transform of by WoWTWE W R W a5
length 22 « p over GF(g?) can be used to compute the cyclic 5 w3 w? WS w1 ! .
convolution of 2% « p complex number points. The number of t 1
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y By Theorem 1. there exissts a permutation 7 of rows and

' columns so that the above cvehie matiny can be pattitioned
3 )

mto 2% 2 block matiiy ot 3 1 3 evelie blocks as tollows
é hJ w2 aweh et e ey 0
! b whwd e w0 ey S 0
g h whowet !t wdt awt we 0
3 h i W et et ety 0
h, wo S el et y? |
b W S e et e ! 0

- This matrix equation has the block forms,

D C Zz

(C+1)Hz| +‘/.2)+(C—[))(/_| -Zzh )

—
o] =
¥ -
S ————
I

(C+D)(Zl +Zz)—((‘—D)(ZI —ZZ)

E+F

(4)
E F
Since C and D are 3 X 3 cyclic matrices. it is evident that the
matrices C+ D and C - D are also 3 X 3 cyclic matrices. In (4),

Eis
¢ -0.445, 1.247,-1.802 0
E=fe | = | 1.247,-1.802,-0.445 !
e -1.802,-0.445, 1.247 0
(5)

where approximately 1/2Re(w? + w®) = -0.445, 1/2Re(w' +

w®) = 1.247, etc. Let gy =-1.802, a, =-0.445, a, = 1.247

and v, =0, v, =1, v, = 0. Then the matrix defined in Eq. (4)

can be obtained by computing the convolution of the two

sequences a,, and b,,. To do this use a transform GF(q?) where
=23-1.

By (Ret 0), s oonverted finst to a

sequence ot integens v
a 3 root of umity the tanstorm over GEF(72) ot ¥, s

the sequence of
- the dynamie range 4 - 2 Since 2 18

12 qark=0.12

R
L A VI
X E v,ot2

n 0

Thus N, =0.%, =3.X, =1
Similarly. the DET of sequence v, 18

L}

g A P
= yoe MR =024
)k 2 n ]

nou
for
k=012
That 1. Y, Y, =2 Y,=4 But F, =X, » Y, e
Ey=0.F =0, = 4. These are the only mteger muluphca-

lmna medtd to pufnrm this DFT. The inverse transtorm of
Eyoas

3-

E 2"k for
t 0

oreg=1l.e, =-l.e,=0.

In a similar fashion nmtri\ F, given in Lq. (4) can also be
obtained as f; = -7 fi = 70, £ = -7. Thus. by Eq. (4) one
obtains by = 1/ by == 1/ by =(1- D25y =(1 +7)/2,
=-1/2, b, =-1/2. Hemc ﬁnally =2 +’b A =1+1/2,
A =124, A= 123-D.A, 123 +D. A =12+ 1.

=1~ /2 For this example, the dynamic range of GF(7)
is inadequute. There is a large truncation error due to the
approximation of the roots of unity, Evidently. the DFT in
this example has an accuracy of precisely 2 binary digits,
including the sign bit. This example, though only illustrative,
suggests that the large finite fields given above have more than
adequate dynamic range to compute the DFT with small
truncation error.

IV. Transforms of Very Long Sequences

In order to compute the DT of much longer sequences
than considered in the last section, let d=d, +d,...d,.
where (d;.d))=1 for i #j. By using the Chinese Remainder
Theorem (Ref, 15), it is shown by Winograd in (Ref. 13) that
the DFT matrix W can be transformed into the direct product
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. ot Wi W, W Cwhere W the matts ot ad-pomnt DE longer sequences of compley numbers can be obtained b
. Assume the number o multiplications used to pertorm the using Table Tabove and Table T w Ret, 13 These numbers ae
. dypomt DET tor =120 orwom, Then, the number of given i Fable 2 The present algonthm, and conventional FH
multiphcations 1o computing & Jpoint DED alvonthm (Ret” To) are compared i Table 2 by givng the
myoomy o omy, Toallustiate this, see the example tor come number ot real multphcations needed to pertomm these algo-
puting a 12-pomt DET given i Ret 14 By the same proce tthms, The number of real multipheations needed to pertonm
dure used i the computation ot this example, the number ot A transform of a few thousand pomnts v given me Table 2 ot
mteger muluplications needed to perform the transtorms of Ret 13,
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Table I. Complexity of complex number DFT of
prime number length

No, ot Integer

d-p F Complen
Multiphivations
372 22.3.1 496
733 223461 976
1831 203561 18RO
1861 22030503 4960
2441 AL 4880

Table 2. Complexity of new aigorithm for DFT

New glgonithm Radin-2 11 T

No integer No. real
d bacton . . S
multiphcations multiplications
complen data Zdlogzd

4096 2 98,304
4476 373 x4x 3 23,94

8192 a3 212,992
8796 733x 4% 3 46,944

16384 a4 458,752
20888 373X 8T 143424

32768 218 983,040
41048 733x 8% 7 81,664
62664 373X 8% TX3 430,272

65536 20 200 N2
123144 733 x 8x 7x 3 844,992

131072 217 4,456,448

262144 218 9,437,184
268560 373 x 16 Xx9x S 2,796,768

524288 219 19,922,944
527760 733X 16 X 9X § 5492448
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Using the Techniques of Winograd*

1.S. Reed

University of Southern California

T. K. Truong and B. Benjauthrit
TDA Engineering Office

A new algorithm for computing a Fourier-like transform over GF(2"), where u =
1.2,3.4.5, is developed to encode and decode Reed-Solomon (RS) codes of length 22"
Such an RS decoder is considerably faster than a decoder thai uses the conventional fast
transform over GF{22" ),

I. Introduction

Fast real-valued transforms over the group (Z,)" were developed first by Green
(Ref. 1) to decode the (32,6) Reed-Muller code (Ref. 2) used by JPL in the Mariner and
Viking space probes. Recently Gore (Ref. 3) extended Mandelbaum’s methoas (Ref. 4)
for decoding Reed-Solomon codes. He proposed to decode RS codes with a finite field
transform cver GF(2M), where : v un integer. Michelson (Ref. 5) has implemented
Mandelbaum’s algorithm and showed that the decoder, using the transform over GF(2?),
requires substantially fewer multiplications than a more standard decoder (Refs. 6. 7).
The disadvantage of his transtorm method over GF(2") is that the t-ansform length is an
odd number, so that the most efficient FFT algorithm cannot be used.

For a space communication link, it was shown in (Ref. 8) that the concatenated
l6-errorcorrecting, 255-symbol RS code, each symbol with § bits, and a k = 7, rate = 1/2
or 1/3, Viterbi decoded convolutional code, can be used to reduce the value of E /N
required to meet a specified bit-error rate Py. Here E is the reccived energy for each bit,
and N is \he nuise power spectral density at the receiver input. Such a concatenated
RS - convolutional code is being considered currently by JPL for the Voyager missions.

*This work was supported in part by the U.S. Air Force Office of Scientitic Researh under Grant
Number AFOSR 75-2798.
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The Vovager RS codeatilizes 255 svmbols tormtormation and erver control aat ot
possible 2560 svmbols O1 the 255 RS svmbols onlv 223 gre actually ased s mtormation
ssmbols The remamz 32 svmbods e panty check ssmbols Tos by this means that the

288 vmhol RS code isconatenated with a ko “oree 1 2o 13 convolutional code

(n this paper. o new alponthm based on the methods of Wanograd (Rets 90 T0)
developed to compute & transtorm over GHEZ®)y o more venerally over GE(22™MY s
n=1.2, STy tanstorm algonthm over GE22™) tor n= 1.2,3.4 requures tewer
multiphcations than the more conventiona! fast transtorm algonthm descnbed by Gentle-
man (Ret 1T The alegonthm s presented i detal i this paper only tor the cases
M p

0= 2.3 This algonthm tor other values ot noand tor RS codes over GEC2M) where m 2
can be treated in g similar manner though perhaps not as simply

il. A New Algorithm for Computing a Transform over GF(22")
of 2" - 1Pointsforn=1,2,...,5

Let GEC22™) be the tintte tield of 227 elements Also let N be aninteger that dwides
227 - 1 Nead, let the element yeGF(22") generate the oy che subgroup ot N elements,

Gy - v vr0 N =1 Jm the mulupheative group ot GE22™) The transform over
this subgroup Gy can he defined by

,\J = igo ai { Lj
tor
0<j<N-=-1
where
a, € GF(22")
Rewnte this in matnx form as
A=Wa, (h
where
'
K' = (wi,j)
and
'
wi,j = Yij

e -
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ek,

Al let
N-1

AO ; i=0 i
and

A, = AO + B
tor

i=1,2,..., N-1

wiiere

That is, let

E = Wa Q)

where W is the (N - 1) X (N - 1) matrix (Y9);; o and a, B are the column matrices (a,)
and (B, ), respectively.

Forn=12,..., S, the order of a multiplicative group of GF(22") cun be tactored
into Fermat prime factors, i.e.,

n n-1
221 =1 @2t + 1)
i=0

If N is a Feriaat prime p, one can find an element a € GF(P) which generates the cyclic
subgroup of p- 1 elements. Hence a permutation or substitution o can be defined by

1' 2, co ey P‘?. p‘l
g = mod p
a, az, ooy QP 2, np 1 =]

wiere all the elements of this substitution are taken modulo p.

Using the above permutation, by (Ref. 12), one can permute the indices of B, a W
defined in (2) so that the matrix W = (y2(Deld), . o is cyclic. That is,

L I ey a2 g e = e i

»
2y
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p-l
- (i) ()
13 () = f;l dt(i) I

po | it+]
4

i=1

ton

This 1s reexpressed i matrix form as

R
1
=
¢
é_J

where

and
F7 Gy

By (3a) B, ) 15 4 cyclic convolution of a5y and v9M forj=12.--- .p- 1. But also (3a)
1s the set of coet.cients of

el i-1
T(w = =1 o (p-1i)
p-1 _
X Yo(i) i-1 mod L 1
i=1

Since p is a Fermat prime, vP ' - 1 = (u + 1)P~! mod 2 so that one cannot factor
uP~=1 - 1 over GF(2) into irreduc ble relatively prime factors. Hence, Winograd's method
Refs. 9, 10) for using the Chinese remainder theorem to evaluate T(u) with th. residues
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of these factors cannot be used duectly  Thus, special techniques are developed n the
tollowing sections to caleulate the p-pomt transform over GH(22"), where p 18 a Fermat
prme

[et
n n-1 i
L2 (2 ) _
N =2 -1 = 2 + 1 —NlNz...Nk,
i=0
where
N., N,.) =1
( J)

for i # }. Using the Chinese remainder theorem (Ref. 13), 1t is shown by Winograd 1n
(Refs 9. 10) that the transform matnix W' defined in (1) can be transformed nto the
direct product of Wi, Wy, ... Wi where W, is the matnx of an N -point discrete
Founer-like transform. Assume the number of multiplications needed to perform an
N,-point transform over GF(22") fori=1.2, ... ks m;. Then, the number of multiplica-
tions for computing an N-point transformis mym, ... m,.

lil. Transform Over GF(24) of 15 Points

Consider the tinite field GF(2#). Since N =24 - | = 3 X 5, the algonthm described in
the previous section can be used to calculate the transform of 15 points over GF(24). To
do this the N -point transforms over GF(22") are first developed individually for N, = 3.5.
Let y be a 3rd root of unity in GF(22™) forn=1.2,... 5.

For N, = 3, the transform over GF(22"™) forn =1.2, ... 5 is expr.ssible as

0 0 0
/AO Y, Y, Y a,
.o 1 2
Al = Y, Y Y al )
0 2 1
A2 Y Y Y az
Let
m, = 0 (a +a, +a,)
0 Y a, *a +a,
- 1
ml (a1 + a2) Y
2 1 _ .0 5
m, * (v Y ot a, Y a,
_ 2 I SO - 0
my = (v YY) a, Y U a,

Y
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(6)

In what tollows, a muluphcation by the element 9 will need to be considered
sometimes as a muluplication. Hence by (S), 1f one includes multiplications by the unn
7% = 1, the total number of multiplications needed to perform the above transtorm 1 4.

Next consider the case N =

n=23..

M v

' R

A3 Y

A!‘ Y
Thus,

_ 0

AO = y (a

and

=
~~
=]
[y
~
I

3. The S-pomnt transtorm 1s equivalent to

0 0 A
Y Y 0
3 4 a
Y Y 1
1 3
YOy a,
4 2 a
Y Y 3
2 1 a
Y Y 4
2 + a, + a, + aS)
1 2 3 4
Y Y Y Y
2 4 1 3
Y Y Y Y
e Y R
4 3 2 1
Y Y Y Y

5 Let v be a 5th root of unity m GF(22") tor

(7
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mod 5
3|

Now
B = .
()T Yoy, 0y i
[\
B, Vi Yo Yoy Wy '
B, w, | w w w a
N 4 4,2 ah o Yas o Y 4
B = (8)
B, Y320 Y340 V3,30 Vi 3
B I YLe Y130 Yo 4
4 3 1 2
Y Y Y Y 32
3 1 2 4 ]
Y Y Y Y d4
1 2 4 3 , = Wa
Y -Y i Y “3
2 4 3 1
Y Y Y Y al
This 1s of form
Y, A B xl\\
Y2 B A Xz/
where
B, B,
Yl = ; , Y2 = ; ,
4 1
1“7
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2 3
A\l = 5 XZ = )
‘14 .12
4 1 1 2
Y Y Y Y
A = , b =
3 1 2 4
¥ ¥ Y Y
(N
Thus
Yl AX]-+-B}{2 A(X1+X2)+(B—A) X2
¥ ) )
‘1'-" &2 BX1+AX2 A(X1+X2)+(B-—A) Xl
~: ( D+ E )
f D+ F
3y
SOl
‘T"». where
LI D = A(X1+X2), E = (B—A)Xz,
F = (B - A4A) X1
Now
dl
2
)
= 3 l

3 4 3
Y (al+a2+a3+a4)+(\ + v7) (a2+a3)

i

3 1 3
Y (a1 + a, + 33 + aa) + (v +Y7) (a4 + al)

g 0
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Y =Y , ) =) l;
o= (B = A) (N, =
) 3y 2 1 4 .
Y Y s ) ] 1
1 4 0
Q' +w)(u]+a})+w a

1 0
G+ \&) fa, +a,) +y a
2 4

Sunlarly
1 4 0
(v +1y)) (a, + ;1/{) + v a,
F =
l 4 0
G+ ) (o, + ‘1:‘) + 3y a,
Thus
! ; g ! 4 b+
B, TR S I S B S S R N SN S Y L S E R ( Yy )
“3‘ "('ll+".'+"K+"«‘+('l+"\"("l+"'.)*“l+';) (‘|l+|‘)+,
4 ! y i “ it
B, ol by bt G D) Gy a0 ()
B, . Gyt ra van+ ol ey Gy +a) + G R Gy +a)) PO
Hence
0 0 3
. a, + . = . K . .
A Yo 8 Vot Gty bagtag
1 3 4
+ G FY) (ay +a,) + (v + y*) (a, +a,)
1 4 2 4
0
+ v az
0 0 3
= an + a, + a, +. E + é F a
Y (ao ay 1, i + ‘b) + (y YY) (11 + A, + 13 +
1 3 4
+ + a, + o H -
(v Y)(n1 l[‘)+(v+v)(d2+al‘)
0
+ n
Y dz
A, = YO (a, + a, +a,+a, +a,)+ (yo + yj) (a, +a, +a, +
2 0 1 2 3 4 2 3 4

040" @y a6 Gy +ap

+Yoa

1

1 i

3

U| h
1

U
.l’

a,
4

)

aA)

al)
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] §
A; ' (‘l()+“l+‘1_‘*‘i£+‘14)+(’ + ) (.13+.15+AA,‘+.1I)

Y+ () (L +oay)

3
+ (0 + ) (Ax)+.13 ;

|
|

+ (14
A =y0(d+1+l+1+1)+(\()b5)( + +
4 o7 T Tyt Pl bt
t‘; + (yl + \,}) (a] + .14) + (y + ‘y'/‘) (411 + \15) + ,U ‘13
f
; Now let
i
‘ 0
i = )
5 ™ Y (30+al+32+a3+34)
! _ 0 3y .. .
t m1 = (y + 1) (J1+a2+a3+aa)
.3 4
m, = G+ y) (a2 + d3)
3
m, = G+ ) e (al+34)
_ 4 ,
m, = (vy +v) (al + a3)
_ 4
m, = (v +v) (a2 + 34) ©)
- 0 . ~
Mg YT
m = 0 .
7 Yo A,
m = 0 ca
8 Y 4
m = 0 .
9 L
Sl = mo + ml + m2
Sp = mytm +omg
Then
by = m
Al = 82 + m5 + m9
A2 = Sl + m, + me (10)
A3 = Sl + m5 + m8
A4 = S2 + m4 + m7
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It e one wcludes maltiplications by the unit 300t tollows trom the algonthm in
(V) that the number of nteger mattiplications needed to pertorm a S-pomnt transtorm s
101 muluphcations by 20 Lre excluded. evidently only 5 multuplies are actually needed

Now constder the case N = 15 = N N, = 3-8 Let nteger 0 s 1< |5 be represented
by apan (10150 = (emod 3010 mod 5).Simcee (3.5) = 1L by the Chinese remamder theorem.,

i = (i] © 10 + 1, © 6) mrd 15 (n

Let v, and 7, be 3id and 5th roots of umty m GF(29), respectively. The 15-pomnt
] 72 ) ] \ !
transtorm over GE(24) in Lyand iy

TR e o m e g w e

%ot 4 dart Al -

e

15
A = a 1J
I i=o *
or
. i 3-1 5-1 ) le-_]z . 11-J1
(\]19‘]2) i =0 i =0 (11,12) 2 ].
1 2
(12)
2 .
= 2 a, Gy 1
izo 172
1
where
5-1 . ) @
i« j
a, (j,) = a Yy "2 2,
1,72 2o Upip))
jl = 0’1’2’ and

or in matrix notation,
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where

l / 0 0 0 0
. 1, Y. Yl Y 1.

|

te O
I
———

—~

e

=

~

0 1 2 3 4 v
¥ T, fy 'y r fy (1],1)
. o 2 4 1 3 o |a,
w2 - Y2 Yz YZ {2 Y‘- . (liI (Ll’Z)
0 3 1 4 2 a
£ Y Yo Yy Yy o X (11,3)
y 0 4 3 2 1 a,,
Thus (12) becomes
'
— 171 -
A, = :i: Y v, oa; (13)
) 1l=0 1 1
; for
<
L3 jp = 0,12
24
y’j
o3 or
t‘: - \ ' U * —_
4
,:: AO W2 W2 Wz ao
nr‘: — ' ' U 2 —
; A= w, w '
i 1 2 "1 Vgl &
;\:z _ ' [ ' -
¥ A, Wy Wvp Womylo\a,
p;!
Now by (11), one obtains Ag in terms of A, :
f A(0,0)\ Ao\
Aw0,1) A
% T 20, | T [ M2
a
- 40,3 A3
- Aw,fo/ \“9/
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Stinlathy
Ay
Al
Ay T LA
Ay
A&
and
ag \
.
aO = ayn sy =

2y
\ 49

A

bl

AL

'\l = :\2

Ay

My,
:110 / :15
NS N
a, , 52 = a,
k) g

A 4 /

Using the 3-pomt transform wm (4) and making the correspondances, Y0eW,.

YWy, y2oW5y2, one obtains

' -
M, = W7 Y, (a1 + az)

WWJW:*&« e #"' J-—H,w

.%...-&.,—-

a + a

g
183
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M. = W o« a

M, = W, * a,

A = M,

A

1]
=

+
=
+
=

1 0 1 2 0

and

A3 = MO + M1 + M3

Observe that all four matnix multiplies 1n (14) are S-point transtorms of exactly the
same form as (7). Thus one may compute M, for j = 0.1,2.3 in (14) with a procedure
similar to that used to compute the matrix defined in (7).

The number of multiplications for computing an M, for j = 0.1.2.3 in (14) 15 S
excluding multiplication by ¥°. Thus. the total number of multiplications needed is
4X5=20.

IV. Transform Over GF(2%) of 255 Points

Since N =255=3 -5 +17=N; « N, * N;, by Winograd’s algorichm, one needs to
compute an N -point transform over GF(28) for N, =3.5.17. An Ni-transform over
GF(28) for N; = 3 or 5 was computed in the last section. For N, = 17, the permutation o
is given by

(8] =

( 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16)

5, 8, 6, 13, 14, 2, 10, 16, 12, 9, 11, 4, 3, 15, 7, 1

Applying the above permutation to (2), one obtains a 16 X 16 cyclic matrix. By
theorem | in Appendix A, the cyclic matrix can be partitioned into blocks of 4 X 4
matrices so that the blocks form a 4 X 4 cyclic matrix. This has the form

(TZ A B CD S,
T, B C D A S,
- (16)
T, C D A B S,
\Tl D A B C S,
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/ 1 > fel
) - Y 1 ! "
I 5 K 6
1 Y ! Y
5 8 b 13
1 f ' s
nls l]-ﬁ
-18 12
e a Ea a
6 Y10
3 / ’ e ’
«'112 113
a9 45
S, = ! s, = )
M1 7
a4 ’ 4

Now 1f one mah s the correspondences, A« y* By} Cey. Doyl and 1= A+ B
+C+Dey+42 + 3+ y3=11n (8) then by a procedure similar to that wsed to
compute the matnx detined in (8) one obtains

N =B'(Sl+52+S

1 + Sl.)

3

N, = (A+B)‘(SZ+S3)

N, = (C+B)'(51+SA)
N = (C+A)'(S3+Sl)

an
No = (C+A) - (5, +5,)
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€
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!
i
i

and

7 = !
V I\L+N

[aV
—
(98]

bquation (17) requires 9 (4 ¥ 4y metny muitiphes. Then

T2 = \/l + N4 + N6
T, = V, +N, +N
2 4
4 7 (18)
= + ,
T3 V1 Ns T+ N8
= + N+
T Vo ¥ Ng + N
To find N, ... Ny, one needs to multiply marrices of form “A + B), (C + B). etc.. by
“ectors (S, + S]). §,.etc. Foresample, consider Ny =(A +B) - (5, +§;).
8 2 6 10 13 . 4 2
t0 I T B *11 .114‘11 a5+z112
6 6 4 2 2
fl f +110,v13+‘11 ”l “:1 't +19 ag + a,
N = = ‘
2
1 6 14, 12 2 9 _1C 11
fz ' 3+11 o Hy ;!L+r JOo+y 86 + all
14, 12 2, 9 10, 11 16, 4
f3 Y +Y s f +1 [ ] +t o 1 +1 313"'8& (19)
J
/ 44 K EO
K, L El
where J, K, L are 2 X 2 matrices. Hence
+F
. ) FO ) J K 50 ) (EO 1)l( + (J+K)Eo
2
F, KL |\E (Eg*E))K + (L¥K)E
Let
u, = (204»21) - K
L) ‘20
u, = (J4K) Eo )

U, = (L+K) Eo

ORIGINAL PAGE IS
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Then by = U o Uy b= U4 Up Nersihat 302+ D) matny multiphies dre necessaiy to
sertorm (20) The maton U an (20 s wiven by the relationship.,
I 1 & A 1

t . . +. ata, ta +a
2 L b

1 { 11
lrl = = ,
l-4+ 12 _’+ 9 i+ +
U: ' ' I ! d:,) .lg dlj .14
(21)
a b k] b - (k1+k,) + (a+b) - k1
b oo k) b - (k 1+k,‘) + (b+¢) l'.]

bquation (21) requires 3 muluiphes. In a similar manner. the matrices U, and Uy n (20)
can be obtuined, using 3 multiplications. Thus the total number of mulupli. stions needed
to perform (19) 15 9.

In a similai fashon, matiices N and N, for1=3,.. ., 9 given in (17) can also be
obtaned, eacn requinng 9 multiplications. Hence, the number of muluphcations needed
to perform a 17-peaut transtorm over GF(22%) tor n =345 1s 9 X 5§ =45, excluding
multiphcations hy 19 To inchide meltuplications by 0. it follows from (18) that the
total numb *r ot multiphications needed is 9 X 9+ 1 = 82,

By the same procedure used to compute the 15-point transtorm over GF(24)n the
last section, the total number of multiplications reeded to perform a 255-point transtorm
over GF(28) 1s 4 X 10 X 45 = 1800 muluphes. It N=22" - 1 =N - N, - N, where
N, 1s a prime number for1=1.2.... k. then the total number of muluphcations needed

'
to perform a (22% - 1) - point transform 1s

k-2 i n-1_,
M=['[ (3 +1) +5x3

By the prin iple of mathematical induction one can show that

. o+l
N 2t !
n m + 1 = ‘-—-—m—_"l——’
i=0
sor anv antegers m > 1 and n 2 0. Thus
2k—l 2n—l o
M= (3 -1)/2 +5%3 “

{. using a more conventional fast transform technique. Genileman she s (Refs. 5, 11)
that an N-point transform of such an N requires N(N, + Ny +..-4 N, - k+1)
multiplications, including multiplications by unity. The present algonthm for computing
the (227 -1)- point transform for n=1.2.....5 and Gentleman's algori*hm are
compared in Table 1. The number of multiplications needed tu perform these algorithms

« =

AW v

“
v

e B e,

EN

e o
S RN




LI RN
. C 3

s

htY
b

- -y
SRR R A S e L S T

EN

v given tor both cases. From Table 1. one sees that forn =1 2 7.4, the new algorithm for

computing the (22" 1) - pomt tanstorm tequies tewer mutuphications than Gentle-

¢onsalporthm Thaos not true torn = S however

V. Transform Decorler for Heed-Solomon
Codes

It 15 shown m {Ref 14) that RS codes can be decoded wath a fast transtform algorithm
over Gi(p") and contnued fractions. There 11 was shown that the decoding ot RS codes
with a finite field transform over GF(p™)} where p is 4 pnime and n 1s an integer. was
composed of the tollowmng 4 steps.

(1) Compute the trans.orm over GF(p™) of the received N-tuple,
N-1 +
N k
= iy o
B 2 vy @hT = 3 voxg
i=0 i=1

fora=1.2....2

where t is the number of errors, Y| 1s the i-th error ainphitude and X, = a' is the
i-th error position.

(b) Define the generating function of the sequence (¥, ) as a formal power series. That

1s.
— -1 —2 - . -Zt . o 9
E{x) = Elx +E2x 4 +E2tx +
r*
24 P x?t
_ iz0 ° . P
t a((x)
t k t-k
x + Z (-1) 0,X
k=1

Lse Berlekamp's algorithm implemented by continued fraction approximations to
determine the error locator polynomial o(x) and error evaluator polynomial P(x)
“om the known E forj=1.2.... 2t

(c) Use these polyromials to compute the remaining transform of the error vector e,
e ... 8N
EERRE ‘|

1d) Invert the transform to recover the error vector and then obtain the corrected
code.
In order to compare the above transform decoder with the standard RS decoder, the
steps used in the standard RS decoder are stated as follows:

(1) Syndrome calculation

(2) Berlekamp's a'gorithm or continued fractions to determine o(x)
psag

(5) Chien’s algorithm for finding the error locations ORIGINAL PI?AGLEITI:
(4) Compute error magnitudes. OF POOR Q
WR— T
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One observes that sep 3 both approaches are equivalent. Itis shown n (Ret. §) that
step 3 in the transform decoder tequures approvimately the same number of multiphea-
tions as step 3 an the standard decoder. Step 1 and step 4w the standard decoder requne
mote multipheations than those in the transtoum decoder over GF(22™) To see this, let N
be the block length of the RS code mn GF(22™). Also let d =2t + 1 be the nummum
distance of the code, wheie t s the number of allowable etrors. It foliows from (Refs. 8
and 15) that the number ot muluphcations required to perform the syndrome and ertor
magnitude caleulations tor the standard decoder is approximately (N - 1) (d - 1) + 2.

(Note that the performance of the conventional decoder is dependent on the number of

allowable errors.)

For a (22" - 1) - symbol. 2  symbol erntoi - correcting, RS code for n =23, the
number of muluplications needed to compute the syndrome and the error magnitudes is
given 1in Table 2. The new o'2onthm, Gentleman's algozithm. and the standard algorithm
are compared in Table 7 1 terms of the number of multiplications needed to compute
the syndrome and the errer magnitudes for decoding these RS codes.
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Tabie 1. The complexity of transform over GF(22")forn = 1,2,...,5§

Factors No. mult. of new No. mult. of Gentleman’s
algorithm algonthm
k
N=22"_ Ny Ny N [ [ @ en O o 245x 32" 2 forn > 1 NN, + Ny 4. 4N~k + 1)
i=0
221 3 1 9
2% 3x 5 4x5=20 153+5-1=105
22 IXSX17 4 x 10 X 45 = 1800 255(3 +5+17-2) = 5865
4
227 IX 5% 17x 257 4% 10 x 82 x 3645 = 11,955,600 65535(3+5+17+257-3)
= 18,284,265
22° 3X 5% 17X 257 X 65537 4 x 10X 82X 6562 X 23914845 23213 +5+17+257+
= 514,727,818,279,200 65537 - 4) = 282,673,272,
520,425
Table 2. The complex 'ty of decoding RS of 22" — 1 pointaforn = 2,3
No. mult. of No. mult. of the
Fact . mult. of :
N N ; ¢ O"N ':: ;lnu:t“:n Gentleman s algorithm standard algorithm
172 Tk £ INN, +Ny 4+ +N, -k +1) (N-Dd- )+12
15 3x$ 2% 20 =40 2x 105 = 210 (14)(F) +42 =128
2558 3x5x17 2 x 1800 = 3600 2% 5862=11724 (254)(32) + 162 = 8384

162

ORIGINAL PAGE I
DR POOR QUALITY




-

Appendix A
Definition: A matrix A(i,j).ij € Z, is cyclic if for some function fon Z,,
A(1,)) = £ ((i+j) mod n)
where

Zn =.{1,2,..,n}

Theorem I: Let n = ab. If A(i,j) is a cyciic matrix, then A(iy) is a matrix of b X b
submatrices such that the submatrices form an a X a cyclic matrix.

Proof: Let A;i(k,Q) be (k) - th element of the (i,j) - th b X b submatrix of A, where
ijeZ, k,CeZ,.

Then

Ay (k,2) = A(bi+k,by+e)

= f((b(i+j)+k+2) mod ab)

For ieZ_, define the matrix (G;(k,2)) by

Gi(k,l) = f((bi+k+2) mod ab)

for k,ReZ, . Since b[(i + j) mod a] =b(i +j) mod ab, we have

Ay (,2) = (k, 1)

G(i+j) mod a

Therefore, the a X a array of submatrices A,; is cyclic.
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DSN Progress Report 42-43

N78-24205

November and December 1977

CCIR Papers on Telecommunications for
Deep Space Research

N. F. deGroot
Telecommunications Systems Section

Three JPL papers on telecommunications for deep space research have been adopted
by Study Group 2 of the Intemational Radio Consultative Committee (CCIR). In this
article we present the paper that deals with the selection of preferred frequency bands in
the 1-20 GHz range. Topics include propagation factors, equipment considerations, and

communication link performance.

Swdy Group 2 of the International Radio Consultative
Committee (CCIR) is concerned with the technical aspects of
telecommunications for space research and radio astronomy.
Three JPL papers on deep space research were submitted by
the United States for consideration at a meeting held in
Geneva during September, 1977. The papers were adopted and
arc:

Doc. 2/296 Telecommunication Requirements for
Manned and Unmanned Deep Space Research

Doc. 2/269 Preferred Frequency Bands for Deep Space
Researchh Using Manned and Unmanned
Spacecraft

Doc. 2/279 Protection Criteria and Sharing Considerations
Relating to Deep Space Research

184

The first of these papers was included in the September-
October issue of the Deep Space Network Progress Report (PR
42-42). Also in that report was a description of the role of
CCIR papers in the establi.ument of worldwide regulations
that determine the use of the radio frequency spectrum.

In this article the second paper is presented. It considers th»
selection of frequer...es most appropriate for meeting the
telecommunication requirements of deep space research.

The third paper considers interference protection and band
sharing with other users. This paper will appear in a future
issue of the DSN Progress Report.
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Documents Doc. 2/269-E
C.C.I.R. Study Groups 22 September 1977
Period 1974-1978

Original: English
WORKING GROUP 2-B

Draft New REPORT"
PREFERRED FREQUENCY BANDS FOR DEEP SPACE
RESEARCH USING MANNED AND UNMANNED SPACECRAFT
(Study Programme AQ/2)

1. Introduction

Mission requirements, equipment factocrs and link performance define the fre-
quency bands that are preferred for deep space research using manned and unmanned
spacecraft, This report presents the preferred bands and selection considerations,
Doc. 2/296 contains a detailed discussion of the telecommunications requirements for
deep space research that were used in determining the preferred frequency bands.

2. Mission requirements

2.1 Telecommand and maintenance telemetering

Mission safety and success require that telecommand and maintenance telemeter-
ing be accomplished regardless of weather conditions. These functions must be possible
during planned and unplanned space station attitudes that preclude use of the space station
high gain primary antenna. Where link performance permits, a low gain secondary antenna
may be carried for use in such cases. This antenna is nearly isotropic and must be con-
sidered when selecting operating frequencies.

2.2 Science telemetering

Selection of the best frequency for mission science telemetering includes consid-
eration of the risk of degraded link performance caused by weather conditions. For some
missions, unique data must be sent at a particular time, and reliable telemetering during
adverse weather conditions is a necessity, For missions where unique data caa be stored
for most effective playback to £arth, a frequency may be selected for maximum data rate
during clear weather. The maximum data rate objective can also be satisfied for those
missions where data timing is not impo.tant or when particular data may be repeatedly
acquired, as in some planetary orbiter missions.

2.3 Doppler and range tracking

Doppler and range tracking must be accomplished with an exactitude that satisfies
mission navigation and radio science requirements. These determine the needed ranging
accuracy and the necessary precision in the mesasurement of the effects of charged particles.

Charged particlo calibration can be done with paired Earth-to-space and space-
to-Earth frequencies in a single band, Increasing tracking accuracy requirements will
necessitate calibration using two or more frequency pairs in different bunds.

2.4 RF carrier tracking

For missions where it is required to maintain communication as the ray path
passes close to the Sun, frequency selection must consider the scintillation effects of
transmission through the solar plasma. These cause broadening of the RF carrier and
difficulty in maintaining coherence in a narrow band phase-locked loop. No telemotering,
Doppler measuremente, or ranging can be conducted unless the carrier can be phase-
locked.

*Proposed replacement for Draft Report AN/2, SG 2 Interim Meeting, Geneva, March 1976.

~4
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2.5 Bandwidth

Telemetering and telecommand data rates tend to rise with improving technology.
Increased rates require wider bandwidth, particularly for coded transmission.

The need for increased ranging accuracy will require greater ranging bandwidths,
In some cases, he ranging signal will determine the total bandwidth requirement, and
frequency selection for this function may be constrained by the width of the allocated band.

Where si:.aultaneous communication is conducted with several spacecraft within a
single u.ntenna beam, the total needed bandwidth is increased proportionally. A detailed
discussion of bandwidth requirements will be found in Doc, 2/296.

3. Equipment factors

Earth stations include large steerable parabolic antennae, high power transmitters
and sensitive receivers. All of these are very expensive and infrequently constructed.
For this reason, analysis of link performance versus frequency considers the earth sta-
tion antennae to be of fixed diameter.

Earth station equipment has been built and is operating in the 2 and 8 GHz alloca-
tions. The selection of frequency bands must consider the realities of existing equipment.
There is more freedom of choice in higher frequency bands, since cperatioaal capability
has yet to be developed above 10 GHs.

The link analyses presented in the Annex are based upon a fixed diameter earth
station antenna, and both fixed diameter and fixed beamwidth space station antennae. The
fixed diameter space station case arises when the largest possible antenna may be used,
free of pointing limitations. The fixed beamwidth case is in effect when antenna pointing
accuracy determines the minimum beamwidth, or when the antenna must give wide cover-
age to permit communication without regard to space station attitude.

Because of the practical limits of diplexers, Earth-to-space and space-to-Earth
pairs of frequency bands must be separated by at least 7% to allow simultaneous transmit-
receive operations with a single antenna.

Standard transponder designs currently used at 2 and 8 GHz employ specific
receive/transmit frequency ratios that must be considered in determining preferred fre-
quency bands.

4, Link performance

Maximum data rate capability is obtained by using bands appropriate for weather
conditions and space station antenna limitations. Tables I and Il show optimum link fre-
quencies seler .d on the basis of the analysis in the Annex.

Optimum frequencies for clear weather will tend to increaee as technoiogy
improves, For ruin, the optimum space-to-Earth frequency will tend to decrease slightly
because the sky noise caused by rain will dominate system performance.

Table I. Optimum frequency bands for space-to-Earth links

Best Performance
Space Station Antenna Limitation Weather Condition Frequency Band (GHz)
Fixed diameter Clear 10-14
Fixed diameter Rain 4-6
Fixed beamwidth Clear 1-2
Fixed beamwidth Rain 1-2
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Table II. Optimum frequency bands for Earth-to-space links

. g e tees " Best Performance
Space Station Antenna Limitation Weather Condition Frequency Band (GHz)
Fixed diameter Clear 12-20
Fixed diameter Rain 7-9
Fixed beamwidth Clear 1-2
Fixed beamwidth Rain 1-2
5. Preferred frequencies

For each telecommunication function, i.e., maintenance and science telemeter-
ing, telecommand, tracking and radio science, there is a frequency, band, or set of fre-
quency bands that will provide best performance. Best performance refers to error rate,
measurement accuracy, data rate, link reliability or some combination of these param-
eters. The best performance that is obtainable at a particular time with a particular sys-
tem depends upon propagation conditions. The objective of identifying preferred frequen-
cies is to provide the basis for allocations from which the designer can select operating
frequencies best suited to mission requirements.

Table III lists th> preferred frequency bands and associated characteristics that
would provide the needed range of choices for the conduct of deep space research.

Table IV compares the preferred frequencies with current ullocationa for deep
space research. Existing earth and space stations use current allocations, even though
these are not always optimum. Allocations in tha 10-20 GHz range are needed for future
missions requiring optimum link performance for very high telemetering rates and wide-
band ranging. .

6. Conclusion

To meect the needs of the deep space research service, at least three pairs of
Earth-to-space and space-to-Earth bands are required. The preferred frequencies for
these pairs are shown in Tables III gnd IV.

The existing 2110-2120 MHz and 2290-2300 MHz allocated pair meet the require-
ment for weather independent links using either high or low gain spacecraft antenna. The
10 MHz allocation width imposes a limit on telemetering data rate and ranging precision,
especially when communicating with two or more spacecraft within the earth-station
antenna beam.

The existing 7145-7235 MHz and 8400-8500 Mz allocated pair provides
increased link performance using the spacecraft high gain antenna. The 8 GHs allocation
is not optimum, but provides acceptable performance. The 100 MHz allocation width
allows telemetering and ranging that is adequate for current and near-future missions.
These bands in combination with the 2 GHz allocat.ons provide for multi-frequency charged
particle calibration.

. A new pair of bards between 10 and 20 Gz will by needed for clear weather use

oy future missions. These bands should be approximately 500 MHs wide to permit advanced
radio science experiments that require ranging to centimetre accuracy, very high telem-
etsring rates, and simultanecus operation with several spacecraft. These bands will also
provide reduced charged particle delays and scintillation and thus permit operations with
ray paths passing close to the Sun. In combination with the 2, 7 and 8 GHx allocations,

they will allow very accurate measurement of charged particle effects.
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Table III. Preferred frequencies and their uses

Region of

spacecraft high gain antenna. Used for tele-
command, tracking, and as part of multi-
frequency charged-particle calibration.

Other

Preferred Use Requirements

Frequency

1-2 GHz All weather Earth-to-space and space-to-Earth | Earth-to-space and
links using either the spacecraft high-gain, or space-to-Earth hands
the widebeam low-gain antennae. "Jsed for separated by at least
telemetering, *elecommand, tracking, and as 7%.
part of multif{requency charged-particle
calibration.

4-6 GHz All weather space-to-Earth link using the Requires Earth-to-
spacecraft high-gain antenna. Used for telem- | space band of equal
etering, tracking, and as part of multifrequency | width to support two
charged-particle calibration, way tracking. (See 7-9

GHz preferred
frequency.)

7-9 GHz All weather Earth-to-space link using the Requires space-to-
spacecraft high gain antenna. Used for tele- Earth band of equal
command, tracking, and as part of multi- width to support two-
frequency charged-particle calibration. way tracking. (See 4-6

GHz preferred
frequency.)

10-14 GHz | Clear weather space-to-Earth link using the Requires similar Earth-
spacecraft high gain antenna., Used for telem- to-space band of squal
ctering, tracking, and as part of multi- width to support two-
frequency charged-particle calibration. way tracking. (See 12-

20 GHz preferred
frequency.)

12-.20 CHz | Clear weather Earth-to-space link usirg the Rt juires similar space-

to- Earth band of equal
width to support two-way
tracking., (See 10-14
GHz preferred
frequency.)

Table IV. Preferred Ireguenciel and current allocations

Region of Preferred Frequency (GHz)

m
Current Allocatior {CH+)

1-2 Earth-to-space
1-2 Space-to-Earth
7-9 Earth-to-space
4-6 Space-to-Earth
12-20 Earth-to-space None
10-14 Space-to-Earth None

e

"

2.110-2.120 Ear'? . - - .:e
2.290-2.30¢ Spac - ' .th
7.145-7.235 Earth-z0-s _ace
8.400-8.500 Space-t--’

Frequencies nsar 30 GHz, and perhaps higher, will also be needed in the future
for space-to-space communication,

-

MW

4

LA




5.
(An. to Doc., 2/269-E)

ANNEX
FREQUENCY SELECTION CONSIDERATIONS FOR
_—"_'_—ﬁthSFA‘CEW

1. Introducticn

This Annex presents an analysis that provides the basis for tne selection of {re-
quencies 10r communication between deep space research earth and space stations.

The Annex considers link performance as a function of frequency by establishing
an index of performarce, using propagation factors derived from Reports 233-3, 205-2,
564 (Rev. 76), 234-3 (Pev. 76) and 263-3, and the principal elements of equipment tech-
nology which affect performance. Sets of curves are provided to illustrate the relative
performance under various weather and antenna elevation angle conditions.

2. Calculation of link performance as a funciion of frequency

Telecommunication link performance includes frequency dependent parameters

related to propagation and equipment factors. One index of performance is the ratio of

received power-to-noise spectral density:

Pp-N =Pp+Gy-Lp-L,-Lp +Gp-KT, (dB)
where
Pp = received power (dBW)
N, = noise spectral density (dBW/Hz)
PT = transmitter power (dBW)
GT = transmitting antenna gain (dBi)
Lp = pat! (0ss between isotropic antennae (dB)
L A G transmission loss through the atmosphere including (dB)
water v.pour
LR; = transmission loss through rain (dB)
Ggp = receiving antenna gain (dBi)
K = 1,38 x 1023 {Joule/K)
Ty = total noise temperature (K)
TT=TA+TR1*TG*TR {K)
where
T A S noise temperature related to L A K
Tp, = Doise temperature related to Lra (K)
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'I‘G = galactic background noise temperature, after trans- (K)
mission losses through the propagation media

TR = noise temperature of receiver (K)

For an Earth-to-space link the nvise power contribution of eartl. atmosphere
and rain may be neglected and:

TT:TG*TR'

The optimum frequency for a link with particular antenna and weather require-
ments may be determined by calculating the index of performance as a function of
frequency.

3. Propagation considerations

Communication system performance depends on propagation characteristics,
and these are frequency dependent.

3.1 Absorptio. attenuat on by atmospheric gases anc precipitation

Radio transmission through a clear atmosphere is subject to attenuaticn and re-
radiation by molecular oxygen and water vapour. The attenuation is a function of radio
frequency and the oxygen +1d water vapour content along the transmission path. This is
discussed in detail in Re, .t 234-3 (Rev. 76).

Rain attenuation is a fu. -tion of the radio frequency, rainfall rate, rain drop size,
and drop distribution within the rain volume. This is discussed :n detail in Report 232.3.

Figure ] presents curves of attenuation between space and Earth as a function of
frequency and elevation of the earth station antenna. The figure was derived from data
in Reports 205-2, 233-3 (Rev. 76), 563 and 564 (Rev. 76). The cuives labeled "clz.:r
weather" were calculated fo * one way attenuation through a moderately humid atmos-
pherc (7.5 gm/m> at the surface). The curves for rain are for a rate (32 mm/kr)
exceedel 0.01% of an average year in rain climate 4, and inzlude the attenuation of the
atmosphere.

3.2 Sky noise temperature

The foll wing factors contribute to sky rioise: atmospheric gase: (principally
oxygen and water vapour), precipitation, and galactic noise and cosmiz bacxground., Sky
noise temperature caused by atmospneric gases and precipitation is a function of tempera-
ture -nd the attenuation along the transmission path, and is thus related to frequency and
antenna elevation angle as discussed in Repcrt 234-3 (Rev, 76). Report 205-2 contains
curves uf galactic and cosmic background noise. The contzribution of these sources o
total sky noise is modified by t: ~ attenuation along the path,

Figure 2 presents curves of total sky-noise temperatvre for the weather conditions
of Figure 1, plus the contributions of galactic and cosmic background noise, calculated
according to the preceding considerations.

3.3 T ropos ric sciiillation and refraction

Repnrts 234-3 (Rev. 76) and 564 (Rev. 76) indicate that the propagation effects
caused by trcnospheric scintillation and refraction may be negligible, if transmission {re-
quencies are uelow 20 GHs and antenna elevation angles are greater than 3°. These effects
have not been included in the snalysis of preferred frequencies.
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3.4 Ionospheric scintillation

Electron-density irresularities in the ionosphere create refractive inhomogeneities
that result in signal amplitude and phase’variations. Fading of 3 to 4 dB at frequencies
in the 4 and 8 GHz range has been observed. Current information is insufficient for includ-
ing this factor in frequency selection. Scintillation effects in ihe ionosphere are discussed

in Report 263-3 (Rev. 76),

3.5 Variations in propagation velocity caused by charged particles

In passing through an ionized medium the phase velocity of a radio signal is
incr~ased and the . roup velocity is decreased. The effect is proportional to the integrated
eler on density .ng the ray path, and inversely proportional to the square of the fre-
quen: . The gr - o delay has been shown to be [Trask and Efron, 1966}:

At = %JV Nds seconds
cf
where
at = group delay in seconds
f = the frequency of signal transmission in Hz
N =* electron density in electrons /metrc3
8 = ray path length in metres
c = ipeed of light in free space in metres/second

The effect is not a constant. Velocity scintillation phenomena are also observed.
These cause phase modulation and spectrum broadening of the signal traversing the ionized
medium.

An estimate of the upper limit on the propagation delay through the ionosphere
ranges from 0,25 ps at 1 GHz to 62 nS at 20 GHz. Further discussion will be found in

Report 263-3.

The solar plasma in interplanetary space modifies radio wave propagation velocity
in the same way as the ionosphere. Deep space tracking measurements have yielded delay
measurements from several locations in the solar system. The resulting electron density
profile which those measurements provided is the basis for an approximation formula

N = 1012(12-+°—'i6-)

r Y
where
N = electron density in elecl:m:ml/rno':::e3
r = distance from Sun surface in Sun radii

Propagation delay can result in n?e measurement error, Consider the case of
a spacecraft at a distance of 1 AU (1.5 x 10% km). The difference between indicated and
actual range depends upon charged particle density along the path from Earth to the space-
craft, and is shown in Figure 3 for three different radio frequencies, as a function of the
angle between the Earth-Sun (surface) line and Earth-spacecraft line. The figure was
obtained by calculating propagation delay and then multiplying by the speed of light.
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Spacecraft tracking depends on very accurate knowledge of propagation velocity
to determine range for use in orbital calculations and charged particle effects are there-
fore important factcis in frequency selection,

4, Equipment considerations

Equipment parameters considered in link performance analysis include transmit-
ter power, antenna gain, and receiving system noise temperature, For additional discus-
sion of these parameters see Doc, 2/296.

4.1 Transmitter power

Space station transmitter power is limited primarily by the available spacecraft
primary power so that the cbtainable RF output power is approximately independent of fre-
quency in the 1-20 GHz range. Earth station transmitter power in the same frequency
range is limited primarily by development cost.

For link performance analysis in this Annex, transmitter power is considered to
be independent of frequency.

4.2 Antenna gain

Antenna gain is limited by size, surface precision and structural deformation.
For space stations, antenna size is limited by space available in the launch vehicle, by
the state of development of unfurlable structures, and by the pointing capability ~f the
space station.

Link analysis in this Annex assumes that the gain of a space station fixed diameter
antenna increases directly as the frequency squared, since the effect of imperfections is
negligible in the frequency range being considered. For the fixed beamwidth case the gain
is assumed to be independent of frequency.

The earth station antenna gain for 1977 implementation is considered to follow the
curve in Figure 3 of Doc. 2/296.

4.3 Receiving equipment noise temperature

The space station receiving system noise temperature is dominated by the input
preamplifier. Antenna feedline losses are relatively unimportant in their noise
contribution.

At earth stations there is no important size, weight, or complexity limitation,
and the most sensitive possible receiver is needed.

Link analysis in this Annex assumes that for 1977 implementation the noise tem-
peratures are as shown in Figure 2, Doc, 2/296.

5. Link performance

The frequency dependence of link performance may be shown vy the variation in
the ratio of total received power to noise spectral density, PR/Ng. Curves of PR/Ng,
shown in Figure~ 4 through 7, were calculated by using data in Figures 1 and 2, equipment
characteristics d scribed in Doc. 2/296, and the foliowing assumptions:

Comnaunication distance 8 x 108 km
Earth ciation antenna ) 64 m
Earth station transmitter 100 kW

R
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Space station antenna 3,7m

Space station transmitter 25 W

The important features of the performance curves are the location of maxima and
the effects of elevation angle and weather. The numerical values of PR/N, depend upon
the assumed link parameters. Different assumptions about communication distance, anten-
nae characteristics and transmitter power would not significantly change the shape of the

curves.

Figures 4 through 7 show curves for clear and rainy weather, and for earth station
antenna elevation angles of 15° (near horizon), 30° and 759. Figures 4(a), 5(a), 6(a) and
7(a) reflect the implementation limitations typical of 1977 earth and deep space stations.
Gravity induced structural distortions on large earth station antennae reduce gain to an
extent dependent on elevation angle. This effect is included in the figures for 1977, and

is the cause of the crossing of several curves.

Figures 4(b), 5(b), 6(b) and 7/b) assume the use of perfect antennae and noiseless
receivers., These curves illustrate ultimate performance as limited by natural phenomena,

and demonstrate the effect of advancing technology.

6. Discussion

The performance curves were developed for clear weather and heavy rainfall con-
ditions. The rainfall rate used in the analysis is the amount that is exceeded 0.01% of the
time in rain climate 4. This rate, 32 mm/hr, was chosen to illow frequency selection
that will satisfy the requirement for reliable telecommunication unde: adverse conditions,
In Annex II, Report 536 (Geneva, 1974), there are curves for the condiiion of clouds and
4 mm/hr rain. Comparison of shape and maxima of the curves shows that selection of
preferred frequencies is not significantly altered by consideration of moie moderate

weather,

The curves for the future performance as limited only by natural phenomena, i.e
weather and cosmic noise, show the link performance that may be approached as equipmerc

and techniques become more fully developed.
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FIGURE 3.
Approximate error (AR) in measured spacecraft range caused by charged particles along a
1.5 X 10% km path, as a function of angle from center of sun(a)
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Radio Frequency Interference Betwe2n Spacecraft £
= [} [ . " ,.4'.
in Different Missions $
P
N. F. deGroot s y
Telecommunication Systens Section
.
g
This article presents the results of a study to determine the possibility of separately 3 .
receiving signals transmitted in a common frequency hand from spacecraft in different ;’ ;
missions. For the 18 mission pairs that were examined, co-channel operation without y S
inteiference is generally possible. For some mission pairs, co-channel interference would -
occur during brief post-launch periods. Problems that may arise from simultaneous v
co-channel Earth-to-space transmissions from two stations at a single DSN complex were F .
not considered. [
b
¥
i. Introduction station ar?tenna was pointed at the more distant spacecraft. u:*f
) ) Equal radiated power {rom both spacecraft was assumed. The Fy
In a multimission environmgnt. spacecraft in different computation was: ;
missions may be simultaneously in view of a single deep space ¥

Earth station. The amount of radio frequency spectrum b
needed to allow separate reception of signals from these I=(20logR - 20l0gR,) - (G, - Gy ¥
spacecraft is determined by the possibility of selecting each

signal by means of the directivity of the Earth station antenna.
When this can be done, the several spacecraft may transmit in
a common frequency band. If the directivity of the Earth
station is insufficient, the spacecraft must use different I = interference level, dB
frequencies in order to avoid interference.

where

R, = rarge to most distant spacecraft, any length unit
consistent with R,

il. Method ,
R, = range to nearer spacecraft, any length unit con-
Potential interference between signals from spaczcraft in sistent with R,
selected mission pairs was studied. The pairs were selected on )
the basis of a previous analysis whose purpose was to identify G, = antenna gain at @ degrees off the main beam axis
missions that would be simultaneously in view of DSN . .
stations. G, 0x ™ On-axis main beam gain

The interference calculation considered the relative signal  The value used for G,,,,, was 67 dBi, assuming a 34-m antenna
strength from the nearer of the two spacecraft while the Earth  and 8400-MHz downlink frequency. The 8400-MHz frequency
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was selected for analysis purposes sinee at 1 expected to be
used by many future spacecratt Fas recogmzed that several of
the misstons included i the analysis do not employ spacecraft
with the capability for conimunication in that band.

Trajectories were computed using geocentric conie ele-
ments. The resulting spacecratt ranges and angular separation
as a function of time were determined. Eanh station antenna
directivity was modeled by the expressions.

G, =G -G -3 -6 dB

7
2] max max

0<0 <1 deg

32-251)og,, 0 dB 1 €6 <48 deg

-10 dB 0 > 48 deg

In consideration of the interference calculation, it must be
kept in mind that equal radiated power from the two
spacecraft has been assumed. Where this is not true, a
correction must be applied. Simiiarly, the allowable ratio of
interference power to desired signal power must be estab-
lished: the calculation reported here compares the relative
strength of the desired and interfering signals and does not
include an additional margin of protection.

lil. Results

Table 1 lists the rmission pairs that were studied. As an
example, a plot of calculated interference for the JOP/Voyager
mission pair is shewn in Fig. 1. For this case, the interference
is always below the level of the desired signal. The desired
signal was taken to be the relatively weaker signal from the
more distant spacecraft. During the first S0 days of the period
following launch ~f Jupiter Orbiter/Probe 82, the interference
rapidly drops from 10 dB below to 30 dB below the Voyager 2
signal. During a 10-day period in July 1982 the interference to
signals from the more distance spacecraft rises to -27 dB, an
insignificant amount.

Interterence calculations for the other misston pairs yield
the results shown in Table 2.

IV. Conclusions

For the musion pairs that have been exammed with the
method and assumptions of this study. sigmificant radio
frequency mterference occurs only in some cases and only
during the immediate pest-launch period. For the greater part
of time, either of the signals trom co-channel spacecratt in the
mission pair could be selected by the Farth station. This 1s not
to say that there would not be other problems connected with
simultaneous co-channel operation of two stattons at a
particular deep space complex. For example, simultaneous
transmission of two different but co-channe! Earth-to-space
signals from two stations at a single complex mught create
interstation interference not considered in this stvay.

Co-channel operation of two or more spacecraft in a single
mission is usually considered not possible. This is evident for
the case of simultaneous orbiters sround a target planet.
During the analysis of selected missions pairs, a question was
raised regarding the possibility of co-channel operation ot the
two Voyager spacecraft, Of particular interest in this case s
the circumstance that the spacecraft trajectories are such that
the Voyager that was launched last will overtake the other
spacecraft and be the first to arrive ut Jupiter. The perhaps
surprising result of interference analysis for the two Voyagers
is that either downlink signal could be individually selected
and received, with the potentially interfering signal trom the
other spacecraft at least 30 dB weaker, throughout the
mission. From the standpoint of downlink interference.
co-channel operation of the two spacecraft would be possible.

The study reported in this article assumed the use of a 34-r
Earth station antenna. The 64-m antenna would provid.
additional directivity and thus extend the possibility of
selecting individual co-channel signals. The angular resolving
power of the deep space Earth station antennas is truly
impressive and is a consea'ience of their very narrow beam
width.
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Table 1. Mission pairs

Venus Orbiter Imaging Radar
(VOIR)

Pioneer 11 (PIO 1)

Pioneer Venus Orbiter (PVO)
Proneer Venus Orbiter
Pioncer Venus Orbiter
Pioneer Venus Orbiter
Pioneer Venus Orbiter

Venus Orbiter Imaging
Radar

Voyager 2 (JSX)

Pioneer 10 (PIO 10)
Voyager 2
Qut-of-Ecliptic 83 (OOE)
Voyager 2

Jupiter Orbiter/Probe 82
(JOP 82)

Pin . 11

Jupiter Orbiter/Probe 82
Jupiter Orbiter/Probe 82
Out-ot-Echpti 83

Pioneer 10

Pioneer 11

Venus Orbiter Imaging Radar
Qut-of-Ecliptic 83

Pioneer Venus Orbiter
Pioneer 11

Pioneer Venus Orbiie,
Pioneer 11

Venus Orbiter Imaging Radar

Venus Orbiter Imaging Radar

Jupiter Orbiter/Probe 82 Out-of-Ecliptic 83

Voyager 2 Pioneer 10

Voyager 2 Out-of-Ecliptic 83

Voyager 2 Jupiter Orbiter/Probe 82
[p— —_ | —
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Table 2. Mission pairs with interference greater than -30dB

Interference
Duration
Time Above
(month/ Maximum -10dB
Pair year) (dB) (days) Reinarks
1SX-10P82 1/82-3,32 -9 1 JOPS2 launch
7/82
PIO 11-JOP82 1/82 ~20 JOP82 launch
JSX-PIO 10 8/77 +3 5 JSX launch
JSX-VOIR 6/83 -19
J3X-PVO 5/78 -1 4 PVO launch
11/80 -27
10/82 =22
JSX-00E 1/82 +13 10 OOE launch
8/82 -24
JSX-PIO0 11 8/77 -10 1 JSX launch
VOIR-PIO 11 6/83 ~18 VOIR launch
VOIR-OOE 6/83 =27 VOIR launch
PVO-PIO 10 5/78-6/78 + 17 PVO launch
3/80 =22
6/80 -28
4/81 -26
PVO-PIO 11 5/718 -1 9 PVO launch
QOE-PIO 11 2/82 OOE launch
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Network Operations Control Center
Block Il Modifications

E. A. Garcia

DSN Data Systems Section

This article provides information regarding changes to the Block Il Network
Operations Control Center hardware and software implemented to support Voyager and
Pioneer Venus Projects and the upgrading of the Deep Space Stations to the Mark IIl

Data Subsystems Configuration.

I. Introduction

The Network Operations Control Center (NOCC) Block IlI
configuration is in the process of being upgraded to provide
the capabilities required to support Voyager and Pioneer
Venu- 1978 (PV78) Project commitments as well as to support
Deep Space Station DSS changes arising from the Mark Il
DSN Data Subsystem (MDS) implementation. Figure 1 depicts
the NOCC Configuration planned to become operational by
June 1978. The dark-cornered blocks represent additions to
the system configuration needed to support the following
capabilities:

()

¢

Increased high speed data (HSD) rates from 4.8
kbits/sec to 7.2 kbits/sec for eight full duplex and
eight simplex HSD lines. The eight full duplex HSD
lines are for input-output communications with the
Deep Space Stations, while the eight simplex HSD
lines are for monitoring HSD data transmitted to the
DSS by other operating centers, such as JPL’s Mission
Control and Computing Center (MCCC).

Increased wideband data (WBD) rates from 27 and 50
kbits/sec to three full duplex lines at 56, 168 and 230
kbits/sec, respectively, scheduled to support Voyager
and Viking extended missions.

ORIGINAL PAGE 3
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Modification of the HSD and WBD block formats and
block sizes. Block formats required to be processed
are the current 33-bit error polynomial type as well as
the new 22 bit error polynomial type for three
different data block sizes, 1200, 2400 and 4800 bits
per block.

Addition of an interface between the Network Log
Processor (NLP) and the Ground Communications
Facility (GCF) computerized High Speed Switch
Assembly (HSW). The interface to th- “SW will
replace the direct high speed data input t » .ne NLP as
the GCF system converts to the new 22 bit error
polynomial block format.

Modification to the NOCC Real-Time Monitor (RTM)
software packages to accommodate the above identi-
fied changes (Items 1 through 4) as well as changes
required to handle the new MDS-equipped DSSs and
their modes of operation (Command Store and
Forward; Tracking Variable Data Format, DSS Moni-
tor Status to MCCC).

Modification to the NOCC Display Subsystem soft-
ware to add (1) the new HSD and WBD block formats
and sizes, (2) Operati Control Inputs (OCI) to




control the new data modes of operation for the
Command (Store and Forward) and Tracking (Track-
ing Variab'e Data fon.aat) RTMs, (3) 13 new tracking
variable data display formats, and (4) the third
telemetry RTM display formats and OCIs.

(7) Modification to the Data Records Processor software
to ad.’ the capability of recalling and merging HSD
ard V. 3D from MDS-implemented stations, as weli as
tc o {1 the capability to gencrate Intermediate Data
Re : ods (IDR) tapes from the NLP log tapes, the DSS
Tei netry Processor Assembly (TPA), wideband
Original Data Records tapes, and DSS Communica-
tioni Formatter Assembly (CMFA), high speed data
O:iginal Data Record tapes. Included will be the
capabtlity to generate tracking data and radio science
IDR" .

{8) Moo ication to the NOCC Network Support Con-
troll: r (NSC) hardware and software to (1)add a
secoad terminal to support Command Store and
Forward operations, (2) accommodate HSD block
foninat changes, (3) provide transmission of binary
predi-ts to the DSS Metric Data Assembly (MDA),
and Radio Science Predicts, and (4) accommodate
changes to RTM interfaces with Subsystem Perfor.
mance Records and Standard Limits files.

(9) tJpgrade of NOCC test and training to allow remote
control of the Simulation Conversion Assembly (SCA)
+nd new Voyager and PV'78 telemetry simulation

¢ ata types.

(10) Upgrade of the Video Assembly Processor software to
provide (hree chanr- s of digital television displays
containing high-resolution graphical presentations of
redio science tracking data parameters.

il. Hardware Configuration Changes

The following :ardware chanpss to the NOCC Block Il
configuration have been made . . .upport Voyager, PV*78, and
MSD-configured Decp Space Stations:

(1) Addition of a t'i..d NLP processor to handle the added
high speed wideband and GCF high speed switch
processe ‘nterface data traffic.

(2) Addiuoun of a third NCE processor to interface with the
ad ad thinl NLP.

(. Addition ¢f four magr.tic tape transports to handle
the added iogging of high speed, wideband, high speed
switch data.

18

(4) The addition of a second remote computer terminal
between the Network Support Controller (Sigma 5)
and Comrn:and Operations work station in the DSN
Network Analysis Team (NAT) area.

(5) The addition of two NOCC Digital Television (DTV)
channels with drives and synchronization modules to
support the Voyager Project through an interface with
the MCCC video distribution system.

(6) The addition of peripheral equipment, such as wide-
band communications buffer assemblies and 230-kbit
modems required to support the above identified major
installations.

(7) The addition of core memory (to 80k words) and disc
storage (tc 50 megabytes) to the Network Support
Sigma 5 computers required to support expanded
tracking predict generation, as well as providing capa-
bility to handle the increased volume of data required
to support Voyager, PV’78 and DSS MDS subsystems.

(8) The addition of core memory to the Video Assembly
Processor and three DTV channels required to support
radio science high-resolution graphical displays.

lil. Software Configuration Changes

Figures 2 through 9 depict in block diagram form each of
the major NOCC subsystem software programs. As noted in
the software block diagrams, the dark-comered modules
indicate where the software underwent modifications to
comply with the added set of requirements identified in
Section I herein.

The following paragraphs provide a short description of the
program module modifications:

A. Network Log Processor (NLP)

A new Star Switch Controller (SSC) handler is being
implemented to allow interfacing of the NLP to the GCF
HSW. This handler is required to process the 22-bit
polynomial-type high speed data blocks transmitted on
1264-bit block message format that includes an intracomputer
contro subheader and a message ch¢ ksum word.

The routing and buffer pool control modules were modified
to accommodate new 4800-bit block size (Voyager wideband)
and packing of four 1200-bit or two 2400-bit blocks into a
4800-bit block transmission to and from the NCE. In addition,
these two program modules were modified to allow packing
eight 1200-bit, four 2400-bit or two 4800-bit magnetic tape
log records for logging as well as directly transferring data to
the DRP during ODR recalls from the TPA, CMF and Radio
Science Occultation Data Assembly.

.
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B. Network Data Processing Area Communications
Equipment (NCE) Software (Fig. 3)

The NCE's routing buffer pool and control program
modules were modified to allow transmuission and reception of
4800-bit blocks from the NLP, as well as to allow operation
using two active NCE’s at the NOCC’s NDPA area in Building
202.

C. Data Display Processor (DDP) Software, (Fig. 4)

The display software was updated to include the many
display parameter mnemon.c name-changes brought about by
the MDS system implementation of the Deep Space Stations,
as well as modifications to the buffer management program
modules to allow processing of Voyager 4800-bit block raw
data destined for the line printer in the DSN NAT area.

D. Real-Time Monitor Program Changes (Fig. 5)

Figure 5 depicts the typical NOCC Real-Time Monitor
(RTM) software block diagram. Al of the RTM processors
have been modified to include the processing of data trans-
mitted by the MDS-equipped DSSs, as well as ihe processing
capability to support Voyager and Pioneer Venus 1978
(PV*78) as follows:

(1) Monitor RTM. Addition of new DSS monitor data
block processing and transmission of selected DSS
monitor data to the Voyager Project (820 — 13 module
MON § - 8).

(2) Telemetry RTM. Addition of Voyager and PV'78 high
speed and wideband telemetry processing, as well as the
addition of a third telemetry stream (TLM-.C). Tele-
metry C software is expected to operate in the NDPA’s
spare RTM whenever the scheduled telemetry stream
loading is greater than the 18 streams currently handled
by TLM-A and TLM-B.

(3) Tracking RTM. The tracking RTM software has been
updated to include the processing of data transmitted
by the DSS Metric Data Assembly (MDA) and the
handling of the new variable tracking data high speed
block format (820-13 module TRK 2-14), which
provides for an additional 13 new display formats
available to operations via the DTV displays in NOCC.

I ™

Ll

(4) Command RTM. The command RTM software has
been modified to include the processing of data
transmitted to and from DSS Command Processor
Assembly (CPA) and the handling of Command Store
and Forward capability in accordance with 820-13
module COM-44,

E. Network Support Subsystem (NSC)
Software (Fig. 6)

The Sigma S operating system scftware was updated to
include the added core and disc storage hardware expansions.
In addition, smaller updates were made to the high speed 1/0
handlers due to the new block formats as well as the changes
brought about by the DSS MDS upgrade, Voyager/PV’78
support requirenients and new Tracking and Radio Science
binary predict generation.

F. Data Records Processor (DRP) Software (Fig. 7)

The Data Records Processor software has been updated to
include the capability to handle 4800-bit Voyager wideband
data blocks, automatic ODR recall from the DSSs TPAs and
CMFs, and the generation of Intermediate Data Records (IDR)
tap.» for Tracking and Radio Science support. The IDR tapes
can be produced from previously generated IDRs, via merging
DSS-logged TPA and CMF ODRs and merging NDL log tapes
and fill tapes generated via an automatic recall of missing data
blocks.

G. Test and Training (NTT) Subsystem (Fig. 8)

Test and training software was updated to include 4800-bit
block size data handling, the addition of DSS Simulation
Conversion Assembly (SCA) Control and Text Data, high
speed data block processing, and Real-Time Monitor software
test block generation which simulates a Deep Space Station
interface to the RTMs.

H. Video Assembly Processor (VAP) Software
(Fig. 9)

The Video Assembly processor software is being updated to
include the capability to display up to 12 high-resolution
graphical plot presentations of Radio Science data derived
from the DSS tracking data stream. New OCls for the control
and selection of the graphical data are being added, as well as
the handlers to interface the new DTV channels and tracking
data from the tracking RTM.
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Predetection Telemetry Analog Recording and
Playback for Pioneer Venus 1978

S.S. Kent

Radio Frequency and Microwave Subsystems Section

Equipment and techniques have been developed to assure the DSN will meet the
1.5-dB degradation commitment to the mission for data recovery during the mission

probes encounter.

I. Introduction

The Pioneer-Venus 1978 (PV-78) Mission has a requirement
for predetection telemetry analog recordings of the received
signals from each of the four probes during the active probe
mission phase (Ref. 1). The DSN has committed to record and
play back these data with no more than 1.5-dB signal-to-noise
ratio (SNR) degradation due to the recording and playback
processes. The recordings are to be made at DSS 14 and 43
and the playback is to be done at Compatibility Test Area
(CTA) 21.

In order to insure meeting the DSN commitment, new
equipment had to be incorporated into the stations and new
techniques and procedures had to be developed. This article
discusses the considerations involved for assurance that the
commitment would be met.

ll. Basic Concept

The basic concept of predetection recording and playback
is shown in the simplified diagram of Fig. 1. The incoming
S-band telemetry signal is heterodyned to a frequency low
enough to permit recording on the analog recorder (for PV-78,

less than 300 kHz). On playback, this signal is upconverted to
an S-band frequency and injected into a standard DSN closed-
loop receiver (CLR), and the data is then processed in the
conventional manner.

Each probe has its own dedicated receiver and each receiver
output has a dedicated track on the recorder. Playback can be
accomplished on only one probe at a t;me due to upconverter
limitations.

lll. SNR Degradation Causes

Thare are three primary causes for SNR degradation in this
basic concept:

(1) Phase nonlinearities.

(2) Additive noise.

\?) Analog recorder perturbations.
A secondary cause is signal suppression due to amplitude
limiting (saturation) occurring in any of the amplifiers. This

cause is eliminated simply by controlling the total gain and the
gain distribution.
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IV. Phase Nonlinearities

The degradatiuie of SNR due to a reduction in signal power
caused by phase nonlinearities can be determined from the
following equations (Eqs. 9 and 11 of Ref. 2):

N

S =% Z (a: cos 0 + ag cos 0:;) (n
n=1

p=10log ,S )

where

§ = signal power relative to unity

4
a = —
. mn

n = subcarrier harmonic number (for square wave
modulation, 7 = odd numbers)

0" 0L = deviation of upper and lower sidebands from a
linear phase relationship

p = reduction of signal power in dB

If 0¥ = 9L =9 for all n, Eq. (1) becomes

from which

N
P=10 Iogw(i2 Z —15)4' 10 log, o(cos 6) 3)
n

Thus the additional signal power reduction due to fixed

deviation from a linear phase relationship is

P, =10 log, (cos 6), dB *)

which of course translates directly into SNR degradation. To
minimize this degradation, the openloop receiver phase
response is linear to within 2 deg over the 300-kHz passband
of the receiver, for a negligible SNR degradation of 0.003 dB.

19

At a tape recorder speed of 76.20 cmi/sec (30 in./sec), the
recorder 3-dB amplitude response is from 400 Hz to 500 kHz
and 1ts linear phase response is from approximately 1.0 to
300 kHz. The group delay variatic.. of the analog recorder is
specified at 1.0 usec peak over a 4C I-kHz passband, which is
equivalent to a deviation from a linear phase response of 2 deg
in 5 kHz (assuming a constant slope to the group delay varia-
tion). This also results in a SNR degradation of 0.003 dB.
Since the total required bandwidth for any of the probes nve,
exceeds 240 kHz (Ref. 1), bandwidth limitations and puase
nonlinearities problems are negligible.

V. Additive Noise

Additive noise (for purposes of this discussion) is simply
noise that is added as a result of the signal processing
employed specifically for recording and playback purposes.
The open-loop receiver (to be described in a later DSN
Progress Report) consists of front-end and first intermediate
frequency (IF) amplifier designs similar to those of the exist-
ing closed-loop receivers, thus resulting in no difference in
signal processing to this point. The second IF covers the
frequency range of 15 to 300kHz and presents tue first
additive noise problem due to “image noise rejection” diffi-
culties. This problem is solved through the use of a single-
sideband mixer in which the image noise is rejected by a factor
of 1000 (30 dB). Thus, the additive noise power due to image
noise is 0.1% relative to the desired passband noise for an SNR
degradation of 0.004 dB.

The second additive noise source is the analog tape
recorder. The H-96 recorder performance specification is such
that for 2 300-kHz bandwidth, the output SNR is 22 dB for
an input signal level of +10 dBm (50 ohms). This additive
noise (<0.62%) results in an SNR degradation of <0.027 dB.

The upconverter is the third additive noise source. It is
specified to operate at a signal input level of +10 dBm
(50 ohms). With an effective noise temperature of 30,000 kel-
vins, the additive noise power is -99 dBm, resulting in
negligible degradation.

The final additive noise source is the closed-loop receiver.
For PV-78 the tape playbacks will Le done at CTA 21 where
the system operating temperature is approximately 1000 kel-
vins. In a bandwidth of 300 kHz at 1000 kelvius, the input
noise level of the closed-loop receiver is -1.4 dBm. To limit
the SNR degradation to <0.04 dB (1%), the upconverted noise
level should be 94 dBm.

The total noise then at the CLR input becomes

Fyyp = (1.001)(1.006(1.01V, = 1017 P,




where Py, = OLR effecuve noise input power level from
which the addiuve nowse s 0.017 ¥ for a degradaton of
0.07 ¢B.

VI. Analog Recorder Perturbation

Velocity perturbations of the analog recorder can result in
SNR degradations. These perturbations are generally referred
to as flutter, jitter, and rime base error and are defined as
follows:

Flurter: The instantaneous “short term’™ speed deviation
from the “long term™ average speed of the recorder. It is
usually expressed in peak-to-peak percentage of velocity
deviation.

Jitter: The maximum peak-to-peak spacing change in time
of a series of pulwes of a given nominal spacing. Varying
trequencies ot flniter rasult in varying amounts of jitter.

Time Base Errur (TBE): The error in the spacing in time of
any two pomnts on the tape as compared with the actual
spacing that existed during the recording. Time-base-error is
related to flutter and can be expressed mathematically as

4
TBE =f A cos wt dr

(o)

sin wt

u|__
3
~ln

where A = peak flutter and = flutter frequency in cycles per
second. The impact of the perturbations on SNR can only be
measured indirectly by comparing real-time SNR with that
SNR achieved during tape playback.

With the advent of the never generation analog recorders
(i..., Honeywell H-96, Ampex FR-2000, Ampex FR-3010)
employing low inertia capstans and speed-lock servo loops,
analog recorder perturbations cause about 0.5 dB SNR degra-
dation (for PV-78 data rates) when operated at tape speeds of
38.10 cm/sec (15 in./scc) or faster. For PV-78, the Honeywell
H-96 recorders are being installed at DSS 14 and 43 for record-
ing and CTA 21 for playback. Tape speed will be 76.20 cm/sec
(30 in./sec).

A field demonstration (Ref. 3) conducted on Pioneer 11 in
June of 1975 demonstrated that degradation due to analog
recorder perturbations should be well below 1.0dB for the
PV.78 mission. In fact, if 0.1 dB degradation is assumed for

additive noise (which s 1easonable, based on above), the tield
demos stration ndicates that recorder perturbations contiibu-
tions a.e sbout 0.5 dB. Recent PV-78 compatibility testing
{Nov. 1977) conducted at CTA 21 showed total SNR degrada-
tion to average about 0.5 1B, indicating recorder perturbations
contribution to be about 9.4 dB. Other testing conducted at
CTA 21 in the past contums the above findings (these tests
will be the subject of a later DSN Progress Report).

Vil. Gain Requirements

Using the relationships

Py =P+ P, <P

where
Pg = total received signal power
P, = carrier power
P, = data power

PNl = OLR input noise level, (KTIBI)

K = Boltzmann’s constant, -198.6 dBm

T, = OLR system temperature

Bl = OLR noise bandwidth

the gain requirements can be determined once an acceptable
level of degradation due to additive noise is established. Select-
ing the additive noise degradation at <0.07 dB, the following
equations can be written:

Pyp =GPy, + Py, <1017 GPy, (5)
P
NA
5 <0017
GP,,

where

G = total gain from OLR in to CLR in

PN 4= total additive noise power
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From Figure |

6G=G,G,G,

Pyys=G, Gy Py, + Gy Py +P

from which
PAA g PAz PNJ PN4
GP (’lPVI G GZPNl GIGZGJPN

From the additive noise discussion

Py, << G,G,P,,

02 = 1.0
P
N2
= 0.0062
G\Py,
Now,
Py, =KT\B,
Py, =KT,B,
where
B, = B, (our case)
T
0.017 > .0062 + a—f-
GT,
T »92.6
4
or
G>19.7+10i0gT, - 1010g T, dB
200

{6)

The minimum required gain s when Fq (6) 15 equal The
maximum gain allowable is a function of amplitude limiting
and 15 determined as follows:

Py omax =Cmaxfny Y Eva

G =PNA1AX_P:\'A~fIyAIA\ PI\MA\’
MAX Py, Py, KT B,

Thus

G (dBm) + 198.6 - lOlogT - lOlogB dB

(7)

MA .\’ V MAX

and

G

vy =197+ 1010 T, - 10 log Tl db (8)

For recording at a 64-meter station and playing back at
CTA 21:

Py max = -80dBm

TI = 25 kelvins
B, =300 kHz

T4 = 1000 kelvins

from which
GMAX

GM IN

= 50 dB

=36 dB

Table 1 tabulates the gain limits for various recording and
playback station combinations. Examination of the table
shows that playback at the 64-m stations at a system tempera-
ture of 300 kelvins is not feasible due to noise limiting under
minimum gain requirements.

Vill. Gain Settings

The method of establishing the correct playback gain set-
ting is to “lock™ the CLR to the S-band carrier signal and

1]
ORIGINAL PAGE



adjust the input level until the automatic gain control voltage
indicates the correct gain has been achieved. This method 1s
based on knowing what the ongmnal incoming signal carrier
level was during the recording period. This information is
available from the mission predicts or from the CLR that was
tracking in real-time.

IX. Summary

Predetection telemetry recording and playback capability is
being implemented in the DSN to meet PV-78 mission require-
ments. Test data. along with theoretical considerations, gives
assurance that the data degradation commitment of 1.5 dB
will be met, and it is anticipated that in actual performance
the design goal of 1.0 dB will be met.

Operation of the equipments is straightforward and can be
summarized as follows:

Recording

1. Adjust OLR output level to +10 dBm
2. Adjust OLR frequency to predicts
3. Record OLR output at 76.2 cm/sec

Playback

. Set UC output level to maximum

. Lock the CLR to the carrter signal

. Adjust the UC output level to within the gam limnts
of Table 1.

4. Lock the SDA, SSA and TPA per conventional pro-

cedures and process data.

Yo Lo -

The major technical problems requiring solving were the

elimination of “image noise” in the OLR and the reduction of’

analog recorder instabilities. These were solved through the use
of single-sideband mixir g techniques and the use of newer
generation analog recorders.
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Table 1. Gain limits

Record Playback Ty Ta  Gayne Gagax™

stat, \n station K K dB dB

.- 64-m 64-m 25 25 20 25
64-m 64-m 25 300® 31 25

64-m 64-m 300 25 9 14

64-m 64-m 300 300 20 14

CTA2l  CTA2I 1000 1000 20 34

64-m CTA 21 25 1000 36 S0

A1 64-m stations Py 5, o y = ~105 dBm.
bUnaccepmble combination.




INPUT

oW ARA el uC ar SDA | ssA | TPA
G, Ty, 8, G, G, Gy 8,
Pal Pra ’ Pre
OLR = OPEN LOOP RECEIVER SOA = SYMBOL DEMODULATOR ASSEMBLY
ARA = ANALOG RECORDING ASSEMBLY SSA = SYMBOL SYNCHRONIZER ASSEMBLY
UC = UPCONVERTER TPA = TELEMETRY PROCESSOR ASSEMBLY
CLR = CLOSED LOOP RECEIVER
Fig. 1. Simplified diagram of telemetry recording and playback
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on its Foundation .

M. S. Katow
DSN Engineering Section

One type of azimuth bearing for a large ground antenna (100 m) will consist of steel
wheels, mounted at four comers of the alidade, rolling on a circular flat rail which
provides the vertical restraints; a radial constraining bearing at the center of the alidade
provides the horizcnial restraints. One important design feature is the compressive
stresses in the grout or concrete foundation under the wheel-rail load.

This report describes a finite element analysis check of a particular design by
H. McGinness that consists of a steel rail resting on a concrete foundation. Symmetry is
assumed as much as possible in order to minimize the models, but meaningful element
sizes are used. Recently developed isoparametric hexahedron elements available in the
NASTRAN computing program, which minimizes tiie number of elements required while
maintaining the accuracy of the computed stresses, are used with two versions of
NASTRAN. Test cases to check with the analytical solutions are made. A side loading is

November and December 1977

NASTRAN Analysis of a Wheel-Rail Loading

also applied to calculate the increase in the concrete stresses.

I. Introduction

One design of an azimuth bearing of a ground antenna
restrains the vertical component (mostly the weight) by
mounting wheels at the four corners of the alidade, which rolls
on a flat surf-ced circular rail. The rail, in tum, is supported
by a concrete foundation. Figure I shows a cross-sectional
view of this particular rail-foundation design. The wheel rolls
around an approximate 35-m-radius circle on a hardened wear
strip fastened to a mild steel rail. This rail is supported by the
concrete foundation with a grout material between the two. A
one-piece circular rail with weided joints will be required.

il. Model Description

The wear strip and the grout were deleted from the model
because of their minimal effects on the design questions at
hand.

The first model generated was a two-dimensional type 1n
order to simplify and reduce the model size as much as
possible. First, we assumed an infinite number of wheel loads
with a 1.02-m separation instead of the actual case of four
wheels approximately 1.02 m apart. This enables the use of a
model 1/2 of 1.02m length by using symmetric boundary
conditions. If the wheel width is assumed to be infinitely wide
along with the concrete foundation, the model is reduced to
one element width (0.02m) of the cubic hexahedron
elements.

Thus the computer model shown in Fig. 2 has uniform
stresses across the width of the rail/foundation. The smallest
element size of 0.02 m cube occurs for the concrete just under
the wheel loads on the steel rail where the stress is the highest.
The long aspect ratio elements are farthest from the concen-
trated loading.
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The steel rail o Fig. 2 15 modeled by the linear wsopara-

metrie hexahedron cubes with six tayvers in depth. Connections
are made between the bottom modes of the rail and the top
modes of the concrete toundation with MPC (multipoint
constraint) sets, which transter only vertical or Z forces. This
simulates the two surfaces i shding connection, transferring
vertical fo.ces only.

In Fig. 3, the steel rail is modeled by NASTRAN's CBAR
beamn elements, which requires inputs of the cross-sectional
area, moment of mertia. Youngs and shear moduh, and the
shear area factors. Two rows of CBARS are required to replace
the one layer of hexahedron modeled beam.

In order to first test the accuracy of the steel rall models,
they were medeled separately and NASTRAN-analyzed.
Figure 4 shows the modeling techniques. In eftect, the
continuous concrete reaction points were replaced by one
reaction at the center, (hus reducing the model to a center-
loaded beam with fixed ends. In other words, the model is
equivalent to four cantilever beams of length 0.255 m, each
connected at the inflection points M.

The cantilever beam with a built-in cross section (Fig. 4-111)
that is completely prevented trom warping has an analytical
solution (Ref. 3). The -Z/2 deflection é equals

_p h? h
= 35 (1 +o.74;2— 0.01 1)

The terms in the parenthesis cover the shear deflection for a
rectangular cross section beam where

I = length (0.255 m)

P = )oad

h = depth of cross section

E = Young's modulns

I = moment of inertia

E'=E( .
1-u

4 = Poisson’s ratio = 0.3 for steel

The initial models (sequence number 3 to 5 in Table 2)
used the meshes shown in Figs.2 and 7 where the finer
divisions are in the left end. Because this mesh can be
impruved for concentrated loadings at both ends, Fig. 5 shows
the symmetric divisions used for models of sequence num-
bers 7 and 8 of Table 1.

The loading applied to the bemerad and  the  two-
dimensional models was computed by ssuiming that the wheel
width was equal to the rl width ot 0 ol m. Then the loading
at the corners of the 0.02-m-wide models equals

0.02

o= 2LS20N
0.61 ? l '

2,624,550 V(590,000 1h) X :11 2

Figure 6 shows how the loading for the three-dimenstonal
maodel (Fig. 7) was derived.

Finally, a three-dimensional model was generated as shown
in Fig. 5. The 0.04-m smallest cube was used for this model
since computing costs were a factor for models of this large
size. A sup time of one hour was reawred on the 1108
computer,

lil. Analysis Discussion

The isoparametric solid hexshedron element appeared in
level 16 of NASA NASTRAN (Ref. 1). MSC NASTRAN
(Ref. 2) had an earher version of this element which was
recently modified to improve the detlection computation due
to shear stresses. The stresses and deflections can vary through
each element so its use allows a more accurately defined
structure with fewer elements. These elements take into
account pressure loads, which are of primary interest in the
problem under discussion.

With no previous experiences in the use of these elements, a
decision was made to utilize both versions of NASTRAN, since
it appeared that the finally developed elements were inde-
pendentiy generated. This analysis method should provide
some checks on the veracity of our inputs and compuied
outputs,

To minimize the input data errors, a 1108 program was
written to generate the complete input data for the three-
dimensional problem shown in Fig. 7. It was only necessary to
define the number of elements in the three directions and the
progressive element lengths. The two-dimensional models were
generated by editing out extraneous data and adding con-
straints where necessary. By progressively increasing the GRID
numbers for the foundation portion through each cross-section
1o the next cross-section and adding a large number to the
connecting GRID nodes to the top steel beam and repeating
the numbering operation for the beam itself, the NASTRAN
runs were made with minimum spillage and acceptable run
times.
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The cantilever beam deflection equation (Eq. 1) was
derived (Ref. 3) for application to the usual fimte cross-
sectiona! beams. By replacing £ with the flexural rigidity
quantity £’ or E(1/1 - g?), the equation is apphcable to the
segment of an infimtely wide beam, as used in Table 1
(Ref. 4).

The important compressive stress to be resolved 1s n the
concrete toundation directly under the wheel loading point.
The concentrated loadings on the rail must be dispersed as the
effect of the loading progresses through the thickness of the
rail to the bottom contact to the concrete. The thickness as
well as the width should be important to the degree that the
vertical loads are dispersed, while the width will be a factor for
the side loading from the wheel.

The accuracy of this computed compressive stress will be
highly dependent on accurate modeling of the steel beam-rail.
For this determination, the beam alone was modeled as shown
in Fig. 4. Since the hexahedron model accepts pressure loads
and localized deflections occur, the total deflection number is
also given for this model (Fig. 4-1) as well as the deflection of
the neutral or center axis of the beam.

The localized deflections from these pressure loads on the
bottom of the steel beam seem to have a large effect on the
generated compressive stresses in the concrete. Figure 8
delineates the pressure forces in the MPC connections between
the beam and the concrate nodes for the two-dimensional
models as output by the GRID-point-force balance table.

V. Results

Comparison of the -Z deflections between the analytical
cantilever beam (Fig. 4-11[) and the CBAR beam (Fig. 4-11)

shows a close match. The observation can he made that the
CBAR elemen: of NASTRAN accurately computes the shear
deflections, The shear deflection 15 almost halt of the bending
in this mode].

It the center axis (neutral axis)-Zdeficctions of the NASA
hexahedron beam is compared to the cantilever beam deflec-
tion, it 1s stiffer by about 15 percent. If the localized
deformations from the concentrated loading are accounted for
by comparing the -Z" deflections, the standard beam s slightly
stiffer (Table 1).

The two-dimensional beam and concrete models described
in Table 2 show much higher node 2001 (Figs.2 and 3)
compressive stresses for the CBAR beam model: higher than
explainable by the almost equal bending stiffnesses shown in
Table 1 data. The slightly higher bending stiffness of the
hexahedror may account for part of the decrease in compres-
sive stresses. Hov.cver, the localized deflections from the
pressure loads must be responsible for a large portion of the
differences of the compressive stresses. In Fig. 8, the pressure
forces between the beam-rail and the concrete show large
differences between the models.

From the foregoing data, it is recommended that the results
from the hexahedron models using the 0.02 m smallest cubic
elements should be increased 10 percent to account for their
stiffer bending/localized deformation characteristics. The
tolerance on this percentage is approximately plus 5 and minus
10. More analysis checks on the accuracy of the hexahedron
models should be done.

Also, another 5 percent should be added for the increase in
the smallest elcment size from 0.02 i to 0.04 m. Here again,
more use experiences would be helpful in optimizing computer
run time against accuracies in the computed results.
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Tabie 1. S'eel beam-rail only, vertical deflections

Seq Beam NASTRAN  -Z deflection X ;04" mo -Z'x 10‘_"’m Remarks Program .
type level with E with E with E
1 Cantilever - -2.47 -2.28¢ -~ Fig. 4-111 - - ?
(Eq. 1) .
2 CBAR NASA-16.1 -2.45 -2.23 -— Fig. 4-11 + 1CTNAST
3 Hexahedron NASA-16.1 ~1.98 - -2.35 0.02 mesn, Fig. S-1 FICUNAST
4 Hexahedron MSC-41 =211 - -2.51 0.02 mesh. Fig. §-1 FGANAST '
5 Hexahedron NASA-16.1 -1.09 -— -1.98 0.04 mesh, Fig. 5-H F7BNAST
6 Hexahedron MSC-41 -1.96 - -2.24 0.04 mesh, Fig. 5-11 F7ANAST
7 Hexahedron NASA-16.1 -2.10 - -2.68 0.02 mesh, Fig. 5-111 symmetnic FI1ONAST
8 Hexahedron NASA-16.1 -2.02 -~ -2.47 0.04 mesh, Fig. 5-1V symmetric FINAST

3_Z Deflections are the neutral axis -Z differentials. E = Young's modulus, 2.1 X 101! n/m2,E’' = E (1/1 - 4?) u = Possson’s ratic, 0.3.
b_7’ deflections measured per Fig. 41 (includes compressive deformations from concentrated loads).
©E’ used for the bending defiection portion.

Table 2. MWM(MW;WMM:N»

Concrer=_- »sses, ¥ 106 N/m2 (x 10°3 pai)
NASTRAN Nt ue 2001

Seq nii::tlm level compressive E:::::t ::::;;:l Remarks Run no.
pressure shear
1 CBAR NASA-16.1 -11.58 (-1.68) 7.03 3.88 Used E', Fig. 3 FIBNAST
2 CBAR MSC41 ~11.44 (-1.70) 6.97 3.60 Used E’ Fig. 3 FIBNAST
3 Hexahedron NASA-16.1 ~7.08 (-1.03) 4.63 2.47 Mesh = Fig. -1 FICNAST
4 Hexahedron MSC41 ~7.86 (-1.14) 4.66 248 M.si. = Fig. S-1 FICNAST
s Hexahedron NASA-16.1 -7.55{~1.09) 439 243 Mesh = Fig. 5-11 FTANAST

ORIGINAL PAGE Iy
OF POOR QUALITY



; k]
.
»“
2
. "-
<
:
T i
& NE X4
— '
P e
ke ‘ Vi
T ¥
; :
;i ;
i RE
\: .-‘ .
g R
TN
5
i}
-
H
is
h

Table 3. Concrete compressive stresses/three-dimensional model (Fig. 7)

e e Tl Pty
Eyerveen

. NASTRAN | __ Topofconerete — compressive suess, X 106 N/m2 o 103 psit
Seq leve! Loading
¢ *A B C D E b G
1 NASA 16.1 Top 10.22 - 994 -9.00 -8.08 -6 88 -5.54 -5.17 -.
2624450 I
N :
2 NASA 16.1 Side 0.0 + 0.70 +0.77 +0.91 +1.04 +1.27 +£2.39 i
868,000
N I
3 NASA 16.1 Total -10.22 ~10.14 -9.77 -9.00 ~7.92 -6.81 -7.56
- (max) (1.48) .
4 MSC-41 Top ~10.39 -10.11 -9.35 ~-8.27 ~7.10 -5.97 -5.61 .
2,624,450 '
N

|
|

ap - (iﬁ=rlroc:a}lomrdcslgnatcd on Fig. 77

I
1
i
——
.
:
208
P

v T e S TR TR * -



2
!
a
—-I }-—o.zoom(a") -
= 0.91 m 136") DIAMETER WHEEL
1 _ _/ WEAR STRIP
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- — .
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A X A
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R
RPN & 1.83 m (72")
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Fig. 1. Cross-sectional view, rail-foundation
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STEEL RAIL - ISOPARAMETRIC
/- HEXAHEDRON ELEMENTS

/— MPC CONNECTIONS BETWEEN
RAIL AND CONCRETE TO TRANSMIT
Z REACTIONS ONLY

CONCRETE - ISOPARAMETRIC
/_ HEXAHEDRON ELEMENTS

1 CONSTRAINT NOTES:

SYMMETRIC CONSTRAINTS ON

ALL FOUR SIDES

NONE ON TO?

Z CONSTRAINTS AT BOTTOM ONLY

0.510m

Ly
\

Fig. 2. Two-dimensional hexahedron mode!



TWO "CBAR" RAILS

MPC CONNECTIONS
THICKNESS = 0.02 /—

BETW EEN RAIL ( CBARS)

L/0‘“ AND CONCRETE
21526 N EACH st /:/
Lokos s g R O v
NODE L /-/ T
200) L1 J
2.74m d /‘ r CONSTRAINT NOTES:
) —] SAME AS FIG. 1 EXCEPT

w/‘/ ROTATION ABOUT X RELEASED
ON CBARS FOR ALL NODES

% T T EXCEPT IN THE END PLANES

Fig. 3. Two-dimensional CBAR-hexahedron modet
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— e— 0.200 m (&")

t [ wmeeLLOAD = 2,624,450 N
(590,000 Ib)

o{0.127

_ ‘ _.| L 0.254 m (10") WIOE

0.05) m ( 2") THICK WEAR STRIP

s
[ H i
f (29 » 10° pat)

LOADING FOR  ( _j09.352 N~
3-DIMENSIONAL { o b - I'_‘°-°‘ T P N/m2
MODEL ~218.407 N y 6
— le—0.12m (1.2 x 10 psi)
CONCRETE .
e—0.24 m E =2.76x 10" N/
0.305 m (4.0 x 10° pai)
G =1.2x 10%° N/m?
L (1.74 x lo‘ psi)
LOADING FOR
2-DIMENSIONAL MODEL ~43052 N FOR ASSUMED UNIFORM

LOADING ON BEAM (RAIL)
0.2m—=| j*—  (LOADING + 2 FOR SYMMETRIC MODEL)

Fig. 6. Wheel loading data
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= N/m?2 (SEE TABLE 3) %
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Fig. 7. Three-dimensional mode!
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SEQ 1 - TABLE 2 MODEL
Q o _\ /— CBARS

i, 2L /4’ L e (i

-2.62 a.m 7

-2.19 -3.83 4
-1.13 -3.17 -3.3 -1.48

1. CBAR MODEL, FIG. 3
HEXAHEDRONS

N

N

SEQ 3 - TABLE 2 MODEL N

N

CAALRRASRRRRENNNS ARLLURRARKNKERNNNRNL 3

777 7R 77777 X777 777 il P77 PSP ST

/]

7]

3.89 4

' -3.57 2
<0.77 3.2 -3.96 -1.66

(TyP) x 10 N
Il. HEXAHEDRON MODEL, FIG, 2

Fig. 8. Preasure forces betwesn beam-rail and concrete
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An Empirical Spectral Bandwidth Model
for Superior Conjunction

R. S. Rockwell
Deep Space Network Operations Section

The downlink signal from spacecraft in superior solar conjunction phases suffers a
great reduction in signal-to-noise ratio. Responsible in large part for this effect is the line
broadening of the signal spectrum. This article presents an analvtic empirical expression
‘or spectral bandwidth as a function of heliocentric distance from 1 to 20 solar radii. The
study is based on spectral broadening data obtained from the superior conjunctions of
Helios 1 (1975), Helios 2 (1976} and Pioneer 6 (1968). The empirical fit is based in part
on a function describing the electron content in the solar corona.

I. Introduction

During superior conjunctions the signal from a spacecraft
undergoes considerable distortion as a result of passing
through the solar corona. One of the prime factors responsible
for this distortion is the effect of spectral broadening and 1s
graphically seen in the degradation of the signal-to-noise ratio
(SNR).

In an effort to model SNR degradation during superior
conjunction it is necessary to know how spectral lines broaden
as a function of distance from the Sun. This information must
be obtained either from actual measurement or a :heoretical
model.

For the purpose of this study, Richard Woo has supplied his
theoretical work on spectral broadening (Ref.1) and a
graphical display of spectral broadening data-spectral band-
width versus heliocentric distunce.

~§= [ T

il. The Data

The data to be used in this study are a composite collection
of bandwidth measurements’ from the superior conjunctions
of Helios 1 (1975), Helios 2 (1976) and Pioneer 6 (1968). The
data span the region yrom 1 solar radius (R,) to 20 solar radii
(20R ).

The Woo paper defines the bandwidth BW, as:

wi -
fl’ P()df = 1/2 [ P(f)df
o o

where P(f) is the power spectrum of the broadened spectral
line.

! In Hz as a function of heliocentric distance.
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To utilize the bandwiath data 1t was decided to cunve fit
the raw data pomnts n the least square sense The mmmediate
prohlem was to determune » reasonable function to be used m
the fitting process.

Initaally . Woo's spectral broadening paper was consulted n
an effort to find a suitable “fitting™ function. However. no
convenient closed-form expression could be found in his work. A
straightforward polynonmual was considered but was constdered
to be too cumbersome a function and not very elegant. Next.
the ISED function (integrated solar electron density) from the
A. Berman/J. Wackley doppler noise formulation (Ref. 2) was
nvestigated. There were several good reasons for considering
this function.

Spectral broadening is undoubtedly 1n some way ielated to
the free eleciron content in the solar corona. Since the ISED
function is simply a measure of the electron content along the
signal raypath, it seems reasonable to hypothesize that spectral
broadening. which 1s expressed in terms of the spectial
bandwidth., might be proportional to this pacameter. Further-
more, the ISED parameter successfully models one solar
induced eftect- doppler noise. Perhaps 1t can another -spectral
broadcaing.

lll. The Fitting of ISED

In its original form the ISED function is given by

R
ISED = N dr
0

where

A B el
N(’-)=_+ —— —
r r2'3 cm’

and 7 is the heliocentric distance in solar radii.

The integration is along the signal path and when expressed in
Sun-Earth-probe angle geometry yields:

B

(sina)'3

ISED(a,$) = 4, nay®
in

F(a,p)+4,

BN T Eeemae T eI

with

(B-m2+a) (a- 72)

Fla.g) = 1-0.08

8
B-a72+a) - (a- 7/2)8
-0.00275 | —
8
where
a = Sun-karth-probe angle (SEP), .ad
g = Earth-Sun-probe angle (ESP), rad

When modelimg doppler noise, Berman sets ISED proportional
to tire actual noise data and simultancously solves for Ag A4,
and a propuoiaonality constant K.

In fitting the ISED function to the bandwidth data it was
decided to first try using the doppler noise coeffictents:

- -3
A,=1.182X10
A4,=475%x 10710
The function under consideration was of the form:
Bl;’H, (a)=K (ISEDDN)

where [SED,,\ represents ISED with the doppler noise
coefficients. The form of ISED was simplified slightly by
setting 8= m - «. This is a reasonable approximation consider-
ing the fact that the data spans the region 1R, to 20R;, or 0.3
to 5 deg SEP.

In performing the curve fit, the sum of the squares of the

logarithmic residuals were formed

" Bw _ (a)||?
g = 2 Ioglo UL
me(a,)

and then minimized with respect to K.

This vields K = 7.657 with a standard deviztion 0 = 1.6513 dB.
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The results of this fit appear to be fairly good as the
statistics and a glance at the graphical data (Fig. 1) » w. To
improve upon this fit the next legical step was to determine a
new set of coefficients, 4, and 4, 1n addition to determining
K. It was also decided to look more closely at the electron
density function, N,.

Most forms of the density function found in the literature
can be expressed as:

v A B
,(’)“';;- e

where € has taken on a multitude of values ranging from
approximately 0.0 - 0.5, In his study, Berman chose to use an
a priori value of € = 0.3, Berman independently derived this
same value € = 0.30 from his curve fitting of ISED to doppler
noise.

Using the same basic idea, it was decided to reevaluate € in
addition to 4 for the bandwidth data. Determining the values
of K, Ay, and € had the same effect as determining A, 44 and
€.

IV. Evaluation of ¢

To evaluate the parameters 4, and ¢, the ISED function
was written in the form:

T-a 1
ISED(a.€) = 4, [T_YT'] Fla.e)+4, [(. )s]
sin a sina

with
#/2)? -(a- n/2)
T-a

¢ (2/2)° - (a- %/2)°
+ 1% (3e-2) [ - a ]

™

-

F(a,e)= l-(

where the substitution § = » - a h~s been included. This is the
procedure followed by Berman (Ref. 3).

Again, the leastsquares method was applied and the
solutions of the conditions:

do

o4, 0

0
00 _
3¢ 0

yielded the best fit values of A, and e. One final application of
least squares determined the constant of proportionality K
between the bandwidth and ISED.

The values of the ISED parameters that provide the best fit,
in the least squares sciise, to the bandwidth data are

e=0.77
A, =022X 1073
K = 8.8521

The corresponding statistics are

o(dB) = 1.4347

This fit is plotted over the Woo data in Figs. 2 and 3 and
shows the scatter between the two.

It is interesting to note the value of € just deterrained. The
Berman value of € = 0.30 is about the average of most values
determined by other investigators (Ref. 3). Althcugh the value
€ = 0.77 is somewhat higher, it should be noted that:

(1) € tends to take on higher values when evaluated over
regions close to the Sun (~10R,)

(2) Spectral broadening is probably proportional to more
than just the signal path electron content

Saito, for instance, obtains a value of € = 0.5 for the region 1
to 5 solar radii (Ref. 4).

In his paper, Woo states that the bandwidth is proportional
to the solar wind flux. Assuming a spherically symmetric
corona would imply that the bandwidth falls off as an
inverse-square law. For completeness, a simple inverse-square
function was fit in the least-squares sense to the bandwidth
data. This fit yielded the statistics

o (dB) = 2.0024

A plot of this function is seen in Fig. 4.
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V. Conclusion

In its final form, the empirical model for the spectral

bandwidth during superior conjunction is given by

with

BW(a) = K(ISED)

F(a)

This expression is valid for the region 1R, - 20R,

This bandwidth can be expressed in different units using
the following conversion factors

meters
5600 Hz
T-a

(195x 107"y | ———]| F(w

(sina)'77 20 2

L 1.95 X 107 el/m*/Hz
+(4.2X 1079 : .Hz The model presented gives the user a best-fit expression for the

 (sin a) spectral bandwidth as a function of heliocentric distance

3 i3
1.0-0.13 [("/2) (a-n/2)

mT-Q

|

during superior conjunction. The ISED function appears to
reflect the basic signature of spectral broadening effects in the
region 1R, - 20R,,.

Although spectral broadening s undoubtedly a result of
more complicated processes than just the presence of electrons

r(,"/. 2*)-(a- n/2)’ in the signal path (or even the fluctuations in the density of
+0.002 | these <lectrons), ISED, with ¢ = 0.77, describes the radia
l_ T-a behavior of this effect to a good first order. Perhaps this model

SEP angle, rad

will be a good starting place for a more detailed description of
solar corona spectral broadening effects.
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DSN System Performance Test Software

M. Martin
Deep Space Network Operations Section

The Deep Space Network Operations Software Support Group has developed an
entirely new, jully automated means of testing the performance of the Deep Space
Station Data Subsystems. The DSN System Performance Test Software was developed for

the new DSN Mark-1II 77 Data System (MDS ).

I. Introduction

In April of 1975 the Deep Space Network Software Sup-
port Group was given the assignment of developing System
Performance Test Software to run in the DSN Mark-1II Data
System Modcomp-11 computers at the Deep Space Stations.
The original idea was to basically recode existing software for
the Modcomp. During the first few months of the software
definition and design phase, new requirements were pointed
out, structured programming concepts were stressed, and the
capabilities of the Modcomp computer were becoming more
obvious. It was then decided that it would be better to develop
a totally new MDS software package. DSN management con-
curred, and the Software Support Group was given the go-
ahead to start software implementation.

By January of 1976 the Software Support Group produced
a new, totally automated DSN System Performance Test Soft-
ware design for DSN management review and approval.

Il. Description

The DSN System Performance Test (SPT) Software package
is comprised of a Test Executive and several individual test
programs, The Test Executive is the main program. It controls
the input and output of the individual test programs by

routing data blocks and operator directives to those programs.
It also processes data block dump requests irom the operator.

The operation of the Test Executive is governed by the SPT
Standard Operating System (SPTSOS), which contains the
handlers and common software required by the Test Executive
and the test programs. The SPT software package (Fig. 1) may
be expanded vertically as well as horizontally as new require-
ments are defined and implemented. The expansion is limited
only by the size of the disc. As new programs are developed,
the disc configuration may be modified, if necessary, by the
generation of a new Operating System (SYSGEN). A SYSGEN
tailors an QOperating System to the requirements of the project
and allocate~ disc space as required.

lll. System Performance Test Executive

The Test Executive routes all input directives, standard
subsystem blocks (SSB’s), and high-spccd data (HSD) and
wideband data (WBD) blocks to the proper test programs. It
performs preliminary checks and error dumping on incoming
datu blocks. It routes HSD-WBD and SSB blocks as requested
by the test programs and transmits acknowledge responses as
required by the operational programs.

The Test Executive processes all directives routed to itself
and activates such programs or routines as required. It also

~

ALt RY

WM&T.}N?.W»;“ L 8 ,‘ e ‘

ot

N ey ey

Sl e e

B



handles operator messages and test tog and test report cutput
functions.

Probably the most important teature is the abihty to read
test procedures from disc. This capability allows the operator
to pertorm senmautomatic testing. The procedure will output
specific operator nstructions 1o tell the operator how to
contigure the hardware, ete. In this manner, a test may be
designed and tested prior to 1ts required use. The operator
does not have to sit at the console typewnter entening diec-
tives; the test may be performed at computer speed rather
than at operator speed. Operator mput errors are virtually
ehminated and the computer and computer software are used
In a very efficient manner,

IV. Mcnitor System Performance Test
Software

The Mcaitor System Performance Test Software tests the
DSS Momtor Subsystem by generating and transmitting
simulated high-speed data blocks and standard subsystem
blocks to the Monitor Operational Software which resides in
the Digtal Instrumentation Subsystem (DIS). It also has the
ability to insert errors into the blocks and to generate text and
backfeed blocks. The Monitor SPT Software also processes
monitor blocks received from the DIS by performing header
checks, verifying block timing. checking block serial number
sequencing, testing for changes in selected block data fields,
and by comparing received data to expected data.

V. Telemetry System Performance
Test Software

The Telemetry Systemn Performance Test Software is a
table-driven multimission program capable of processing six
telemetry channels simultaneously. In addition, it is capable of
remotely controlling the Simulation Conversion Assembly
(SCA) by generating text and control HSD blocks and trans-
mitting them to the SCA. The outputs of the Telemetry
Processor Assembly (TPA) are patched and become inputs to
the Telemetry SPT Program, which accepts the inputs and
performs header checks, time interval tests, and bit-word error
rate tests and periodically reports errors and error summaries
to the operator. An additional capability is also available
which calculates Y-factor values given system parameters and
calibration data.

VI. Tracking System Performance
Test Program

The Tracking System Performance Test Software tests and
evaluates the performance of the DSS doppler system by

mx.lca, ) '1"

verttying doppler data formats, caleulating long-term dintt and
phase ptter, computing theoretical pitter, and reporting S-band
Programmed Oscillator Control Assembly (POCA) ramp delay
and nowe charactensties. 1t also tests and evaluates the DSS
Planetary Ranging Assembly (PRA) by venifving range data
formats and by determinimg range and ditferenced range versus
integrated  doppler (DRVID) characterntics. 1t tests  the
antenna subsystem by creating and transmitting angle predicts.

The Tracking SPT Software consists of a primary program
and transient test report generators. The pnimary program
accepts directives (from the Test Executive) for configuration
and control, validates recerved data formats from tracking
high-speed data blocks, and records doppler and ranging data
on disc. At the conclusion of an SPT, a test report generator is
activited to evaluate system performance trom the data
recorded and produces u test report showing test configura-
tton, test data, and test results. Critena for noise characteris-
tics hased on DSN system requirements provide a pass-fail
judgment which is included in the test results.

Vil. Command System Performance
Test Program

The Command System Performance Test Program tests the
operational integrity of the DSS Command Subsystem by
simulating the functions of the Miss:on Control ard Con put-
ing Center (MCCC) or other control center. The program
receives operator directives and simulates high-speed data
blocks, which are routed by the Test Executive to the Com-
mand Processor Assembly (CPA). The CPA returns standard
subsystem blocks or high-spe2d data blocks in response to the
blocks received from the test program. The test program thzn
processes the incoming blocks by performing header checks
and verifying that the received block contains the appropriate
response. The test program expects the CPA to transmit blocks
within certain time tolerances. If a block is not received on
time an appropriate error message is output to the operator.

VIIl. Mission-independent Original Data
Record (ODR) Validation Pregram

The Mission-Independent ODR Validation Progr. - pro-
vides a means for validating an Original Data Record ' ODR)
tape generated by the Communications Monitor and Format-
ter Assembly (CMFA) during a System Performance Test. It
also has the ability to validate the Referenced Original Duta
Record (RODR) tape generated by the System Performance
Test Executive. Validation consists of performing simple
header checks on the recorded blocks or by comparing two
tapes for consistency. The ODR program can also be used to
dump the ODR tapes.

LI | e———— -

T pe—

by q'!:m”

e

H Mt




IX. Conclusion

The System Performance Test Software is currently being
modified to include additional capabilities and enhancements.
Additional software programs are currently being developed
for the Command Store and Forward System and the Auto-
matic Total Recall System (ATRS). Additional projects which
will be supported by future capabilities are the Network Sys-

tem Performance Tests, Mission Contfiguration Tests (MCT’s)
and the 26-Meter S-A Band Conversion Project.

The software 1s currently being used for Mission Prepass
Readiness Tests (PRT’s or countdowns), but future plans
include modifying the software so that the command, tracking
and telemetry programs may run simultaneously thereby
reducing required test time considerably.
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