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PREFACE

The Princeton University Conference on Partially Ionized Plasmas including the Third Symposium on Uranium Plasmas has been undertaken with the support of the Research Division of the National Aeronautics and Space Administration. It has the enthusiastic sponsorship of Mr. F. Carl Schwenk, who is Director of the Research Division and Dr. Karlheinz Thom, Manager of the Plasma Program.

The Conference is being held at a time of ferment in this field especially regarding the possibilities for nuclear pumped lasers. Fundamentals of both electrically and fission generated plasmas have been studied for a considerable time and will be reported at the Conference. Research in gaseous fuel reactors using uranium hexafluoride will be described and their and other partially ionized plasma applications will be discussed.

The members of the Conference Committee are listed on the following page. Their willingness to serve is acknowledged and greatly appreciated. Mr. F. Carl Schwenk is thanked for his luncheon speech entitled FUTURE POWER SYSTEMS IN SPACE and Dr. Theodore B. Taylor, Chairman of the Board of the International Research and Technology Corporation is thanked for his challenging dinner talk NUCLEAR POWER RISKS AND SAFEGUARDS.

The preparation of the papers for this Conference and their presentation are greatly appreciated and the attendance and participation of many prominent workers in the field are recognized as essential to the success of the Conference.

The administrative assistance of the Princeton University Conference Staff and The Aerospace Systems Laboratory is gratefully acknowledged.

Conference Co-Directors: 
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It is my great pleasure to welcome you all here to this conference on Partially Ionized Plasmas including the Third Symposium on Uranium Plasmas. It is a particular pleasure first of all because I see so many close personal friends and colleagues involved in the program and in the audience; colleagues from both other academic institutions and the industrial sector, and especially our very good body of friends from the space agency. I also find it a particularly happy occasion to welcome you here because of the quality of the program that has been assembled by Karl Thom and his committee. From what could have been a very disparate and polyglot spectrum of topics, they have put together a meeting of great interest and considerable coherence. I am looking forward to participating in it as much as I possibly can.

Then, too, it is a meeting which covers a field that we here at the School of Engineering and Applied Science have identified as one of those relatively few areas in which we are going to attempt to have something to say. This has been the case for many years. A significant number of our faculty and a corresponding cadre of research staff and graduate students have worked in the areas that are the concern of this conference for many years, and you will hear from some of them during the course of the meeting.

Also, this subject we are discussing over the next few days is a particularly appropriate one to be aired in an academic institution. It is not a field that has enjoyed by any stretch of the imagination the priorities and the high pressure of some other research activities in this country. We certainly do not compete with the big programs of controlled fusion, defense systems, etc. Notwithstanding, it is an area which has been ripe for good scholarship, for careful and leisurely work, the joy of exploring side avenues and checking allowed alternative possibilities and seeing some substance begin to grow out of this nebulous domain in which we began many years ago. I have the sense right now that the field is coming ripe for some very significant developments out of the basic science, and I hope we see some of that coming to fruition here in the next two or three days.

In addition to satisfaction in the meeting and my hope that you will all share our interest in this program, I hope you will have some fun while you are here and take the opportunity to enjoy our campus and our town and to see the various technical activities here within the school. Thank you all for coming.
Purpose

J. P. Layton
Princeton University

During the past several years a number of new avenues of research on partially ionized plasmas have opened, particularly in the area of fissioning and fission-fragment excited plasmas and in nuclear pumped lasers. Important progress has also been made in the science and technology of uranium hexafluoride cavity reactors. This conference will review past accomplishments, survey current research, and examine future growth of the science, technology and applications in these interesting and potentially important topic areas. Workshop discussions will concentrate on the status in the various areas of this field, including the identification of new research tasks.

As I have observed the field over some period of time, fission plasmas have not received the broad fundamental attention which they deserve. Considerable ground work has been laid, and it is to be hoped that in publishing the proceedings of this conference and in future papers, theses, and articles in archive journals that the topic of fission plasmas and other partially-ionized plasmas will begin to receive the attention that appear to be offered in a number of future technologies.

Some fields suffer from too much physics. I am not sure that, even with some tongue in cheek, I can offer the fusion field as suffering in that way, but perhaps. Sometimes engineers over-react by rushing in to development efforts involving industry spending of tremendous sums without an adequate technology base or bonafide applications. So far work in fission plasmas hasn’t erred in either of those directions, and I hope that it can be kept from such errors. As I have seen research here in the academic thicket at Princeton for 25 years, a much closer working relationship between practitioners in the basic sciences and those employing the engineering approach is highly desirable. Engineers also have to get a broader understanding of their overall responsibilities in bringing new technologies into use than they have had in the past.

I have been a missionary for systems analysis, particularly of the broad and parametric sort, for a number of years and have found there are a lot more savages than there are missionaries. However the way to nirvana is undoubtedly as hard on the savages as it is on the missionaries. It is my purpose to urge the need to pursue the overall topic of partially ionized plasmas from both basic science and technology standpoints, but it also needs to be tied together in an analytical way from the systems and applications viewpoints. It is hoped that this field will move toward its applications with better balance than has been evident in many fields involving sophisticated science, high technology and expensive developments.

I offer Figure 1 as presenting an essential

---

Figure 1 General Purpose Block Diagram for Tokamak Fusion Power Stations
message in how to consider an overall system. This is a sheet that we made up in The Aerospace Systems Laboratory (TASL) here at Princeton when we were undertaking the parametric systems analysis of fusion power stations. It attempts to identify an economically and environmentally viable station as the whole system. The point is that the fusion reactor system at the center has to derive inputs from and is dependent on the concept and definition of all the other systems that make up the station, as well as on the demand and other considerations to provide outputs of value to prospective users. This approach needs to be applied to partially ionized plasma systems at the same time that basic feasibility is being resolved to assist in planning the research and technology programs and in identifying the economic applications.

Methodologies are available for reducing the block diagram of Figure 1 to an overall parametric systems analysis basis. The TASL approach to the analysis of nuclear fusion systems is shown in Figure 2. The interdependence and interaction between the three primary analytical concerns - performance, operations and economics are indicated as well as the feedback to the power demand and other considerations such as the environment in the concepting and definition of the overall system and its components.

Figure 3 shows how the parametric performance of a typical thermodynamic system can be handled by preparing physically based mathematical models for computer analysis and relating them to reality by reference to existing point designs. Any analysis of future technology is essentially uncertain and therefore probabilistic. A method for handling uncertainty in parametric systems analysis is presented in Figure 4. Although the amount of data required is substantial such an analytical process is ultimately necessary to provide proper benefit/cost and risk analyses needed by a decision maker before proceeding with large scale and very expensive developments. Fortunately, the entire process does not need to be activated at the outset since much can be, and needs to be, learned from simple and partial analyses while the basis for the final analysis is being established.

I will not at this time belabor these points by a more detailed discussion. My purpose was to argue that much work lies ahead - conceptual, analytical and experimental before major systems based on partially ionized plasmas are realized. It is the purpose of this conference to examine where the field stands at the present time and to project a course for the future.
Figure 4 Method of Handling Uncertainty in Parametric Systems Analysis
Background

Jerry Grey
Consultant

This conference has two major branches of effort: one is in electrically-generated plasmas and one is in fission-generated plasmas. These are the subjects of the first two sessions. A third area, not covered at this conference, is combustion-generated plasmas (seeded or not) which have been principally considered for MHD systems.

Although the electrically-generated and fission-generated plasma technologies have enormously disparate backgrounds, as Dean Jahn mentioned earlier, the modern concepts dealt with in this conference both started about the same time: the late '40's and early '50's. The first paper on fission-generated plasmas was published by Shepherd and Cleaver in 1951, although the heated plasma device discussion before that time in the '40's. In that field, incidentally, the most extensive literature coverage appeared in the first two symposia on uranium plasmas, of which this one is the third. Those two volumes, both of which came out in the early part of this decade, constitute an excellent background in the field.

In electrically-generated plasmas, there is an enormous electrical engineering literature, dealing primarily with switching arcs. Classical texts such as Cobine were published some time ago. The modern science and technology of the subject of this conference, partially ionized dense plasmas, came about with the proliferation of thermal arcjets which occurred sometime in the '50's. There was a major growth in that field in the late '50's and early '60's.

In each of these two primary branches there were two major-sub-branches, giving four almost disparate topics to discuss. In the fission area, there are the open-cycle concept and the closed-cycle concept. In electric generation, we have steady and pulsed generation of plasmas.

Looking first at electrically-generated plasmas, in the steady state area, I will deal only with relatively modern developments. The first real push was in the commercial applications of resistance-heated gases. Although induction heating technology existed at that time, the companies in the field such as Giannini, Thermal Dynamics, Humphreys, and Linde were principally concerned with commercializing this new science and technology as rapidly as possible using resistance-heated plasma devices. There was a fair amount of growth in the fields of plasma spraying, welding, and cutting (replacing oxy-acetylene torches), and also in the development of an effective research tool for those who wanted to study very high temperature partially ionized plasmas.

The most advanced work in this field was done principally in the testing area, and the most elaborate tools for generating and studying steady state arc-heated plasmas were those developed for simulation of atmospheric reentry, which was one of the key technical problems in the rapidly-growing space program. The only way one could simulate reentry was to generate the equivalent stagnation temperatures, and the best way to do this was with a controlled atmosphere using electrically-heated gases. Some elaborate wind tunnel facilities were built up at WPAFB, AEDC, Ames and other centers, culminating in the enormous 50-megawatt electric tunnel developed and built at Wright Field in the late '50's. These facilities still exist; they are the most elaborate tools for generating and studying plasmas, of which this one is the third. Those two volumes, both of which came out in the early part of this decade, constitute an excellent background in the field.

Although the electrically-generated and fission-generated plasma technologies have enormously disparate backgrounds, as Dean Jahn mentioned earlier, the modern concepts dealt with in this conference both started about the same time: the late '40's and early '50's. The first paper on fission-generated plasmas was published by Shepherd and Cleaver in 1951, although the heated plasma device discussion before that time in the '40's. In that field, incidentally, the most extensive literature coverage appeared in the first two symposia on uranium plasmas, of which this one is the third. Those two volumes, both of which came out in the early part of this decade, constitute an excellent background in the field.

In electrically-generated plasmas, there is an enormous electrical engineering literature, dealing primarily with switching arcs. Classical texts such as Cobine were published some time ago. The modern science and technology of the subject of this conference, partially ionized dense plasmas, came about with the proliferation of thermal arcjets which occurred sometime in the '50's. There was a major growth in that field in the late '50's and early '60's.
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impulse rocket technology for space flight was the motivating factor. The open cycle was earliest; preliminary work was directed at some form of containment, or separation of the fissioning plasma material from the propellant; that is, uranium is a poor propellant and hydrogen is a good one, and so one would like to generate energy in the uranium and exhaust only the hydrogen.

The earliest studies were based principally on stabilized vortex separation; e.g., theoretical analyses by Kerrebrock, Meghrebian, Rosenzweig, Easton and Johnson, and Grey. The effort began to expand significantly only with the introduction of the coaxial reactor concept, which Weinstein and Ragsdale suggested in an American Rocket Society paper around 1960. The program then grew rapidly under Frank Rom's direction at NASA's Lewis Laboratory, extending to a number of laboratories around the country. These studies were reviewed in a comprehensive series of papers, mainly by Rom and Ragsdale, in the mid-'60's and early '70's.

The principal effort continues to remain in fluid mechanics and heat transfer: the basic problems of containment and how to heat the propellant fluid without burning up the walls of the rocket engine and nozzle. These are covered in a survey paper by Herb Weinstein.

The early studies were mainly cold flow simulation, which led to the spherical geometry that has been examined in most detail. Hot-flow simulations used induction heated plasmas, which simulate the active heating of a plasma while it is simultaneously being cooled by the propellant, modeling the open-cycle system more effectively. These studies were done by the TAFA division of Humphreys. Ward Roman brings this effort up to date by describing the current United Technologies Research Center program.

There were extensive and extremely capable heat transfer studies performed, particularly in the radiation field, principally by United Technologies and Lewis researchers. They developed an extensive and basically new technology in dense plasma radiation characteristics. The current approach is to be all-inclusive, to look at all the possible energy contributions, as is described in a paper by Smith, Smith and Stoenescu.

One of the key elements in absorbing radiated heat transfer in hydrogen in certain important ranges of the spectrum was by seeding the gas with tungsten or graphite particles. A number of capable studies, both theoretical and experimental, were done in this field, the experimental work mainly by Chester Lonzo at Lewis in the mid-'50's, and most of the theoretical work at United Technologies. There were also significant contributions by Georgia Tech and the University of Florida.

There was fairly extensive study in the nucleonic area. Nucleonic criticality was one of the essential elements. The early cavity reactor studies by George Safonov in the early '50's were rudimentary, but the essential consideration of nucleonic criticality was extended rapidly by such people as Carroll Mills at Los Alamos. There was extensive experimental simulation of the plasma core system by Kunze and his collaborators at Idaho in the mid to late '60's, using uranium foils distributed throughout a cavity to simulate the hydrogen plasma, which gave some substance to the nucleonic calculations.

The first basic problem with the fissioning plasma-core system, aside from the question of fundamental feasibility, was that all of the concepts were too big. To get nuclear criticality in a plasma core, it was necessary to use dimensions of the order of several meters as well as very high pressures, giving rise to systems of enormous mass.

The second basic problem was that as the volume got bigger, so much energy was deposited in the walls and in the solid structure that it couldn't all be absorbed by the inflowing propellant. It was necessary to have some external method of "dumping" the excess energy. A radiator was first suggested by Meghrebian around 1960, and then as the systems concepts matured, it appeared that radiation of external heat was going to be necessary.

Two relatively recent developments attempted to cure these problems. The first was Hyland's concept, published in 1970. Instead of depending totally on the plasma core itself for criticality, Hyland placed some solid fuel elements in the reflectors which surrounded the cavity to generate a substantial fraction of the total reactor energy. This allowed him to shrink his reactor down to a dimension of somewhat less than a meter and made the system look a little more practical. However, it aggravated the second problem; that is, even more heat was now generated in the solid material, and therefore much more energy had to be extracted by external systems. A method for utilizing that external energy, developed by Layton and Grey some time ago, is the dual mode concept which Stanley Chow discusses in his paper.

The major efforts in plasma-core technology terminated with the demise of the NASA nuclear program in 1973. The feasibility of neither the open cycle nor the closed cycle concepts had yet been developed; that is, the basic feasibility of containment and ability to operate as a system. The remaining work in the field, which is the subject of this conference, has been supported primarily by NASA's research division.

The other basic approach to plasma-core utilization was the closed cycle. The concept of using a completely closed containment system to hold the uranium plasma and separate it from the hydrogen was actively pursued by McLafferty's
group at United Technologies. This idea of using a fused silica container surrounding the plasma region and transmitting energy totally by radiation from the plasma region to the hydrogen was an obvious outgrowth of the problems associated with the hydrodynamic and other containment problems of the coaxial flow concept. The basic problem was radiation heating in the fused silica and how to avoid it. One approach, stabilization of the vortex flow necessary to produce a convective separation of the hot gases from the vortex, saw a great deal of excellent fluid dynamics research, as well as the radiative heat transfer work cited earlier. Recent studies in these areas are reported by Krascella, by Blue and Roberts, and by Levy.

In addition to the two basic coaxial-flow and closed-cycle ("light-bulb") concepts, there are also a number of other approaches. The magnetic and electric body-force containment concept was studied very early, by Gross and others. The idea of using MHD-driven vortices was examined by Romero and several others. There was serious consideration for some time of the plasma core reactor as a source for MHD power. Principal studies were by Rosa, and more recently by J. R. Williams at Georgia Tech. There is currently a resurgence of interest in this application.

This leads us into the next phase: what is going on today and what areas are most fruitful for exploration? First of all, there seems to be a renewal of interest in the whole propulsion/power application for fission plasmas and for electric propulsion. Schwenk provides an introduction to and a summary of that subject.

A major recent effort has been the use of fission-generated energy for stimulating lasers. There are a number of papers on this topic. There is also a major effort underway in uranium hexafluoride utilization as a research tool, the subject of another series of papers.

There are a host of potential new applications. The energy crisis fostered the dragging out of all the old dogs to take a new look at them and see if there are any new applications. There are some interesting new applications in space, as discussed in detail in several papers. These will be elaborated upon in the workshop sessions, which have the purpose of setting the stage for a whole new era of partially ionized plasma research and applications based upon the growing interest and the active research effort that is going on today in a number of new directions.

**ADDITIONAL COMMENT BY CARL SCHWENK**

Since 1973 our program has become more basic. That has been an advantage to us. We have given the idea of the UF₆ plasma a lot more attention because of several factors. It might just be the most useful form of a fissioning gas, and it certainly is a lot easier to work with. In addition to the experimental advantages it gives, it may also be a very attractive energy source.
ON THE EMISSION MECHANISM IN HIGH CURRENT HOLLOW CATHODE ARCS*
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Abstract

Large (2 cm-diameter) hollow cathodes have been operated in a magnetoplasmadynamic (MPD) arc over wide ranges of current (0.25 to 17 kA) and mass flow (10^{-3} to 8 g/sec), with orifice current densities and mass fluxes encompassing those encountered in low current steady-state hollow cathode arcs. Detailed cathode interior measurements of current and potential distributions show that maximum current penetration into the cathode is about one diameter axially upstream from the tip, with peak inner surface current attachment up to one cathode diameter upstream of the tip. The spontaneous attachment of peak current upstream of the cathode tip is suggested as a criterion for characteristic hollow cathode operation. This empirical criterion is verified by experiment.

Cathode cavity conduction processes are commented on briefly; the emission processes at the cathode surface are examined in some detail. It is shown that thermionic emission cannot account for the observed current in such MPD discharges. Field emission from micro-spots moving rapidly over the cathode surface is shown to be a possible primary emission mechanism in such cathodes. Possible enhancement of the emission due to the photoelectric effect is also investigated. From order-of-magnitude considerations, it appears that a form of field-enhanced photoelectric emission can account for most of the observed current in the MPD hollow cathode, thus suggesting a possible novel emission mechanism for other hollow cathodes. The emission model preferred has not been experimentally verified.

I. Introduction

Since the early part of this century, the precise nature of the electron emission from cathode surfaces in arc discharges has been the subject of considerable theoretical and experimental investigation. Despite this effort, in many types of arcs, satisfactory theories do not exist for the cathode surface electron emission processes. One such poorly understood arc is the hollow cathode arc.

Hollow cathodes were first used to advantage by Paschen(1) as early as 1916 in spectroscopic studies where such cathodes were shown to be capable of simultaneously providing high electron number density and relatively low temperature ions and neutrals in an essentially field-free cathode cavity. More recently, hollow cathodes have been used as electron emitters in advanced ion thrusters where they exhibit longer lifetimes than oxide coated or liquid metal cathodes.(2) As sources of dense, highly ionized plasma, hollow cathodes have also been investigated at the Oak Ridge National Laboratory and at the Massachusetts Institute of Technology. These researchers point out the important features of a hollow cathode discharge:(3)

(a) the discharge creates a very pure external plasma (low contamination by cathode material,) dense, \(n_e=10^{17}-10^{18}$cm$^{-3}$) and highly ionized (up to 95%);

(b) the cathode enjoys a reasonably long lifetime, despite high current densities and high cathode wall temperatures (> 2500°K).

An important part of hollow cathode research dealt with the study of the noise oscillations of the discharge(4), since it was interesting to evaluate the possibilities of using hollow cathode arcs as a source of quiet plasma for experimental work on wave propagation. Hollow cathodes were also studied extensively in Europe in the nineteen sixties(5,6). Large hollow cathodes are currently finding applications in high power lasers(7) and in the production of high power neutral beams for plasma heating in controlled thermonuclear fusion reactors.

Despite the fairly exhaustive studies conducted at these various research establishments on the influence of the various parameters (geometry, gas flow rate, current, external pressure, axial magnetic field strength, electrode temperature, etc.) on the performance of the hollow cathode discharge as an efficient source of dense, highly ionized plasma and as an efficient electron emitter, the physics of processes inside the cathode cavity are still poorly understood. One major reason for this lack of understanding is that the typical cathode dimensions of most of these researches are so small (0.1 to 0.3 cm. inner diameter) as to preclude detailed diagnostic probing of the cavity interior. Such diagnostic probing is essential to identify the dominant physical processes of emission, ionization and conduction inside the hollow cathode cavity. In the few instances where large hollow cathodes have been used, the high energy levels of a steady-state arc discharge are in themselves not conducive to the use of simple diagnostics.

There is therefore a strong motivation for the detailed diagnostic study of a large diameter hollow cathode in a relatively low energy environment. The MPD arc facility at Princeton (Fig. 1.) is ideally suited to such an endeavor for two reasons:

(a) the large cavity dimensions permit the detailed study of the plasma by probing, photographic and spectroscopic observations.

(b) the total energy content of pulsed, quasi-steady MPD discharges is low enough to permit the use of small diagnostic probes of simple construction, with no cumbersome heat shielding required.

This paper describes the results of detailed measurements made inside the cavity of large (2-cm-diameter) hollow cathodes, over a wide range of
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currents and mass flows as stated above. In section II the experimental apparatus and diagnostic techniques are briefly described. Section III summarizes the major experimental results. Section IV begins an analysis of the cathode surface emission processes by examining thermionic emission. In section V field emission from the cathode surface is discussed. The third possible emission mechanism, photoelectric emission, is examined in section VI, followed by a summary in section VII.

II. Experimental Apparatus

The quasi-steady MPD accelerator with a hollow cathode is shown schematically in Fig. 1. Argon propellant (at feed rates from $10^{-3}$ to 16 g/sec) is injected into the discharge chamber through a fast-acting solenoid valve fed from a high pressure reservoir. The gas can enter the discharge chamber either through the hollow cathode, or through six outer injectors set in the insulating plexiglas backplate, or through both.

Current to the discharge is supplied as a fast risetime (< 5 usec) flat-top pulse typically of 1 usec duration by an 84 station LC-ladder network. (8) Charged typically to 4 kV, this 35 kJ network (with a total capacitance of 2.2 mfd) provides, when discharged through a variable impedance in series with the accelerator, currents as low as 0.25 kA up to 17 kA.

The cylindrical arc chamber is 12.7 cm in diameter and 5.1 cm deep. The hollow cathode is located on axis, screwed into an insulating circular plexiglas backplate. The coaxial annular aluminum anode, displaced slightly downstream from the cathode tip, has an i.d. of 10.2 cm, an outer barrel diameter of 18.8 cm, and a thickness of 1 cm. The particular hollow cathode dimensions and geometry are noted in the subsequent text where appropriate.

The plasma formed in the discharge chamber during every (< 1 usec) firing of the discharge exhausts into the glass bell jar vacuum tank 10" in i.d., 45 cm, 76 cm long, evacuated to some 10$^{-3}$ torr prior to each discharge by a mechanical pump. A probe carriage mounted inside the tank, controllable in two dimensions from outside the tank, allows detailed probing both inside and outside the hollow cathode.

The self-induced magnetic field everywhere within and about the hollow cathode is measured by an induction coil with an i.d. of 0.05 cm and an o.d. of 0.3 cm, wound from 350 turns of #44 magnet wire. The magnetic probe signal, proportional to dB/dt, is passively integrated through a 10 microsec integrator and displayed on a Tektronix 551 oscilloscope. At very low currents, the rather low magnetic field signal from the integrator is boosted by a Tektronix AM502 differential amplifier, with gain selection from 10$^2$-10$^9$, before being read on the oscilloscope.

A single Langmuir probe, consisting of a cylindrical tungsten wire 0.025 cm in diameter, imbedded in a quartz tube of o.d. 0.02 cm with only the end face of the tungsten exposed to the plasma, is used to measure plasma floating potentials.

In addition to spectrographic study of the discharge with interference filters, emission spectra from the hollow cathode discharge were obtained using a Steinheil GH glass prism spectrograph which recorded radiation over the spectral interval from 420 Å to 6200 Å.

III. The Search for Hollow Cathode Operation in Large Hollow Cathodes

In the first phase of the experiments, the hollow cathode was uninsulated, so that current attachment could occur on the outer cylindrical surface, face, or inner cavity of the cathode. The purpose of these experiments was to determine whether hollow cathode operation, with preferential current attachment inside the cathode cavity, could be obtained in large hollow cathodes in an MPD arc. For typical MPD discharge currents of kiloamperes, the orifice diameter of the cathode (≤ 1 cm) was chosen such that two arbitrary scaling parameters, a mass flux m/s and a current density J/s, where s is the cathode orifice area, were comparable to typical mass fluxes and current densities in low current, steady-state hollow cathode arcs. A typical uninsulated cathode is shown in Fig. 2a. The cavity dimensions are noted on the figure.

With this hollow cathode, when argon gas was injected both from inside and outside the hollow cathode to the discharge, current attachment occurred predominantly from the face and outer surface of the cathode, with no visible plasma formation inside the hollow cathode, as shown in Fig. 3. Fig. 3a shows the camera perspective used in photographing the 16 kA, 12 g/sec discharge through a 4880 Å Ar II narrow bandwidth interference filter. Fig. 3b shows clearly that the luminous regions of the discharge are outside the hollow cathode cavity, while the cavity itself appears quite dark.

Even when gas was injected solely through the hollow cathode, magnetic field measurements revealed that there was negligible current attachment inside the cathode cavity. Fig. 4 shows enclosed current streamlines in and about the hollow cathode cavity, derived from the magnetic field measurements for a current of 29 kA, at a mass flow of 0.3 g/sec. The figure shows that a mere 3% of the 29 kA discharge penetrates the cavity under these operating conditions.

These early experiments indicated that merely installing large hollow cathodes in an MPD arc does not guarantee significant current attachment inside the cavity, accompanied by formation of a stable cavity plasma. A careful search was therefore required to identify specific operating conditions under which the discharge would spontaneously emanate from within the cavity. To facilitate this search, it was decided to insulate the face and outer surface of the hollow cathode, thereby forcing the current to attach inside the cavity. Under conditions of 'forced' plasma formation within the cavity, controlled variation of three key independent variables, cathode geometry, mass flow rate, and discharge current, might then lead to the empirical identification of necessary conditions for characteristic hollow cathode operation in MPD arcs. The validity of such empirical criteria, if identified, could easily be tested by removing the insulation of the hollow cathode; to observe whether, under these specified operating conditions, the discharge now preferentially emanates from the cavity interior.
in spite of the available external conducting surface.

2. Insulated Hollow Cathodes

a. Effects of Cathode Geometry Changes. In the first series of experiments with fully insulated hollow cathodes, two of the independent variables, current and mass flow, were fixed, and the effects of cathode geometry changes on the cavity discharge were examined. For all insulated cathodes, gas was injected only through the hollow cathode to the discharge, with the outer injector orifices sealed.

The first question to be answered was whether by forcing current attachment inside the cavity, a stable discharge could be maintained in these large cathodes. Current and potential distributions were measured inside the cavity of hollow cathode HC VIII, shown in Fig. 2e, and were found to be quasi-steady azimuthally symmetric. The surface current distribution, for $J=7$ kA, $m=4$ g/sec, was determined by translating the magnetic probe axially upstream from the cathode tip at a radius of 0.8 cm, with the 0.3 cm-diameter probe touching the cathode inner surface. This surface current distribution, drawn normalised by the enclosed current at the cathode tip, is shown as the dashed curve in the upper half of Fig. 5. For reference, HC VIII is shown in cross-section at the top of the figure.

The surface current density profile, deduced from the enclosed current profile(9) is shown as the heavy line in the upper half of Fig. 5. It should be noted that the peak current density ($> 1$ kA/cm$^2$ at this operating condition), occurs at the cathode tip.

The lower half of Fig. 5 shows floating potentials on the hollow cathode axis obtained using the Langmuir probe. The potential profile shows that coincident with the region of high current density the current attachment is a region of weak axial potential gradient, $< 10$ V/cm.

To obtain further information on the physical processes occurring in the hollow cathode, a few near-infrared spectrograms of the discharge were recorded using another insulated cathode, designated HCI, shown in Fig. 2b. The near infrared spectral region contains a number of strong neutral argon lines which are more readily identifiable than those neutral lines in the visible part of the spectrum, since the latter tend to be dominated by ionized argon and impurity lines. Fig. 6 compares the spectral interval from 6500 $\AA$ to 8600 $\AA$ for the uninsulated hollow cathode in the 29 kA, 0.3 g/sec discharge and azimuthally for the fully insulated cathode, HCI, at 7 kA and 4 g/sec. Both spectrograms were recorded looking directly upstream into the cavity along the axis. Fig. 6a shows that the distribution of radiance of the spectral lines does not reflect any of the cathode geometric features despite the measured 0.8 kA (see Fig. 4) attaching inside the cavity for this 29 kA, 0.3 g/sec condition. The Al lines are barely discernible inside the cavity and there is no continuum radiation.

In dramatic contrast, the spectrum of the fully insulated cathode discharge shows a sharply defined continuum in the cavity with Al and AlII lines brightly superimposed on it (Fig. 6b). There is very little radiation recorded beyond the cavity at this exposure, with a high level of radiant flux emanating from the cavity.

Having satisfactorily obtained a quasi-steady azimuthally symmetric discharge inside large hollow cathodes by forcing the current to attach inside the cavity, the effects of cathode geometry variations could now be examined. Some of the many cathode configurations examined are shown in Fig. 2b, c, d, e, f, g and h. As shown in the figure, different tip geometries as well as different inner electrode shapes were examined. In particular, the conical configurations, Fig. 2f, g, may be considered as steps in the transition from a hollow cathode with a cylindrical cavity to a solid electrode with a flat face.

Despite these many drastic changes in cathode geometry, the measured current and potential distributions inside the cavity of these hollow cathodes, at fixed current, 7 kA, and mass flow, 4 g/sec, are all nearly identical to those shown for cathode HC VIII in Fig. 5. The characteristic features of high current, high mass flow hollow cathode operation that emerge from these studies are described elsewhere(10) in detail. They can be summarized as follows:

(a) For all insulated configurations, the discharge current attaches to the downstream portion of the cavity with a peak surface current density at the cathode tip in excess of 1 kA/cm$^2$. The region over which 80$\%$ of the current attaches is 0.6 cm long, coincident with a weak central axial electric field of less than 10 V/cm.

(b) Measured radial profiles of floating potential inside the cavity indicate that the bulk of the potential drop occurs near the inner cathode wall, while the cavity interior is nearly field-free.

Due to the insensitivity of the details of the current and potential distributions inside the hollow cathode cavity to changes in cavity geometry at fixed high values of current and mass flow, it was decided to select one particular cathode that was most amenable to diagnostics, and to study this cathode for wide variations in the other two independent variables, current and mass flow. The cathode design selected, designated HC XII, is shown in Fig. 2h.

b. Effects of Current and Mass Flow. For the fixed cathode geometry HC XII, current and potential distributions inside the cavity were measured over as wide a range of currents and mass flows as possible(9) with the given experimental facility. Local measurements of magnetic field and floating potential inside the cavity were made for currents from as low as 0.25 kA up to 17 kA, with mass flows from $10^{-3}$ up to 16 g/sec.

Fig. 7 shows the surface current density profiles, obtained from magnetic field measurements(9), at various mass flows from $5 \times 10^{-3}$ up to 0.4 g/sec in HC XII, with the current in all cases fixed at 0.25 kA. From these current density distributions, three characteristic features emerge:

(a) As the argon mass flow is reduced from 0.4 g/sec to 0.1 g/sec, the peak in the surface current density moves from 0.3 cm to 1.9 cm upstream of the cathode orifice. Over this same range in mass flow, the length of the
cathode (measured from the end) over which 80% of the input current is found to attach to the surface, increases from 0.7 to 2.2 cm.

(b) Correspondingly, the current attachment at the surface becomes more diffuse, leading, for a fixed current, to a drop in the peak current density.

(c) Further reduction in mass flow from $10^{-1}$ g/sec to $5 \times 10^{-3}$ g/sec causes the peak in the current distribution to move downstream towards the open end of the cavity.

Fig. 8 shows surface current density profiles for a fixed, higher current of 0.9 kA and mass flows from $5 \times 10^{-2}$ g/sec to 8 g/sec. Here, just as at 0.25 kA, the current density peak moves first upstream from the cavity end and the current attachment becomes more diffuse as the mass flow is reduced, from 8 to $6.6 \times 10^{-2}$ g/sec. Again, still further reduction in mass flow, from $6.6 \times 10^{-2}$ to $5 \times 10^{-3}$ g/sec, causes the peak current density to then move downstream towards the cavity end. However, the maximum peak penetration at the higher current is only 0.9 cm, compared to a maximum peak penetration of 1.9 cm at the lower current of 0.25 kA.

Fig. 9 shows similar surface current density distributions for a high current of 4.7 kA. At this high current, unlike at the lower currents, the current density distributions are observed to be quite insensitive to changes in mass flow. For all mass flows, the peak current density occurs between 0 and 0.3 cm from the cavity end, and, in all cases 80% of current attachment to the surface occurs over a length of 0.9 cm from the cavity end.

The data presented in the preceding three figures may be cross-plotted to demonstrate the effect of discharge current on the cavity current distributions as shown in Fig. 10. Here, for a fixed mass flow of 0.2 g/sec, the surface current distributions are plotted for three currents. These distributions are shown normalized by the peak current density in each case to facilitate their comparison on a linear scale. The figure shows that as current is increased from 0.25 to 4.7 kA, the peak current density moves nearer the cavity end, while current attachment occurs over shorter cathode channel lengths. To examine whether this trend continues to still higher currents, the surface current distribution was measured for a current of 17 kA. This distribution, also shown in Fig. 10, shows that the peak current density occurs still nearer the cathode tip with a shorter cathode length (0.8 cm from the orifice) used for 90% current attachment to the surface.

The length of the cathode cavity over which 90% of current attachment to the surface occurs is defined as the active zone length of the cavity. Fig. 11 summarizes the surface current density measurements by graphing active zone length against mass flow rate, with discharge current as a parameter. The surface current density distributions, characterized by an active zone length, are seen to be most sensitive to changes in mass flow at the lowest current (0.25 kA), becoming least sensitive at the highest current (4.7 kA). The maximum penetration of current into the hollow cathode decreases as the current is increased from one cathode diameter at 0.25 kA to approximately one-tenth of the cathode diameter at 4.7 kA.

The experiments described above reveal significant changes in surface current conduction with changes in current and mass flow. To obtain a more comprehensive picture of the energy deposition patterns inside the volume of the cathode cavity, these surface measurements were supplemented by complete maps of magnetic field and floating potential throughout the volume of the cathode cavity.

Fig. 12 shows, on a cross-sectional view of cathode HCXII, contours of constant current and constant floating potential at a fixed current of 0.25 kA for mass flows of 0.4 g/sec (upper part of figure) and 0.1 g/sec (lower part of figure). At this current of 0.25 kA, Fig. 7 shows that these mass flows represent extremes in the penetration of current into the cathode cavity.

For both mass flows, the equipotential lines are approximately radial in the bulk of the cavity plasma, implying a negligible radial field in the volume of the cathode cavity. In addition, the potentials show a weak axial field of less than 4 V/cm. Since the cathode itself is the zero volt equipotential in both cases, all the radial equipotential contours must bend parallel to the surface somewhere close to it before leaving the cavity. If the potentials bend within the debye sheath separating surface from quasi-neutral plasma, high radial fields (\(10^8\) V/cm) would exist at the surface. The implications of such fields for surface emission processes are discussed later.

From the intersecting grid of current and potential lines, the power density, \(jE\), in any volume segment of the plasma can be easily determined. The results of this computation are graphed in Fig. 13a, b which show power density as a function of axial position within the cavity, with radius as a parameter. For both mass flows it is observed that the power density profiles near the surface are qualitatively similar to the current density profile measured at the same radial position. Furthermore, in both cases the power density profile retains its form well into the plasma, thus corroborating the significant difference in cavity current penetration inferred earlier from the surface current density measurements.

In summary, by forcing the current to attach inside the hollow cathode cavity, the search for hollow cathode operation in large hollow cathodes in the MPD arc has revealed that the current attaches to the surface in one of two characteristic distributions of surface current density:

(a) At high currents, high mass flows or at very low mass flows, the peak current density occurs at or very near the cathode tip and the bulk of current attachment to the surface occurs within a limited axial region upstream of the cathode tip. This mode of current conduction is characterized as forced current attachment inside the cavity.

(b) For lower currents, at intermediate mass flows, the peak current density occurs measurably upstream of the cathode tip, and a longer length of cathode surface is utilized for current attachment, resulting in more diffuse current conduction at the surface. The spontaneous attachment of current at a point upstream of the cathode tip might be construed as being truly characteristic of
hollow cathode operation, wherein physical processes peculiar to the cavity determine the particular choice of location along the inner cathode surface from which most of the current is conducted.

The first of the above two hypotheses has already been tested in the early experiments with uninsulated hollow cathodes. As shown in Figs 3 and 4, when the current is high (7 kA) then for both mass flows of 6 g/sec and 0.3 g/sec, there is negligible current attachment within the cavity, the bulk of current preferring to attach to the exposed face and outer surface of the hollow cathode. Since there is negligible spontaneous cavity current attachment under these conditions, it is evident that upon insulating the face and outer surface of the cathode, at similar conditions of high current (4.7 kA) and mass flows (4 g/sec and 0.4 g/sec), the current is being forced to attach inside the cathode cavity, with a "forced" current density distribution as shown in Fig. 9. The test of hypothesis b) above, is described in the next section.

3. Characteristic Hollow Cathode Operation

An empirical criterion for characteristic hollow cathode operation in an MPD arc is that the peak surface current density spontaneously occur upstream of the cathode tip along the inner cylindrical surface, as for example, at J=0.25 kA, m=0.1 g/sec, in Fig. 7. To test this criterion, the insulation on the face and outer surface of cathode HC XII was completely removed, and at the same operating condition of J=0.25 kA, m=0.1 g/sec, the surface current distribution inside the cavity for this uninsulated cathode was measured. This distribution is shown as the heavy line in Fig. 14a. Also shown in the figure as a dashed line is the measured surface current distribution for the insulated version of the same cathode at the same current and mass flow. The two distributions are normalized by the peak current density in either case. The strong similarity between the two distributions demonstrates that, when the current and mass flow inside the cathode are properly adjusted for a given cathode geometry, the discharge does prefer to run from within the cavity interior in spite of the available external conducting surface.

To supplement the current measurements inside the cavity, photographs of the discharge were also taken for the uninsulated cathode at J=0.25 kA, m=0.1 g/sec. A typical photograph, taken without any spectral filtering and time-integrated over the discharge duration, is shown in Fig. 14b. The radianc e outside the cavity is so low at this exposure that the cathode is not visible at all. To provide a sense of perspective, the discharge was first photographed as in Fig. 14b, then, illuminated by a spot lamp, the discharge chamber was imaged on the same film, using different camera settings. A typical double exposure is shown in Fig. 14c. Fig. 14b, c, show that the discharge radiance emanates predominantly from the cathode cavity interior, with a marked absence of radiance from outside the cavity. This is in sharp contrast to the picture obtained with an uninsulated cathode at much higher current (16 kA) and cathode mass flow (6 g/sec), in which the cavity itself is observed to be quite dark (Fig. 3). Finally, in Fig. 14b it is observed that the downstream 0.8 cm of the cathode cavity appears darker than the region upstream of it. The lowering of intensity of radianc e in this region is consistent with the lower surface current density measured in this region (Fig. 14a) and the correspondingly lower volumetric energy deposition (Fig. 13b).

In summary, the spontaneous occurrence of a peak current density upstream of the cathode tip and the strong similarity between the cavity current distributions for the insulated and uninsulated cathode is deemed strong evidence for the conclusion that this type of surface current distribution, and the values of current and mass flow at which it occurs, are indeed characteristic of hollow cathode conduction for the given geometry.

From the experimental results presented above, interesting dependencies have been revealed of the cathode cavity conduction patterns on both mass flow and current for a fixed cathode geometry. These measurements were not made in sufficient detail to enable the construction of a detailed analytical model of the cathode conduction and emission processes. Furthermore, certain physical parameters germane to the construction of such models, such as electron number density, temperature, state of ionization of the plasma, heavy particle temperatures, etc., have not been directly measured in this work. The approach, therefore, is semi-empirical, but nevertheless useful insofar as it discriminates between several candidate models and thus defines specific directions in which further research might be conducted.

A phenomenological conduction model, consistent with all of the measured current distributions, is described in detail elsewhere. In brief, the mean free path, $\lambda^*$, for escape through the cathode orifice of energetic electrons in the distribution tail, is identified as a characteristic conduction dimension. When $\lambda^*$ is very short or very long relative to the cavity diameter, conduction is electric field dominated, occurring mostly from the cathode tip. When $\lambda^*$ is roughly one cathode diameter, the resultant axial conductivity gradient opposes the field gradient, thus moving peak current attachment up to one diameter upstream of the tip.

This paper focuses on emission processes at the MPD hollow cathode surface. Three major possible emission mechanisms are investigated: thermionic, pure field, and photoelectric emission. We begin with thermionic emission.

IV. Thermionic Emission

1. Uniform Thermionic Emission

The emitted thermionic current density at a metal surface is given by the Richardson-Dushman equation:

$$j_{th} = AT^2 \exp \left( \frac{-e\phi}{kT} \right)$$

(1)

where $A = 60 \text{A/cm}^2$, $e\phi$ for tungsten, $T$ is the cathode surface temperature and $\phi$, the work function, is about 4.5 e.v. for pure tungsten. Fig. 15 is a graph of thermionic current density versus cathode surface temperature for the tungsten hollow cathode. Also shown on the figure are typical measured average surface current densities, $<j>$, for the range of arc current from 0.25 to 4.7 kA. From these current densities and the Richardson emission curve, it is clear that hollow cathode surface temperatures of order 3200 °K or greater are required.
if thermionic emission is to be the major source of electrons in the discharge. For currents greater than 4.7 kA, the maximum thermionic emission, corresponding to the boiling point of tungsten, is still not sufficient to account for the total emitted current at the cathode surface. For the lower currents of 0.25 and 0.9 kA, the cathode, if hot enough, could provide the necessary emission current density. It is therefore instructive to estimate the temperature rise at the hollow cathode surface due to the discharge at these operating conditions.

The discharge is assumed to provide a constant flux, \( F_0 \), of heat radially to the cathode surface. The heat is assumed to flow purely radially inside the cathode and the cathode wall is assumed to be infinite in radial thickness. The problem can then be treated as one-dimensional heat conduction in a semi-infinite slab with a constant flux, \( F_0 \), incident upon it. The solution of the appropriate heat diffusion equation is standard \((12)\). We shall save space here by simply showing a sketch of the problem (below) and quoting the result:

The temperature anywhere in the cathode is then given by \((12)\):

\[
T(r, t) = T_{\infty} \frac{1}{\pi \cdot K} \exp \left( -\frac{(r-r_c)^2}{4Kt} \right) \frac{1}{2} \left[ \mathrm{erf} \left( \frac{r-r_c}{\sqrt{4Kt}} \right) - \mathrm{erfc} \left( \frac{r-r_c}{\sqrt{4Kt}} \right) \right]
\]

where \( K \) is the thermal conductivity of tungsten and \( K \) is its thermal diffusivity.

The temperature at the cathode surface \((r = r_c)\) is

\[
T(r_c, t) = T_{\infty} \frac{1}{\pi \cdot K} \frac{1}{2} \frac{(r-r_c)^2}{4Kt} \frac{1}{\sqrt{4Kt}} \left[ \exp \left( -\frac{(r-r_c)^2}{4Kt} \right) \right]
\]

Typically, the MPD hollow cathode takes about \( 10^{-3} \) sec to reach a quasi-steady state. For thermionic emission to be significant, the surface temperature should therefore rise to temperatures of order 3000 K or greater in this time. For this time scale, and for characteristic values of the physical constants \( K \) and \( \chi \), Eq. 3 reads:

\[
T(r_c, t) = \left( 2.2 \times 10^{-2} \right) F_0 \quad (\text{K})
\]

where \( F_0 \) is in units of cal/cm²-sec.

Typically the energy flux to the cathode in an arc discharge is only about 10% of the total energy in the discharge. The rest is distributed among anode heating, gas heating, gas flow power, radiated power and frozen flow power. We shall, however, assume that all the power in the discharge goes into the cathode surface and thereby obtain an estimate of the extreme upper limit to the temperature rise at the cathode surface.

For the higher current of 0.9 kA, with a measured terminal voltage of roughly 40 V, the total discharge power is:

\[
P_{\text{TOTAL}} = 8.6 \times 10^3 \text{ cal/sec}
\]

Experiments have shown that the plasma inside the hollow cathode forms over a length of typically one cathode diameter. The surface area of the cathode which is directly heated by the plasma is therefore:

\[
S = \pi \cdot D \cdot D = 11.3 \text{ cm}^2
\]

where \( D \) is the cathode inner diameter of 1.9 cm. The average heat flux to the surface, \( F_{0'} \), is thus:

\[
F_{0'} = \frac{P_{\text{TOTAL}}}{S} = 7.6 \times 10^2 \text{ cal/cm}^2-\text{sec}
\]

For this value of \( F_{0'} \), Eq. 3 gives a temperature rise at the cathode surface of only 17°K. Also, Eq. 2 shows that, on the time scale of \( 10^{-3} \) sec, heat has not diffused more than 0.2 cm into the cathode. Since the cathode wall is 0.6 cm thick, our earlier assumption of the cathode as a semi-infinite slab is justifiable. At the higher current of 4.7 kA, with a terminal voltage around 120 V, the surface flux, \( F_0 \), is a factor of 15 higher than at 0.9 kA. Even so, Eq. 3 then gives a maximum cathode surface temperature rise of only 260°K.

This simple analysis shows therefore that due to the short duration of the MPD discharge, the cathode is not significantly heated by the discharge. Uniform thermionic emission in the MPD hollow cathode is therefore not likely as the major source of electrons. There is, however, the possibility that the cathode surface is not heated uniformly but in localized spots distributed over the surface. The electrons emitted from these local hot spots could be scattered rapidly to appear to cover the whole surface; since the magnetic field measurements were made at a distance of 0.15 cm away from the surface, due to the 0.3 cm dimension of the probe itself, the probe could have measured only a "smoothed out" current density near the surface. However, this possibility can be negated by a very simple analysis as follows in the next subsection.

2. Thermionic Emission from Localized Hot Spots

Let the number of local hot spots be \( N \). Let the area of each hot spot be \( A \). The average current density of each spot is therefore:

\[
\langle j_{\text{spot}} \rangle = \frac{J}{N A} \text{ A/cm}^2
\]

where \( J \) is the total discharge current. Now in general when a current \( j_e \) of electrons is emitted from a spot, the ion current, \( j_i \), returning to that spot along the field lines is smaller than \( j_e \). This is especially true in an arc where the sheath drop is low (typically 10-20 V), for then the ionization efficiency of the emitted electrons is quite low thus producing a smaller ion current than the emitted electron current.\((13)\) This return ion current density when multiplied by a voltage drop across the sheath gives the flux, \( F_{\text{spot}} \), incident upon each spot. In arcs in general, the ratio \((j_i/j_e)\) varies from as low as 10\(^{-3}\) up to 1.\((15,14)\) For our purposes here, we choose the highest possible value so as to maximize the heat input to the cathode spot. The maximum flux \( F_{\text{spot}} \) for a typical sheath drop of 40 volts (a large estimate
for MPD operating conditions) is therefore:

\[ F_{\text{SPOT,max.}} = \frac{J}{NA} \times 4.2 \text{ cal/cm}^2\text{-sec} \]

Now the largest possible value of \( J/NA \) if the emission is thermionic is about 700 A/cm\(^2\), corresponding to the boiling point of tungsten. With this maximum value of \( J/NA \), the flux into the spot becomes:

\[ F_{\text{SPOT,max.}} = 7 \times 10^3 \text{ cal/cm}^2\text{-sec} \]

With this flux, Eq. 3 yields a maximum temperature rise at the spot of only 150°K.

It is therefore clear that whether the heat from the discharge is assumed to cover the cathode surface uniformly or to heat any number of localized spots distributed over the surface, the discharge energy is not sufficient to heat any portion of the cathode surface to temperatures above about 500°K, assuming thermionic emission alone is present. However, the maximum spot density is not limited to the rather low thermionic values but is several orders of magnitude higher, as for example, with field emission, when the incident power density to the spot can in fact be high enough to cause melting of the individual spots. This point is discussed in the next section. Here we conclude that thermionic emission alone is not likely to provide the measured current in the MPD hollow cathode.

V. Field Emission

On the basis of his pioneering work on electrostatic probe theory, Langmuir\(^{(14)}\) recognized that if there is a large number of positive ions in the probe debye sheath, it is possible to pull electrons out of the metal by lowering the potential barrier. Mackeown\(^{(15)}\) conducted a detailed theoretical investigation of Langmuir's hypothesis. His major contribution to the theory was the inclusion of the effect of wall-emitted electrons on the sheath, giving rise to Mackeown's equation of bipolar space charge movement:\(^{(15)}\)

\[ \chi_c = \frac{1}{s} \sum_{v} \left( \frac{j_v}{j_m} \right)^2 \left( \frac{m}{m_v} \right)^{-\frac{3}{2}} \left( \frac{v^2}{c^2} \right) \]  

where \( \chi_c \) is the cathode surface electric field and \( V \) the potential drop across the sheath. In 1928 Fowler and Nordheim published a classic study of electron emission in intense electric fields,\(^{(16)}\)

Their emission equation is: \(^{(16)}\)

\[ j_e = j_0 \exp \left( \frac{eV}{\phi} \right) \exp \left( -\frac{eV}{kT} \right) \]  

where \( \psi = j_0 = 1.54 \times 10^{-6} \text{A/cm}^2 \) is the work function of the metal, already referred to earlier. Wasseraab\(^{(17)}\) carried out a theoretical investigation using Eqs. 4 and 5 for a mercury arc. He emphasizes that if the total current density, \( j = j_e + j_i \), is known, then \( j_e \) and \( j_i \) are each uniquely determined by the two equations, for a specified cathode drop \( V \) and work function, \( \psi \). The result of his graphical evaluation\(^{(17)}\) is shown in Fig. 16 for a rather low work function of \( \psi = 2e \). The figure may be interpreted as follows: with small values of \( \psi \) there is no adequate field for significant electron emission. \( j_i \) therefore varies proportionally to \( j \). At large current densities, \( j_i \) is practically constant since, when dealing with extreme fields, \( 10^6 \text{ V/cm} \), a small alteration of \( j \) produces a large alteration in \( j_i \), therefore \( j_i \) is proportional to \( j \).

By considering the energy balance and the slight ionization ability of the cathode emitted electrons as mentioned above (see Compton\(^{(13)}\)), Wasseraab proves the condition,

\[ q = (j_e/j_i) \gg 1 \]

If, for example, we make \( q = 10 \), then, from Fig. 16 we observe that even with the small work function of \( 2e \) the field emission mechanism is possible only for current densities \( \geq 10^7 \text{ A/cm}^2 \). In the spirit of an optimistic estimate of the total current density requirement for uniform field emission, we might assume that \( q \) is as large as unity; i.e. the ion and electron currents to the cathode surface are equal. Then, Fig. 16 shows that total surface current densities of order \( 10^7 \text{ A/cm}^2 \) are still required according to Wasseraab's model, for pure field emission at this low work function of \( 2e \). Such current densities are three orders of magnitude larger than the highest measured surface current densities in the MPD hollow cathode,\(^{(9)}\) (see Fig. 9). The work function used in the above calculations must be considered as being very low, even taking into account the eventual influence of oxide layers on the tungsten surface. With more realistic values of \( \psi \) (\( \phi \approx 3.5 \text{ to } 4.5e \)) it has been shown\(^{(9)}\) that still higher current densities are required for field emission than those quoted above for \( \psi = 2e \).

It is therefore clear that for pure field emission from the cold MPD hollow cathode, high fields \( (10^4 \text{ V/cm}) \) and high current densities \( > 10^6 \text{ A/cm}^2 \) are required. With debye sheaths of order \( 10^{-2} \text{ cm} \) in thickness and sheath drops of order 10-20 volts, the necessary high electric fields are certainly possible at the hollow cathode surface. However, the high current densities require that the emission be localized into many spots distributed over the cathode active surface. As mentioned earlier, these intense local sources of electrons, if they existed, could not be detected by the magnetic field probe due to its size and distance from the cathode surface. Also, the uniform grayish appearance of the cathode active surface could be accounted for by a rapid, random movement of the spots all over the active surface during the discharge. Such a movement could be caused, for example, by smoothing out the metal surface due to bombardment of ions returning along the field lines to the spot. The resultant lowering of the local electric field might cause the spot to wander to a region of higher electric field, and so on. Apart from ion bombardment smoothing, the surface of the spot could possibly be smoothed by local melting. Consider for example the case \( j_i = j_e = 10^6 \text{ A/cm}^2 \). Such an ion current density incident upon the spot, falling through a sheath potential of about 20V, will cause the temperature of the spot to reach the melting point of tungsten within less than 30 \( \mu \text{sec} \), according to Eq. 3 above. Such local melting might cause the local electric field to drop considerably and hence cause the emission site to wander to an unheated region where the surface is still rough. Meanwhile the molten spot may solidify and be roughened again by random ion bombardment, thus maintaining the chain of spot movement.

We conclude here that whereas conditions in the MPD hollow cathode might be appropriate to cold field emission, such a mechanism does impose stringent requirements on the nature of the emission sites and is practically impossible to verify experimentally.
VI. Photoelectric Emission

Although photoelectric cathode emission has been recognized as being important in glow discharges for many years, and has been discussed extensively by Loeb(18) and others, it appears to have received scant attention in the literature on high pressure arc discharges. In particular, in hollow cathode discharges, the efficient confinement of radiant energy by the cathode cavity intuitively suggests the possibility of photoelectric enhancement of the surface emission. It is surprising, therefore, that to the best of our knowledge, no quantitative estimates of the photoelectric emission have been reported for hollow cathodes, particularly in situations where thermionic, pure field, Schottky and other secondary emission processes have all been shown to be inapplicable.(19) In the following, a rudimentary analysis of the radiation processes inside the MPD hollow cathode leads to the conclusion that under certain conditions it is possible for photoelectric emission to account for more than 45% of the observed cathode current. This stresses the need for a careful experimental study of photoemission at the surface of MPD hollow cathodes and suggests that photoelectric emission cannot be lightly dismissed from consideration as a primary emission mechanism in hollow cathode discharges.

1. Maximum Photoelectric Yield

The maximum possible vacuum photoelectric yield at the MPD hollow cathode surface is estimated as follows: First the simplifying assumption is made that all of the energy in the radiation field inside the cavity arises from a single resonant electronic transition from the first excited state to the neutral or ion ground state of argon. This assumption is reasonable for a near LTE argon plasma in which the resonant energy gap for the neutral atom (ArI) or singly charged ion (ArII), ±10eV, is much larger than that for the higher excited transitions. Two cases are considered: a weakly ionized plasma at low currents(9) in which all the radiant energy is assumed carried by 11.6eV resonant photons of ArI and a strongly ionized plasma at high currents(20) in which 17 eV resonant photons are assumed to carry all the energy in the radiation field. An upper bound to the resonant quantum flux in either of these cases incident on the cathode inner surface can be obtained by assuming that all of the energy in the cavity discharge is in fact in the radiation field (and neglecting end losses). If this maximum possible quantum flux is multiplied by a maximum quantum yield at the surface (ejected electrons/incident quantum), one then estimates the maximum primary photoelectric current at the cathode surface.

The value of the quantum yield depends on the energy of the incident quantum, and is quite sensitive to the angle of incidence and the orientation of the electric field vector of the incident quantum. It has been shown experimentally(20) that light obliquely incident on a photosurface consisting of a liquid sodium-potassium alloy yields a much larger photocurrent (higher quantum efficiency) when the electric vector is contained in the plane of incidence than when it is directed normal to that plane. The ratio of photocurrents for the two polarizations is a function of the angle of incidence and reaches a maximum of about 60 for 60° incidence. The magnitude of this effect for ultraviolet light incident upon a tungsten surface is not precisely known but must be accounted for by proper averaging procedures in any detailed analysis of photoemission in the MPD hollow cathode. For our purposes here, in order to estimate the maximum possible photoelectric yield, we assume the highest reported yield for tungsten in the wavelength range of interest (700-1000 Å). This value, = 0.2, was measured(21) from a tungsten surface contaminated by oxide films, absorbed gases, etc., not unlike the MPD hollow cathode surface.

Table I below, shows the upper bounds of the vacuum photocurrent densities for the lowest current (0.25 kA) at a mass flow of 0.1 g/sec and for the highest current (4.7 kA) at a mass flow of 0.1 g/sec, respectively. For comparison, the second column of the table shows the measured average surface current density at both of these operating conditions.

<table>
<thead>
<tr>
<th>Operating Conditions</th>
<th>Type of Plasma</th>
<th>Maximum Possible Vacuum Photoelectric Current Density, A/cm²</th>
<th>Measured Average Surface Current Density, A/cm²</th>
</tr>
</thead>
<tbody>
<tr>
<td>J</td>
<td>Weakly Ionized</td>
<td>All Ar I, 7.6 2-2 level, 4.10³ V/cm</td>
<td>22</td>
</tr>
<tr>
<td>0.25 kA m</td>
<td></td>
<td>Atomic System</td>
<td></td>
</tr>
<tr>
<td>J</td>
<td>Strongly Ionized</td>
<td>All Ar II, 387 2-2 level, 4.10³ V/cm</td>
<td>830</td>
</tr>
<tr>
<td>4.7 kA m</td>
<td></td>
<td>Atomic System</td>
<td></td>
</tr>
<tr>
<td>J</td>
<td></td>
<td>0.1 g/sec</td>
<td></td>
</tr>
</tbody>
</table>

From Table I it is evident that if all of the power in the cathode region of the MPD hollow cathode arc is incident upon the tungsten surface as high energy resonant quanta, then the resulting photoelectric current could account for between 25 and 50% of the total discharge current. Thus far in the calculation, we have not considered the effect of the cathode surface electric field on the emission, the presence of a strong (v10⁶ V/cm) electric field at the cathode surface can change the photoemission characteristics. (22) In effect, the field can, under certain circumstances, cause an electron in an excited state within the conduction band of the metal to tunnel through the surface potential barrier and be emitted as a photo-electron. This has the net effect of increasing the quantum yield from the vacuum photoelectric yield generally measured experimentally and used in our calculation above.

In principle, it appears possible therefore, that if a significant fraction of the power in the cathode region in the MPD hollow cathode is incident upon the cathode surface as high energy quanta, then a field enhanced photoelectric effect can account for all of the measured surface current. The task that now remains is to investigate the collisional and radiative processes occurring in the volume of the hollow cathode plasma in order to determine what fraction of the power in the cathode region does in fact reach the cathode surface as high energy power.
radiation quanta. This is done in the next two subsections.

2. Estimate of Net Fraction of Cathode Region Power Available to the Radiation Field

In the MPD hollow cathode, since most of the current is carried by electrons, the ohmic power $jE$, is invested primarily in the electrons. The electrons then transfer, by elastic and inelastic collisions, some of this invested power to the heavy particles. The flow out of the cathode orifice of heavy particles heated by electron elastic scattering, of hot electrons themselves, of radiation, and also of heavy particles in excited states ("frozen" flow power losses) represents a fraction of the cathode region power that cannot be introduced into the surface as radiation. When these individual "orifice loss" components are estimated for different hollow cathode operating conditions and added together, (9) it is found that only 10 to 15% of the cathode region power leaves via the orifice; the majority of the power can therefore be introduced into the radiation field inside the cavity, thus justifying one of the assumptions made in the previous subsection.

3. Integrated Line Intensity in the Hollow Cathode

We have assumed earlier that all of the power in the cathode region is contained in a single optical transition, for either the weakly ionized Ar I plasma or the strongly ionized Ar II plasma. It remains to be shown, therefore, that the integrated line intensity from the resonant optical electronic transition in an Ar I or an Ar II plasma at specified densities and temperatures can, in fact, be as large as the total power in the cathode region of the MPD hollow cathode plasma. This is done as follows:

For the two operating conditions listed in Table I, the absorption coefficient at line center, $k_0$, is evaluated using (23)

$$k_0 = \frac{2}{\Delta \nu_D} \frac{1}{\pi} \frac{\lambda^2}{g_2} \frac{g_1}{g_2} \Lambda_{21} N_1 \lambda$$

(6)

Here $\lambda$ is the wavelength at line center (in this case the wavelength of the resonant transition); $g_2$ and $g_1$ are the statistical weights of the resonant and ground state, respectively; $\Lambda_{21}$ is the Einstein coefficient for the resonant transition, and $N_1$ is the number density of atoms or ions in the ground state. In writing $k_0$ in the form of Eq. 6, it has been assumed that the number density of atoms or ions in the resonant state is much lower than that in the ground state. Also, other processes that could contribute to the broadening of the absorption line have been neglected in comparison with Doppler broadening. When collisional broadening is important, the value of $k_0$ can be considerably less than that given by Eq. 6. However, even when the damping ratio is 1, that is to say when collisional broadening and Doppler broadening are equally important, the value of $k_0$ is still as high as 32% of its pure Doppler broadened value. (23) For typical MPD hollow cathode conditions the damping ratio is in fact quite small (9) ($\approx 10^{-4}$). We may therefore retain the analytically simple form of Eq. 6 and estimate $k_0$ quite accurately under these conditions. The values obtained are shown in Table II, below.

<table>
<thead>
<tr>
<th>Type of Plasma</th>
<th>$k_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.25 kA, 0.1 g/sec</td>
<td>$2 \times 10^3$</td>
</tr>
<tr>
<td>All Ar I Plasma</td>
<td>$\lambda_o = 1067\text{Å}, T_o \approx 2300°K$</td>
</tr>
<tr>
<td>4.7 kA, 0.1 g/sec</td>
<td>$5.4 \times 10^2$</td>
</tr>
<tr>
<td>All Ar II Plasma</td>
<td>$\lambda_o = 725\text{Å}, T_o \approx 4.6 \times 10^4°K$</td>
</tr>
</tbody>
</table>

From Table II, the large values of $k_0$, for a cathode cavity dimension of 1 cm, indicate that the resonance radiation is very effectively trapped within the cavity plasma. The spectral radiance of the resonant radiation at line center, $I_0(\nu)$, can therefore be approximated by the black-body radiance, $B_\nu$, at the given frequency and at the temperature $T_e$ of the electrons. The total intensity of the resonant line radiation is then given by

$$I_{\text{TOT}} = \int_0^\nu B_\nu \times W \times \Delta \nu_D \ [W/cm^2] \ (7)$$

where $\Delta \nu_D$ is the Doppler half-width of the line and $W$ is the equivalent width of the line defined as the width (given in Doppler half-widths) of that frequency interval of the nearby black-body spectrum necessary to radiate the same total energy as the spectral line in question. Equation 7 may now be used to estimate the equivalent width of the resonant line necessary for this single line to radiate, as a black-body, a total power equal to the cathode region power in the MPD hollow cathode. The results of this calculation, detailed elsewhere, (9) are presented in Table III, where the equivalent width, $W$, and the quantity $W \times \Delta \nu_D$, which expresses the equivalent width in angstrom units, are given for two different electron temperatures, for each of the two operating conditions already referred to above.

<table>
<thead>
<tr>
<th>Type of Plasma</th>
<th>Equivalent Width for Single Line to Radiate Total Cathode Region Power (9)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda_{25} \AA$</td>
<td>0.25 kA, 1.5 g/sec, $T_e = 1.5$ e.v.</td>
</tr>
<tr>
<td>$\lambda_{4.7} \AA$</td>
<td>4.7 kA, 4 e.v.</td>
</tr>
<tr>
<td>$\lambda_{4.7} \AA$</td>
<td>0.1 g/sec, $T_e = 4$ e.v.</td>
</tr>
</tbody>
</table>

Table III shows that the necessary equivalent widths for a single line to radiate the total cathode region power into the cathode surface are quite sensitive to $T_e$. At $T_e = 1.5$ e.v., for the 25 kA weakly ionized plasma, (9) and $T_e = 4$ e.v. for the 4.7 kA strongly ionized plasma, (9) the necessary equivalent widths are observed to be 3.8 and 1.3 Å, respectively. At first glance these widths seem unreasonably large. However, resonance broadening of spectral lines can lead to very large line widths, particularly in high density plasmas (24,25). Recent measurements (26) of the half-width of the 1255.8 Å resonance line of Krypton behind a Mach 12 shock at conditions of neutral density, $N_0 \approx 10^{13}$ cm$^{-3}$, $N_0 \approx 10^8$ cm$^{-3}$, and $T_e = 1$ e.v., show that the reso-
nance line is 10 to 20 Å wide. These post-shock plasma conditions are not unlike those in the MPD hollow cathode and hence the equivalent widths required from Table III are quite plausible.

The equivalent width of a spectral line has also been numerically evaluated to an accuracy of four significant figures by Jansson and Korb. They present a table of values of $W$ for different values of damping ratio, $a$, and the product $k\ell$, where $\ell$ is a characteristic dimension (cathode-cavity radius in our case). For an estimated value of $a \approx 10^{-3}$ in the MPD hollow cathode, the data of Jansson and Korb were used to plot a graph of $W$ versus $k\ell$, shown in Fig. 17. Also shown in the figure is a graph of $W$ versus $k\ell$ for a higher damping ratio of unity.

As shown in Fig. 17, the equivalent widths of the resonance lines of Ar I and Ar II, when the damping ratio is 10^{-3} for uniform $k\ell$ given in Table II are roughly 10 to 20. From Table III, the equivalent widths necessary for these resonance lines to radiate all of the cathode region power are between 60 and 93 for the Ar I plasma, at temperatures between 1.5 and 2 e.v.; for the Ar II plasma, they are between 20 and 27 for temperatures between 4 and 5 e.v., respectively. The agreement even to only a factor of 10 between the equivalent widths obtained by the above two different approaches is close enough to underscore the possible importance of the photoelectric effect in the MPD hollow cathode. At higher neutral densities and lower heavy particle temperatures than those assumed in the calculations above, which are quite likely under some operating conditions, the damping ratio may be quite a bit larger than 10^{-3}. As an example of the effect of a higher damping ratio on the equivalent width, the data of Ref. (27) have been plotted for a damping ratio of unity in Fig. 17. Now it is observed that at the $k\ell$ appropriate to the Ar I or the Ar II plasma, equivalent widths of 10^5 or greater are possible. From Table III this would then mean that the total cathode region power could be radiated in the resonance line at temperatures lower than those discussed above.

The significance of the above calculations is that in the MPD hollow cathode, due to the imprisonment of the resonance radiation, the intensity of the resonance lines can be built up to their maximum possible equilibrium value, given by the Planck function, thus giving rise to a sufficiently high flux of high energy quanta to the cathode surface with a resulting photoelectrically emitted current which is of the same order of magnitude as the observed discharge current. Photoelectric emission thus is a uniform primary emission mechanism in hollow cathode discharges.

**Summary**

Large hollow cathodes in a variety of configurations have been successfully operated in high current MPD arcs without the assistance of auxiliary heating, low work function inserts, or external keeper electrodes. By examining current and potential distributions inside the hollow cathode cavity over a wide range of currents and mass flows, an empirical criterion for characteristic hollow cathode operation has been identified. Thermodissipative emission has been shown to contribute negligibly to the emitted current in these MPD hollow cathode arcs. Field emission from micro-spots on the cathode surface, and also a form of field-enhanced photoelectric emission, have been suggested as the primary emission mechanisms in such cathodes.
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DISCUSSION

J. L. MASON: How dependent is your electrodynamic flow modelling on the fluid dynamic modelling, the turbulent flow modelling - do you have to make some assumptions regarding the velocity distributions, for example, and are such assumptions really important to your development of the electrodynamic flow modelling?

M. KRISHNAN: I have not solved the analytical problem owing to the complex nonlinear coupling of electrodynamics with the fluid dynamics inside such a discharge. But we did do an experiment in which flow to the hollow cathode was cut off altogether, and different ambient prefill pressures of argon (corresponding to analytically estimated flow static pressures for each mass flow) were set in the discharge vessel. The surface current distributions measured with ambient gas in the cathode were very similar to those measured at the same current with different mass flows through the cathode. We thus tentatively conclude that it is in fact the static pressure component of the flowing gas in the hollow cathode that is predominantly responsible for establishing the current conduction pattern. Thus fluid dynamics appear to be relatively unimportant to the electrodynamics in such discharges.

J. F. DAVIS: Is it possible that at high pressures, large numbers of argon atoms arrive at the cathode surface as molecules and that therefore self-absorption of vacuum ultra-violet photons is hindered?

M. KRISHNAN: The pressure inside the cathode cavity varies from as low as \( \sim 10^{-3} \) torr up to \( \sim 100 \) torr. Even at the higher pressures, the cathode plasma is a hot plasma and I would therefore say that there are not a significant fraction of molecules in this discharge.

M. CAMPBELL: The temperatures estimated in such a plasma are around 20,000°K at which molecules cannot exist in any significant fraction.
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Abstract

The equation governing the electron energy distribution in the presence of a spatially uniform electric field in a weakly ionized gas has been reformulated into an integral equation for the logarithmic slope of the distribution function. For gas mixtures in which the dominant electron energy-loss mechanism is by vibrational excitation of the molecules, this equation is suitable for approximate analysis and exact numerical solution by iteration. Super-elastic collisions are easily included in this formulation, and do not seriously affect the convergence of the numerical scheme. The approximate analytical results are only qualitatively correct, but suggest appropriate parameters which correlate the exact numerical results very well. The distribution function as well as certain gross properties such as net energy transfer into vibration, mean energy, and drift velocity depend primarily on a single non-dimensional parameter involving only E/N and the cross sections. This parameter can be physically interpreted as the energy gained from the field between successive inelastic collisions divided by the typical inelastic energy loss per collision. Results for mixtures of CO, He, and N\textsubscript{2} are presented and shown to correlate most of the properties.

I. Introduction

A common and very effective way to transfer energy preferentially into vibrational states is by electron impact in a gas discharge. Many practical infra-red lasers, such as CO and CO\textsubscript{2} depend critically on this process. The analysis of the performance of such a device depends critically on these electron impact excitation rates. Nigam has shown that using a Boltzmann distribution based on the mean electron energy can lead to erroneous results. The determination of the correct electron energy distribution function is therefore critical to the analysis and design of electrically excited molecular lasers.

In most laser codes the electron distribution effects the results directly through the excitation rates:

\[ k_{i\rightarrow j} \sim N_i n_e \int_{0}^{\infty} S_{ij}(\varepsilon)f_{e}(\varepsilon)\varepsilon d\varepsilon \quad (1) \]

where \( N_i \) is the number density of the molecule in i\textsuperscript{th} state, \( n_e \) the electron number density, \( S_{ij}(\varepsilon) \) the inelastic cross section for the i to j transition by electron impact at energy \( \varepsilon \), and \( f_{e}(\varepsilon) \) is the electron distribution function. When quasi-steady results are desired the significant parameter becomes the net power into vibration which is:

\[ P_{\text{vib}} \sim N_e \int_{0}^{\infty} (S_{ij}) f_{e}(\varepsilon)\varepsilon d\varepsilon \quad (2) \]

where

\[ S_{ij} = \sum_{i} \left( \frac{N_i}{N} \right) \sum_{j} S_{ij}(\varepsilon) \varepsilon_{ij} \quad (3) \]

and \( N \) is the gas number density, while \( \varepsilon_{ij} \) is the energy exchange in the i \( \rightarrow \) j collision. In either case the results are sensitive to the behavior of the distribution function, because the most relevant cross sections tend to be relatively sharply peaked at precisely the energy where the distribution function is varying most rapidly. The variation of the distribution function in turn is dominated by the behavior of precisely those cross sections.

In most previous work\textsuperscript{2,3} the electron distribution function is computed for a specific electric field (E/N) and gas mixture under the assumption that only the excitations from the ground state are important in determining this distribution. For lasing situations where a large number of higher vibrational states may be appreciably populated this assumption may need to be relaxed. This has been recognized before and some calculations estimating the effect of higher vibrational level populations and super-elastic collisions have been published.\textsuperscript{1,6} The techniques used have generally relied on modification of techniques developed for zero vibrational temperature and become progressively more difficult to apply as the vibrational temperature becomes large. In addition most of the previous calculations have been made for specific mixtures and presented as examples with no scaling laws proposed. Judd\textsuperscript{5} showed that the mean electron energy \( \bar{\varepsilon} \) acts as a normalization parameter independent of mixture ratio for the prediction of rates in CO\textsubscript{2}-N\textsubscript{2}-He mixtures. Unfortunately to find this parameter for a specific mixture ratio one must essentially do the entire calculation or at least determine a cross plot of \( \bar{\varepsilon} \) versus the mixture ratio for the specific gases considered.

This paper re-formulates the equation for the electron energy distribution function in a way that suggests natural scaling parameters that can be computed a priori, and is amenable to numerical computation over a very wide range of vibrational temperatures.

II. Basic Assumptions and Formulation

Formulation

A standard spherical expansion (up to second term) for the electron distribution function, in a spatially homogeneous weakly ionized gas leads to
the equation for the spherically symmetric part $f_0$ as presented by Nighan:

$$- \mu(e) \frac{df_0}{de} = \sum_{i,j} \delta_{ij} \int_{e}^{e+\delta_{ij}} \xi S_{ij}(\xi) \xi^2 d\xi$$

where

$$\mu(e) = \frac{(E/N)^2}{3} \int_{0}^{\epsilon_{ij}} \delta_{ij} S_{ij}(\xi) d\xi$$

The symbols previously defined which depend on species have been superscripted with the letter $s$. $Q_{ms}(e)$ is the electron-molecule momentum exchange cross section for species $s$, $\delta_{ij}^s$ is the ratio $\frac{N_s}{N}$ while $\delta_{ij}^s = \frac{N_s}{N} = \frac{1}{2} \frac{N_s}{N}$. For convenience $f_0(e)$ can be normalized in such a way that

$$\int_{0}^{\infty} f_0(e) \sqrt{e} de = 1.$$ 

The second term $f_1(e)$ is directly related to the derivative of $f_0$ and leads to the drift velocity. $f_1$ must remain small with respect to $f_0$ in order for the entire procedure to be justified.

Equation (4) can be changed to a pure integral equation by considering the negative of the logarithmic slope of $f_0$ as the new variable

$$B(e) = - \frac{d \ln f_0(e)}{de}$$

The incorporation of detailed balance on the molecular level (with no degeneracies)

$$(e + \xi_{ij}) S_{ij}(e + \xi_{ij}) = e S_{ij}(e); \quad (j > i)$$

leads to the equation

$$\mu(e) B(e) = \sum_{i,j} \delta_{ij} \int_{e}^{e+\delta_{ij}} \exp(\int_{\xi}^{e} B(n)dn)$$

$$- \delta_{ij} \int_{e}^{e+\delta_{ij}} \xi S_{ij}(\xi) d\xi$$

This equation is suitable both for some approximate analysis and for numerical integral iteration. The equation is essentially exact within the standard assumptions of slight ionization level, two term spherical expansion, and small mass ratio of electrons to neutrals. Any successful analysis of Eq. (9) is going to require either complete knowledge of all the cross sections and population levels, or additional approximations and simplifications. Since the former is not available we propose certain simplifications that will retain the essential features of the problem and are not drastically inconsistent with the expected cross section behavior.

Additional Approximations

No experimental and only limited theoretical results for electron-impact cross sections with vibrationally excited molecules exist. Since in a laser related situation some estimate of the effect of these collisions is better than complete neglect, the following simple assumption is used. The excitation process from level $1$ to $i+n$ is in all respects equivalent to the excitation process from level $0$ to level $n$; i.e., the inelastic cross sections and their associated energy losses depend on the level difference $n$, but not the identity of the levels:

$$S_{i+n}(e) = S_n(e) = S_{on}(e)$$

$$\epsilon_{i+n} = \epsilon_n = \epsilon_{o}$$

The assumption on the energy losses involves essentially the neglect of anharmonicity and its direct effect on Equation (9) is not expected to be serious. The assumption about the cross sections is much more difficult to justify and is undoubtedly not true in detail, the general level of the cross sections is, however, consistent with Chen's results for $N_2$ even though the energy dependence is not correct.
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equation for \( \beta = \varepsilon_0 B \):

\[
\beta = M(\varepsilon)(1-e^{-\beta})(1-R(\beta, \varepsilon_0 / kT_v)) e^{-\varepsilon_0 / kT_v} \tag{13}
\]

where

\[
M(\varepsilon) = \frac{30_m(\varepsilon)}{(E/N)^2} S_V(\varepsilon + e_0^2) e_0^2
\tag{14}
\]

and

\[
Q_m = \sum_s \delta^S_{s m} \text{ and } S_V = \sum_s \delta^S_{s n} n
\tag{15}
\]

while \( \varepsilon \) is an energy value between 0 and \( \varepsilon_0 \) which defines an average value of \( S_V \). Formally \( \varepsilon \) is defined by the relation:

\[
\int_0^{S_V(\varepsilon + \varepsilon_0 x)(\varepsilon + \varepsilon_0 x)} e^{-\beta x} dx = S_V(\varepsilon + \varepsilon_0) e^\int_0^{1-\varepsilon_0} \beta x dx \tag{16}
\]

The parameter \( R(\beta, \varepsilon_0 / kT_v) \) can again be formally defined as

\[
R(\beta, \varepsilon_0 / kT_v) = \int_0^{S_V(\varepsilon + \varepsilon_0 x)(\varepsilon + \varepsilon_0 x)} e^{-\beta x} dx
\]

\[
= R(\beta, \varepsilon_0 / kT_v) e^{\int_0^{S_V(\varepsilon + \varepsilon_0 x)(\varepsilon + \varepsilon_0 x)} 1-\beta x dx} \tag{17}
\]

Substitution of Eq. (16) into Eq. (11) together with the assumption that \( \varepsilon_m(\varepsilon_m) \gg 1 \) leads to the following approximate solution for \( \varepsilon_e = \varepsilon_m(\varepsilon) \):

\[
\beta e^{\int_0^{\varepsilon_m(\varepsilon)} 1-\beta x dx} \approx \frac{\varepsilon_m}{\varepsilon} \tag{19}
\]

where

\[
\beta e^{\varepsilon_m(\varepsilon_m) e^{-\beta x} dx} = \frac{\varepsilon}{\varepsilon_m(\varepsilon)} \tag{20}
\]

The function \( E_i(x) \) is the standard exponential integral

\[
E_i(x) = \int_0^x e^{-t} dt \tag{21}
\]

The result for \( \beta_m = 1/\varepsilon_m(\varepsilon) \) (a reasonable approximation within the expected range of validity) is shown in Figure 1.

**Basic Parameters**

Aside from the obvious parameter \( \varepsilon_0 / kT_v \) which measures the importance of super-elastic vibrational collisions, the electric field \( E/N \) appears in a non-dimensional grouping of the form involving a characteristic inelastic energy loss and the square root of the product of the momentum and inelastic cross sections. In the region of dominant vibrational collisions this modified \( E/N \) parameter appears to be \( 1/\sqrt{M(\varepsilon)} \), while for electronic excitation region, the parameter is \( 1/\beta_m \). In either regime the parameter can be viewed as the ratio of energy gained from the field by electrons of energy \( E \) between two successive inelastic collisions to the characteristic energy loss for the relevant inelastic process. The generalized parameter is therefore \( E \varepsilon(\varepsilon)/E_c \) where \( E_c \) is obviously chosen either as \( \varepsilon_0 \) for vibrational collisions or \( \varepsilon_0 \) for the electronic excitation process. The only parameter requiring explanation is the length scale \( \varepsilon(\varepsilon) \). Under the assumption of a random walk of the electrons with many elastic energy-conserving collisions between successive inelastic collisions \( \varepsilon(\varepsilon) \sim \sqrt{N_c(\varepsilon)} \lambda_m(\varepsilon) \) where \( N_c \) is the number of electronic collisions between two inelastic collisions and \( \lambda_m \) the momentum mean free path is the characteristic distance between elastic collisions. \( N_c \) in turn can be considered to be \( \lambda_m/\lambda_m \). Substitution of simple formulas for the mean free paths in terms of the cross sections leads to the result:

\[
\frac{E \varepsilon(\varepsilon)}{E_c} \sim \frac{1}{\sqrt{M(\varepsilon)}} \quad \text{for vibrational excitation}
\]

\[
\sim \frac{1}{\beta_m} \quad \text{for electronic excitation} \tag{22}
\]

Indeed while certain aspects of the approximate solutions shown in Figure 1 are certainly of doubtful accuracy the relevance of the energy ratio \( E \varepsilon/\varepsilon_c \) is physically obvious and should be the principal parameter determining the local behavior of the distribution function. Figure 2 in fact shows that while the approximate solutions are not qualitatively correct, the parameters mentioned above do a very
good job of correlating a very large number of exact numerical solutions for many mixtures of CO, N2, and He (see Section V).

V. Numerical Solution

Basic Procedure

Equation (11) is amenable to straightforward iteration as a numerical scheme of solution. Considering Eq. (11) in the form

$$B(e) = K(B(e), e)$$

where $K$ is an integral operator, an iteration scheme of the form

$$B(n)(e) = \left[ K[B^{n-1}(e), e] + xB(n-1) \right] / (1 + x)$$

(24)

is used. Iteration is continued until

$$\left| K[B^{(n)}(e), e] - B^{(n-1)} \right| < aB^{(n-1)}$$

(25)

where $a$ is a specified accuracy.

The procedure is insensitive to the choice of $x$ as long as $B$ never approaches $1/kT_0$ and generally takes 5 to 10 iterations. This remains true as long as the parameter $n_v = NkT_0 \sqrt{(30m_v) \max / E}$

is chosen as the mole fraction averaged vibrational spacing,

For low fields and high vibrational temperatures $n_v > .9$ and the super-elastic collisions practically balance the vibrationally exciting collision in the energy range where the vibrational cross sections are high. The operator $K$ becomes very sensitive to small errors and the convergence of the iteration process given by Eq. (24) becomes strongly dependent on the value of $x$. Since the major part of the problem comes from that region of energy space where the local $B(e)$ is very close to $1/kT_0$, an additional stabilization scheme is introduced to damp large fluctuations in this energy range. The scheme is operative only when successive iterates on $B(e)$ lie on opposite sides of a specified thin strip about $1/kT_0 (1/kT_0 \pm \gamma)$. The final approach to the converged solution is therefore unaffected by this procedure. Additionally, tests have been performed where $x$ is reduced to zero once the solution has approached within a required accuracy, and further iteration has not indicated any instability.

Solutions have been obtained for many cases where $n_v > .9$ with values of $x$ varying between about 2 and 5. The number of iterations to convergence is higher than for the $n_v < .9$ situation but generally 12 to 15 are sufficient.

Calculations

All the calculations reported in Section VI were performed with the accuracy, $a$, set at $10^{-3}$, on an IBM 360-91 computer. Each iteration takes from .1 to .2 seconds depending on the number of species, cross sections, and energy points used. A check on the validity of the results is provided by an overall energy balance. This was found to be always satisfied to better than 1%.

A series of calculations were performed for several mixture ratios of CO-He, CO-N2, and CO-N2-He, for a number of (E/N)’s. The energy range was generally from $e = 0$ to $e = 19$, with spacing $\Delta e = .05$ up to $e = 5.0$ and $\Delta e = .25$ for $e = 6.0$ to $e = 19.0$. For the range of (E/N)’s used the upper limit on the energy $E_0$ did not influence the solution in the relevant energy region as long as $E_0 > 10$. The vibrational cross sections for CO were taken from Schulz1 and Boness and Schulz2, trous electronic-excitation cross sections with a threshold of 6 volts and magnitude of $10^{-16}$ cm$^2$, as used by Nighan, was used for CO. The nitrogen vibrational cross sections were taken from Schulz1 and Boness and Schulz3, while electronic and ionization cross sections were taken from Engelhardt, Phelps, and Risk9. The momentum cross sections were taken from Hake and Phelps10 for CO, from Engelhardt, et al.9 for N2 and from Frost and Phelps11 for He.

VI. Results and Conclusions

Scaling Parameters

As suggested by the approximate solution the local logarithmic slope should be primarily dependent upon the parameter $M(e)$ within the range where vibrational collisions are dominant. The results of all the runs thus plotted as $a = -c_0 d\ln f/de$ versus $M(e)$ with $c_0$ chosen as the mole fraction averaged vibrational spacing,

$$c_0 = \sum S S_c$$

(26)

A summary of the results is shown in Figure 2 together with the approximate solution. As might be expected the correlation is best at high values of the slope $a$ and poorest at low values. In addition there is noticeable separation between the results where the cross section is rising with increasing energy from those where it is falling. The correlation is, however, in general better than is the quantitative agreement with the approximate solution. The results suggest that scaling of the local behavior of the distribution function from one mixture to another and one E/N to another can be accomplished by examining the $M(e)$ parameter, within the energy range where vibrational collisions are dominant.

Carbon Monoxide-Helium Mixtures

The desired results such as $f(e)$ and its various moments must of course depend on the shape of the cross sections as well as some characteristic value of $M(e)$. In order to test the correlating value of the parameter $M(e)$ without too much influence of different cross section shapes, a series of calculations for mixtures of CO and Helium were performed for identical values of the parameter

$$a = E(\alpha_0 S) \sqrt{(0.5m_v) \max / E} = 1/\sqrt{M(e)_{\max}}$$

(27)

but different mixture ratios (from 100% CO to 5% CO) and E/N’s. The results for the distribution function are shown in Figure 3 for two different $a$’s. While there is some spread of the results the parameter appears to be a very good measure of the effectiveness of the electric field. If the results had been plotted for common values of E/N rather than $a$ no apparent correlation would exist as E/N
for 100% CO has to be about 8 times larger than for
5% CO in order to achieve similar behavior. The
fraction of the input power going into vibration is
shown in Figure 4 as a function of the parameter \( \alpha \).
The correlation is extremely good and indicates
that \( \alpha \approx 1 \) is a good indicator where energy begins
to go into electronic states. All of the results
for \( T_v < 1500 \) are virtually indistinguishable from
the results without super-elastic collisions, but
begin to deviate significantly for higher vibra-
tional temperature. As can be seen from the curve
for \( T_v = 5000^\circ K \), high vibrational temperature
produces a reduction of energy into vibration at a
fixed \( \alpha \). A more detailed examination of the frac-
tional power into each process involving \( (\Delta \nu = 1, \)
2, 3, ... etc.) change in vibrational energy also
shows a remarkably good correlation with the param-
eter \( \alpha \).

The equivalent electron temperature or \( 2/3 \) the
mean electron energy has generally been considered
a useful indicator of the state of the electron gas
due to its going to necessarily involve the cross
section parameters \( \sigma \) and \( \delta \). Since the slope
normalized of \( f \) further complicates the problem.
A relatively simple correlation can be obtained, how-
ever, by noting that for a large part of the range
of parameters

\[
\beta \approx \frac{M(e)}{\delta} \sim \frac{1}{\alpha^2} e^{a^2}
\]

Since the slope normalized by \( \delta \) is more convenient
for integration, a new parameter

\[
\alpha^* = \frac{e^0}{E/N} \alpha = \frac{E/N}{\sqrt{e^0 \delta (\Omega_{m}\Sigma_{v})_{max}}}
\]

becomes a more useful measure of the effect of the
electric field, and \( f \) can be shown to be

\[
f = f_n F(\alpha^*, x)
\]

where \( x = (e_{cp})/\delta \). \( f \) can be estimated a number of
different ways, but the most convenient is

\[
f_n = \frac{1}{\Sigma_{v}(\Omega_{m}\Sigma_{v})_{max}}
\]

where \( x_0 \) is the location of the peak of \( \sqrt{e} f(e) \) and
can be either estimated using the correlation for \( \beta \)
or more simply taken as a constant.

Figure 7 shows \( f/f_n \) versus \( x \) for two different
values of \( \alpha^* \) for several mixtures. The correlation
within the region of vibrational excitation is re-
markable. The curves separate substantially at
higher values of \( x \) where electronic excitation is
important. This is not surprising as the electronic
sections is primarily responsible. Work is in pro-
gress to incorporate the electronic cross sections
into an additional non-dimensional parameter that
will correlate the behavior at high \( \alpha^* \).

Carbon Monoxide, Nitrogen, and Helium Mixtures

In order to assess the importance of the cross
section shape in the correlation, a series of cal-
culations for CO-N, CO-He, and N2-He mixtures
were performed. The effect of cross section shape
can be primarily represented by the location of the
peak \( e_{cp} \) and a half-width \( \delta \), as can be seen from
some sample plots of the product of the cross sec-
tions in Figure 6. Note that in spite of the far
greater structure in the vibrational cross sec-
tions for N2, the product \( (\Omega_{m}\Sigma_{v}) \) is not very dif-
ferent in gross behavior from CO-He results, and
the major features can be fitted fairly well by the
expression

\[
Q_{m,v} = (Q_{m,v})_{max} \exp(-((e_{cp})/\delta)^2)
\]

Since the distribution function \( f(e) \) involves an
integral over the slope \( \beta(a(e)) \), any correlation for
\( f \) going to necessarily involve the cross
section shape parameters \( e_{cp} \) and \( \delta \). The

![Image]

\[
V_N = \sqrt{\frac{2e_{cp}}{m}} \frac{S_{v,max}}{Q_{m,max}}
\]

versus the parameter \( \alpha^* \). Both quantities correlate
very well for \( \alpha^* < 1 \). While the drift velocity is
correlated to within about \( \pm 10\% \) over the range of
\( \alpha^* \) shown, the mean energy shows a substantial sys-
tematic spread for \( \alpha^* > 1 \). While a complete expla-
nation of this effect has not yet been obtained, the
much greater dependence of the mean energy on the
high energy portion of the distribution function
suggests that the difference in electronic cross
sections is primarily responsible. Work is in pro-
gress to incorporate the electronic cross sections
into an additional non-dimensional parameter that
will correlate the behavior at high \( \alpha^* \).
Summary of Conclusions

Reformulation of the equation for the electron distribution function into an integral equation for the logarithmic slope has led to both approximate analytic solutions and numerical results by iteration with super-elastic collisions included. The major results of this approach have been the following:

1) Within the region of dominant vibrational excitation the local logarithmic slope is primarily dependent upon the local product of the momentum and total vibrational cross sections \((Q_0 S_v)\) multiplied by a characteristic energy loss squared \((E_0^2)\) and divided by \((E/N)^2\). This suggests a scaling law for mixtures and with respect to the field \(E/N\).

2) Super-elastic collisions play little role in the major results until \(E_0/kT_v < 2\). For sufficiently low electric field and high \(kT_v\) the super-elastics produce a local equilibrium with vibrational states in the energy range where vibrational cross sections are high. This reduces the net energy going into vibration and produces the previously observed raising of the “tail” of the distribution function.

3) For mixtures involving only one vibrationally active species correlation of the distribution function and its important moments can be achieved by the parameter \(\alpha\) (Eq. 27) based on the peak of the cross section product alone. This is possible because the cross section shape is little changed with mixture ratio.

4) For more varied mixtures such as CO-N_2-He the parameter can be conveniently modified to \(\alpha^*\) (Eq. 30) and the results have to be appropriately normalized by parameters involving the cross section shape parameters \(\epsilon_0\) and \(\delta\). The correlation for the distribution function, vibrational pumping and drift velocity is quite good, while for the mean electron energy the correlation fails for \(\alpha^* > 1\). This is probably a direct result of the much greater dependence of the mean energy on the high energy portion of the distribution function where electronic collisions are dominant.
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Figure 3. Numerical Results for the Distribution Function in CO-He Mixtures at $T_{vo} = 1500^\circ$K. a. 5% CO-95% He mixture. b. 50% CO-50% He mixture. c. 100% CO gas.

Figure 4. Fraction of Power going into Vibrational States in CO-He Mixtures. □ 5% CO-95% He mixture. △ 50% CO-50% He mixture. ○ Pure CO gas.

Figure 5. The Effective Electron Temperature $(2/3 \, E)$ in CO-He Mixtures. □ 5% CO-95% He mixture. △ 50% CO-50% He mixture. ○ Pure CO gas.

Figure 6. The Product of Elastic and Inelastic Cross Sections versus Energy in CO-N2-He Mixtures.
Figure 7. The Distribution Function in CO-N2-He Mixtures at Two Values of \( \alpha^* \). □ 10% CO-90% N2. ○ 5% CO-5% N2-90% He.

Figure 8. Fraction of Input Power going into Vibrational Excitation. ■ 5% CO-5% N2 90% He and 10% CO-90% N2. ○ 5% CO-95% He.

Figure 9. Mean Energy and Drift Velocity in CO-N2-He Mixtures. ○ 10% CO-90% N2. △ 5% CO-5% N2-90% He. x 5% CO+.95% He.

DISCUSSION

D. A. McARTHUR: How much does your method depend on the cross-section displaying a very narrow width?

G. K. BIENKOWSKI: I have primarily been motivated to do this for vibrational processes. For laser applications, one is interested in narrow widths because that is how one is transmitting the energy into vibrations preferentially. I mentioned briefly an approximate solution. I also looked in the energy range where electronic transitions are taking place. If one can go to the other limit where the cross-section is relatively flat at the threshold and is relatively flat over other regions, one can use a somewhat different approximation and also come up with a similar result, and there would now be also a correlation for a relatively flat cross-section wherein the correlation would depend somehow on the level of the cross-section, and presumably the energy would have something to do with the threshold energy. The specific correlation I discussed here does depend on the fact that one has a relatively high cross-section over a relatively narrow range of energy. Therefore almost the entire process locally is determined by what is happening locally and the slope is very high. So one does not have to go very far away from that region to produce essentially the main part of where the distribution function is varying.
Theoretical studies show that efficient operation of CO electric-discharge supersonic lasers requires discharge methods that allow separate control of electron density, \( n_e \), and reduced electric field, \( E/N \) (or electron energy). To date, external ionization by an electron beam has been successfully demonstrated in these lasers. Other promising (but unproven) possibilities include ultraviolet photoionization, ionization by nuclear reaction products, and a high repetition rate series of controlled avalanche ionization pulses (i.e., pulser-sustainer). We wish to report here successful operation of the pulser-sustainer concept in large-volume static room temperature CO laser mixes. (The concept has previously been demonstrated in small-volume static CO\(_2\) laser mixes.) High voltage pulses and ultraviolet sparks at 33 kHz combined with a separate low voltage sustainer electric field produce spatially uniform plasmas in a 3.0 liter volume. Completely independent control of \( n_e \) and \( E/N \) is demonstrated. The tests are preliminary to testing of the concept in supersonic flow. Results include for several pure gases and mixtures the following measurements: cathode-fall voltage; self-sustaining \( E/N \); recombination rate coefficient; average plasma \( n_e \); average discharge input power; and the maximum discharge energy loading without arcing. Modifications being made to the system to allow higher pressures and energy loadings without arcing, and to allow operation in supersonic flow are discussed.

I. Introduction

The CO electric-discharge supersonic laser shows great promise for both high efficiency and power.\(^1\) To achieve this, however, will require discharge methods which uncouple the plasma production from the process of adding energy to the gas. In particular, desirable discharge methods will combine an external ionization source with a low-voltage sustainer electric field which "tunes" the electrons to an energy sufficiently high for efficient vibrational excitation of CO but not high enough for electronic excitation or additional ionization. (Self-sustaining discharges operate at high electric fields which produce all three effects.) To date, external ionization by an electron beam has been successfully demonstrated in this laser.\(^2\) Other promising, though unproven, possibilities include ultraviolet photoionization,\(^3\) ionization by nuclear reaction products,\(^4\) and the pulser-sustainer method.\(^5,6\)

We wish to report in this paper operation of the pulser-sustainer method in large-volume static room temperature CO laser mixes. The tests are preliminary to testing of the concept in supersonic flow. Basically, the method applies two discharges to the gas. The first fast high-voltage pulse creates a uniform plasma between the electrodes using only a small amount of energy. Then, the second low-voltage sustainer discharge adds energy to the gas during the recombination period following the ionizing pulse. Reilly\(^7\) first applied the method in slowly-flowing CO\(_2\) laser mixes using a single ionizing pulse. Then Hill\(^8\) extended the method potentially to continuous operation by using a string of ionizing pulses at a high-repetition rate such that only a small amount of recombination occurred between pulses. We demonstrated the method in 0.3-ℓ-volume static CO\(_2\) laser mixes for a period extending to one traversal time through a subsonic flow device (i.e., 1 msec).

The test setup used here for CO laser mixes is similar to that used by Hill and will be described in Section II. The results of the tests will be described in Section III, and the conclusions of this study will be given in Section IV.

II. Experimental Apparatus

The electrode geometry used in this study is sketched in Fig. 1. The electrodes are located transversely across a supersonic channel, although for purposes of the present tests the channel was blanked off and filled with static CO laser mixes at room temperature. The electrodes are separated by 5.5 cm with a discharge volume of 3.0 ℓ. (This is an order of magnitude larger than for Hill's initial tests.) The electrodes are aluminum with sand-blasted surfaces and edges that are rounded but do not conform to a Rogowski profile. Two rows of ten UV spark pins each are located 10 cm respectively up and downstream of the main electrodes. (Hill located spark pins behind a porous cathode.) A high-repetition-rate high-voltage pulse forming network\(^7\) is connected to both the spark pins and the main anode. The pulser contains a 0.002-µF capacitor charged to 23 kV. A fast-rise-time quenching spark gap switches the charged capacitor into the gas at a repetition rate of 33 kHz. Because the spark pins are pointed and the downstream ones are closely spaced from ground, they break down a fraction of a microsecond before the main electrodes. This produces a background of low-level preionization for uniform plasma production in the discharge volume. (Each pin is coupled through a 0.00005-µF capacitor so that most of the pulse energy goes into the main discharge.) Finally, a charged 15-µF sustainer capacitor is used as a constant-voltage pumping source during recombination. A large inductor is placed in series with the sustainer capacitor to isolate it from the ionizing pulses.

Fig. 1 Sketch of the CO pulser-sustainer discharge laser.
The blanked-off test channel was outgassed and pumped out to 5 µ pressure before commercial grade gases were loaded into it for testing. The impurity level for the tests is estimated at about 200 ppm, with about half coming from the gas bottle and half from the residual outgassing in the plexiglas channel. Sustainer voltages were measured with a Tektronix high-voltage probe and sustainer currents with a Pearson current probe, and both were recorded with an oscilloscope camera.

III. Results and Discussion

Results will first be presented of cathode-fall voltage measurements made in CO, N₂, He, and Ar alone and in various combinations of interest for CO electric-discharge lasers. Then measurements of self-sustaining discharge reduced electric field, E/N, will be presented for these same gases. Finally, measurements of the important operating characteristics of a pulser-sustainer glow discharge in these gases will be presented and discussed.

The total voltage across a glow discharge consists of the drop across the thin cathode-fall layer plus the drop across the positive column. Only the positive column is usable for exciting a laser gas, with the cathode fall serving only to liberate electrons from the cathode to keep the discharge operating. For normal laser geometries, the cathode fall voltage is a small fraction of the positive column voltage and can safely be ignored. However, for the closely-spaced transverse electrode geometry and subatmospheric pressures of the present tests, the cathode-fall voltage is a significant fraction of the total voltage and must therefore be accurately known if the positive column voltage is to be computed. Unfortunately, published values of cathode-fall voltages for pure gases are sparse and for mixtures do not exist. Accordingly, we measured cathode-fall voltages in our test setup for several gases and mixtures. This was performed by the traditional method of striking a DC glow discharge across the electrodes, and then reducing the pressure to a low value (less than 1 torr) until the positive column voltage was negligible and the measured voltage reached a minimum.

The cathode-fall voltage measurements are presented in Fig. 2. They are plotted against the mole fraction of CO in the indicated mixtures. The values range between 200–400 V. Notice that for CO in N₂ or Ar, the voltage gradually decreases with the fraction of CO from the high value for CO to the lower values for the other two gases. For CO in He, however, the voltage stays up close to the value for CO even for very small fractions of CO. Notice, also, that our measured results for pure gases are considerably higher than the published values in Cobine. This is not surprising, however, since Cobine points out that the results one obtains are highly dependent on gas purity and cathode surface condition. We established that our results for pure He were sensitive to gas purity by observing that the cathode-fall voltage increased from its initial value after several minutes in the plexiglas channel. (This is consistent with the previously discussed results for small fractions of CO in He.) The same test with the other gases showed no voltage change with time. Except for He, we feel the main reason for our higher cathode-fall voltages is the oxide layer on our electrodes compared to the pure aluminum surfaces reported in Cobine. The condition of our cathode surface is closer to current laser practice, however.

We had some doubts that the cathode-fall voltage results measured in a DC discharge at low pressure would apply to a pulser-sustainer discharge at much higher pressure. Accordingly, we performed a test for most of the gases in Fig. 2 where we operated a short burst of the pulser with the sustainer voltage turned down to a low value. Although we had some problem reading the voltages accurately at low values due to interaction between the pulser and the sustainer, we observed that at sustainer voltages above the values given in Fig. 2 the plasma remained conducting, whereas below those values the current was zero. We are thus confident that the values given in Fig. 2 are accurate cathode-fall voltages for our pulser-sustainer tests.

Having established the cathode-fall voltages, we proceeded to measure the self-sustaining E/N for many of the same gases and mixtures. We did this to establish the upper limits on sustainer voltage for pulser-sustainer operation, and also to establish at what average electron energies self-sustaining discharges operate for these mixtures. The tests were performed by applying single high-voltage pulses to the gas to create a plasma, and then raising the voltage on a small 1-µF sustainer capacitor to the point where the measured peak voltage across the gas reached an asymptotic value. The cathode-fall voltages in Fig. 2 were then subtracted from the measured maximum voltages.

The results for self-sustaining E/N are shown in Fig. 3. They are plotted against the mole fraction of CO in the indicated mixtures. We feel our results may be somewhat low since we experienced
measurements at two widely different pressures in order to verify the pressure independence of the results. The only measured published value we could find to compare with was from Denes and Lowke, for pure N₂. Our value is slightly higher and agrees with Denes and Lowke's value when they deliberately added a small amount of H₂O to their gas to increase the electron dissociative attachment rate. Thus our fairly high impurity level (about 200 ppm) may account for our high N₂ result. For a few of the mixes, the estimated average electron energy is shown in parentheses beside the data point. These were obtained from computer solutions of the electron distribution function. The results consistently indicate self-sustaining discharge electron energies slightly above 1 eV. Since efficient vibrational excitation of CO occurs at an energy of 0.5-0.7 eV, this verifies the statement that we made in the introduction that self-sustaining discharges operate at voltages too high for efficient operation of CO lasers.

Following measurement of the cathode-fall voltages and self-sustaining electric fields, we performed pulser-sustainer discharge tests in many of the same gases at the test conditions previously stated in Section II. The procedure we used was to turn on a burst of the pulser lasting 150 μsec, and then raise the sustainer voltage to a point just below the arc-formation limit. This represents about 6 pulses at the stated repetition rate and approximately simulates one flow traversal time through the discharge when the laser is operated with supersonic flow. A typical oscilloscope voltage and current trace from such a test is shown in Fig. 4. For this example, about 90 kW of discharge power is being added to the gas. Notice that the current trace takes about two pulses to build up to a full value because of the inductor in series with the sustainer capacitor. The inductor also causes the slow rise of current after each re-ionizing pulse and the corresponding drop in the discharge voltage. A smaller inductor will speed up the recovery of the voltage and current, but it cannot be made so small that the pulser current is shunted into the sustainer capacitor. The voltage droop observed during the burst is caused by depletion of the 15-μF sustainer capacitor energy. (Future tests will use a 1200-μF capacitor bank to allow testing to 1 msec without a voltage droop.)

\[ \text{Sustainer voltage, volts} \]
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Fig. 4 Current and voltage traces for power loading in 50 torr 1/2/5, CO/N₂/He.

A summary of the pulser-sustainer test results for the various gas mixtures is given in Table 1. Results are quoted for each mixture: the pressure that gave the maximum energy loading. Also, mixtures are listed in order of increasing energy loading. The results shown for positive column discharge power are computed by subtracting the cathode-fall voltages in Fig. 2 from the measured voltages.

Consider the results for discharge power and energy loading for CO in He listed in Table 1. The results clearly show a trend of both increasing power and energy loading as the fraction of CO is decreased. The maximum power of 115 kW and energy loading of 0.14 eV/CO molecule both occur for 5% CO. Large fractions of He seem to effectively suppress arcing and allow discharge operation at considerably higher pressures and powers. Also because the fraction of CO is lower, the energy loading per CO molecule also goes up. Computer studies show that an energy loading above 0.1 eV/CO molecule is generally required for these lasers to "turn on," and 0.5 eV/CO molecule is required for them to reach their maximum efficiency. The present results show that we have exceeded threshold for mixtures with less than 10% CO, but that we are still considerably below the desired energy loading.

Replacing part of the CO in a mixture by N₂ is seen to have a desirable effect from Table 1. The presence of N₂ allows operation at considerably higher pressure and power without arcing. Our highest measured power of 171 kW was achieved in the 2.5% CO, 2.5% N₂, 95% He mix. Notice that the energy loading with N₂ is only up slightly, however.

Compare the sustainer E/N and corresponding electron energies listed in Table 1 with the self-sustaining values given in Fig. 3. The present values are observed to be much lower, thus verifying that we have achieved independent control of nₑ and E/N. The values achieved for electron energy are actually slightly lower than the optimum range of 0.5-0.7 eV desired.

The average electron densities achieved were computed from the measured currents and computed drift velocities for some of the mixtures. They are listed in Table 1. The values range from 2-4x10¹¹ cm⁻³ with the highest values being for CO with low fractions of CO. This compares with 2x10¹¹ cm⁻³ achieved by Hill in his pulser-sustainer tests.

Finally, electron-ion recombination rate coefficients were computed for many of the mixes from the measured decay rate of the sustainer current after the last pulse. The values listed in Table 1 all fall slightly less than 10⁻⁷ cm⁻³ sec⁻¹. These values agree with measurements by Douglas-Hamilton in CO where the impurity level was not carefully controlled (as in our case), but our values are about a factor of 5 lower than those measured by Center where the impurities were very carefully controlled. We see a weak trend of increasing rate coefficient with decreasing fraction of CO, but this may be entirely due to the increasing pressure level.

The results of this paper show that we have achieved the energy loading "threshold" for one gas exchange time in the CO supersonic laser but that we are still well short of the maximum desired. We are presently making several design changes that should allow us to operate at higher pressures, voltages and energy loadings without arcing. The most important of these is that we are making new electrodes with edges that conform to a Rogowski profile. (We have noticed in our present tests...
that when we arc, breakdown invariably occurs at the electrode edge.) Also, we are increasing the number and decreasing the diameter of our spark pins to provide more UV light for pre-ionization.

Finally, we plan on operating our pulser at a higher voltage, a higher repetition rate, and cutting down its circuit inductance in order to achieve higher peak currents (and therefore higher electron densities) in each pulse.

Beyond the above changes, the only way for us to get higher energy loadings with supersonic flow is to increase the gas residence time in the discharge. This can be done by making the discharge longer in the flow direction or replacing He by Ar to slow down the gas. To check out this last idea, we replaced He by Ar for a few of the mixtures listed in Table 1. The result was that we had arc formation at all useful pressures and energy loadings. Thus, Ar does not appear desirable for CO pulser-sustainer discharges. This is in contrast to e-beam CO supersonic lasers which operate best with Ar.\(^2\)

Although the present results are only for static gases, we plan next to try the pulser-sustainer concept in supersonic flow. There we expect our biggest problem will be "blowing out" of the discharge downstream. In order to solve this expected problem, we plan on trying two solutions. First, we are going to recess our electrodes behind dielectric grids similar to those successfully used by Tulip and Seguin\(^5\) in a flowing CO\(_2\) laser. This does two things for us. It presents a smooth surface to the flow while we retain shaped electrodes, and it traps a static low-density plasma behind the grids above the electrodes to hopefully help keep the discharge stationary. (We have tried out grids over our electrodes in a static gas and they don't seem to affect the glow stability.) Second, we plan on trying a resistive anode\(^6\) to try to keep the discharge spread out over the electrodes.

IV. Conclusions

We have demonstrated operation of a pulser-sustainer glow discharge in static 3.0-x-volume CO laser mixtures for times simulating one gas exchange through a supersonic laser. Completely independent control of \(n_e\) and \(E/N\) is achieved. Electron densities in the range of \(2-4\times10^{11}\) cm\(^{-3}\) and average electron energies in the range of 0.4-0.5 eV are attained. This is slightly below the range of electron energies that efficiently excites the CO laser. A maximum discharge power of 171 kW is loaded into the gas at a pressure of 221 torr. This represents an energy loading of 0.16 eV diatomic molecule for one gas exchange time and exceeds the "turn on" value of 0.1 eV/C0 molecule for this laser. It is still short of the desired value of 0.5 eV/C0 molecule, however. Best discharge operation is shown to occur for low fractions of CO in He. Replacing part of the CO with N\(_2\) allows higher pressure and higher power operation without arcing. It is observed that Rogowski-shaped electrodes will be necessary to achieve higher pressures and energy loadings without arcing. Mixtures with Ar rather than He fail to produce a good discharge at any useful condition. Cathode-fall voltages between 200-600 V are measured, depending on the mixture. These are slightly higher than classical values for an aluminum cathode. Electron-ion recombination coefficients in the range 0.4-1.0\(\times10^{-7}\) cm\(^3\) sec\(^{-1}\) are measured. These compare favorably with past measurements in gases with similar impurity levels.

Finally, self-sustaining discharges are shown to operate at electron energies exceeding 1 eV, which exceeds the range for efficient vibrational excitation of CO. This establishes the need for discharge methods such as the pulser-sustainer which can operate at a lower electron energy.
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Table 1. Summary of plasma characteristics for pulser-sustainer glow discharge operation in static CO laser mixtures

<table>
<thead>
<tr>
<th>Mix CO/N₂/He</th>
<th>Optimum Pressure (torr)</th>
<th>E/N (10⁻¹⁶ V cm²)</th>
<th>Electron Energy (eV)</th>
<th>Electron Density (10¹¹ cm⁻³)</th>
<th>Recombination Rate Coefficient (10⁻⁷ cm³ sec⁻¹)</th>
<th>Discharge Power (kW)</th>
<th>Total Positive Column</th>
<th>Energy Loading (eV per diatomic molecule)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/0/0</td>
<td>22</td>
<td>2.6</td>
<td>0.5</td>
<td>2.2</td>
<td>0.4</td>
<td>72</td>
<td>52</td>
<td>0.03</td>
</tr>
<tr>
<td>0/1/0</td>
<td>30</td>
<td>2.0</td>
<td>0.7</td>
<td>3.2</td>
<td>0.5</td>
<td>97</td>
<td>74</td>
<td>0.03</td>
</tr>
<tr>
<td>1/0/1</td>
<td>36</td>
<td>1.7</td>
<td>0.4</td>
<td>2.3</td>
<td>0.7</td>
<td>82</td>
<td>61</td>
<td>0.03</td>
</tr>
<tr>
<td>1/2/5</td>
<td>50</td>
<td>1.1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>88</td>
<td>66</td>
<td>0.04</td>
</tr>
<tr>
<td>1/0/4</td>
<td>60</td>
<td>0.9</td>
<td>0.5</td>
<td>3.4</td>
<td>0.6</td>
<td>90</td>
<td>64</td>
<td>0.05</td>
</tr>
<tr>
<td>1/0/9</td>
<td>79</td>
<td>0.9</td>
<td>0.4</td>
<td>3.4</td>
<td>0.8</td>
<td>113</td>
<td>86</td>
<td>0.11</td>
</tr>
<tr>
<td>1/1/18</td>
<td>101</td>
<td>0.9</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>152</td>
<td>123</td>
<td>0.13</td>
</tr>
<tr>
<td>1/0/19</td>
<td>160</td>
<td>0.6</td>
<td>-</td>
<td>3.8</td>
<td>1.0</td>
<td>130</td>
<td>115</td>
<td>0.14</td>
</tr>
<tr>
<td>1/1/38</td>
<td>221</td>
<td>0.2</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>500</td>
<td>171</td>
<td>0.16</td>
</tr>
</tbody>
</table>

DISCUSSION

J. LAUDENSLAGER: I have a couple of questions on your UV pre-ionization. It is experimentally evident that things like that work in helium but not in argon. Do you feel that the mechanism for this pre-ionization is the ionization in the volume of the gas or photo excitation of the electrons at the surface of the electrodes?

D. M. MONSON: We have operated this device with dielectric grids over recessed electrodes where they are shielded from the UV, and we get the same performance then as we do when the electrodes are exposed to UV.

J. LAUDENSLAGER: Do you feel that you are ionizing the CO?

D. M. MONSON: I think we are ionizing the impurities. We feel that most of our impurities in the static tests arise from the plexiglass chamber which is pumped down to about 5 microns, and therefore continues outgassing. So we inevitably have hydrocarbons. We estimate about 100 parts per million of impurities. So these tests do have a seed gas in the mixture.

J. LAUDENSLAGER: Do you have any feeling for why the argon system doesn’t work: it is because the photon energy is lower or perhaps the de-ionization time of argon is much greater?

D. M. MONSON: Perhaps we are not photo-ionizing enough in the argon to create the initial glow. We can operate at very low densities in argon, but when we go to useful pressure ranges, arcing sets in right away.
Abstract

The effect of electron bombardment ion thruster magnetic field configurations on the uniformity of the plasma density and the ion beam current density are discussed. The optimum configuration is a right circular cylinder which has significant fields at its outer radii and one end but is nearly field free within the cylinder and at the extraction grid end. The production and loss of the doubly charged ions which effect sputtering damage within thrusters are modeled and the model is verified for the mercury propellant case. Electron bombardment of singly charged ions is found to be the dominant double ion production mechanism. The low density plasma (\(<10^6 \text{ elec/cm}^3\)) which exists in the region outside of the beam of thrust producing ions which are drawn from the discharge chamber is discussed. This plasma is modeled by assuming the ions contained in it are generated by a charge exchange process in the ion beam itself. The theoretical predictions of this model are shown to agree with experimental measurements.

Introduction

Ion thrusters hold a promising position in the space propulsion program because of their high exhaust velocity capability. Applications for these devices which are of current interest range from low total impulse satellite stationkeeping missions through the higher total impulse comet rendezvous and out-of-ecliptic primary propulsion missions.

The basic cylindrical thruster is shown schematically in Figure 1. Its operation can be understood by recognizing that electrons are produced within the region bounded by the cathode pole piece and baffle and that they are drawn from this region toward the anode through the aperture adjacent to the baffle. The \(>30\text{V}\) potential difference across the baffle aperture, which is maintained by the anode, accelerates these electrons to sufficiently high energies that they can effect ionization of propellant which has been fed into the chamber by the mechanism of electron bombardment. The magnets shown in Figure 1 establish a magnetic field of the order of 50 gauss between the anode and cathode pole pieces which has a typical line of force like the critical field line shown. The bulk of the high energy electrons (primary electrons) coming through the baffle aperture reside within the region defined by the surface of revolution of this critical field line and the screen grid and this is therefore the region within the discharge plasma where the bulk of the ions are produced. As the primary electrons have collisions they lose energy and they, together with the electrons knocked from the atoms, combine to form an electron group having a Maxwellian distribution. The low energy Maxwellian electrons are then collected by the anode. Ions are free to drift around the discharge chamber under the influence of minor electric field and diffusive forces until they hit a conducting surface and are neutralized or until they drift into the vicinity of the grids and are extracted from the discharge chamber at a high velocity thereby producing thrust. Ion extraction is accomplished by a large electrostatic field established between the two grids and the velocity of the thrust producing ions can therefore be controlled by simply adjusting the net potential difference through which the ion falls in passing from the discharge chamber to the ion beam potential (typically of order 1000V).

The typical mercury discharge chamber plasma has an electron density of \(10^{12} \text{ cm}^{-3}\) and a neutral density of \(10^{12} \text{ cm}^{-3}\). The electrons have the two group composition mentioned with primary electrons constituting of the order of 10% of the total. Primary electrons have an energy near 30eV while Maxwellian electrons generally have a temperature near 5eV.

One additional component not shown in Figure 1 which is essential to ion thruster operation is the neutralizer. This device which is located downstream of the grids simply emits electrons which are drawn into the ion beam to effect charge and current neutrality of the beam plasma. Thrusters are generally classified by the diameter of the beam they produce (D) and thrusters which produce beams from 5 cm to 1.5 m in diameter have been tested. The testing discussed here has however been conducted on 15 cm diameter thrusters only. The dishing of the accelerating grids shown in Figure 1 is employed to insure the grids will deflect in a predictable manner and hence not short
under the influence of thermal loads from the discharge chamber plasma.

The low-thrust nature of ion thrusters necessitates long operating times to achieve mission objectives and this necessitates long component lifetimes. The downstream (accelerator) grid is a crucial component subject to life-limiting erosion as a result of charge-exchange ion sputtering. This erosion process occurs when a high velocity propellant ion exiting the grids captures an electron from a nearby low velocity neutral propellant atom. The result of the process is a fast moving neutral and a slow ion. The ion is frequently drawn back into the accelerator grid because its velocity is insufficient to enable it to escape the adverse electric field and the resulting impact on the accelerator grid causes the sputtering damage. The rate of sputter damage is directly proportional to the ion current density from the thruster and because it is generally highest on the centerline, grid erosion is also greatest on the centerline. Since the thrust of the device is directly proportional to ion current density from the thruster and because it is generally highest on the centerline, grid erosion is also greatest on the centerline.

The cusped magnetic field thruster of Figure 2 is designed to increase the path length of propellant atoms through the ionizing electron region at the outer radii thereby increasing the ion beam flatness parameter and hence the lifetime of the grids. As indicated by Figure 2, this is accomplished through the addition of a center pole piece and the installation of magnets to produce a north-south-north pole configuration when compared to the north-south pole configuration of the thruster without the center pole piece. This shape results in long ion trajectories near the outer radius. Atoms passing near the centerline are exposed to ionizing electron region defined by the critical field line all the way from the baffle to the grids while those with trajectories near the outer radius would be exposed over the distance "L" identified on Figure 1.

Langmuir probe measurements were made throughout the discharge chambers of the cusped and divergent field thrusters used in this test. Actually the divergent field map shown was obtained using the cusped field thruster operating in the north-north-south pole configuration, but the field shape is essentially the same as that observed in a thruster not having the center pole piece.

Iron filings maps showing lines of force for the cusped and divergent magnetic field configurations are shown in Figure 3 for the 15 cm diameter thrusters used in this test. Actually the divergent field map shown was obtained using the cusped field thruster operating in the north-north-south pole configuration, but the field shape is essentially the same as that observed in a thruster not having the center pole piece.
been normalized with respect to the maximum collision frequency calculated for each configuration and the innermost lines represent the contours on which the collision frequency is 90% of the maximum. The outermost lines are contours corresponding to 20% of the maximum. The dotted lines define the region in which theory suggests the bulk of the ionizing reactions (>95%) occur.

Both the iron filings maps of Figure 3 and the collision frequency contours of Figures 4 and 5 suggest the change to the cusped magnetic field configuration should result in a more uniform ion density profile in the thruster because it facilitates more uniform radial profiles of the ion production rate. Figure 6 shows normalized ion beam current density profiles measured using a Faraday probe. The profiles are for a divergent field thruster (designated SERT II for Solar Electric Rocket Test II) and three cusped magnetic field thrusters (CMF) each having different lengths (L). The flatness parameter (F) and the current density curves themselves both show that the cusped field thruster produces much flatter profiles. The variation in the length of the cusped field thruster is observed to have a small effect of the ion beam flatness, but other performance considerations such as the energy cost of producing the ions (discharge loss) suggest the cusped field thruster having the length-to-diameter ratio of 0.3 is preferred.

Re-examination of Figures 3A and 4 suggest that the ion beam profile could be flattened more in the cusped field thruster if the penetration of the magnetic field into the discharge chamber could be reduced to effect a more uniform ionizing collision frequency over the chamber. This reduction in magnetic field penetration is the objective of the multipole magnetic field configuration.
Multipole Magnetic Field Thruster

A sketch of the 15-cm diameter multipole thruster is shown in Figure 7. The magnetic polarity of the pole pieces alternates, giving the overall field shape shown in Figure 8. (Different numbers of pole pieces were used to investigate the effects of discharge chamber length. Figure 7 shows 4 side or cylindrical pole pieces, while Figure 8 shows 7.) Anodes are located between pole pieces so that the energetic electrons must pass through the fringe magnetic field to reach the anodes. Because these fringe fields extend only a short distance into the discharge chamber, most of the chamber has a very low field strength. This low field strength, of course, results in a uniform distribution of ionizing electrons, hence a uniform plasma density. The refractory wire loop near the center of the chamber serves as the source of ionizing electrons in this thruster which is presently not equipped with the baffle/cathode pole piece arrangement shown for the divergent field thruster of Figure 1.

The multipole thruster can be considered a logical extension of the cusped field design to more pole pieces, inasmuch as the pole pieces are fabricated in a similar manner from sheets of soft ion, with electromagnets used between adjacent pole pieces. But this multipole design is also related to that of Moore and Ramsey, primarily in the large number of pole pieces used and the general discharge chamber shape. Moore and Ramsey, however, used permanent magnets as pole pieces with the magnetization direction either towards or away from the center of the discharge chamber. If permanent magnets were used in the multipole thruster studied herein, they would replace the electromagnets between pole pieces, rather than become the pole pieces.

Performance of a 5.1 cm long discharge chamber operating on argon is shown in Figure 9 in terms of
beam ion energy cost (discharge loss) as a function of magnetic induction measured at a location near the pole pieces. $V_{arc}$ is the voltage difference between the emitter wire and the anodes and $I_{arc}$ is the cathode emission current. The propellant flow rate ($\dot{m}$) is expressed in milliamps in accordance with the convenient convention of assigning one electronic charge to each neutral atom entering the chamber. The use of eight electromagnets resulted in curves in Figure 9 that did not quite match those obtained with four at the same magnetic induction. The trend of decreased discharge loss with increased magnetic field strength, though, is clear. The higher magnetic field is presumably more efficient because it is more effective in containing energetic electrons. A simplified model of electron containment is indicated in Figure 10(a), rewritten as

$$2r_c B = 6.74 \times 10^{-6} \frac{E_e}{B},$$

where $2r_c$ is depth of the fringe field above the anode and $B$ is the magnetic field in this region. The produce $2r_c B$ can be thought of as the number of flux lines per unit anode length, and is plotted against electron energy in Figure 10(b). The distribution of these flux lines with distance from the anode is not important. For example, half the field strength extending twice as far from the anode would have the same effectiveness in deflecting electrons. This conclusion is also valid for the more realistic case of field strength varying with distance from the anode, which can be shown for increments of deflection angle instead of circular electron orbits. For a varying magnetic-field strength, the integral of magnetic field strength

$$B=0 \int \frac{B \times d\vec{z}}{\text{anode}}$$

is the proper quantity to use in place of $2r_c B$. In this case the integration is carried out to the first point of negligible field strength ($B=0$).

The fringe field integral was evaluated numerically and was found to vary with location in the discharge chamber. The largest departures from mean values were found at the two corner anodes. As shown in Figure 11 for the eight magnet configuration at 10 amperes magnet current, the magnetic field drops to near zero field strength much faster in the corner than in the side location (typical of the rest of the chamber). This more rapid drop is due to the interference of the two corner fields.
In fact, integration from a location flush with the inside edges of the pole pieces yielded 88 x 10^-6 Tesla-meters (88. Gauss-cm) for the side location, and only 42 x 10^-6 Tesla-meters for the corner location.

The variation of discharge losses with magnet current is shown in Figure 12 for the eight-magnet configuration with different anode configurations. Operation with corner anodes alone gave the poorest performance at low magnet currents, while operation was not possible with this configuration at higher currents. The exclusion of the corner anodes gave the best performance at low magnet currents, but resulted in little difference at higher currents.

The data of Figure 12 are consistent with electron loss to corner anodes being the major limiting factor in multipole chamber performance. Further, the fringe field above the corner anodes at 10 amperes is sufficient to give good containment of ionizing electrons. From Figure 11, the fringe field integral at this location was found to be 42 x 10^-6 Tesla-meters at 10 amperes. For a 50 volt discharge (and about 50 eV primary electrons), Figure 10(b) indicates an integral of 48 x 10^-6 Tesla-meters should be adequate. The experimental and theoretical values of fringe field integral are thus in good agreement. There are other factors involved in discharge losses, however. Additional tests have shown a slow decrease in losses occurs for additional field strength increases until the integral is about twice the theoretical value given in Figure 10(b). Design for fringe field integrals somewhat above the theoretical value is therefore recommended.

In the tests described above, all anodes were flush with the inside edges of the pole pieces (see Figure 7). The containment of electrons can be equalized for all anodes by changing the field strength of corner pole pieces. A simpler approach, though, is to use the same magnetic field design for all pole pieces and to recess the corner anodes. The electrons are then required to go a short distance beyond the inside edges of the pole pieces to reach the anodes. It was found in additional tests that an anode recess equal to 10 percent of the pole-piece spacing gave a fringe field integral at the corner anodes that was about equal to the same integral elsewhere in the chamber. A discharge chamber with corner anodes recessed in this manner has been tested and found to perform well. Tests with argon, xenon and mercury propellants are presently being conducted to determine the ion beam flatness parameter of this thruster; preliminary data suggest flatter ion beams than those observed in the cusped field thruster.

**Discharge Chamber Model**

The need for long thruster lifetimes dictates the need for low erosion rates on surfaces exposed to the thruster discharge plasma as well as on the accelerator grid. The plasma constituent which appears to cause the bulk of the erosion on these interior surfaces is the doubly charged ion which is frequently present in significant numbers and which obtains twice as much energy as a singly charged ion passing through the same sheath potential to a collision with a surface. The objective of this model was the prediction of doubly charged ion densities as a function of thruster design and operating parameters. The analysis and verification have been carried out for a mercury plasma.

In order to develop a model for determining the double ion density in the discharge chamber only those ionic and atomic species which were considered significant in determining the double ion density were included. The significant species were selected as those which have substantial electron impact cross sections of formation over the electron energy range of interest so that large numbers of these excited atoms or ions will be produced. These states also have sufficiently long effective lifetimes so that they can participate in production processes before they decay. Only those reactions which lead directly or indirectly to the production of double ions were included.

**Figure 13** is a discharge chamber reaction model.
The model was set up so that this could be accomplished on the digital computer using a plasma described in terms of the plasma properties. The details of the model are described in References 7 and 8.

In order to verify the model, several thrusters of different sizes and plasma characteristics were operated while simultaneous measurements of the discharge plasma properties and the double and single ion composition of the thrust beam drawn from the thrusters were made. Typical plasma property information obtained in a 15 cm dia divergent field thruster are shown in Figure 14. In order to orient these plots, an ion extraction grid (screen) and the critical field line are identified. Plasma property data like that of Figure 14 were averaged using weighting factors determined to be appropriate for this analysis and double ion concentrations were calculated from these input data. Figure 15 shows a typical comparison of the measured and calculated double-to-single ion density ratio. The variable on the abscissa in this plot, propellant utilization, is the ratio of propellant that is drawn from the thruster as ion current to the total propellant input to the device. The two plots shown were based on data from thrusters which used two different types of ion accelerating grid systems. The theoretical data of Figure 15 show good agreement with the theory and therefore confirm the model's validity.

Detailed examination of the model shows that single ion production via the intermediate metastable and resonance states is appreciable but that double ions are produced primarily by electron bombardment of singly charged ground state ions at normal thruster operating conditions. On the basis of this latter observation one can develop a simpler model considering only the singly charged ionic ground state to doubly charged ionic route for double ion production. The doubly charged ion density \(n_{++}\) is then given by the following equation for a region of uniform plasma properties:

\[
n_{++} = \frac{n_e^2}{a(T_e)} \left[ \frac{T_e}{n_e} \nu_{pp} \left( \tau_{pp} \right) e_{++}(\epsilon) \mu_{++} \left( \frac{n_{++} \epsilon}{\mu_{++}} \right) \right] \int_{\mu_{++}}^{\infty} e^{\left( \frac{\mu_{++} \epsilon}{\mu_{++}} \right)} d\mu_{++}
\]

schematic showing these dominant species and the reactions in which each specie can participate. The symbols used represent the following species:

- **Hg^0**: neutral ground state mercury
- **Hg^m**: metastable neutral mercury (6^3P_0 and 6^3P_2 states)
- **Hg^r**: resonance state neutral mercury (6^3P_1 and 6^3P_1 states)
- **Hg^+**: singly ionized ground state mercury
- **Hg^m+**: singly ionized metastable mercury (6^3P_1/2 and 6^3P_1/2 states)
- **Hg^{++}**: doubly ionized ground state mercury

The arrows in Figure 13 indicate the various interaction routes considered in the analysis. Three different types of reactions are indicated in this figure. The first type of reaction occurs when an electron interacts with an atom or ion producing a more highly excited specie. This reaction is indicated in Figure 13 by an arrow going from one specie to another more highly excited specie (e.g., the production of double ions from singly charged ground state ions). The production of a more highly excited specie also represents a loss mechanism for the less excited specie. The reverse reaction in which, for example, an ion captures an electron is neglected because of its low probability.

The second type of process considered is that of an atom or ion going to a plasma boundary. Such a boundary could be either the discharge chamber wall on which the atom or ion would be de-excited or it could be a grid aperture in which case the atom or ion would be extracted from the discharge region and replaced by an atom from the propellant feed system. In either case this represents a loss rate for any of the excited states. These losses to the boundary are indicated in Figure 13 by the dotted lines to the wall of the chamber. The large arrow back to the neutral ground state represents the resupply of neutral ground state atoms either from the walls or from the propellant supply system.

A third type of reaction shown in Figure 13 is relevant only to the two resonance states. The resonance states differ from metastable states in that they have a very short lifetime before they de-excite spontaneously by emitting a photon of light. However, the energy of this photon is such that it is readily absorbed by a nearby neutral ground state atom producing another resonance state atom. Since the transport time of the photon is small compared to the excited state lifetime the excited state can be considered to exist continuously. Eventually the photon can diffuse to a boundary where it will be lost; this is equivalent to the loss of a resonance state atom.

By equating the production and loss rates of each specie on the basis that equilibrium exists one can solve for the density of each specie of Figure 13 in terms of the plasma properties, the volume and surface area of the region in which ionization takes place and the ionization and excitation cross sections for the reactions. The model was set up so this could be accomplished on the digital computer using a plasma described in terms of average values of primary electron energy and density and average values of Maxwellian electron temperature and density. The details of the model are described in References 7 and 8.


Fig. 15 Double-to-Single Ion Density -- Comparison of Theory and Experiment

where \( n_e = n_{pr} + n_{mx} \) is the total electron density \( \text{--m}^{-3} \)

\( n_{pr} \) is the primary electron density \( \text{--m}^{-3} \)

\( n_{mx} \) is the Maxwellian electron density \( \text{--m}^{-3} \)

\( V \) is the volume of the ionizing electron region \( \text{--m}^3 \)

\( A \) is the surface area of the ionizing electron region \( \text{--m}^2 \)

\( v_{pr}(e_{pr}) \) is the velocity of primary electron having an energy \( e_{pr} \text{--m/sec} \)

\( \sigma^+(E) \) is the cross section for the singly-to-doubly ionized transition at an energy \( E \text{--m}^2 \)

\( v_{mx}(E) \) is the velocity of electrons at energy \( E \text{--m/sec} \)

\( (dn_{mx}/n_{mx}) \) is the Maxwellian distribution function

\( T_{mx} \) is the Maxwellian electron temperature \( \text{--eV} \)

\( e \) is the electronic charge constant - 1.6 \( \times 10^{-19} \) coul

\( m_i \) is the mass of an ion \( \text{--kg} \)

and Reference 8 contains the required cross sections and a plot of the solution of the integral appearing in this equation as a function of Maxwellian electron temperature.

This equation suggests that the double ion density can be reduced most readily by reducing the electron density. In order to maintain other thruster performance parameters this reduction should be accompanied by an equal increase in the volume-to-surface area ratio. Because electron density is a squared term and volume-to-surface area is a linear one the net effect is a decrease in double ion density.

Charge Exchange Plasma

Depending upon the point at which the charge exchange process occurs between ions and neutrals in the beam, the slow ion which is produced may be able to leave the beam plasma with an energy of a few eV rather than being drawn back into the grids. These then constitute the charge-exchange plasma that surrounds the ion beam and thruster. A typical plot of plasma density against radial distance (downstream of the thruster) is shown in Figure 16. The Debye distance is typically less than 1 mm in the ion beam, so the electron and ion densities are essentially equal in Figure 16. The central hump represents the beam of high energy (\( >1000 \text{ eV} \)) ions, while the more uniform region farther out is dominated by low velocity charge-exchange ions. Because the charge-exchange ion density decreases slowly with increasing distance, a significant plasma density can exist near much of an electrically propelled spacecraft. This can present a serious problem for the solar array from which operating power is obtained in that the trend is towards higher array voltages for higher electrical efficiency, and this increases the tendency for the array to interact adversely with the charge-exchange plasma.

A typical survey of plasma density near a thruster resulted in the map of Figure 17. The dashed line shows the approximate boundary between the ion beam and the surrounding charge-exchange plasma, with the location of this boundary determined by plots similar to Figure 16. The electron density \( (n_e) \) within the ion beam where the plasma potential is \( V \) obeys the "barometric" equation

\[ n_e = n_{e,ref} \exp[-eV/kT_e], \]
The densities measured along a radius normal to the ion beam direction should agree best with the isotropic model since charge-exchange ions have free access to that direction and yet it is well away from the beam ion trajectories. The theoretical variations of plasma density from the preceding equation are shown in Figure 18 together with experimental data. The agreement between the two is good for a plasma process. The simplifying assumptions were conservative in nature (that is, tending to give higher plasma densities), so the theory was expected to give higher densities than the experimental data.

The charge-exchange plasma is not distributed
isotropically at a given radius. No ions are initially directed in the upstream hemisphere. Only the electric fields surrounding the ion beam serve to deflect charge-exchange trajectories into this upstream direction. Experimental plasma potential measurements showed that the electric field outside the beam was nearly antiparallel to the beam direction. Using this observation, together with the additional observation that the electron temperature outside of the beam is about half that inside the beam, the plasma density at an angle \( \theta \) between 90 and 180 degrees from the beam direction can be derived as

\[
\eta_{ce} = \eta_{ce, 90} \exp \left[-\cot^2 \theta\right],
\]

where \( \eta_{ce, 90} \) is the plasma density obtained from the isotropic model for the same radius \( R \). This theoretical angular variation is compared in Figure 19 with experimental data for the same radial distance. The theoretical density is shown as uniform for angles less than 90 degrees in Figure 19. This is because no deflection of initial trajectory direction is necessary to reach these directions. The experimental data should be larger than theoretical density at a small enough angle with beam direction because beam ions which will be included in the experimental measurements are not considered in the model. This failing of the model is not a problem because the upstream direction is the one of most interest for interactions of thrusters with solar arrays and other spacecraft components.

The charge-exchange plasma model described above is sufficiently accurate for a qualitative estimate of interaction effects. More exact estimates, though, will require tests of the specific spacecraft configuration. Examples of the limitations of this model were obtained recently using cones downstream of the thruster. It was hoped that these cones would collect most of the charge-exchange ions and thereby greatly decrease the plasma density upstream of the thruster. The experimental reduction was much less than expected. It appeared that the charge-exchange ions negotiated trajectories around the ends of the cones far easier than would be expected from the angle variation predicted by the model presented above.
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**DISCUSSION**

J. P. Layton: Where does the lifetime situation stand now with respect to the kind of applications that are starting to look attractive?
P. J. WILBUR: For thruster applications, lifetimes of critical components like the cathode, in excess of 20,000 hours have been demonstrated in the laboratory. Thrusters have been tested over 10,000 hours, and tests are in progress now which extend beyond that. For other applications, we have a broad-beam ion source here which we use for other purposes like ion milling and machining functions and sputtering functions. The lifetimes there can be far in excess of those associated with spacecraft because we can use carbon grids and they have very long lifetimes associated with them. Lifetimes are adequate for ground-based applications, and I feel that they are adequate for most missions as well.

J. P. LAYTON: Is enough now known about these to scale them to any size or power level?

P. J. WILBUR: Tests have been run on thrusters which range in size from 5 cm in diameter to 12 meters in diameter. There is a wealth of knowledge available on scaling. While analytical modelling has been moderately successful, the empirical approach to designing these thrusters is quite well developed.

J. P. LAYTON: How are the efficiencies of these thrusters at the lower effective jet velocities?

P. J. WILBUR: The efficiencies are still good. Typically the potentials that we are accelerating the ions through are of order 1000 volts now and we can get efficiencies of around 70%.

W. F. von JASKOWSKY: I was intrigued by your statement in the abstract that your model can predict the density of doubly charged ions accurately. Do you use for that prediction empirical propellant utilization data?

P. J. WILBUR: In that model, you input to the model the plasma properties, the electron temperatures and densities that exist in the discharge chamber. You also input to it the propellant flow rate. It calculates the loss rate for ions and the loss rate for neutrals, assuming free molecular flow for the neutrals and bohm velocity losses associated with the ions. It then solves using experimental cross-section for the most part, for the densities of resonance, metastable, singly-ionized and doubly-ionized species that are present in the discharge chamber. We have measured the double-ion densities coming out in the beam using a mass spectrometer and we have measured the plasma properties in the thruster simultaneously, and we have put the plasma properties into the computer program and it calculates within the 10% the double-ion density that we measured coming out of the beam. So the verification has been on double ions.

M. KRISHNAN: Have you observed any change in the ionization efficiency in the discharge region when going from the divergent to the cusped magnetic field configuration?

P. J. WILBUR: No, the cost of producing ions is not influenced significantly by the change in magnetic field configuration so far as we have learned.
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Abstract

A numerical procedure is described that for the first time allows efficient solution for the three nonlinear and implicit equations of state relating the equilibrium properties of a partially (and singly) ionized neutral gas. Energy, pressure and Saha equations are encountered when solving the conservation laws of fluid dynamics.

In the computation, the values for the intensive variables, that is pressure, temperature and ionization coefficient, are iteratively obtained with a given accuracy starting from assigned values for energy and volume per unit mass. Iterative computation is performed only when the value for the ionization coefficient lies within the lower and the upper bounds fixed by the required number of significant digits; otherwise the two explicit equations of state for nonionized or for fully ionized gases are employed.

This procedure has been applied to the study of partial ionization produced in onedimensional propagation of strong shock waves in hydrogen gas. The peaked shape of the density ratio vs. shock strength is clearly shown. The same procedure would also be easily applicable to steady or unsteady multidimensional flows where nonuniform ionization plays a substantial role.

I. Introduction

Problems occur in gas dynamics where partial ionization of a monatomic gas has a relevant influence on the flow characteristics. Cases are offered by the domain of strong shock waves propagation both in presence and without magnetic field. Or by the stellar atmospheres with the influence of partial ionization on the pulsation phenomena. The theoretical and numerical study of this class of problems requires the solution of the coupled system of constitutive equations and fluid dynamic conservation equations. Notable difficulties are encountered when dealing with equilibrium partial ionization as described by Saha equation. Indeed the nonlinear and implicit dependence of temperature and partial ionization on conserved quantities prevents any direct solution.

An efficient procedure is therefore presented for solving the three equations of state of a partially ionized gas as required by the commonly used finite difference schemes of numerical fluid dynamics. The range of applicability covers any singly ionizable monatomic gas in situations of thermodynamic equilibrium when radiation energy contributions can be neglected.

II. The equations of state of a partially ionized gas

First, the general form of the equations of state for a partially ionizable perfect gas must be established. When radiation effects are omitted and thermodynamic equilibrium is taken for granted, it is

\[ E = \frac{3}{2} N (1 + \alpha) kT + N \alpha kT \alpha + N (1 - \alpha) kT, \]
\[ P = N (1 + \alpha) kT/V , \]
\[ \alpha = \frac{2}{1 - \alpha} \left( \frac{u_1}{u_0} \right)^\frac{3/2}{2} \left( \frac{m_e kT}{h^2} \right) \exp \left( - \frac{T_i}{T} \right). \]

Here \( N \) is the number of atoms per unit mass; \( P, T, \alpha, E \) and \( V \) are the thermodynamic variables, that is pressure, temperature, ionization coefficient, energy and volume per unit mass, respectively. \( T_i \) is the ionization temperature, \( u \) is the electronic partition function, \( w \) is the electronic excitation energy. Subscript \( o \) stays for the neutral atom while subscript \( 1 \) distinguishes the ion. Explicit forms for \( u \) and \( w \)
are given by Zeldovich and Raizer.

The method for computation which is developed applies within the domain of first ionization of any atomic gas. For sake of definiteness, however, our treatment focuses to the sole case of atomic hydrogen. Now for a generic gas we will assume that the excited states of atoms and ions have a negligible influence on the thermodynamic equilibrium. Therefore $u_1 = 2$, $a_1 = 1$, and $w = w_0 = 0$. Particularly, for hydrogen gas it is always $u_1 = 1$ and $w_1 = 0$, and the preceding assumption amounts only to disregard the electronic excitation spectrum of the neutral atom.

Then, by the use of dimensionless variables equations (1-3) become

\[ e = \frac{3}{2}(1+a) t + a, \]
\[ p = (1+a) \frac{t}{v}, \]
\[ a^2 = \frac{v}{t} = \frac{3}{2} \exp(-1/t), \]

where definitions hold as follows $a = \alpha \chi$, $e = E/E_0$, $v = V/V_0$, $p = P/P_0$, $t = T/T$, and $E = kT N N_e = (u_0 / 2u_1)(h^2 / 2m \alpha \chi)^{1/2}$.

Dealing with hydrogen gas numerical values for the intrinsic constants are $T_\text{e} = 1.56 \cdot 10^5 \, \text{K}$, $k N = 8.317 \cdot 10^7 \, \text{erg} / \text{g}$, and $u_0 / u_1 = 1$. So that $E_0 = 1.1 \cdot 10^{13} \, \text{erg} / \text{g}$, $V_0 = 1.03 \, \text{cm}^3 / \text{g}$ and $P_0 = 3.22 \cdot 10^{12} \, \text{dyne/cm}^2$.

Equations (4-6) express the relations that the five thermodynamic variables $a, e, v, p$, and $t$ obey at equilibrium. In numerical computations of fluid dynamics the finite difference schemes produce at any mesh point and at any time step the values of energy and volume per unit mass. These schemes then require for the next the knowledge of pressure and, possibly, temperature and ionization coefficient.

In other words, it is necessary to solve the three equations (4-6) with respect to the three unknowns $p, a$, and $t$, starting from assigned values of $e$ and $v$. A demand which results into a highly nonlinear and implicit problem.

**III. The method of solution**

An effective numerical procedure for the solution of this problem should meet two main requirements. First, the computation of the complicated set (4-6) must be avoided, as far as the gas is in a nonionized or fully ionized state. For under these circumstances the condition $a = 0$ or $a = 1$ holds and use can be made of the simple and explicit relations that result from (4) and (5). Second, the solution must produce numerical values of prescribed and, desirably, variable accuracy. In this respect, we proceeded according with a line which seems, so to say, to kill the two birds with one stone.

Let us indeed assume that we need results with $n$ significant digits. This means that the gas can be considered as nonionized when $a < 10^{-n} = a_\text{inf}$, whereas it can be regarded as fully ionized when $a > 10^{-n} = a_\text{sup}$. Now suppose that the range $v_{\text{min}} < v < v_{\text{max}}$ is known in advance. We can determine from equations (4-6) for all $v$ two functions $e_{\text{inf}}(v)$ and $e_{\text{sup}}(v)$, which hold for the two cases $a = a_\text{inf}$ and $a = a_\text{sup}$, respectively. The construction of $e_{\text{inf}}(v)$ and $e_{\text{sup}}(v)$ has to be made only at the beginning of computations. It is performed by evaluating the coefficients of a suitable power expansion. Obviously, different values of $n$ lead to different functions $e_{\text{inf}}(v)$ and $e_{\text{sup}}(v)$.

After this preliminary construction, given a pair $(e, v)$, the computation proceeds as follows. The values $e_{\text{inf}}(v)$ and $e_{\text{sup}}(v)$ are computed and compared with $e$. If $e_{\text{inf}}(v) < e < e_{\text{sup}}(v)$, the simple equations of state for the nonionized (or for the fully ionized) perfect gas allow to determine the pressure $p$ and the temperature $t$, directly. On the contrary, if $e_{\text{inf}}(v) < e_{\text{inf}}(v)$ the two unknowns $p$ and $a$ are eliminated from (4-6) to obtain a single equation in $t$,

\[ f(t) = a(t) - (1-a(t)) \frac{v}{t} \exp(-1/t) = 0, \]

where $a(t) = (e/3 - c(t))/(2/3 + t)$. Then, given the pair $(e, v)$ the equation is solved for $t$ and the root is utilized to compute $a$ and $p$ through (4) and (5).

To solve (7) we have resorted to search algorithms, for the efficient iteration function methods lack the initial approximation which may guarantee convergence. Instead, it is always possible to generate a temperature interval $[t_1, t_\text{h}]$ such that $f(t_1) f(t_\text{h}) < 0$ and the root $t \in [t_1, t_\text{h}]$. In other words, it is possible to construct an interval $[t_1, t_\text{h}]$ suitable for starting any search algorithm.

Since for a fixed $v$, $a$ is an ever-increasing function of $t$, the extremes can be set at $t_1 = (e-1)/3$ and $t_\text{h} = e/3$; these two values correspond with the two cases of complete ionization and null ionization, respectively. The lower extreme $t_1$, however, may become negative and cause computational difficulties. Therefore, for all practical purposes reference has been made to the value $t_1 = \max\{ (e-1)/3, 0.01 \}$. Finally, it is worthy to say that, after
the evaluation of the various possible search algorithms, we found that binary search behaves well when the requirement is for one or two significant digits. In all other cases, appreciably higher efficiencies can be obtained by adopting the false position method.

IV. A test case on gas dynamic ionizing shock wave

As a test case for the numerical procedure we have considered the problem of partial ionization produced by a plane shock wave. The one-dimensional flow has been simulated by solving the equations of gas dynamics in a finite difference form. The inclusion of the artificial viscosity term allows smoothing of shock discontinuities.

Values of the thermodynamic quantities have been computed in the downstream region for various upstream conditions and compared with the exact values. These values have been obtained by using Hugoniot relation for the partially ionized gas. Let us refer by subscripts u and d to the upstream and downstream regions, respectively. Figure 1 and 2 display downstream ionization coefficient ad as a function of gas velocity and partial ionization produced by a plane shock wave. The inclusion of the partial ionization coefficient ad allows smoothing of shock discontinuities.

Equations (4-6) express how K depends on one of the two variables t or a. Let us fix, for instance, t and start from a tentative value for K. Then relations (6) provide a value for ad which may be introduced in (9) to give a closer approximation for K. Computation is repeated until satisfactorily convergent results are obtained.

V. Conclusion

The numerical procedure has been applied with considerable success to the propagation of a gas dynamic ionizing shock wave. Its domain of applicability, however, extends to any steady or unsteady multidimensional flow where nonuniform ionization has a role. Particularly, the procedure is tailored for situations where the exact amount of partial ionization has a sensible effect on other physical properties. Examples are given by the dynamics of optically thin radiative gases with radiation losses $O(\omega^2)$ and by magnetogasdynamics when electrical conductivity depends on a variable electron density.
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Figure 1. Dependence of ionization coefficient $a_d$ on Mach number $M_u$ for $t_u = 0.01$.

Figure 2. Dependence of ionization coefficient $a_d$ on Mach number $M_u$ for $t_u = 0.03$.

Figure 3. Dependence of density ratio $K$ on Mach number $M_u$ for $t_u = 0.01$.

Figure 4. Dependence of density ratio $K$ on Mach number $M_u$ for $t_u = 0.03$. 
A kinetic model is developed for a plasma generated by fission fragments and the results are employed to study He plasma generated in a tube coated with fissile material. Because both the heavy particles and electrons play important roles in creating the plasma, their effects are considered simultaneously. The calculations are carried out for a range of neutron fluxes and pressures. In general, the predictions of the theory are in good agreement with available intensity measurements. Moreover, the theory predicts the experimentally measured inversions. However, the calculated gain coefficients are such that lasing is not expected to take place in a helium plasma generated by fission fragments.

Increased interest in gas core reactors and the recent demonstration of direct nuclear pumping focused attention on plasmas generated by the high energy fission fragments. Such systems are rather complex and the plasma generated in them is, in general, not in thermal equilibrium. Therefore, before one can predict their performance characteristics, one needs to develop a detailed and self-consistent kinetic model capable of predicting the behavior of the plasmas generated in these devices.

Several authors have analyzed the space-dependent volumetric production of ions by fission fragments passing through a background gas. Both Leffert, et al. and Nguyen and Grossman derived expressions for the spatial distribution of fission fragment production. In both of these analyses an energy independent empirical value \( W \) is assumed for the amount of energy required to produce an ion pair. The former utilized both linear and square energy-loss models for the heavy particles, while Nguyen and Grossman used the Bohr stopping equation for fission fragments. Rather than rely on an empirical constant Miley and Thiess derived an expression for the ionization and excitation rates which take into account the effect of the energy distribution of the incident particles. Such a calculation requires estimation of the energy dependent cross section for excitation and ionization by heavy charged particles. A Bethe-Born type representation was employed for the case of helium excitation by alpha particles and fission fragments, and later Gyor, et al. employed Gryzinski cross sections for helium ionization by alpha particles and lithium ions.

The calculation of the electron energy distribution function in electric discharges and in the absence of a high energy volumetric source is a standard procedure. However, there are only a few analyses of distributions resulting from a flux of high energy particles where there is a high energy volumetric electron source. Calculations using a Monte Carlo method were carried out by Wang and Miley. Later, Lo and Lo and Miley used a simplified version of the Boltzmann equation to determine the electron energy distribution in a helium plasma produced by a mono-energetic electron source. More recently, Hassan and Deese presented a more elaborate Boltzmann equation formulation which took into consideration the primary electron spectrum.

In general, theoretical studies of excited state densities have assumed the electron distribution function to be a Maxwellian at some characteristic temperature. Russell used such an assumption in calculating excited state densities in argon. Leffert, et al. and Rees, et al. also studied noble gas plasmas assuming the electron distribution function to be Maxwellian. More recently Maceda and Miley calculated the number densities of the helium excited states using the non-Maxwellian distributions of Lo and Miley; their results indicate a number of possible inversions.

In addition to the above analyses, there exists a number of experimental investigations dealing with nuclear pumped lasers and laser enhancement. Work carried out before 1972 is summarized in Ref. 18 while a summary of the nuclear laser effort at the University of Illinois along with an exhaustive list of references on virtually every aspect of radiation produced noble gas plasmas is included in the work of Thiess. Of particular interest here are experiments studying individual atomic transitions at various pressures and additive concentration under fission fragment excitation. The earliest study of fission fragment excited spectra is that of Norse, et al. who examined the effects of fission fragment radiation on He, Ar, N₂, and air. Guyot measured the production of helium metastables by \( B^{16}(n, \alpha) \) fission fragments, while Walters measured the relative intensities of the various transitions in both helium and argon.

As a result of the numerous research efforts outlined above, actual nuclear pumped lasing has just recently been reported by several authors. McArthur and Tollefsrud reported lasing action in carbon monoxide as a result of nuclear excitation only. Helmick, et al. demonstrated direct nuclear pumping in Ne-Xe gas mixtures. A third case of direct nuclear pumped lasing is that of DeYoung in a neon-nitrogen mixture. Obviously, the nuclear pumped gas laser research effort is still in its early stages with the validity of the concept having been demonstrated only recently. Historically experimental research work has demonstrated the feasibility of a particular laser concept, with subsequent theoretical development directed towards understanding the actual processes involved and optimization of operating conditions.

The object of this investigation is the development of a theoretical model for a plasma generated by high energy fission fragments.
The kinetic model treats particles in different quantum states as different species and uses the multifluid conservation equations of mass, momentum and energy to describe the resulting system. It takes into consideration the following kinetic processes: ionization, excitation and deexcitation, radiative recombination, spontaneous emission, associative ionization and dissociative and collisional recombination. Because both the heavy particles and electrons play important roles in creating the plasma, their effects are considered simultaneously. The rates of reactions involving electrons were calculated using electron distribution functions obtained from a solution of a Boltzmann equation appropriate for plasmas generated by fission fragments.

The above model is employed to study a helium plasma generated by fission fragments. Helium was chosen because of the availability of experimentally measured cross sections and rates and because of the availability of in-reactor measurements. In general, the results show good agreement with experiment. Moreover, they indicate a number of possible laser transitions; all of them, however, are in the IR region.

**Analytical Formulation**

The systems to be modeled here are those appropriate for nuclear pumped lasers. Typically, they consist of tubes coated with fissionable material and filled with gas at some given pressure and temperature. The tube is placed in the high neutron flux region of a reactor. Under neutron bombardment fission fragments emerge from the coating and enter the gas. The ensuing energy transfer results in ionization and excitation of the background gas. A schematic of the slab geometry employed in this analysis is shown in Fig. 1.

Treating particles in different excited states as different species one can utilize the multifluid conservation equations to describe the plasma generated by the fission fragments. For the conditions under consideration, the steady state approximation is appropriate. In this approximation, the effects of gradients are assumed negligible. Thus, the conservation of species equations,

\[
\frac{\partial n_s}{\partial t} + \nabla \cdot (n_s \mathbf{v}) = I_s + R_s
\]

reduce, as a result of this approximation, to

\[
I_s + R_s = 0
\]

In the above equations, \( s \) is a charged particle or any quantum state of the background gas and, for species \( s \), \( n_s \) is the number density, \( \mathbf{v} \) is the velocity and \( I_s \) and \( R_s \) are the production rates per unit volume resulting from nuclear and kinetic sources, respectively.

For very low Mach numbers the momentum equation reduces to

\[
p = \text{const.}
\]

where \( p \) is the pressure, while the energy equation takes the form

\[
\frac{\partial \rho}{\partial t} = \mathbf{P}_1 = 0
\]

where \( \rho \) is the power input and \( Q \) is the conduction and radiation losses. For optically thin highly conducting gas, Eq. (4) reduces to

\[
T = T_i
\]

where \( T_i \) is the initial gas temperature.

The properties of the electrons are determined from an electron Boltzmann equation. The equation employed is that developed in Ref. 14. For the high pressures of interest the plasmas generated by the fission fragments are slightly ionized. Therefore, using the Lorentz gas approximation, the resulting Boltzmann equation for a quasi-steady plasma can be written as

\[
-\frac{1}{3} \frac{\partial}{\partial x} \left( \frac{2}{3} \frac{\partial f}{\partial x} \right) + \frac{2}{3} \frac{\partial}{\partial y} \left( \frac{1}{3} \frac{\partial f}{\partial y} \right) + \frac{1}{3} \frac{\partial}{\partial z} \left( \frac{1}{3} \frac{\partial f}{\partial z} \right) = \frac{1}{3} \frac{\partial}{\partial y} \left( \frac{1}{3} \frac{\partial f}{\partial y} \right)
\]

where \( f \) is the electron number density, \( m \) is the electronic mass, \( M \) is the mass of the heavy particles, \( N \) is the number density, \( \nu \) is the collision frequency, \( 1/2 \) is the mass of the heavy particles, \( 1/2 \) is the excitation energy, \( Q_0 \) is the excitation cross section and \( (\partial f_0 / \partial t) \) is the source term resulting from primary and secondary ionization and recombination. An explicit expression for \( (\partial f_0 / \partial t) \) together with the method of solution of Eq. (6) are given in Ref. 14.

The quantities \( I_s \) and \( R_s \) must be determined before the above system of equations can be solved for the various species present. To determine \( I_s \) and \( R_s \), one needs to specify the important kinetic processes in the system. The major reactions included here, which are appropriate for noble gases, are

1. Fission fragment excitation
   \( ff + X \rightarrow X_j + ff \)
2. Fission fragment ionization
   \( ff + X \rightarrow X^+ + e + ff \)
3. Spontaneous emission
   \( X_i + e \rightarrow X_j + h \)
4. Ionization and recombination
   \( X_i + e \rightarrow X_j + h \)
5. Electron excitation and de-excitation
   \( X_i + e \rightarrow X_j + e \)
6. Radiative recombination
   \( X_i + e \rightarrow X^+ + X \)
7. Excitation transfer
   \( X_j + X \rightarrow X_k + X \)
8. Dissociative recombination
   \( X^+ + e \rightarrow X_i + X \)
9. Collisional recombination
   \( X^+ + X \rightarrow X + X^+ + X \)
10. Associative ionization
   \[ X + X_1 \rightarrow X_2^+ + e \]
11. Electron stabilized recombination
   \[ X_2^+ + e + e \rightarrow X_1 + X + e \]
12. Neutral stabilized recombination
   \[ X_2^+ + e + M \rightarrow X_1 + X + M \]
13. Metastable ionization
   \[ X^* + X^* \rightarrow X^+ + X + e \]
14. Charge Transfer
   \[ X^+ + M \rightarrow M^+ + X \]
15. Penning ionization
   \[ X^* + M \rightarrow M^+ + X + e \]

where \( M \) represents a substance other than the background gas or an impurity.

The term \( I_a \) is a result of reactions of type 1 and 2 while \( R_{90} \) is obtained from reactions of type 3-15. In general, for a reaction of the type
\[
a_i A_i + a_j A_j + a_s A_s + a_t A_t
\]
the contribution to the production rate of species \( s \) is
\[
a_s \frac{a_i a_j}{k n^i n^j} \quad (9)
\]
where \( a_q \) \((q = i, j, s, t)\) denotes a stoichiometric coefficient. The quantity \( k \) is the forward rate coefficient and is given by
\[
k = \int f^i f^j A_{ij} \sigma_{ij} \, dV^i \, dV^j \quad (11)
\]
where, for species \( i, j \), \( f_i \) is the energy distribution function, \( V_i \) is the velocity, \( \sigma_{ij} = |V_i - V_j| \), and \( A_{ij} \) is the collision cross section. If \( i \) represents the stationary background gas and \( j \) a fission fragment or an electron, then Eq. (11) reduces to
\[
k = \int f^j \sigma V_j \, dV_j \quad (12)
\]

The rate coefficients for reactions involving the background gas (or gases) are usually obtained from experiment. On the other hand reactions involving the fission fragments and electrons can, in principle, be calculated according to Eq. (12) from collision cross sections determined from experiment or theory and appropriate distribution functions. In this work the electron distribution function is calculated from Eq. (6). Unfortunately, the situation with regards to fission fragments is not well understood; this is because the fission fragments are characterized by initial energies ranging from 50 to 115 Mev, initial charges from 10 to 24e and masses from 70 to 160 atomic mass units. In addition no data is available on cross sections for ionization and excitation by fission fragments. Because of these uncertainties, the contribution of the fission fragments to excitation and ionization was estimated using two different approximate methods. In the first, the procedure outlined in Ref. 6 was used to estimate the average energy deposited in the gas per unit volume per unit time, \( E_g \). The average number of ions produced per unit volume per unit time is given by dividing \( E_g \) by \( W \), the energy expended per ion pair produced. Similarly, the total number of excited states produced is determined by dividing \( E_g \) by \( W_{ex} \), the energy expended per excited state produced. Rees, et al. determined that the total excited particle production rate from fission fragment is 0.5 times the ion production rate, thus
\[
W_{ex} = W/1.53 \quad (13)
\]

This procedure determines only the total number of excited states produced by fission fragments and some model for the distribution of these states must be adopted. Because of the absence of a generally accepted procedure for the distribution of excited states a number of models have been employed here and these are discussed under Results and Discussions.

The other approach uses the procedure of Thiess and Milley which is based on a heavy particle distribution function derived from a semiempirical slowing law together with ionization and excitation cross sections based on the Born or Gryzinski approximations. To utilize this procedure one needs to assume that the fission fragments fall into two groups: a light group with an average mass number of 96 and an average charge of 20e and a heavy group with an average mass number of 140 and an average charge of 22e.

**Results and Discussion**

The above model is applied to a study of He plasma generated by fission fragments and the results are compared with the measurements of Walters who employed a tube of radius 1.85 cm coated with U{sub 3}0{sub 8}. To conform to the conditions of the experiment, the calculations allow for the presence of a nitrogen impurity in the system. For a given pressure, temperature, neutron flux and tube dimensions, the above model is capable of predicting the number densities of the helium excited states, the atomic and molecular ions and the electrons. From this, one can calculate the relative intensities and gain coefficients. For the calculations presented here, the gas temperature is assumed constant at 300°K, while the pressure ranged from 100-760 Torr, the neutron flux from 2.0 x 10{sup 11} - 10{sup 15} neutrons/cm{sup 2}.sec. and the nitrogen concentration from 0.001 to 50 parts per million.

All helium excited states with a principal quantum number of 5 or less are included in the calculations. The rates or cross sections for the reactions of types (3) through (15) indicated in Eq. (8) were obtained from Refs. 23-54 while Einstein coefficients for spontaneous emission were taken from Refs. 55 and 56. Because the experimental data is incomplete the products or the rates of some reactions had to be estimated and these are discussed next.

At the high pressures of interest here the recombination process in noble gases is complicated by the formation of molecular ions. For pressures greater than 5 Torr the reaction
\[
He + 2 He \rightarrow He²^+ + He \quad (14)
\]
quickly converts atomic ions into molecular ions. The molecular ion recombination is governed by three reactions:\^{20,21}

\[ 2 He^+ \rightarrow He + He + e \]
\[ He + He^+ \rightarrow He + He + e \]
\[ He + He + He \rightarrow He + He + He + e \]
where $\text{He}$ denotes an excited state. The distribution of excited states produced by these reactions is not well known. However, recent studies indicate that at least 70% of the excited states produced are atomic metastables in the pressure range of interest here. Although potential energy curves indicate other states such as the $2^2P$ states are produced in molecular ion recombination, it is assumed that $\text{He}$ in the reactions indicated in Eq. (15) are atomic metastables.

Rates for associative ionization are available for atomic states of principal quantum number 3 and triplet states of principal quantum number 4, Refs. 26, 28-30. Cross sections for the excitation transfer reactions of the triplet states with the majority of the available rates is required. It is assumed here that the associative ionization cross sections for $n = 5$ states are the same as the corresponding $n = 4$ states while the associative ionization cross sections for the $n^2P$ states are assumed equal to those for the $n^2D$ states. Moreover, three calculations were carried out in which the cross sections for associative ionization and excitation transfer reactions of the triplet $n = 4$ states were assumed to be one-third of, equal to, and three times the corresponding singlet action cross sections. Comparison of calculated and measured excited states showed that better agreement with experiment is obtained when $Q(4^1X) \leq Q(4^3X)$. Therefore, unless indicated otherwise, all calculations reported here employ this assumption.

As indicated earlier, when a $W''$ value is used to estimate the total number of excited states further assumptions are needed to indicate which states are excited. From a study of the spectra of noble gases generated by the impact of alpha particles, Bennett indicates that most of the excited states in He are $n^2P$ states with the majority of them in the $2^2P$ state. His conclusion was based on the fact that calculated excitation cross sections, based on the Born approximation, are highest for the $n^2P$ states. This assumption is contrasted with that of Guyot where he assumed that most of the excited atoms resulting from the impact of alpha particles are in the $2^2S$ state and these are converted to the $2^2S$ states by electron impact. Calculations using both of the above models were carried out; for these calculations a value of $W'' = 85$ ev was employed.

Comparison of the results with the experiments of Walters requires that the effect of a nitrogen contaminant be taken into consideration. The gas used in the experiment contained a nitrogen contaminant of approximately 50 parts per million. The effect of the pressure on the number densities of the electrons and the two metastable states is given in Fig. 2 while Fig. 3 shows the effect of pressure on several of the higher states with and without a 50 parts per million nitrogen contaminant. For these figures, the neutron flux is $3.8 \times 10^{11}$ neutrons/cm$^2$.sec. Considering pure helium first, it is seen that the electron number density decreases as the pressure increases. This is because the dominant helium recombination process is the neutral stabilized recombination of the molecular ion and this process becomes more efficient as the pressure increases. The dominant process governing the excited states number densities are electron excitation from the ground state and the metastable state $2^2S$, excitation transfer, associative ionization and spontaneous emission. As the pressure increases, the decrease in the electron density coupled with the increased effectiveness of the associative ionization and excitation transfer results in the decrease of the excited states shown in Fig. 3. Only the $2^3S$ and $2^2P$ states show an increase as the pressure increases; the rapid recombination resulting from the last reaction in Eq. (15) accounts for the $2^3S$ behavior.

As is seen from Figs. 2 and 3, the effect of nitrogen on the various species is quite significant. Both the helium molecular ion and the metastables are quickly converted to nitrogen ions whose dominant recombination process is dissociative recombination. This not only lowers the concentrations of the He ions and metastables but changes the electron number density variation with pressure as well. When nitrogen is present the dominant recombination process is the two-body dissociative recombination. This process does not become more efficient as pressure increases and as a result the electron number density increases with an increase in pressure. Thus, the net effect of nitrogen is two-fold: it lowers the number density of electrons and metastables making electron excitation from metastable states less important and, it changes the number density dependence on pressure.

As a result of this, one would expect a significant effect on the higher excited states as well. Because the electron number density increases with pressure the electron excitation rates increase with pressure. Thus, as is seen in Fig. 3, the marked decrease in excited state population with pressure in the case of pure helium is not as pronounced when nitrogen is present. The figure also shows that the magnitudes of the number densities decrease with pressure.

The results indicated in Fig. 3 do not exhibit the peak around 200 Torr shown in Figs. 4-9 of Ref. 17. Both Walters and Thiessen suggest that the associative ionization process may be a three-body process of the form

$$\text{He} + 2 \text{He} \rightarrow \text{He}_2^+ + \text{He}$$

(16)

rather than the two-body process

$$\text{He} + \text{He} \rightarrow \text{He}_2^+$$

(17)

assumed here. If this process is indeed three-body in nature its effectiveness will increase with pressure.

A study of the variation of the number densities with neutron flux for the case of a pure helium gas at 100 Torr has also been carried out. The behavior of the electrons and metastables is given in Fig. 4 and that of some higher states is shown in Fig. 5. The number densities of the higher states increase linearly with the flux at lower neutron flux levels. As the electron number density increases, the electron stabilized three-body recombination becomes important. Thus, population
densities highly dependent on electron excitation rates do not increase as rapidly at higher flux levels.

Because the nitrogen contaminant has a significant effect on the number densities, a determination of the concentration range where its effect becomes insignificant is of interest. Figure 6 shows a plot of the electron and metastable number densities vs. nitrogen concentration at 100 Torr and a neutron flux of \(3.8 \times 10^{11}\) neutrons/cm²sec. As is seen from the figure, the effect of nitrogen is negligible below a concentration of \(10^{-8}\) Torr.

All of the above results assume the \(2^1P\) state to be the only excited state produced by fission fragments. Calculations using the procedure of Ref. 8, the TM model, have also been carried out. Boltzmann plots showing \(\log \frac{\lambda_I}{\beta_4} = \log \frac{hc \epsilon}{4 \pi \hbar^2}\), where \(\lambda\) is the wave length, \(I\) is the intensity, \(\epsilon\) is the wavelength, \(\beta_4\) is the degeneracy, \(h\) is Planck's constant and \(c\) is the speed of light, vs. \(\epsilon\), the energy of the upper level, for pressures of 100 and 760 Torr are given in Figs. 7 and 8 for the \(2^1P\) model and in Figs. 9 and 10 for the TM model. Error bars in these graphs indicate the spread in Walters' experimental data. Using the TM model, the triplet states are considerably underpopulated relative to the singlet states. Because Walters found the triplet states to be of the same order of magnitude for states with \(n = 3\), it appears that the \(2^1P\) model is more appropriate.

As is seen from Fig. 7, the \(2^1P\) model gives good agreement with experiment at 100 Torr; the only discrepancy being the \(n^3D\) states which are overpopulated compared with the experimental measurements. At 760 Torr the agreement of the \(2^1P\) model with experiment is not as good as at 100 Torr. All triplet states except the \(3^3S\) are predicted to have a population greater than experimentally measured values. This could be due to an improper pressure dependence for associative ionization as discussed earlier. In general, singlet states have much higher emission coefficients and as a result, cascade losses play a larger role in the singlet system. The triplet system on the other hand is predominantly governed by associative ionization and excitation transfer processes and these have a greater dependence on pressure. Thus, it is expected that triplet states number densities will decrease more rapidly with pressure. Calculations have also been carried out assuming fission fragment models produce only \(2^1S\) states. However, for this case the \(2^1S\) number density is higher than the \(2^3S\) number density and this is not in agreement with available experiments.

When studying pure helium, two population inversions have been found throughout the entire range of pressures, neutron fluxes and fission fragment excitation models examined on the \(3^3P - 3^1D\) (95.76 µ) and \(4^1P - 4^1D\) (216 µ) lines. In addition, for pressures less than 200 Torr and neutron fluxes less than \(10^{14}\) neutrons/cm²sec the TM model predicts an inversion of the \(3^3S - 2^3P\) line (7281 A). The expression for the gain coefficient is given in the Appendix. The gain coefficients together with other inversions, operating conditions and fission fragment models employed are summarized in Table 1. The addition of the nitrogen did not change the above results. However, the gain coefficients are slightly decreased because of greater depopulation of excited levels.

Figures 7-10 show only states of principal quantum number four or less; these states were the only states considered in the determination of the inversions present. Excitation transfer cross sections are not available for the \(n = 5\) states and as a result these states are overpopulated. The importance of these reactions can be seen by performing calculations where these reactions are neglected for all states. The Boltzmann plot for such a case is shown in Fig. 11. Comparing Figs. 7 and 11, it is clear that excitation transfer plays an important role in determining the relative population of excited states and consequently, the presence of

<table>
<thead>
<tr>
<th>Transition</th>
<th>Wavelength</th>
<th>Excitation Model</th>
<th>Pressure Torr</th>
<th>Neutron Flux</th>
<th>(\frac{n_{S2}}{n_T})</th>
<th>Gain Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>(3^3P - 3^1D)</td>
<td>95.76 µ</td>
<td>(2^1P)</td>
<td>100</td>
<td>(3.8 \times 10^{11})</td>
<td>0.0</td>
<td>(0.28 \times 10^{-9})</td>
</tr>
<tr>
<td>(3^3P - 3^1D)</td>
<td>95.76 µ</td>
<td>(2^1P)</td>
<td>760</td>
<td>(3.8 \times 10^{11})</td>
<td>0.0</td>
<td>(0.76 \times 10^{-11})</td>
</tr>
<tr>
<td>(3^3P - 3^1D)</td>
<td>95.76 µ</td>
<td>(2^1P)</td>
<td>100</td>
<td>(1.0 \times 10^{16})</td>
<td>0.0</td>
<td>(0.14 \times 10^{-5})</td>
</tr>
<tr>
<td>(3^3P - 3^1D)</td>
<td>95.76 µ</td>
<td>(2^1P)</td>
<td>760</td>
<td>(3.8 \times 10^{11})</td>
<td>(5 \times 10^{-5})</td>
<td>(0.42 \times 10^{-11})</td>
</tr>
<tr>
<td>(3^3P - 3^1D)</td>
<td>95.76 µ</td>
<td>TM</td>
<td>760</td>
<td>(3.8 \times 10^{11})</td>
<td>0.0</td>
<td>(0.15 \times 10^{-9})</td>
</tr>
<tr>
<td>(4^1P - 4^1D)</td>
<td>216 µ</td>
<td>(2^1P)</td>
<td>100</td>
<td>(3.8 \times 10^{11})</td>
<td>0.0</td>
<td>(0.12 \times 10^{-9})</td>
</tr>
<tr>
<td>(4^1P - 4^1D)</td>
<td>216 µ</td>
<td>(2^1P)</td>
<td>760</td>
<td>(3.8 \times 10^{11})</td>
<td>0.0</td>
<td>(0.24 \times 10^{-11})</td>
</tr>
<tr>
<td>(4^1P - 4^1D)</td>
<td>216 µ</td>
<td>(2^1P)</td>
<td>100</td>
<td>(1.0 \times 10^{16})</td>
<td>0.0</td>
<td>(0.16 \times 10^{-6})</td>
</tr>
<tr>
<td>(4^1P - 4^1D)</td>
<td>216 µ</td>
<td>(2^1P)</td>
<td>760</td>
<td>(3.8 \times 10^{11})</td>
<td>(5 \times 10^{-5})</td>
<td>(0.14 \times 10^{-11})</td>
</tr>
<tr>
<td>(4^1P - 4^1D)</td>
<td>216 µ</td>
<td>TM</td>
<td>760</td>
<td>(3.8 \times 10^{11})</td>
<td>0.0</td>
<td>(0.11 \times 10^{-10})</td>
</tr>
<tr>
<td>(4^1D - 4^2P)</td>
<td>216 µ</td>
<td>(2^1P)</td>
<td>100</td>
<td>(1.0 \times 10^{16})</td>
<td>0.0</td>
<td>(0.20 \times 10^{-5})</td>
</tr>
<tr>
<td>(3^1S - 2^1P)</td>
<td>7281 Å</td>
<td>TM</td>
<td>100</td>
<td>(3.8 \times 10^{11})</td>
<td>0.0</td>
<td>(0.24 \times 10^{-8})</td>
</tr>
</tbody>
</table>
inversion. Similar conclusions hold when one assumes
\[ Q(4^1 X) = 3 \, Q(4^3 X), \]  
(18)
as is seen from comparing Figs. 6 and 11.

Concluding Remarks

Considering the incompleteness of available cross sections, the predictions of the model are in good agreement with available relative intensity measurements and measured inversions. However, more complete rate data is needed for the accurate predictions of other possible inversions involving the higher states. The calculated gain coefficients are so small that, because of cavity losses, lasing is not expected to occur in helium. Thus, helium is not a good candidate for a nuclear pumped laser.

Appendix: Gain Coefficient

The possible lasing transitions in atomic helium involve electronic state transitions. The gain coefficient for transition from upper level \( m \) to lower level \( n \) is
\[ \gamma(v) = \frac{3}{8 \pi v^2} \left[ \frac{N_m}{E_m} - \frac{N_n}{E_n} \right] G(v) \]  
(A1)
where \( G(v) \) is the shape factor, \( N_m \) and \( N_n \) the number densities of states \( m \) and \( n \), \( E_m \) and \( E_n \) are their degeneracies, \( A_m \) is the Einstein coefficient of spontaneous emission from level \( m \) to level \( n \), and \( v \) is the frequency of the transition.

The shape factor is affected by two processes, Doppler and pressure broadening. In general, for pressures greater than 30 Torr, pressure broadening is dominant. Thus, Doppler broadening is neglected in this analysis. For pressure broadening the shape factor \( G(v) \) is given by
\[ G(v) = \frac{2}{\pi} \frac{v}{v_{st}} \]  
(A2)
where
\[ v_{st} = \frac{2}{3} \left[ \frac{2k}{m_s} + \frac{T_s}{m_t} \right] \frac{1}{2} Z_{st} n_t \]  
(A3)
In Eq. (A3), \( s \) represents the lasing gas and \( t \) represents other gases present in the system. When summing on \( t \) in Eq. (A2), \( t \) can be equal to \( s \).

The quantities \( Z_{st} \) can be calculated from the Lennard-Jones potential parameters of the colliding molecules
\[ Z_{st} = \frac{d_s^2}{d_t^2} \, \Omega(2,2)(T_{st}^*) \]  
(A4)
\[ d_{st} = \sqrt{d_s \, d_t} \]  
(A5)
\[ T_{st}^* = \frac{T_s}{T_t} \]  
(A6)
\[ \epsilon_{st}^* = \frac{2 \sqrt{\epsilon_s \, \epsilon_t}}{\sqrt{d_s \, d_t}} \]  
(A7)
The quantity \( \Omega(2,2)(T) \) is obtained from the empirical curve fit
\[ \Omega(2,2)(T) = \frac{1.16145 \times 10^{-7} \, \exp [-0.7732 \, T]}{T} + 2.16178 \, \exp [-2.43787 \, T] - \frac{6.435 \times 10^{-4} \, \exp [0.14874 \, \sin (\frac{0.7683}{T})]}{T} \]  
(AB)
The required parameters for helium are
\[ d_s = 2.576 \times 10^{-8} \, \text{cm} \]
\[ \epsilon_s^* = 10.22 \, \text{K} \]
\[ T_s^* = 24.586 \, \text{ev} \].
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Abstract

Electron energy distribution functions have been calculated in a U$^{235}$-plasma at 1 atmosphere for various plasma temperatures (5000 to 8000°K) and neutron fluxes (2 x 10$^{12}$ to 2 x 10$^{16}$ neutrons/(cm$^2$-sec)). Two sources of energetic electrons are included; namely fission-fragment and electron-impact ionization, resulting in a high-energy tail superimposed on the thermalized electron distribution. Consequential derivations from equilibrium collision rates are of interest relative to direct pumping of lasers and radiation emission. Results suggest that non-equilibrium excitation can best be achieved with an additive gas such as helium or in lower temperature plasmas requiring an additive gas such as helium or an additive gas such as helium.

An approximate analytic model, based on continuous electron slowing, has been used for survey calculations. Where more accuracy is required, a Monte Carlo technique is used which combines an analytic representation of Coulombic collisions with a random-walk treatment of inelastic collisions. The calculated electron distributions have been incorporated into another code that evaluates both the excited atomic state densities within the plasma and the radiative flux emitted from the plasma. Only preliminary results are available from the latter code at this time, however.

Introduction

Knowledge of distribution functions is essential to understanding radiation-induced plasmas and their applications. Prior to the present work, uranium plasma calculations, workers at Illinois, considered various noble gases, both as potential nuclear-pumped laser candidates and to gain experience with analytic techniques with simpler cases. G. Miley$^{(1,2)}$ developed techniques to calculate the energy distribution of the primary ions. Subsequently, P. Thiess and G. Miley$^{(3)}$ reported early calculations for helium at the 2nd Uranium Conference; R. Lo and G. Miley$^{(4)}$ first reported the calculation of a full distribution of electron energy in a helium plasma created by nuclear radiation in 1974; and B. Wang and G. Miley$^{(5)}$ developed a Monte Carlo simulation model to evaluate the distribution function more precisely for cases both with and without an applied electric field. While consuming more computer time, the Monte Carlo method is viewed as a benchmark for testing analytic techniques which must, of necessity, contain many approximations.

Evaluation of the electron energy distribution and the resulting excited state densities in uranium-UF$_6$ plasmas are necessary to accurately determine the radiation emitted from a gaseous-core uranium reactor such as is currently under experimental study at Los Alamos Scientific Laboratory. A gaseous-core uranium reactor is a potentially important source of radiation for the various applications such as chemical processing, isotope separation, and direct pumping of gas lasers.

While early experiments will use UF$_6$, our calculations to date have concentrated on uranium plasmas for two reasons: First, an opportunity to develop the appropriate cross-sections and calculational techniques is afforded while working with a simpler, one-component case, and secondly, the uranium plasma is of ultimate interest for high-grade power reactors.

Plasma temperatures ranging from 5000°K to 8000°K at a pressure of 1 atm (the boiling point of uranium is 4407°K at 1 atm) with neutron fluxes from 2 x 10$^{12}$ to 2 x 10$^{16}$ neutrons/(cm$^2$-sec) are considered. The uranium plasma under study is unique in that it is a fissioning plasma. The neutron flux within the plasma causes fission-fragments to be formed. They in turn produce a non-Maxwellian electron flux which excites the atoms in the gas, creating radiation emission. Two important questions result: Are there any inverted energy levels that could lead to lasing? Does the line structure that is superimposed on the emission continuum cause any unique features relative to other uses?

The study has two distinct aspects: First, the effect of fission-fragments on the electron energy-distribution function in the plasma is evaluated.$^{(8)}$ Parametric studies of the neutron flux (a measure of the fission-fragment density) and the temperature dependence of the distribution function are included as part of this work. Second, the excited-state densities within the plasma are studied.$^{(9)}$ Possible inversions are sought and the radiative transport of photons, i.e. the plasma emission spectrum, is considered.

In determining the rate of occurrence of fission reactions, the uranium is assumed to consist entirely of the U$^{235}$ isotope. Furthermore, the neutrons are assumed to be in thermal equilibrium with the plasma so that the fission cross-section can be averaged over the neutron flux distribution using an effective neutron temperature. Some allowance for spectrum hardening is made in the more strongly absorbing cases.

Theoretical Models

In subsequent sections we concentrate on the electron energy distribution created by fission
fragments. Over the density range of interest, electron-impact excitation-ionization dominates over the contribution by direct fission-fragment collisions. Consequently, it is important to have the correct energy-spectrum for primary electrons produced by fission-fragment impact, and this is calculated by techniques developed by Guyot and Miley.\(^{(10)}\)

For the plasma parameters mentioned above, the densities of the various plasma constituents can be predicted by the Saha equations, and the densities are illustrated in this Fig. 1. A first order approximation of the perturbation to these densities caused by the production of fission-fragment generated electrons is only of the order of 1/10% for cases of interest here. Therefore, a further correction for radiation effects is generally negligible.

Despite their small number, the high energy electrons in the tail of the distribution make a significant contribution to excitation reactions, hence, this tail is calculated explicitly. An approximate, but useful, analytic formulation for the distribution function is obtained with the assumption of continuous slowing down of electrons. In an infinite, isotropic medium and in the absence of external forces or fields, the steady-state solution for the distribution function at high energies (i.e. for energies where recombination is negligible) is found to be\(^{(11,12)}\)

\[
f(E) = \frac{\int_{E}^{\infty} S(E') \, dE'}{E - E_{T}}, \quad E > E_{T}. \tag{1}
\]

The denominator, \(\frac{dE}{dt}\), of Eq. (1) gives the energy loss rate of an electron at energy \(E\) due to Coulombic collisions and inelastic collisions (ionization and excitation of neutral and singly ionized uranium). It is composed of a sum of energy loss rates for each type of collision, i.e.,

\[
\frac{dE}{dt} = \frac{dE}{dt}\text{Coulombic} + \frac{dE}{dt}\text{ionization} + \frac{dE}{dt}\text{excitation}
\tag{2}
\]

Numerous treatments for \(\frac{dE}{dt}\text{Coulombic}\) exist in the literature, such as the Fokker-Planck model\(^{(13)}\). However, the electron density in the uranium plasma is unique in that it does not satisfy the conditions necessary for Debye shielding, e.g. in a typical case less than one electron is contained per Debye sphere. Consequently, the more general energy loss rate of T. Kihara and O. Aono\(^{(14)}\) is used, which incorporates collective interactions.

In the case of ionization and excitation, the energy loss rate may be obtained by

\[
\frac{dE}{dt}|_{E} = <E>_{\text{loss}} \cdot \Sigma \cdot v \tag{3}
\]

where \(v\) is the speed of a test electron relative to thermal electrons and \(\Sigma\) is the macroscopic inelastic cross section. The average energy loss per collision, \(<E>_{\text{loss}}\), is defined as

\[
<E>_{\text{loss}} = \int_{0}^{\infty} \frac{d\sigma(E,E')}{dE'} \cdot E' \, dE' = \int_{0}^{\infty} \frac{d\sigma(E,E')}{dE'} \cdot E \, dE' \tag{4}
\]

where \(E\) is the energy of a test particle and \(E'\) is the energy lost by the test particle as a result of a collision. The microscopic cross section, \(\sigma(E)\) and the energy transfer differential cross section, \(d\sigma(E,E')/dE'\) are calculated from a Gryzinski model\(^{(15)}\) using the data of Parks, et al.\(^{(16)}\) for uranium atomic states.

While there are many uncertainties in these cross section estimates, this approach is the only feasible in view of the scarcity of experimental data or detailed calculations. While absolute magnitudes for the resulting distributions will reflect this uncertainty, hopefully relative comparisons among the various calculations will be more accurate.

In the numerator of Eq. (1), the quantity \(S(E')\) is the electron production rate from all sources per unit spatial volume per unit energy. The electron sources are of two types, categorized according to their origin; namely, nascent electrons and secondary electrons. The former electrons are the result of fission-fragment-induced ionization of uranium while the latter are the result of electron-induced ionization of uranium. Since the secondary electron source is dependent upon the nascent electron source and the manner in which they thermalize, an expression for the total source, \(S(E)\) cannot be known a priori. Consequently, \(S(E)\) and the distribution function \(f(E)\) must be calculated in an iterative manner.

**Computational Techniques**

The starting point in the iterative scheme is the calculation of the nascent electron source \(S_{0}\) which requires a knowledge of the fission-fragment energy distribution. A simple estimate of this distribution can be obtained using the equivalence of Eq. (1). The source of fission-fragments is so narrow in energy that it can be considered as a delta function; but two distinct fission-fragments result from a single fission event at average energies of 67 MeV and 98 MeV and masses of 140 amu and 96 amu, respectively. Then, the fission-fragment distribution is

\[
f_{FF}(E) = \frac{S_{1}}{\frac{dE}{dt}|_{E}}, \tag{5}
\]
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where $S'$ represents the number of fission events/(cm$^3$·sec) and $\frac{dE}{dx}|_E$ is the energy loss rate of a fission-fragment at energy $E$. The quantity $S'$ is determined by the choice of the neutron flux and the temperature which indirectly yields the uranium density and an averaged fission cross section characterized by the plasma temperature.\(^{17}\)

The fission-fragments experience electron capture over their entire track such that $q \sim q_0 v/v_0$ where $q_0$ and $v_0$ represent the initial charge (-16e) and velocity, respectively. Consequently, the energy loss $\frac{dE}{dx}$ is a minimum at the beginning of their track. A semi-empirical formula\(^{18}\) for the energy loss of a fission-fragment at energy $E$ is given by

$$\frac{dE}{dx} = \frac{2E_0}{\lambda(E_0)} \left(\frac{E}{E_0}\right)^{-1/2}$$

where $E_0$ is the birth energy of the fission fragment and $\lambda$ is its range (the latter is obtained from Eq. 3.50 of Ref. 18). Then, the fission-fragment distribution is

$$f_{FF}(E) = \frac{\lambda(E_0)}{2E_0} S' \left(\frac{N}{2E_0}\right)^{1/2}$$

where $M$ is the mass of the fission-fragment and the relationship $dE/dt = v \frac{dE}{dx} + \sqrt{2E/M} \cdot dE/dx$ has been utilized. The nascent electron source term $S_0$, appearing in Fig. 2, is then obtained by averaging the fission-fragment distribution over a Gryzinski energy-transfer cross-section for ionization events, generalized for heavy, multi-charged ions.\(^{15,10}\)

The nascent electrons $S_0$ relax into a primary electron distribution $f_0(E)$ according to Eq. (1). During the thermalization process, the primary electrons further ionize the background uranium generating a source of secondary electrons $S_1(E)$ (as with $S_0$, $S_1$ is obtained by averaging the primary electron distribution over a Gryzinski energy-transfer cross-section for ionization). This first generation of secondary electrons distribute themselves in energy as prescribed by Eq. (1), i.e. insertion of $S_1(E)$ in the equation yields $f_1(E)$, producing a second generation of secondary electrons $S_2(E)$. This process is continued until the sum of $S_i(E)$'s converges to $S(E)$ and likewise the sum of the $f_i(E)$'s converges to $f(E)$ (see Fig. 2). Convergence is readily ob-

- \hspace{1cm} Range of Ionization (-) and Excitation (---) Energies of Interest in Uranium.
tainable within a few iterations, in agreement with earlier observations of a similar process by Fano and Spencer. (19)

Crucial to the evaluation of the electron energy distribution function is the accurate representation of the inelastic cross sections. Since they have not been measured experimentally, they were computed from a hydrogen model of Gryzinski, (15) modified for uranium by utilization of the atomic state data of Parks. (16)

As seen from Fig. 3, the uranium cross sections exhibit an abrupt rise at the threshold energy. The appearance of discontinuities in the slopes of the cross sections are indicative of one electronic state's participation in an event being overshadowed by another state; e.g. the discontinuity in the slope of the \( U^+ \) ionization cross section at 13 eV represents the appearance of an inner-electron ionization process which, at high energies, overshadows the ionization of the outer-most electron. At very large energies, the fine structure of the energy levels gives way to an \( 1/E \) energy dependence.

![Fig. 3](image-url)

Fig. 3. The ionization and excitation cross sections for \( U, U^+, \) and \( U^{**} \) versus energy.

The excitation cross sections are found to be larger in magnitude than the corresponding ionization cross sections. An analogous trend is observed for cesium (see L. J. Kleffer's work (20)) which is quite similar in electronic structure. These trends can be attributed to the fact that such cross sections are in general inversely proportional to the energy transferred. Then, the smaller energy transfer afforded by excitation collisions results in the increased probability of their occurrence over ionization collisions.

### Results, Distribution Calculations

Upon accumulation of the necessary cross sections, energy loss rates, source terms, and species' densities, the distribution function may then be evaluated as previously described. Results of such calculations were illustrated earlier in Fig. 2. It is observed that the distribution function is essentially composed of two parts: a thermalized bulk electron population plus a high-energy tail. While the present technique assumes that, based on earlier arguments, the lower energy distribution \( (< 15 \text{ eV}) \) follows a Maxwellian shape, two points should be stressed: First, the relative amplitude and temperature of this distribution have been determined in a self-consistent manner relative to the tail electrons (recall the balances previously cited). Second, for present purposes the main region of interest is the high-energy tail which can cause non-Maxwellian excitation and ionization. The bulk of the low energy electrons are energetically unable to cause excitations. Their only role is as a slowing-down agent for high energy electrons, and, to a first approximation, this is not too sensitive to the details of the low energy distribution.

At lower energies, near the region where the tail of the distribution and the Maxwellian join, the assumption of continuous slowing down is poor since the energy loss per collision can be comparable to the total electron energy. Since this region is important for subsequent excitation calculations, a more precise Monte Carlo model was employed for select cases. (8,21) This method employs a governing Boltzmann equation which relaxes the assumption of continuous slowing for inelastic collisions. The solution employs an analytic simulation of Coulombic collisions while the ionization and excitation events are simulated in a traditional Monte Carlo, i.e. random walk, fashion. The secondary electron avalanche is included explicitly. A comparison of the Monte Carlo and analytic results is shown in Fig. 4 for a neutron flux of \( 2 \times 10^{12} \) neutrons/(cm\(^2\)-sec).

The Monte Carlo results consistently fall below the analytic model, and this is attributed to the error introduced by the continuous slowing approximation in the latter. Fortunately, the error is not so great, however, as to completely invalidate the analytic model which it is thought can still provide insight into trends.

Parametric studies indicate that the amplitude of the high-energy tail is roughly linearly proportional to the neutron-flux level and inversely proportional to the temperature (see Figs. 5, 6 and 7). In both cases, the trends observed essentially follow the electron source term \( S(E) \) of Eq. (1). Increasing the neutron flux increases the nascent electron source term while decreasing the temperature results in an increase in the uranium density \( [n \sim (kT/p)^{-1}] \) which in turn increases the nascent electron source term.

The absolute magnitude of the high-energy tail is also dependent upon the fraction of the energy loss rate of Eq. (1) contributed by Coulombic drag relative to inelastic collisions. As noted earlier, in cases where Coulombic collisions are important, the unified slowing model has been employed to account for collective behavior. The relative importance of this is illustrated in Fig. 8 for a case where Coulombic collisions are the dominant energy loss mechanism. It appears that the correction for collective effects is of order
The tail of the electron distribution is much lower in magnitude relative to the thermalized Maxwellian in uranium than was the case found earlier in noble gases such as He.\(^{(4,5)}\) This occurs because of the large contribution from thermal ionization at the elevated temperatures involved. Consequently, the contribution to excitation from tail electrons is not so important in the uranium cases. Still, since, as shown in Fig. 5, the energy levels of interest fall in the region of the tail, the latter electrons cannot be ignored. For example, for the plasma conditions of 8000°K and \(2 \times 10^{16}\) neutrons/(cm\(^2\)-sec), the calculated distribution causes \(6 \times 10^{14}\) more excitation events/(cm\(^3\)-sec) than would a Maxwellian distribution.

Since the non-Maxwellian region is of interest for pumping laser lines, these results suggest that pure uranium may not be as interesting for
this purpose as hoped. [This argument assumes collisional excitation; a recombination laser might be very attractive.] There are two ways to improve the situation, however. First, the thermalized electron population will lie at lower energies in low-temperature UF₆ plasmas, and this should lead to a dominance of tail-excitations.

Second, as suggested by recent calculations, mixtures such as He-U, Ar-U, etc. should be considered. Then, tail electrons can be used to excite the added gases which are selected to have energy levels that fall in the higher energy region (e.g. ~30 eV for He).

Excited State Densities and Radiation Transport

Techniques and data necessary to evaluate radiation transport in an uranium plasma have been developed over the past year. This work is still in process, but a brief description of the work to date will be presented.

To determine the excited state densities we consider the processes illustrated in Fig. 9. The electron distribution discussed above generates the excited state densities within the plasma. Radiation emitted from the excited states is amplified or absorbed within the plasma, possibly altering the excited state densities. Consequently, the radiation and state densities are coupled within the plasma.

Fig. 7. The distribution function for a lower flux ($2 \times 10^{14}$ n/cm²·sec versus $2 \times 10^{16}$ n/cm²·sec in Fig. 6).

Fig. 8. Comparison of the effect of using different Coulombic slowing treatments.

Fig. 9. Schematic representation of physical processes within a uranium plasma.
Before such calculations are possible, a model of uranium energy structure is necessary. The state energy levels and inverse lifetimes were obtained using data from NBS(24) and LASL. Using the intensity data in these reports, energy levels and inverse lifetimes were computed and normalized to the lifetime data of Klose. An example of the energy levels and the relative inverse lifetimes derived in this fashion is given in Table I. These results are obtained on the basis of a j-j coupling scheme which was selected to be consistent with the original analysis of measured radiation intensities. It is to be noted, for example, that a spontaneous emission of radiation from an initial state, 14644 cm⁻¹, to the final state, 0 cm⁻¹, is at least twice more probable than a transition to a higher final state, 620 cm⁻¹, about four times more than to the final state 6249 cm⁻¹, etc. Further discussion of these results is given in Ref. 23.

The time dependent rate equation for excited state q is

\[
\frac{dn_q}{dt} = - \sum_{p < q} A_{pq} n_q + \sum_{p > q} A_{qp} n_p + \sum_{p \neq q} (B_{pq} g(v) \rho(v) N_p - B_{qp} g(v) \rho(v) N_q)\n\]

\[+ \sum_{p \neq q} N_p \int \phi(E) \sigma_{pq}(E) dE - N_q \sum_{p \neq q} \int \phi(E) \sigma_{pq}(E) dE\]

\[- N_q \int \phi(E) \sigma_{q}(E) dE + \int N_{th}(E_{th}) N_1(E_1) \alpha(E_1, E_{th}) dE_{th}\]

In our model we assume a steady-state solution, hence the time derivative is set equal to zero. Since the system is large [e.g. about 1-m long with a 1-m diameter based on an experimental plasma design at Los Alamos(6)], we assume an infinite medium system where diffusion losses are negligible. With these two assumptions, Eq. (8) reduces to a matrix equation of the form

\[B N = C p.\]

As a test of the validity of this model, initial calculations were done for helium. Some results from this study are reproduced in Table II. There, experimental values for fission-fragment irradiation of He are compared with the theoretical computations for a single step (Case I) and double step (Case II) excitation. ("Double step" refers to excitation collisions originating from metastable states whereas "single step" processes start from the ground state.) Discrepancies arise due to the significant contribution of Maxwellian distribution, especially for the more realistic conditions of Case II. However, it is important to notice that there are inversions predicted for the 31P-31D and 41P-41D states. These results are described in more detail in Ref. 9. Comparisons with other data and calculations, to the extent possible, showed good agreement, lending confidence to the model.

Radiation from the uranium plasma will consist of a continuum black-body type radiation with a discrete line structure superimposed. The continuum will be calculated using conventional techniques while perturbations due to line structure

<table>
<thead>
<tr>
<th>FINAL STATE</th>
<th>0</th>
<th>620</th>
<th>3801</th>
<th>4276</th>
<th>4453</th>
<th>5762</th>
<th>5991</th>
<th>6249</th>
<th>7006</th>
<th>7104</th>
<th>7326</th>
<th>8119</th>
<th>10686</th>
</tr>
</thead>
<tbody>
<tr>
<td>15721</td>
<td>.001455*</td>
<td>.001274*</td>
<td>.000755</td>
<td>.00266</td>
<td>.000213</td>
<td>.00316</td>
<td>.00348</td>
<td>.00103</td>
<td>.00356</td>
<td>.00319</td>
<td>.00256</td>
<td>.00137</td>
<td>.00239</td>
</tr>
<tr>
<td>15638</td>
<td>.001433*</td>
<td>.0004*</td>
<td>.00203*</td>
<td>.00159</td>
<td>.00255</td>
<td>.00239</td>
<td>.00356</td>
<td>.00319</td>
<td>.00256</td>
<td>.00137</td>
<td>.00239</td>
<td>.00370</td>
<td>.00152</td>
</tr>
<tr>
<td>15632</td>
<td>.00457*</td>
<td>.00101*</td>
<td>.00296</td>
<td>.00157</td>
<td>.00166</td>
<td>.00047</td>
<td>.00168</td>
<td>.00096</td>
<td>.00014</td>
<td>.0002*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14644</td>
<td>.00642*</td>
<td>.00281*</td>
<td>.00047</td>
<td>.00168</td>
<td>.00096</td>
<td>.00014</td>
<td>.0002*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13463</td>
<td>.00178*</td>
<td>.00094*</td>
<td>.00047</td>
<td>.00168</td>
<td>.00096</td>
<td>.00014</td>
<td>.0002*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* indicates data is from Ref. 24.
Table II. Fission-Fragment Excitation of He.

<table>
<thead>
<tr>
<th></th>
<th>SHIPMAN</th>
<th>CASE I</th>
<th>CASE II</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \frac{n_{3P}}{n_{3D}} )</td>
<td>1.7</td>
<td>1.189</td>
<td>0.693</td>
</tr>
<tr>
<td>( \frac{g_{3D}}{n_{3P}} )</td>
<td>2.83</td>
<td>1.982</td>
<td>1.155</td>
</tr>
<tr>
<td>( \frac{n_{4P}}{n_{4D}} )</td>
<td>1.8</td>
<td>0.855</td>
<td>0.65</td>
</tr>
<tr>
<td>( \frac{g_{4D}}{n_{4P}} )</td>
<td>3.00</td>
<td>1.425</td>
<td>1.083</td>
</tr>
</tbody>
</table>

will be obtained from the excited-state density calculation described above. A code to do this has been devised that divides the plasma into discrete regions to account for temperature and density variations. An iteration technique is employed to account for the radiation and state-density coupling, but this connection should only be important for a few strong lines.

Conclusion

Cross sections, lifetime data, etc. and methods have been developed for the calculation of the electron energy distribution in a fissioning uranium plasma. This is the first time such results are available. The thermalized component tends to dominate in high-temperature, pure uranium. It is suggested, however, that high-energy electrons in the tail of the distribution may be very effective in producing non-equilibrium excitation in mixtures where the additive gas has a relatively high threshold energy for excitation. The noble gases are examples of potentially attractive additives.

These methods of analysis are now being applied to lower temperature UF₆ which is of prime interest for near-term experimental endeavors. In addition, radiation emission spectra from the uranium plasma are under study.
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Abstract

Scattering of electrons by UF₆ molecule was studied at impact energies ranging from 5 to 100 eV and momentum transfer, elastic and inelastic scattering cross sections were determined. The measurements also yielded spectroscopic information which made possible to extend the optical absorption cross sections from 2000Å to 435Å. It was found that UF₆ is a very strong absorber in the vacuum UV region. No transitions were found to lie below the onset of the optically detected 3.0 eV feature.

I. Introduction

Considerable need has developed recently for spectroscopic information and electron collision cross section data for UF₆ in connection with the UF₆ gas core reactor, isotope separation schemes and nuclear pumped lasers. Theoretical methods are not expected to yield reliable predictions for such a complex molecule and electron impact measurements have not been reported in the literature.

We summarize here the results of our investigations concerning electron scattering from UF₆. Some of these results have been published or submitted for publication very recently¹⁻³ and some of them are reported for the first time.

The photoabsorption spectrum of UF₆ has been studied by many workers. Recently, DePoorter and Rofer-DePoorter⁴ obtained detailed absorption spectrum and absolute absorption cross sections in the 2000 to 4200Å region. Rabideau⁵ also made absolute photoabsorption cross section measurements in the 1950 to 2500Å spectral region. An investigation of the absorption spectrum of UF₆ at low temperatures, in both solid and vapor phase, was carried out by Lewis et al.⁶ between 2000 and 4300Å. No such studies are available for wavelengths less than 2000Å.

The techniques of electron impact spectroscopy can be utilized (at high impact energies and low scattering angles) to give optical absorption cross sections.⁷⁻⁹ On this basis Huehner et al.¹⁰ have reported apparent oscillator strength distributions for a number of molecules. Generally their data agree well with optically measured values even for incident electron energies as low as 100 eV. The same technique is utilized in the present investigation to extend the photoabsorption cross sections from 2000Å to 435Å.

At low incident energies and high scattering angles the electron impact energy-loss spectra are dominated by optically-forbidden transitions and yield information which is not available by the means of conventional optical spectroscopy.¹¹ This method was utilized here to search for optically-forbidden states.

The electron scattering intensities in both energy regions have been normalized to yield differential and integral cross sections and some of these results are reported here. Evaluation of the laboratory measurements are still in progress and will be reported later.

II. Apparatus and Method

Details of the experimental procedures have been published elsewhere.¹⁻³,¹²,¹³ Briefly, the apparatus consists of an electron gun which produces a collimated, energy-selected beam of electrons of impact energy E₀. The electron beam crosses the target UF₆ beam at 90°. This target beam is generated by flowing the UF₆ through a capillary array. Electrons scattered through a solid angle dΩ (≥ 10⁻⁶sr) at an angle θ with respect to the incident electron beam are detected and energy analyzed. An energy-loss spectrum is obtained by using pulse counting and multichannel scaling techniques. The energy resolution was about 80 meV (FWHM). The incident energy scale was calibrated against the He 19.35 eV resonance and the true zero scattering angle was determined from the symmetry of the scattering intensity around the nominal zero scattering angle. The critical features in the present experiments were that a. the gun, electron optics, and detector were differentially pumped relative to the scattering chamber, and b. the target UF₆ beam was condensed on a liquid nitrogen cold trap placed immediately above the scattering region. Even with these precautions, the electron optics became poisoned by the UF₆ after two weeks of operation.

¹Supported in part by the National Aeronautics and Space Administration under Contract No. NAS7-100 to the Jet Propulsion Laboratory and in part by ERDA Order No. LS-76-5.
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III. Elastic Scattering

The elastic scattering intensity (which includes rotational and vibrational contributions within the instrumental resolution) was measured as a function of scattering angle at fixed impact energies ranging from 5 to 75 eV. Under identical conditions the same procedure was applied to He and the ratio of the UF₆ scattering intensity to He scattering intensity was determined. From these intensity ratios absolute elastic scattering cross sections for UF₆ were obtained by a procedure utilizing He elastic scattering cross sections as secondary standards. The details of the procedure are described in Ref. 1. The differential and integral elastic cross sections as well as the momentum transfer cross sections are summarized in Table I.

TABLE I. UF₆ Differential Elastic Cross Sections σ(θ), (10⁻¹⁶m²/ster). The percentages contributed by the extrapolations of σ(θ) between 0° and 20° and between 135° and 180° to the elastic integral and momentum transfer cross sections are shown in parentheses. The data reported here for the 5 eV electron impact energy have been obtained by extrapolating σ(θ) values at other energies.

<table>
<thead>
<tr>
<th>Eᵣ (eV)</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
<th>60</th>
<th>75</th>
</tr>
</thead>
<tbody>
<tr>
<td>θ (deg)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>1.60</td>
<td>3.75</td>
<td>7.00</td>
<td>12.50</td>
<td>5.80</td>
<td>8.20</td>
<td>9.40</td>
<td>6.00</td>
<td>3.20</td>
</tr>
<tr>
<td>25</td>
<td>1.30</td>
<td>2.90</td>
<td>5.60</td>
<td>8.00</td>
<td>4.00</td>
<td>3.10</td>
<td>3.50</td>
<td>2.10</td>
<td>2.50</td>
</tr>
<tr>
<td>30</td>
<td>1.20</td>
<td>2.50</td>
<td>4.30</td>
<td>4.50</td>
<td>2.75</td>
<td>1.50</td>
<td>2.15</td>
<td>1.95</td>
<td>1.95</td>
</tr>
<tr>
<td>35</td>
<td>1.10</td>
<td>2.15</td>
<td>3.30</td>
<td>2.60</td>
<td>1.80</td>
<td>1.45</td>
<td>1.95</td>
<td>1.80</td>
<td>1.80</td>
</tr>
<tr>
<td>40</td>
<td>0.88</td>
<td>1.75</td>
<td>2.25</td>
<td>1.60</td>
<td>1.45</td>
<td>1.45</td>
<td>1.95</td>
<td>1.45</td>
<td>1.05</td>
</tr>
<tr>
<td>45</td>
<td>0.70</td>
<td>1.35</td>
<td>1.60</td>
<td>1.15</td>
<td>1.35</td>
<td>1.30</td>
<td>1.40</td>
<td>0.98</td>
<td>0.74</td>
</tr>
<tr>
<td>50</td>
<td>0.52</td>
<td>1.00</td>
<td>1.10</td>
<td>1.00</td>
<td>1.23</td>
<td>1.35</td>
<td>1.30</td>
<td>1.00</td>
<td>0.64</td>
</tr>
<tr>
<td>55</td>
<td>0.34</td>
<td>0.68</td>
<td>0.90</td>
<td>1.10</td>
<td>0.86</td>
<td>0.86</td>
<td>0.86</td>
<td>0.46</td>
<td>0.42</td>
</tr>
<tr>
<td>60</td>
<td>0.25</td>
<td>0.50</td>
<td>0.84</td>
<td>1.25</td>
<td>0.90</td>
<td>0.68</td>
<td>0.52</td>
<td>0.42</td>
<td>0.35</td>
</tr>
<tr>
<td>65</td>
<td>0.16</td>
<td>0.40</td>
<td>0.98</td>
<td>1.35</td>
<td>0.74</td>
<td>0.66</td>
<td>0.53</td>
<td>0.50</td>
<td>0.29</td>
</tr>
<tr>
<td>70</td>
<td>0.16</td>
<td>0.37</td>
<td>1.25</td>
<td>1.35</td>
<td>0.60</td>
<td>0.65</td>
<td>0.53</td>
<td>0.38</td>
<td>0.25</td>
</tr>
<tr>
<td>75</td>
<td>0.16</td>
<td>0.38</td>
<td>1.45</td>
<td>1.35</td>
<td>0.48</td>
<td>0.54</td>
<td>0.46</td>
<td>0.28</td>
<td>0.23</td>
</tr>
<tr>
<td>80</td>
<td>0.20</td>
<td>0.40</td>
<td>1.40</td>
<td>1.28</td>
<td>0.42</td>
<td>0.45</td>
<td>0.38</td>
<td>0.21</td>
<td>0.22</td>
</tr>
<tr>
<td>85</td>
<td>0.18</td>
<td>0.43</td>
<td>1.38</td>
<td>1.10</td>
<td>0.36</td>
<td>0.36</td>
<td>0.27</td>
<td>0.17</td>
<td>0.23</td>
</tr>
<tr>
<td>90</td>
<td>0.18</td>
<td>0.44</td>
<td>1.25</td>
<td>0.95</td>
<td>0.34</td>
<td>0.34</td>
<td>0.31</td>
<td>0.19</td>
<td>0.16</td>
</tr>
<tr>
<td>95</td>
<td>0.18</td>
<td>0.44</td>
<td>1.15</td>
<td>0.86</td>
<td>0.39</td>
<td>0.30</td>
<td>0.20</td>
<td>0.17</td>
<td>0.24</td>
</tr>
<tr>
<td>100</td>
<td>0.18</td>
<td>0.43</td>
<td>0.95</td>
<td>0.62</td>
<td>0.47</td>
<td>0.30</td>
<td>0.21</td>
<td>0.18</td>
<td>0.28</td>
</tr>
<tr>
<td>105</td>
<td>0.15</td>
<td>0.41</td>
<td>0.90</td>
<td>0.58</td>
<td>0.50</td>
<td>0.32</td>
<td>0.23</td>
<td>0.22</td>
<td>0.33</td>
</tr>
<tr>
<td>110</td>
<td>0.13</td>
<td>0.40</td>
<td>0.82</td>
<td>0.57</td>
<td>0.52</td>
<td>0.35</td>
<td>0.31</td>
<td>0.32</td>
<td>0.41</td>
</tr>
<tr>
<td>115</td>
<td>0.11</td>
<td>0.40</td>
<td>0.78</td>
<td>0.60</td>
<td>0.56</td>
<td>0.40</td>
<td>0.30</td>
<td>0.53</td>
<td>0.51</td>
</tr>
<tr>
<td>120</td>
<td>0.12</td>
<td>0.41</td>
<td>0.82</td>
<td>0.66</td>
<td>0.64</td>
<td>0.58</td>
<td>0.74</td>
<td>0.80</td>
<td>0.60</td>
</tr>
<tr>
<td>125</td>
<td>0.11</td>
<td>0.41</td>
<td>1.00</td>
<td>0.78</td>
<td>0.80</td>
<td>0.82</td>
<td>1.10</td>
<td>1.10</td>
<td>0.74</td>
</tr>
<tr>
<td>130</td>
<td>0.11</td>
<td>0.43</td>
<td>1.30</td>
<td>0.90</td>
<td>1.00</td>
<td>1.10</td>
<td>1.40</td>
<td>1.35</td>
<td>0.86</td>
</tr>
<tr>
<td>135</td>
<td>0.12</td>
<td>0.45</td>
<td>1.85</td>
<td>1.15</td>
<td>1.35</td>
<td>1.40</td>
<td>1.70</td>
<td>1.55</td>
<td>0.94</td>
</tr>
</tbody>
</table>

IV. Photoabsorption Spectrum and Cross Sections

The electron impact energy-loss spectrum obtained at 100 eV impact energy and 5° scattering angle should be very closely the same as the optical absorption spectrum. This spectrum (Fig. 1) was utilized to get the generalized oscillator strength distribution or the relative optical absorption cross sections in the 4000 to 4350 Å region. The relative values were normalized to the absolute scale with the help of the cross sections of DePoorter and Rofer-DePoorter at 2255 Å (5.5 eV). For detailed discussion see Ref. 2. The results are given in Table II and shown in Figs. 2 and 3. There is an excellent agreement between the optical and the electron impact results in the overlapping region except at around 3-4.5 eV energy losses where the cross section obtained by extrapolating σ(θ) values at other energies.

<table>
<thead>
<tr>
<th>Eᵣ(eV)</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
<th>60</th>
<th>75</th>
</tr>
</thead>
<tbody>
<tr>
<td>θ (deg)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>4.3</td>
<td>9.6</td>
<td>25</td>
<td>27</td>
<td>17</td>
<td>19</td>
<td>22</td>
<td>18</td>
<td>9.5</td>
</tr>
<tr>
<td>(23%)</td>
<td>(25%)</td>
<td>(39%)</td>
<td>(43%)</td>
<td>(43%)</td>
<td>(55%)</td>
<td>(59%)</td>
<td>(60%)</td>
<td>(38%)</td>
<td></td>
</tr>
<tr>
<td>Int. (10⁻²⁸m²)</td>
<td>2.4</td>
<td>5.9</td>
<td>24</td>
<td>19</td>
<td>13</td>
<td>13</td>
<td>13</td>
<td>13</td>
<td>8.0</td>
</tr>
<tr>
<td>(27%)</td>
<td>(32%)</td>
<td>(55%)</td>
<td>(46%)</td>
<td>(54%)</td>
<td>(58%)</td>
<td>(55%)</td>
<td>(57%)</td>
<td>(47%)</td>
<td></td>
</tr>
</tbody>
</table>
sections are small and the electron impact curve could have some non-optical contributions.

A quantity of interest for some applications is the integral cross section \( \sigma^{\text{opt}} \) for a particular band between energy losses \( E_1 \) and \( E_0 \). This can be obtained by:

\[
\sigma^{\text{opt}} = \int \frac{d\sigma}{dE} dE.
\]

We have calculated the integrated photoabsorption cross section using Eq. (1) with \( E_1 = 2.5 \text{ eV} \) and \( E_0 = E \) where \( E \) is the energy of any portion of the spectrum. The results are shown in Fig. 4 and in Table III. From these data the integrated cross section for any arbitrary energy loss interval can be easily obtained.

From Fig. 3 we find that, the spectrum of UF₄ at wavelength less than 2000Å exhibits considerable structure and the spectral features comprising this structure have stronger photoabsorption cross section than those observed above 2000Å.

**TABLE II**

Photoabsorption cross section per electron volt, \( d\sigma/dE \), for selected values of the electron energy loss \( E \). The wavelength \( \lambda \) equivalent to each energy loss \( E \) is also shown. The \( d\sigma/dE \) values are the smoothed values obtained from Fig. 3.

<table>
<thead>
<tr>
<th>( E(\text{eV}) )</th>
<th>( \lambda(\text{nm}) )</th>
<th>( d\sigma/dE ) ( (10^{-17} \text{ cm}^2 \text{ eV}^{-1}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.0</td>
<td>310.0</td>
<td>0.014</td>
</tr>
<tr>
<td>4.5</td>
<td>275.5</td>
<td>0.086</td>
</tr>
<tr>
<td>5.0</td>
<td>268.0</td>
<td>0.15</td>
</tr>
<tr>
<td>5.5</td>
<td>225.5</td>
<td>1.15</td>
</tr>
<tr>
<td>6.0</td>
<td>206.6</td>
<td>1.27</td>
</tr>
<tr>
<td>6.5</td>
<td>190.8</td>
<td>0.99</td>
</tr>
<tr>
<td>7.0</td>
<td>177.1</td>
<td>1.15</td>
</tr>
<tr>
<td>7.5</td>
<td>165.3</td>
<td>2.49</td>
</tr>
<tr>
<td>8.0</td>
<td>155.0</td>
<td>4.03</td>
</tr>
<tr>
<td>8.5</td>
<td>145.9</td>
<td>1.65</td>
</tr>
<tr>
<td>9.0</td>
<td>137.8</td>
<td>3.11</td>
</tr>
<tr>
<td>9.5</td>
<td>130.5</td>
<td>2.72</td>
</tr>
<tr>
<td>10.0</td>
<td>124.0</td>
<td>0.92</td>
</tr>
<tr>
<td>10.5</td>
<td>118.1</td>
<td>0.88</td>
</tr>
<tr>
<td>11.0</td>
<td>112.7</td>
<td>1.76</td>
</tr>
<tr>
<td>11.5</td>
<td>107.8</td>
<td>1.57</td>
</tr>
<tr>
<td>12.0</td>
<td>103.3</td>
<td>2.30</td>
</tr>
<tr>
<td>12.5</td>
<td>99.2</td>
<td>7.66</td>
</tr>
<tr>
<td>13.0</td>
<td>95.4</td>
<td>7.17</td>
</tr>
<tr>
<td>13.5</td>
<td>91.9</td>
<td>5.29</td>
</tr>
<tr>
<td>14.0</td>
<td>88.6</td>
<td>4.22</td>
</tr>
<tr>
<td>14.5</td>
<td>85.5</td>
<td>2.99</td>
</tr>
<tr>
<td>15.0</td>
<td>82.7</td>
<td>3.41</td>
</tr>
<tr>
<td>15.5</td>
<td>80.0</td>
<td>2.87</td>
</tr>
<tr>
<td>16.0</td>
<td>77.5</td>
<td>2.99</td>
</tr>
<tr>
<td>16.5</td>
<td>75.2</td>
<td>3.06</td>
</tr>
<tr>
<td>17.0</td>
<td>72.9</td>
<td>3.26</td>
</tr>
<tr>
<td>17.5</td>
<td>70.8</td>
<td>3.34</td>
</tr>
<tr>
<td>18.0</td>
<td>68.9</td>
<td>3.34</td>
</tr>
<tr>
<td>18.5</td>
<td>67.0</td>
<td>3.64</td>
</tr>
<tr>
<td>19.0</td>
<td>65.3</td>
<td>3.76</td>
</tr>
<tr>
<td>19.5</td>
<td>63.6</td>
<td>3.76</td>
</tr>
<tr>
<td>20.0</td>
<td>62.0</td>
<td>3.83</td>
</tr>
<tr>
<td>20.5</td>
<td>60.5</td>
<td>3.76</td>
</tr>
<tr>
<td>21.0</td>
<td>59.0</td>
<td>3.64</td>
</tr>
<tr>
<td>21.5</td>
<td>57.7</td>
<td>3.64</td>
</tr>
<tr>
<td>22.0</td>
<td>56.4</td>
<td>3.45</td>
</tr>
<tr>
<td>22.5</td>
<td>55.1</td>
<td>3.26</td>
</tr>
<tr>
<td>23.0</td>
<td>53.9</td>
<td>3.37</td>
</tr>
<tr>
<td>23.5</td>
<td>52.8</td>
<td>3.14</td>
</tr>
<tr>
<td>24.0</td>
<td>51.7</td>
<td>3.07</td>
</tr>
<tr>
<td>24.5</td>
<td>50.6</td>
<td>3.45</td>
</tr>
<tr>
<td>25.0</td>
<td>49.6</td>
<td>3.45</td>
</tr>
<tr>
<td>25.5</td>
<td>48.6</td>
<td>3.26</td>
</tr>
<tr>
<td>26.0</td>
<td>47.7</td>
<td>3.26</td>
</tr>
<tr>
<td>26.5</td>
<td>46.8</td>
<td>2.88</td>
</tr>
<tr>
<td>27.0</td>
<td>45.9</td>
<td>2.88</td>
</tr>
<tr>
<td>27.5</td>
<td>45.1</td>
<td>2.88</td>
</tr>
<tr>
<td>28.0</td>
<td>44.3</td>
<td>2.79</td>
</tr>
<tr>
<td>28.5</td>
<td>43.5</td>
<td>2.68</td>
</tr>
</tbody>
</table>

75
Fig. 2 A comparison of the present results (Curve A) with the photoabsorption spectra of DePoorter and Rofer-DePoorter have been normalized to the data of DePoorter and Rofer-DePoorter at 5.5 eV. The corresponding wavelengths (A) in nanometers are indicated on top of the figure.

Fig. 3 Photoabsorption cross section of UF₆ derived from the electron impact energy loss data of Fig. 1 and normalized as indicated in Fig. 2.

### TABLE III

Integral photoabsorption cross section, $\sigma_I$ between energy losses 2.5 eV and E. The wavelength $\lambda$ equivalent to each energy loss E is also shown.

<table>
<thead>
<tr>
<th>$E$(eV)</th>
<th>$\lambda$(nm)</th>
<th>$\sigma_I$(cm²)</th>
<th>$E$(eV)</th>
<th>$\lambda$(nm)</th>
<th>$\sigma_I$(cm²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.0</td>
<td>310.0</td>
<td>$5.66 \times 10^{-20}$</td>
<td>16.5</td>
<td>75.2</td>
<td>$3.01 \times 10^{-16}$</td>
</tr>
<tr>
<td>4.5</td>
<td>275.5</td>
<td>$2.83 \times 10^{-19}$</td>
<td>17.0</td>
<td>72.9</td>
<td>$3.14 \times 10^{-16}$</td>
</tr>
<tr>
<td>5.0</td>
<td>248.0</td>
<td>$9.48 \times 10^{-19}$</td>
<td>17.5</td>
<td>70.8</td>
<td>$3.27 \times 10^{-16}$</td>
</tr>
<tr>
<td>5.5</td>
<td>225.5</td>
<td>$3.43 \times 10^{-18}$</td>
<td>18.0</td>
<td>68.9</td>
<td>$3.62 \times 10^{-16}$</td>
</tr>
<tr>
<td>6.0</td>
<td>206.6</td>
<td>$1.06 \times 10^{-17}$</td>
<td>18.5</td>
<td>67.0</td>
<td>$3.56 \times 10^{-16}$</td>
</tr>
<tr>
<td>6.5</td>
<td>190.8</td>
<td>$1.55 \times 10^{-17}$</td>
<td>19.0</td>
<td>65.3</td>
<td>$3.74 \times 10^{-16}$</td>
</tr>
<tr>
<td>7.0</td>
<td>177.1</td>
<td>$2.10 \times 10^{-17}$</td>
<td>19.5</td>
<td>63.6</td>
<td>$3.89 \times 10^{-16}$</td>
</tr>
<tr>
<td>7.5</td>
<td>165.3</td>
<td>$2.82 \times 10^{-17}$</td>
<td>20.0</td>
<td>62.0</td>
<td>$4.05 \times 10^{-16}$</td>
</tr>
<tr>
<td>8.0</td>
<td>155.0</td>
<td>$4.65 \times 10^{-17}$</td>
<td>20.5</td>
<td>60.5</td>
<td>$4.22 \times 10^{-16}$</td>
</tr>
<tr>
<td>8.5</td>
<td>145.9</td>
<td>$5.99 \times 10^{-17}$</td>
<td>21.0</td>
<td>59.0</td>
<td>$4.39 \times 10^{-16}$</td>
</tr>
<tr>
<td>9.0</td>
<td>137.8</td>
<td>$7.06 \times 10^{-17}$</td>
<td>21.5</td>
<td>57.7</td>
<td>$4.55 \times 10^{-16}$</td>
</tr>
<tr>
<td>9.5</td>
<td>130.5</td>
<td>$8.63 \times 10^{-17}$</td>
<td>22.0</td>
<td>56.4</td>
<td>$4.71 \times 10^{-16}$</td>
</tr>
<tr>
<td>10.0</td>
<td>124.0</td>
<td>$9.49 \times 10^{-17}$</td>
<td>22.5</td>
<td>55.1</td>
<td>$4.87 \times 10^{-16}$</td>
</tr>
<tr>
<td>10.5</td>
<td>118.1</td>
<td>$9.89 \times 10^{-17}$</td>
<td>23.0</td>
<td>53.9</td>
<td>$5.00 \times 10^{-16}$</td>
</tr>
<tr>
<td>11.0</td>
<td>112.7</td>
<td>$1.06 \times 10^{-16}$</td>
<td>23.5</td>
<td>52.8</td>
<td>$5.15 \times 10^{-16}$</td>
</tr>
<tr>
<td>11.5</td>
<td>107.8</td>
<td>$1.12 \times 10^{-16}$</td>
<td>24.0</td>
<td>51.7</td>
<td>$5.27 \times 10^{-16}$</td>
</tr>
<tr>
<td>12.0</td>
<td>103.3</td>
<td>$1.22 \times 10^{-16}$</td>
<td>24.5</td>
<td>50.6</td>
<td>$5.40 \times 10^{-16}$</td>
</tr>
<tr>
<td>12.5</td>
<td>99.2</td>
<td>$1.46 \times 10^{-16}$</td>
<td>25.0</td>
<td>49.6</td>
<td>$5.54 \times 10^{-16}$</td>
</tr>
<tr>
<td>13.0</td>
<td>95.4</td>
<td>$1.73 \times 10^{-16}$</td>
<td>25.5</td>
<td>48.6</td>
<td>$5.67 \times 10^{-16}$</td>
</tr>
<tr>
<td>13.5</td>
<td>91.9</td>
<td>$2.07 \times 10^{-16}$</td>
<td>26.0</td>
<td>47.7</td>
<td>$5.79 \times 10^{-16}$</td>
</tr>
<tr>
<td>14.0</td>
<td>88.6</td>
<td>$2.26 \times 10^{-16}$</td>
<td>26.5</td>
<td>46.8</td>
<td>$5.93 \times 10^{-16}$</td>
</tr>
<tr>
<td>14.5</td>
<td>85.5</td>
<td>$2.43 \times 10^{-16}$</td>
<td>27.0</td>
<td>45.9</td>
<td>$6.05 \times 10^{-16}$</td>
</tr>
<tr>
<td>15.0</td>
<td>82.7</td>
<td>$2.59 \times 10^{-16}$</td>
<td>27.5</td>
<td>45.1</td>
<td>$6.17 \times 10^{-16}$</td>
</tr>
<tr>
<td>15.5</td>
<td>80.0</td>
<td>$2.74 \times 10^{-16}$</td>
<td>28.0</td>
<td>44.3</td>
<td>$6.29 \times 10^{-16}$</td>
</tr>
<tr>
<td>16.0</td>
<td>77.5</td>
<td>$2.86 \times 10^{-16}$</td>
<td>28.5</td>
<td>43.5</td>
<td>$6.39 \times 10^{-16}$</td>
</tr>
</tbody>
</table>
WAVELENGTH, nm

<table>
<thead>
<tr>
<th>130.0</th>
<th>155.0</th>
<th>103.3</th>
<th>77.5</th>
<th>62.0</th>
<th>51.7</th>
<th>44.3</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.7</td>
<td>3.1</td>
<td>1.5</td>
<td>1.0</td>
<td>0.8</td>
<td>0.6</td>
<td>0.4</td>
</tr>
</tbody>
</table>

In Fig. 4 are shown energy-loss (ΔE) spectra at an incident electron energy (E₀) of 20 eV, and at scattering angles (θ) between 20° and 135°. The elastic scattering peak (ΔE = 0 eV) is shown for each spectrum. Also shown above the top spectrum is the optical absorption spectrum of gaseous UF₆. The locations of all peaks, in eV, are also indicated.

No transitions are found to lie below the onset of the first-detected feature at 3.0 eV. This is also confirmed in spectra (not shown) taken at E₀ = 10 eV, even closer to threshold. The feature in the 3.0-3.6 eV region must correspond to the lowest triplet and singlet charge-transfer excitations from a t₂g orbital centered on the fluorine atoms to the aᵤ uranium 5f orbital. In general, the variation with θ of peak intensities in an energy-loss spectrum is known to give important information about the spin multiplicity of electronic transitions involved. For example, spin- and dipole-allowed transitions are strongly forward peaked in θ, while spin-forbidden transitions involving shorter-range exchange forces tend to be nearly isotropic. The fact that there is no substantial change in Fig. 5 of the lowest-energy feature with θ is very likely due to the strong spin-orbit mixing in these states, and/or to contributions from overlapping singlet and triplet vibronic excitations (including hot bands). One also sees in Fig. 1 that the ratio in the optical spectrum of the (optically-allowed) 5.8 eV to the 3.3 eV (lowest-energy) feature is 10⁷, while in the 20° spectrum it is 50. This fact points up the overall optically-forbidden character of the 3.3 eV feature.

In Fig. 5 are shown energy-loss spectra of UF₆ at 20 eV and at the indicated angles. The elastic peak is shown at ΔE = 0. The optical absorption spectrum of DePoorter and Reif-DePoorter is shown for comparison. The peak energies in eV for both the optical and the electron impact spectra are indicated.

Other differences between the optical and electron scattering spectra exist in the intensities of features in the 3.6-5.0 eV region relative to the 5.3 eV excitation. First, the 4.2 eV excitation is greatly enhanced relative to the 5.3 eV feature in the electron-scattering spectra, and is clearly separated from the optically-allowed transition for θ = 20°. This fact indicates that the 4.2 eV excitation is optically forbidden. Second, the fairly strong optical absorption at 4.8 eV is observed to "fill in" at θ = 20° but is practically absent at higher angles. This is indicative of a weak dipole-allowed transition. This feature has indeed been interpreted as a vibrationally-allowed transition. We also note that the features observed above ΔE = 6.2 eV have not previously been reported.

An estimate of the absolute differential cross sections for the inelastic excitations can be obtained by measuring inelastic-to-elastic intensity ratios directly from the spectra (using the appropriate scale-change factor) and multiplying these ratios by the normalized absolute elastic DCS listed in Table I.

The interpretation of the UF₆ spectra or the determination of optical and electron impact cross sections in terms of individual transitions is quite difficult. Work is in progress along
An example of the unfolding of the 10 eV, 60° spectrum is shown in Fig. 6. At the present time, the results can be given only as electron impact excitation cross sections per unit energy-loss range at various energy losses or as the value of the cross section associated with a broad spectral feature without specifying the exact nature of the underlying transition(s). An example of this latter procedure is given in Fig. 7 and Table IV. The differential and integral cross sections for the broad features peaking at 3.3, 4.2 and 5.6 eV energy losses at 10 eV electron impact energy are given. These results have been obtained by determining the scattering intensity ratios at the specified peaks with respect to elastic scattering, correcting this ratio for the difference in the width of the inelastic and elastic features, then utilizing the absolute elastic cross sections of Ref. 1. Due to the uncertainties associated with the shape of the inelastic features, with the interpolations and extrapolations of the experimental measurements (which were carried out only at 20, 60, 90 and 135° scattering angles) and with the normalization procedures, these cross sections are considered to be accurate to within about a factor of two.

Table IV. Differential and integral electron impact excitation cross sections for the broad features located at 3.3, 4.2 and 5.6 eV energy losses.

<table>
<thead>
<tr>
<th>θ (deg)</th>
<th>3.3 eV</th>
<th>4.2 eV</th>
<th>5.6 eV</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>80</td>
<td>140</td>
<td>3,000</td>
</tr>
<tr>
<td>10</td>
<td>41</td>
<td>100</td>
<td>1,250</td>
</tr>
<tr>
<td>20</td>
<td>21</td>
<td>70</td>
<td>510</td>
</tr>
<tr>
<td>30</td>
<td>13</td>
<td>51</td>
<td>280</td>
</tr>
<tr>
<td>40</td>
<td>9.2</td>
<td>38</td>
<td>170</td>
</tr>
<tr>
<td>50</td>
<td>7.0</td>
<td>28</td>
<td>120</td>
</tr>
<tr>
<td>60</td>
<td>5.8</td>
<td>21</td>
<td>88</td>
</tr>
<tr>
<td>70</td>
<td>5.0</td>
<td>16</td>
<td>70</td>
</tr>
<tr>
<td>80</td>
<td>4.5</td>
<td>14</td>
<td>58</td>
</tr>
<tr>
<td>90</td>
<td>4.4</td>
<td>13</td>
<td>51</td>
</tr>
<tr>
<td>100</td>
<td>4.6</td>
<td>14</td>
<td>50</td>
</tr>
<tr>
<td>110</td>
<td>5.3</td>
<td>17</td>
<td>53</td>
</tr>
<tr>
<td>120</td>
<td>6.5</td>
<td>21</td>
<td>60</td>
</tr>
<tr>
<td>130</td>
<td>8.7</td>
<td>29</td>
<td>71</td>
</tr>
<tr>
<td>140</td>
<td>14</td>
<td>40</td>
<td>81</td>
</tr>
<tr>
<td>Q</td>
<td>119.2</td>
<td>367.8</td>
<td>1,895</td>
</tr>
</tbody>
</table>
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Abstract

In pursuit of nuclear pumped lasers, experimental efforts have been directed
towards the measurement of population inversions in gases and determination of the
fission fragment interaction processes involved. Spectroscopic analysis of fis-
sion fragment excited He, Ar, Xe, Ne, Ar-N₂, and Ne-N₂ have been conducted.
Boltzmann plot analysis of He, Ar and Xe have indicated a nonequilibrium, recombining
plasma, and population inversions have been found in these gases. The observed
radiating species in helium have been adequately described by a simple kinetic
model. A more extensive model for argon, nitrogen and Ar-N₂ mixtures was developed
which adequately describes the energy flow in the system and compares favorably with
experimental measurements. The kinetic processes involved in these systems are
discussed. These models have indicated a need for the measurement of the kinetic
processes in fission fragment excited gases. A Cf²⁵² source was used with a
photon counting system to measure the life-times and collisional rate coeffi-
cients for gases excited by fission fragments. Experimental measurements of
the energy deposition properties of fission fragments emanating from uranium
oxide coatings were also performed. To develop efficient nuclear pumped lasers,
the energy density requirements are high. These problems are discussed and a fis-
sioning uranium plasma energy source is indicated. Spectral emission from Ar-N₂-
UF₆ mixtures have shown that the addition of UF₆ has adverse affects on the emitting
species. Further research is clearly indicated to understand the properties of
fission fragment excited UF₆ and other gases which is necessary for the develop-
ment of high-powered, efficient, nuclear pumped laser systems.

I. Introduction

The measurement techniques described in the following are intended for gener-
ation of design information for the eventual construction of an efficient nuclear
pumped laser.

The desired information, therefore, deals with the detection of population
inversions existing in a fission fragment excited gas — for the sake of achieving
laser action — and with the explanation of the excitation mechanism itself — for
the sake of obtaining a laser which has an efficiency large enough to be of practical
interest.

The usual method of generating fission fragment excited gases for research purposes
is to line a test cell with a uranium oxide coating. The test cell is then filled with
the gas of interest and exposed to a neutron flux, usually in a nuclear reactor.

The usual method of exciting a nuclear pumped laser is depicted in Figure 1. The

device contains two stages, an electrically excited stage and the nuclear stage. Both
stages are within the same cavity. The electrical stage serves for alignment pur-
poses only and is not energized during neutron irradiation. The nuclear stage is
surrounded by a polyethylene moderator, if a fast burst reactor is used as a neutron
source.

The approach for a practical nuclear pumped laser is twofold, namely surface or
volume excitation.

Surface excitation would surmise the use of a large surface area of solid fissile
material in form of thin coatings, while the concept of volume excitation would em-
ploy a fissioning gas.

Both approaches show advantages and disadvantages. Since the main advantage of
nuclear pumping seems to be the potentially very high input power density, volume exci-
tation seems to have an advantage for large devices just on account of geometry. In
principal, at best 50% of all fission fragments generated will ever enter the laser
gas in the case of surface excitation, a limitation which does not hold for volume
excitation. However, the particularities of the structure of the UF₆ molecule may
prevent the buildup of laser action in an added laser gas. For this reason, further
research in both fields, surface and volume excitation, is necessary.

II. Fission Fragment Excitation

One of the purposes of the research described in this chapter is to investigate
processes involved in the fission fragment excitation of gases. In addition, the research is aimed at the detection of population inversions created by fission fragments.

Fission fragment interaction with gases can be distinguished from other charged particles due to their higher mass (-97 for the light fragments and -138 for heavy fragments) and their higher initial charge (20e and 22e, respectively). The fragments are born with average energies of 95 and 67 MeV. It should be noted that due to fission fragment's higher initial charge, many of the primary ions produced upon interaction with a gas will have charges exceeding unity. These doubly, triply or even higher ionized particles will quickly react with surrounding uncharged particles, forming ions of lower charge. Therefore, the distribution of ions, excited ions and excited neutrals produced by fission fragments is conceivably different than one generated by other forms of ionizing radiation which displays less energetic interactions.

To study fission fragment excitation, the spectroscopic analysis of the radiation produced in a gas of interest by the interaction of charged particles was undertaken. Generally the experimental apparatus consists of a cylindrical test chamber lined with a U235O2 or U233O8 coating. This test chamber was pumped down to 10^-8 torr before being filled with the test gas. The fission fragment excitation of the test gas is achieved by inserting the test chamber into the University of Florida Training Reactor. Upon irradiation with neutrons, the uranium oxide coating emits a fission fragment flux into the test gas.

If the gas being excited by any means is in local thermodynamic equilibrium and optically thin, the observed radiation intensity can be described by:

\[ I = n_0 \frac{g_A}{u} e^{-E/kT} \frac{hc}{\lambda} A. \] (1)

This relation can be rearranged as:

\[ \ln \left( \frac{I}{g_A} \right) = \ln c - \frac{I}{kT} E, \] (2)

where \( c = \frac{n_0 hc}{U} \times \text{constant} \).

- \( n_0 \): partial pressure of radiating species
- \( g \): statistical weight
- \( U \): partition function
- \( E \): excitation energy
- \( T \): temperature
- \( A \): transition probability
- \( h \): Planck's constant
- \( k \): Boltzmann's constant
- \( c \): velocity of light
- \( \lambda \): wavelength

For a Maxwell-Boltzmann distribution of excited states, a plot of \( \ln \left( \frac{I}{g_A} \right) \) vs. excitation energy should result in a straight line, having the slope of \(-\frac{1}{kT}\). Any deviation from straightness indicates over or under population.

A typical example is shown in Figure 2

![Boltzmann Plot](image)

Figure 2. Nuclear Energy Produced Non-Equilibrium of Excited Ions.

for states of ArII, excited by fission fragments. Since the gas was close to room temperature, it is obvious that the slope of the line does not describe a physically realized temperature. The observed states are nowhere near a Maxwell-Boltzmann distribution within the energy interval observed.

A measurement of the relative populations \((\to \text{the factor } \frac{1}{g_A})\) depends on the accuracy of the intensity measurement and on the accuracy of the knowledge of the transition probability. While the first is no particular problem, the latter certainly is. As a rule, only a few gases (e.g., H and He) are available for which most transition probabilities are known with satisfactory accuracy. Based on this method, the population inversion compiled in Table I have been detected.

Measurements of the intensity of spectrum lines as a function of pressure give additional information on the excitation mechanism. The points in Figure 3 indicate the measured intensity vs. pressure for several He lines excited by fission fragment. The population and depopulation
TABLE I. Experimentally Observed Population Inversions

<table>
<thead>
<tr>
<th>GAS</th>
<th>UPPER LEVEL</th>
<th>LOWER LEVEL</th>
<th>TRANSITION</th>
<th>INVERSION RATIO</th>
</tr>
</thead>
<tbody>
<tr>
<td>HeI</td>
<td>4 ³P</td>
<td>4 ³D</td>
<td>216µ</td>
<td>3.5 (max)</td>
</tr>
<tr>
<td>HeI</td>
<td>3 ³P</td>
<td>3 ³D</td>
<td>95µ</td>
<td>1.5 (max)</td>
</tr>
<tr>
<td>XeII</td>
<td>(3p) 181/2</td>
<td>(3p)6P³/2</td>
<td>4369Å</td>
<td>5.35</td>
</tr>
<tr>
<td>XeII</td>
<td>(3p)6p³/2</td>
<td>(3p)6P³/2</td>
<td>4180Å</td>
<td>8.61</td>
</tr>
<tr>
<td>XeII</td>
<td>(3p)7sP³/2</td>
<td>(3p)6P³/2</td>
<td>4296²</td>
<td>21.00</td>
</tr>
</tbody>
</table>

The rate equation for this model is:

$$\frac{dN_i}{dt} = f_{i\rightarrow j} + a_{j\rightarrow i} - c_i - A_i$$  \hspace{1cm} (7)

where $f$ is the formation rate; $a_{i\rightarrow j}$, the transfer rates $i\rightarrow j$ and $j\rightarrow i$, respectively; $c$, deexcitation by collision; and $A$, transition probability. The rates $f$, $a$, and $c$ are per unit pressure.

In this simple model, the energy storage capability of the metastable states of the noble gases was neglected. The specific energy available in these excited states of the rare gases has led to the production of many well-known laser systems (e.g., He-Ne, He-Xe, Ar-N$_2$). The collisions between metastable argon atoms and nitrogen cause excitation of the N$_2$(C$^3Π_g$) state which gives rise to the second positive group emissions.

Experiments were undertaken whereby various quantities of N$_2$ were added to argon and the spectral output of the argon and nitrogen were monitored. Figure 4 shows the measured population of the Ar 2p level and N$_2$C state vs N$_2$ concentration for fission fragment excitation.
indicates the populations of the $2p$ levels of argon (Paschen notation) and the $N_2(C^3H_2)$ state (designated $N_2C$) versus nitrogen concentration for a total pressure of one atmosphere. The $N_2$ second positive group is a prominent emission in all of the spectra containing $N_2$. The red ArI lines originating from the $2p$ levels of argon are all strongly quenched by the nitrogen, whereas the ArII lines (e.g., 4545Å) are not radically affected. This suggests that the ArII excitation may be direct while, for the ArI lines, it may not.

To evaluate this data, a more sophisticated rate equation model than that used for helium was developed. For this study, the excited levels of argon were divided into six groups as indicated in Table 2. Each group was treated as a single excited level and assigned a transition probability that was an average over the gA values of the levels of that group. As indicated earlier, the energy deposition by fission fragments in a gas is primarily in the production of delta rays, and it is the delta rays and their secondary electrons that are primarily responsible for the excitation of the gas.

A reasonably complete set of discrete ionization cross sections for argon excitation by electrons is given by Peterson and Allen. They used combinations of data and theoretical extrapolations of the generalized oscillator strengths. Their calculations result in the final population for each excited state as a function of incident electron energy. These populations are a result of the degradation of the primary electrons and all generations of secondary electrons and is presented as an efficiency where:

$$\varepsilon = W_i \frac{N}{E},$$

where $W_i$ = threshold of the level i; $N$ = number of excitations; $E$ = energy of the incident electron.

The efficiency versus incident electron energy is relatively constant for incident energies above approximately 80 eV. In Table 2 are the results of Peterson and Allen that correspond to our six groups of the atom and for the ion for incident electron energies of 100 eV.

From Platzman, the average energy loss per ion pair, W, can be related to the equation:

$$W = \bar{E}_1 + \frac{\varepsilon}{g} \sum \text{ex}(g) \left( \frac{N_{ex}(g)}{N_i} \right) + \bar{c}_{se},$$

where, $\bar{E}_1$ = the energy necessary to produce an ion.

### Table 2. Properties of the Six Groups of Argon

<table>
<thead>
<tr>
<th>GROUP</th>
<th>LEVEL REPRESENTED (PASCHEN NOTATION)</th>
<th>AVERAGE ENERGY (eV)</th>
<th>AVERAGE GA (x 10^-8)</th>
<th>$\varepsilon$</th>
<th># EXCITED/100eV ABSORBED</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ar(1)</td>
<td>1s</td>
<td>11.68</td>
<td>-</td>
<td>.08</td>
<td>.685</td>
</tr>
<tr>
<td>Ar(2)</td>
<td>2p</td>
<td>13.21</td>
<td>1.3</td>
<td>.04</td>
<td>.303</td>
</tr>
<tr>
<td>Ar(3)</td>
<td>2s, 3s', 3a</td>
<td>14.1</td>
<td>0.5</td>
<td>.04</td>
<td>.284</td>
</tr>
<tr>
<td>Ar(4)</td>
<td>3p</td>
<td>14.59</td>
<td>0.055</td>
<td>0.005</td>
<td>.034</td>
</tr>
<tr>
<td>Ar(5)</td>
<td>4a</td>
<td>14.77</td>
<td>0.1</td>
<td>0.008</td>
<td>.054</td>
</tr>
<tr>
<td>Ar(6)</td>
<td>HIGHER LEVELS</td>
<td>15.2</td>
<td>0.021</td>
<td>0.019</td>
<td>.125</td>
</tr>
<tr>
<td>Ar*</td>
<td>2p$^5$ 2p$^{3/2}$</td>
<td>15.7</td>
<td>--</td>
<td>0.56</td>
<td>3.44</td>
</tr>
<tr>
<td>Ar*</td>
<td>(ADJUSTED)</td>
<td>15.7</td>
<td>--</td>
<td>0.594</td>
<td>3.79</td>
</tr>
</tbody>
</table>
\( E_{\text{ex}} \) = the energy for the excited atom in state \( g \);
\( \bar{\varepsilon}_{\text{se}} \) = the energy of the subexcitation electrons;
\( N_{\text{ex}}/N_1 \) = the ratio of number of excited atoms to the number of ions.

For the noble gases, the quantity \( E_i \) exceeds the ionization energy \( I \) because of the energy used in producing excited ions and multiply charged ions. The ratio of \( E_i/I \) for the noble gases is approximately 1.06. This results in the adjusted value in Table 2 for the \( \varepsilon \) of Ar\(^+\). Using Eq. (10) and the values in Table 2, approximately 60% of the deposited energy is used in the formation of ions, 20% in the formation of excited states and 20% of the energy is left in subexcitation electrons. Thus, since a large portion of the deposited energy is used in the formation of ions, the resultant spectrum will, at least in part, be determined by recombination processes.

For pressures above a few torr, recombination in argon will proceed predominately through the molecular ion Ar\(_2^+\) and not the ion Ar\(^+\). This is due to the rapidity with which the ion is converted into the molecular ion by the process:

\[
\text{Ar}^+ + \text{Ar} + \text{Ar} \rightarrow \text{Ar}_2^+ + \text{Ar}.
\] (11)

The recombination of the molecular ion has a large rate coefficient and proceeds by the process of dissociative recombination.

\[
\text{Ar}_2^+(v) + e \rightarrow (\text{Ar}_2)^{\text{unstable}} \rightarrow \text{Ar}^* + \text{Ar} + \text{K.E.}
\] (12)

where, \( v \) indicates different levels of excitation of the Ar\(_2^+\). The spectrum emitted in argon afterglows\(^8\) has indicated that the kind and number of excited species produced by dissociative recombination is dependent upon the initial energy of the Ar\(_2^+\). Figure 5 shows a single stable potential curve of the molecular ion and single repulsive branch of the unstable excited molecule.\(^9\) Higher vibration levels of the molecular ion will have smaller recombination coefficients and dissociate upon recombination into higher excited states of the atom.

To develop the model for the Ar-N\(_2\) system, the interaction of fission fragments with a gas was divided into three categories. First is the excitation of the primary gas, Ar, by the incident fragment and secondary electrons. For the present analysis the argon ion, Ar\(^+\), and six groups of excited levels of the atom, Ar(1)-Ar(6) was considered as discussed above. The second category to be considered was effects taking place in the argon after the primary excitation has been produced. An excited level of the atom may be further populated by cascading of higher laying populations into this level, by collisional excitation caused by electrons and atoms, and by dissociative recombination into this level. Deexcitation takes place via collisions with electrons or atoms, spontaneous emission and collisional processes leading to formation of molecules (dimers).

To account for recombination effects, the molecular ion was divided into two groups, Ar\(_2^+\) and Ar\(_2^+\). The Ar\(_2^+\) comprises the lowest excited levels of the molecular ion which dissociate upon recombination into Ar(1), Ar(2) and Ar(3). The Ar\(_2^+\) will comprise all higher states of the molecular ion and will be assumed to dissociate upon recombination into Ar(2), Ar(3), Ar(4), Ar(5), and Ar(6) and will also have collisional losses to form Ar\(_2^+\) upon collisions with argon or impurity gases.

Two levels of the molecular argon were considered. First, the 3p levels of argon, Ar(4), will rapidly undergo 3-body collisions to produce a molecule Ar\(_2^+\), the upper level of the 2250A continuum observed in the experimental studies.\(^10\) Secondly, the argon metastable, Ar(1), will also be converted by 3-body collisions to form an argon eximer, Ar\(_2^+\). Transitions from these dimers to the repulsive ground state will give rise to the 1250A continuum.

The third category of interactions is due to the additional events caused by the addition of a second gas, in this case nitrogen. The addition of nitrogen will provide a path for collisional transfer of excitation from the argon to the nitrogen. The nitrogen will have two additional effects on the kinetics. First, it will
change the electron energy distribution, and secondly, it will collisionally relax the vibrational levels of the molecular ion. Both these latter two effects will undoubtedly change the excited species produced upon dissociative recombination.

Clearly to describe the system requires the knowledge of a large number of reactions. Considered in the present model were 89 reactions for 20 species. The flow chart in Figure 6 summarizes the reactions considered in the Ar-N2 system.

The population of the species present can be found by solving a system of nonlinear simultaneous equations. Initially, each species equations was formed as a differential equation in time using all the source and sink reactions for that species. Then the differential equation is set to zero for the steady state case. The equations were solved using a Newton-Raphson iterative procedure for nonlinear simultaneous equations.

Computer solutions of the excited state population densities were obtained for a number of cases upon varying the nitrogen concentration, pressure, and energy deposition form. Figure 7 indicates the computer solution for the population of the species of interest versus nitrogen concentration at one atmosphere total pressure using an energy deposition rate germane to the experimental results. The heavy dark lines in Figure 7 indicate the measured populations of the argon 2p level and the N2C state from Figure 4. The model solutions are within a factor of ten of the measured populations (within experimental error) and adequately predict the relative change in magnitude of the measured populations versus nitrogen concentration.

An experiment by DeYoung was recently successful in lasing an argon 3d-2p transition by using the 3He(n,p)T reaction to excite a 3He-Ar gas mixture. Lasing was achieved at 1.79 microns in atomic argon at a total pressure ranging from 200 to 700 torr with 10% argon. The model predicts this population inversion. Figure 8 indicates the populations predicted by the model for various argon species based on 2 ppm nitrogen. Note that the Ar(3) group population (3d levels) exceeds the population of the Ar(2) group (2p levels). The energy deposition rate used assumes a uranium coated tube of 1.0 cm radius and a fission density of 4x10¹² fissions/cm³-sec in the coating.

Thus, it has been shown that the model describes the experimental results of fission fragment excitation of Ar-N₂ system with a reasonable accuracy. In addition, the model has indicated its usefulness by predicting a physically realizable nuclear pumped laser.
III. Lifetime Measurements

One shortcoming of the methods described so far is the questionable accuracy in the knowledge of transition probabilities (or radiative life-times of the states) and collisional life-times. This problem can be alleviated somewhat if radiative life-times of the states are measured at the same experiment, where the relative line intensities are measured.

This can be done using a very moderate fission fragment flux. In the experiments described in the following, a Cf252 source, located inside a small vacuum chamber, employing sapphire windows, was used. Cf252 undergoes spontaneous fission, and the source used emitted about $6 \times 10^3$ fission fragments per second. Figure 9 shows the experimental setup.

![Diagram of experimental setup](image)

The birth of a fission fragment is signaled by a burst of γ-emission, which is detected by the plastic scintillator and attached photomultiplier. The resulting pulse starts the time to pulse height converter. The fission fragment traverses the vacuum chamber in a time small compared to the radiative lifetime of the atomic or molecular state under observation. Therefore, when the transition from the excited state to a lower state is finally made, a light pulse is emitted and observed by photomultiplier number 2 (PM2).

The time to pulse height converter assigns this pulse a certain height, depending on the time passed after the start pulse. The multichannel analyzer will then store this pulse according to its height in the appropriate channel. The resulting distribution of observed pulses is an exponential decay as a function of channel numbers. The decay constant gives the collisional lifetime of the state.
An example is given in Figure 10 which shows the decay curves for 800 torr N₂ and 400 torr N₂. The time resolution of the system is 2.5 nsec. The radiative lifetime (or transition probability) can be obtained by measuring the collisional lifetime as a function of pressure and extrapolating back to zero pressure. Figure 11 shows this for the upper level of the 3371 N₂ line. The measured radiation lifetime is 45 nsec, which compares favorably with the literature values as indicated on the figure.

In order to apply this technique for measurement of population inversions, the Ar/N₂ system was chosen as a test case. The C³Π g- B³Σ g transition has been lased using an electron beam by other research groups. A computer model predicting the populations of the two levels involved was published in reference 14. The so predicted populations are reproduced in Figure 12.

From this figure, the lifetime of N₂(B) is 131 nsec and of N₂(C) is 18 nsec. The result of the measurement of these lifetimes using our system is shown in Figure 13. Our result is 300 nsec (as compared to 131 nsec) and 40 nsec (as compared to 18 nsec). However, our gas pressure was 1 atm as compared to 3 atm. A correction for the pressure difference would bring the two sets of data to a better agreement.

The advantage of the method described above is that it allows for search of population inversions caused by fission fragment excitation, without having to use a reactor, and the resulting complexity of the measurement procedures. The question which has to be addressed next is the extrapolation of the results obtained with these low fission fragment fluxes to higher fluxes which are typical for nuclear pumped lasers. The one test case described above seems to support the scaleability towards higher fluxes. However, further research is needed.

IV. Measurement of Fission Fluxes Emanating from Coatings

As indicated above, it is of interest to know: (a) How much energy is deposited in the laser gas, (b) Optimum coating thicknesses to maximize energy deposition and minimize cooling requirements, (c) The angular distribution of fission fragments emitted from coatings of different thicknesses, (d) The possibility of increasing energy deposition by increasing the surface area of the coating through surface corrogation.
Coatings of various thicknesses of 93% enriched U-235 were made and the thickness assayed by alpha counting in a $2\pi$-gas flow counter and by observation of the 185 keV gamma rays from the U-235 decay chain using a large Ge(Li) detector. (Most of the alpha particles actually were produced by U-234 decays.)

Pulses from the surface barrier detector were analyzed in a multichannel analyzer and typical spectra for two different thicknesses are shown in Figure 15.

The 4.5 micron coating produced more fission fragments, but mainly at lower energies where they are far less efficient at depositing their energy in gases.

Figure 16 shows the total number of observed fission fragments versus the number of alpha particles counted. The experimental points deviate from a straight line for the larger count rates where the coatings are thick enough to allow the alphas to penetrate. Some thick coatings were made on corrugated surfaces (grooves milled in the stainless steel backing plates) and the results fell on top of the other data indicating no improvement in the fission fragment fluxes for those geometries and coating thicknesses.
Angular distribution measurements on the fragments are continuing and measurement of the absolute energies deposited in different gases at different pressures are being made.

V. A Spectroscopic Study of a Fissioning Gas

One advantage of nuclear pumping over conventional laser excitation methods is the potential to obtain higher energy densities in a nuclear pumped laser. The achievement of high energy deposition into the lasing gas is thus of key interest.

The alternative approach is to employ a volume source of fission fragments. Sources made of solid fissionable materials, as described in the previous chapter, are limited by the fact that source thicknesses cannot exceed the range of fission fragments in the material. As pointed out, increased energy deposition can be obtained only by increasing the source surface area (i.e., many sources) or the neutron flux. Because UF₆ is the only known uranium bearing gas at physical conditions of interest, it is the prime candidate to serve as a fission fragment source in a nuclear pumped laser. Information is thus required on the suitability of UF₆ as a laser gas itself and the compatibility of laser gas mixtures with UF₆. Therefore, a spectroscopic investigation of light emitted by fission fragment excited UF₆ and UF₆-Ar-N₂ mixtures was conducted.

The fission fragment flux supplied by the fissioning UF₆ was augmented by a flux emitted from a 3 micron thick, 93% enriched UO₂ planar source mounted along the inside wall of the gas cell. ArI, ArII, N₂ and N₂⁺ emissions from the gas were spectroscopically monitored over the 2200-8000Å range as a function of UF₆ concentration in a 10:1 Ar-N₂ gas mixture at a total gas pressure of 760 torr.

The results indicated in Figure 17 show that all optical radiation from the fission fragment excitation of the N₂⁺ and N₂ molecule is severely quenched by the addition of UF₆ to the gas mixture. The radiation coming from ArI is actually enhanced by small concentrations of UF₆ and not as severely quenched by higher concentrations of UF₆. Radiations coming from ArII is relatively unaffected by low concentrations of UF₆ and is moderately quenched at higher concentrations of UF₆. Pure UF₆ was found to emit no radiation due to fission fragment excitation over the spectral region investigated. The results of this study suggest that significant additional work will be required before a satisfactory fissioning laser gas mixture is identified. There is no indication however, that such a mixture cannot exist.

Acknowledgments

The work was supported by the National Aeronautics and Space Administration.

References

DISCUSSION

D. C. LORENTS: I would like to comment about your quenching studies of UF₆. There are two possibilities. One is that it is pure optical absorption by the UF₆; the other is that it is quenching of some excited state in the energy flow chain. Did you look at the relative intensities of the 1-0 vs the 0-0, in order to isolate that? Right in that region, there is a sharp dip in the absorption cross-section of UF₆.

J. F. DAVIS: We considered absorption because the sails we were using were three feet long and the active volume was only about 11 inches of that, so we feel that a large percentage of quenching was by absorption.

D. C. LORENTS: As far as I can see, the model you have is exactly the same model we use in the electron-beam excitation, but you said that there were some differences.

J. F. DAVIS: I have tried to take into account excitation of the upper state by higher excited states of argon collisionally exciting the nitrogen. By doing that, I could find agreement with the observed intensity of argon versus nitrogen concentration and also more adequately describe the population of the nitrogen. I was also then able to describe the relative trends of the argon continuum at 2250 Å. Even though a small percentage of the energy was flowing through these argon excited states, it was the purpose of the study to try to describe those states too. Most of the energy is traveling very quickly through the metastable states, at a pressure of one atmosphere.

G. H. MILEY: Do you account for a change in electron energy distribution in the calculation?

J. F. DAVIS: No, I didn't take into account any change of the Boltzmann electron energy distribution with additional nitrogen.

G. H. MILEY: So this mixture will last with electron beams interacting with any gas or gas mixture.

J. F. DAVIS: When a fission fragment interacts with a gas, it is like a small e-beam; and we have a lot of small low-energy e-beams corresponding to each fission fragment. So I feel e-beam excitation and fission-fragment excitation are similar in that respect.

G. H. MILEY: How many groups of e-beams do you need to duplicate fission fragment excitation?

J. F. DAVIS: With fission-fragment excitation, you have localized electron ionization, leading to polymer recombination effects, but if you proceed to a high enough fission fragment flux, such localized effects will begin to average out. We feel that we have accomplished this in the present case.

M. KRISHNAN: In your model of dissociative recombination, you say that molecular ions from different vibrationally excited levels result in dissociated atoms in different electronic configurations. Since electronic excitations involved energies of ~ 1 e.v. and vibrational excitations involve much lower energies ~ 0.1 e.v., it appears that the bulk of the energy for electronic excitation upon recombination arises from the dissociation energy of the molecule. If this is so, vibrational excitations should not play a major role in this recombination model.
THE PUMPING MECHANISM FOR THE NEON-NITROGEN NUCLEAR EXCITED LASER
G.W. Cooper, J.T. Verdeyen, W.E. Wells, G.H. Miley
Nuclear Engineering Program and
Gaseous Electronics Laboratory
University of Illinois at Urbana-Champaign
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Abstract

The neon-nitrogen laser has generated considerable interest having been pumped directly by nuclear radiation. Lasing was observed on two transitions of atomic N, the $3p^2 {^3D_3/2} + 3s^2 {^3P_2}$ (8629.24 Å) and the $3p^2 {^3D_3/2} + 3s^2 {^3P_2}$ (9392.79 Å). The Ne-N$_2$ system also lases in an afterglow of an electrical discharge, which has similar characteristics to a nuclear radiation-generated plasma. In order to determine the physical processes for pumping this laser, a detailed study of the afterglow system has been performed. The pumping mechanism has been found to be collisional-radiative electron-ion recombination. Microwave quenching of both the laser and spontaneous afterglow light have shown conclusively that a recombination process directly produces a nitrogen atom in either the upper laser level or, more likely, in a higher lying energy level which rapidly de-excites to the upper laser level. Studies of the temperature dependence of the recombination coefficient indicates a collisional-radiative process allowing the recombing ion to be tentatively identified as N$^+$. Since this process is highly compatible with the reactor produced plasma, it is not unreasonable to assume that this recombination process is also the pumping mechanism in the nuclear excited case.

I. Introduction

The electrically-excited neon-nitrogen laser was discovered in 1964 and several subsequent papers
have appeared. Lasing occurs on several transitions of atomic nitrogen during the afterglow of an electrical discharge and will hereafter be referred to as the afterglow neon-nitrogen laser. Last year interest was greatly revived in the neon-nitrogen laser when DeYoung et al. succeeded in pumping this laser directly with nuclear radiation. They observed lasing on two transitions of atomic nitrogen: $3p^2 {^3D_3/2} + 3s^2 {^3P_2}$ (9392.79 Å) and $3p^2 {^3D_3/2} + 3s^2 {^3P_2}$ (8629.24 Å).

The results of a detailed investigation of the afterglow neon-nitrogen laser's pumping mechanism are presented here. The research was undertaken in order to provide a better understanding of the nuclear pumped laser which is necessary to fully evaluate the laser's ultimate applicability and to help identify possible analogous systems for nuclear pumping. The afterglow system was chosen for study because of the difficulty of doing diagnostics in the reactor environment. Since the characteristics of both the afterglow and nuclear-radiation-generated plasmas are dominated by their low electron temperatures, it is quite probable that the pumping mechanism in both systems would be the same.

Fig. 1. Partial potential energy diagram of the N$_2$ molecule also showing some levels of N$_2^+$, atomic nitrogen and excited neon species.
enough to be of importance and are both inversely proportional to electron temperature, the technique of microwave quenching was employed. In this technique the electrons are selectively heated by a microwave pulse, and, as a result, the afterglow light which is primarily produced by recombining electron-ion pairs is "quenched." A diagram of the experimental set-up is shown in Fig. 2. The effects of electron heating on both the laser light and the spontaneous sidelight were monitored.

The microwave quenching experiments, to be described in part A. of the next section, have shown that the neon-nitrogen laser is pumped directly by a recombination event. Further microwave quenching experiments described in part B. of the next section, have shown that the process is most likely collisional-radiative recombination and that N is the recombining ion.

II. Results and Discussion

A. Microwave Quenching Experiments

The effects of microwave heating of the electrons on both the laser signal and the spontaneous emission of atomic nitrogen and neon have been investigated. The laser was found to be pumped directly by recombination. This conclusion is based on the following data.

Figure 3 shows the effect of microwave heating on the laser itself. The top trace shows the laser-in the afterglow in the absence of microwaves. The second trace shows the laser output as it was perturbed by the microwave pulse shown in the bottom trace. The laser intensity has obviously been quenched, indicating the inhibition of some process by microwave heating. Obviously, the electrons are not "cooled" by the microwaves, hence direct excitation from a lower state can be ruled out; it must be pumped from above. Thus, recombination must be playing an integral role in the pumping process.

Now consider Fig. 4 where the effect of microwave heating on the spontaneous sidelight of an atomic nitrogen laser transition (9393 Å) is compared to that of a neon line (8654 Å). Note that the time responses of the neon and nitrogen afterglow light to the microwave pulse are virtually identical. This implies that the role of recombination cannot be an indirect process, but must be directly pumping the laser. To elaborate, Atkinson and Sanders\(^4\) proposed an indirect pumping scheme:

\[
\text{Ne}_2^* + e \rightarrow \text{Ne} (M) + \text{Ne}
\]

(1)

\[
\text{Ne} (M) + \text{N}_2 \rightarrow \text{Ne} + \text{N} + \text{N}_2^*
\]

(2)

Here a neon metastable, Ne (M), collides with a nitrogen molecule, N\(_2\), that is sufficiently excited to allow the molecule to be simultaneously dissociated and leave a nitrogen atom, N\(_2^*\), in the upper lasing level. Recombination enters the pumping process as a major production mechanism of neon metastables. This or similar pumping schemes can account for quenching of the laser pulse by microwave heating since the neon metastables will cease to be produced. However, it cannot account for the near identical time responses of the neon
and nitrogen afterglow light. While it is true that electron heating inhibits production of neon metastables, it leaves those already produced unaffected. Therefore, since the process in Eq. (2) takes time, the response of the nitrogen afterglow light to the microwaves would be expected to be much slower than neon's response. Since it was not, the upper laser level must be being populated directly by a recombination event. That is, a process of the form

$$\text{X}^+ + e \rightarrow n^+_{\text{UL}} + \ldots$$ (3)

Here XN represents the ion which upon recombinating yields atomic nitrogen either directly in the upper lasing level or in a more highly excited state that rapidly de-excites to the upper lasing level. This recombination can be either dissociative or collisional-radiative. There were several candidates for the recombining ion: $N^2^+$, $NeN^+$, $N_3^+$ and $N_4$. Note that $N_3^+$ and $N_4$ must be highly excited, metastable-like states in order to dissociate to the upper laser level upon recombining. Although such states are possible, they have not been observed and have a low probability of existence. Similarly $NeN^+$, while energetically possible, has not as yet been observed. The experiments which allowed the ion to be identified as N was described in the next section.

B. Sensitivity of the Recombination to Electron Temperature

Of the possible recombining ions, $N_2^+$, $NeN^+$ and $N_4$ all must recombine dissociatively to yield atomic nitrogen while N$^+$ recombination must be collisional-radiative. The theoretical collisional-radiative recombination rate varies $\propto T^{-9/2}$ while dissociative recombination varies $\propto T^{-1/2}$. Thus, $N^+$ could be either inferred or eliminated as the recombining ion by measurement of the electron temperature dependence of the nitrogen recombination. Measurement of the electron temperature dependence, using microwave quenching techniques, indicated that the recombination was collisional-radiative, suggesting that the recombining ion was N$^+$. Thus Eq. (3) could be written more explicitly as:

$$\text{N}^+ + 2e \rightarrow n^{**} + e$$ (4)

$$^{**} \rightarrow n^+_{\text{UL}} + h\nu$$ (5)

Here the double-barred arrows imply net rather than direct processes and $n^{**}$ represents any energy level above the upper lasing level, $n^+_{\text{UL}}$.

In studying this recombination process, the absolute temperature was not determined. Instead, microwave quenching of the neon-nitrogen mixture was used to compare the temperature dependences of the neon and nitrogen recombination coefficients. Since the temperature dependence of neon recombination is well known, such a comparison could provide information about the recombination process in nitrogen.

In Fig. 5, the ratio of quenched to unquenched light was plotted as a function of the attenuation of microwave power for both neon and nitrogen. The ratio of quenched to unquenched light provides a measure of the temperature-dependent recombination coefficient. Although the absolute electron temperature corresponding to each microwave attenuation was not known, the electron temperature was common to both neon and nitrogen recombination events.

The data shown in Fig. 5 were obtained at a total neon pressure of 40 torr, a pressure at which the dominant recombination process in neon is dissociative. Consideration of the data in Fig. 5 shows that the nitrogen spontaneous light was much more sensitive to the electron temperature than that of neon. This difference implied that the recombination process producing excited atomic nitrogen was different from the dissociative process known to be dominant for neon under these conditions. Thus, these results seemed to rule out a dissociative recombination process for nitrogen, indicating that the mechanism must be collisional-radiative. Given the probable availability of N$^+$ as the recombining ion, the suggestion of a collisional-radiative mechanism for nitrogen recombination seemed a reasonable one.

The sensitivity of neon and nitrogen recombination to electron temperature was also measured at total neon pressures of 20 torr and 6 torr. The results are shown in Figs. 6 and 7, respectively, which can be compared with the 40 torr data in Fig. 5. The figures show that a total neon pressure of 20 torr, the difference between the temperature dependence curves for neon and nitrogen is not as great as the difference at 40 torr. At a total neon pressure of 6 torr, the curves for neon and nitrogen are nearly identical.

This change in the temperature dependence for neon, indicates a change in the recombination mechanism with decreasing pressure. This is as expected since the dissociative recombination process, which dominates for neon at 40 torr, is limited by the formation rate of $Ne_2^+$, which, in turn varies as $p^2$. Thus at low pressures the formation rate of $Ne_2^+$ is too slow, and the
collisional-radiative mechanism dominates for both neon and nitrogen.

C. Additional Considerations

The proposed pumping mechanism can be further considered in terms of its ability to account for the lasing observed. A first consideration is whether the collisional-radiative mechanism would be fast enough to produce the observed laser power. A recombination coefficient was estimated using the peak laser power (1 mW), and the electron density \(10^{13} \text{ cm}^{-3}\) inferred from earlier microwave data. The estimated value of \(5 \times 10^{-13} \text{ cm}^{2} \text{ sec}^{-1}\) seemed reasonable in the light of the theoretical values for collisional-radiative recombination coefficients given by Bates et al.\(^16\) Thus the estimated recombination coefficient for the neon-nitrogen laser seemed compatible with a collisional-radiative mechanism.

An additional consideration is whether sufficient \(N^+\) can be produced to support a collisional-radiative laser mechanism. Figure 8 shows a number of possible pathways for production of \(N^+\). Since most of the cross-sections involved are unknown, an exact calculation of the rate of \(N^+\) formation is not possible. Estimates of \(N^+\) production by the more likely pathways do not rule out the formation of sufficient \(N^+\) to support lasing, although the kinetics are made somewhat unfavorable by the
requirement for two collisions with excited neon. In this regard, the kinetics of formation of any other proposed recombining ion would suffer from even more serious problems due to the same requirement for two collisions with excited neon. However, given that sufficient nitrogen atoms are present from the active discharge (and prior ones), the Penning reaction of neon metastable with nitrogen atoms is estimated to be quite adequate to produce the required N⁺ ions.

The helium-nitrogen and argon-nitrogen systems were also briefly investigated. The helium-nitrogen system has previously been reported to have lased on the same transitions as does the neon-nitrogen laser. Microwave quenching experiments on the helium-nitrogen laser showed that this system was also being pumped directly by a recombination event. The argon-nitrogen system, however, could not be made to lase. These results tend to eliminate NeN⁺ as the possible recombining ion since the existence of the analogous ion, HeN⁺ is extremely improbable and the known ion ArN⁺ does not yield a laser. Also if the Penning reaction is a major production mechanism of N⁺ as suggested above, the helium metastable could undergo the same reaction but the argon metastable has insufficient energy to ionize ground state atomic nitrogen. Thus the helium-nitrogen and argon-nitrogen results are compatible with the pumping mechanism being collisional-radiative recombination of N⁺.

III. Summary

Microwave quenching experiments have shown that the neon-nitrogen afterglow laser is pumped directly by a recombination event. Measurements of the electron temperature dependence of the recombination coefficient have implied that this process is collisional-radiative recombination. This allows the recombining ion to be identified as N⁺. The process of collisional-radiative recombination is highly compatible with the nuclear-radiation-generated plasma which has high electron densities at low temperatures. Therefore, it is not unreasonable to infer that the pumping mechanism for the nuclear-pumped neon-nitrogen laser is the same as for the afterglow laser. It should be pointed out, however, that the steps leading to the formation of N⁺ could be quite different in the two lasers. Indeed, initial indications are that these steps are different and research is being pursued in this area.
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DIRECT NUCLEAR PUMPED LASERS USING THE VOLUMETRIC $^3$He REACTION
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Abstract

Lasers pumped by energetic charged particles created directly by nuclear reactions have come into existence through the use of either Boron-10 or Uranium-235 coatings. A new class of nuclear-pumped lasers using the $^3$He reaction has been developed at the Langley Research Center. Since helium is a major constituent of many gas lasers of interest, it is convenient to replace the usual $^4$He with the $^3$He isotope. In a thermal neutron flux, the $^3$He(n,p)$^3$H reaction deposits energy nearly uniformly throughout the laser volume. The charged particles created (proton of 0.57 MeV and $^3$H of 0.19 MeV) ionize and excite the gas media. By this method direct nuclear pumping of a $^3$He-Ar (10% Ar) laser has been achieved. Results of reactor experiments are presented which show the scaling of laser output at 1.79µ (Ar I) with neutron flux and total $^3$He-Ar pressure. Other laser systems presently under study at the Langley Research Center include the $^3$He-Ne-O$_2$ (8446 Å OI) system. Spectra of nuclear pumped $^3$He-Ne-O$_2$ taken at the Aberdeen Army Pulse Radiation Facility will be presented. The above systems are considered to be "proof of principle" systems and future more practical nuclear-pumped lasers, using excimer species, will be discussed.

I. Introduction

Attempts at pumping gas lasers by charged particles created from nuclear reactions have been made for many years.\textsuperscript{1,2} Figure 1 shows the major nuclear reactions used to pump the laser medium. Recently, however, rapid progress has been accomplished in direct nuclear excitation with the development of nuclear-pumped lasers using either uranium-235\textsuperscript{3,4} or boron-10\textsuperscript{5} coatings on the internal walls of the laser cell. Coatings are basically inefficient for nuclear pumping since fissions occur primarily inside the coating and most of the charged-particle energy (80%) is lost in the coating. Since all the energetic charged-particles are created in the wall coating and then travel inward toward the laser cell centerline, homogeneous volume pumping cannot be realized. This effect results in such problems as the "gas-focusing effect" at higher pressures.

A much more efficient means of laser pumping incorporates the $^3$He(n,p)$^3$H reaction. The $^3$He reaction is initiated by a thermal neutron which is absorbed by the $^3$He nucleus. The nucleus then disintegrates, producing a proton of 0.57 MeV and a triton of 0.19 MeV. Both these charged particles ionize and excite the gas medium homogeneously. Thus, homogeneous pumping can be achieved even at high pressures assuming no degradation of the neutron flux. Since He is a major constituent of many gas-laser systems, it is convenient (although expensive) to replace $^4$He with the $^3$He isotope. The $^3$He reaction has previously been investigated with encouraging results but no proof of lasing.\textsuperscript{6,7} We describe here the achieving, for the first time, of a nuclear-pumped laser using the volumetric $^3$He reaction. This is the second most fundamental advancement in nuclear-pumped laser research; the first advancement was the demonstration of nuclear lasing by use of wall coatings. These advancements are expected to lead to an eventual self-critical nuclear-pumped laser system using UF$_6$.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure1.png}
\caption{Nuclear reactions for direct nuclear excitation of lasers.}
\end{figure}

* This research has been carried out under partial support from NASA Grant NSG-1232.
II. Direct Nuclear-Pumped Volumetric $^3$He-'Ar Laser

Argon has many laser transitions which operate with high gain in the infrared region of the spectrum. Thus, it is a good candidate for volumetric nuclear pumping. In a recent experiment at the Army Pulse Radiation Facility, a mixture of $^3$He-Ar was found to lase when exposed to the neutrons from a fast burst reactor.

The reactor experiment setup is shown in Fig. 2. The laser cell was constructed from quartz tubing, 81 cm long and 2 cm diameter, with each end cut at the Brewster angle. A dielectric-coated flat back mirror (99.5% reflective at 1.7µ) and a 2-meter radius of curvature output mirror (1% transmission at 1.7µ) were used to form the optical cavity. A 61 cm long by 15.5 cm diameter polyethylene moderator was placed around the laser cell to thermalize the fast neutrons generated by the Army Pulse Radiation Facility fast-burst reactor at the Aberdeen Proving Ground. A vacuum and gas-handling system was attached to the laser cell. The cell was baked-out prior to filling with research grade $^3$He-Ar and base pressures on the order of $10^{-6}$ Torr were achieved. Electrodes were also attached to the laser cell which allowed electrically pulsed lasing at 1.79µ at low pressures (50 Torr). Using the electrically pulsed discharge, the cavity mirrors and detection system were aligned. The detection system consisted of a variable filter wheel and an InAs (at 300°F) detector placed in a shielded cavity about 20 meters from the reactor. No radiation, gamma, or neutron noise was observed from the shielded InAs detector during any neutron pulse. The detector was calibrated for power output by using a c.w. 3.39µ He-Ne laser.

When the back cavity mirror was blocked, no lasing signal was observed. Also, when $^4$He was substituted for $^3$He during a neutron pulse, no detectable output was observed. Thus, the $^4$He reaction did indeed pump the laser medium producing the first volumetric nuclear-pumped laser.

Figure 3 is a photograph of the laser output signal (upper trace) and the moderated neutron pulse (lower trace). Note the sharp laser threshold during the rise of the neutron pulse which is typical of nuclear-pumped lasers. The shape of the laser signal shows that energy is being deposited in the gas as long as a neutron flux is available and terminates only when the neutron flux ends. The laser produces an essentially steady-state output since the atomic and molecular processes operate on a much shorter time scale than the laser pulse shown in the photograph. The duration of the lasing pulse is simply dependent on the duration of the neutron flux available.

When the back cavity mirror was blocked, no lasing signal was observed. Also, when $^4$He was substituted for $^3$He during a neutron pulse, no detectable output was observed. Thus, the $^4$He reaction did indeed pump the laser medium producing the first volumetric nuclear-pumped laser.

Figure 4 shows the scaling of the laser output at 1.79µ with the average moderator neutron flux over the length of the polyethylene moderator. A definite lasing threshold was noted at $1.4 \times 10^{16}$ n/cm²·sec. Note that with most high-gain c.w.

![Figure 2. Experimental setup for nuclear-pumped laser experiments at the Army Pulse Radiation Facility.](image)

![Figure 3. The upper trace shows the total laser output. The sharp threshold at $\sim 2.5 \times 10^{16}$ n/cm²·sec indicates lasing action. Total pressure is 200 Torr $^3$He-Ar, 10% Ar. The average moderated neutron flux across the length of the laser cell is $8.4 \times 10^{16}$ n/cm²·sec. The moderated neutron pulse shape is shown in the lower trace.](image)

![Figure 4. Laser output power (mW) at 1.79µ is shown vs. average moderated neutron flux over the length of the quartz laser cell. The total pressure was held constant at 400 Torr $^3$He-Ar, 10% Ar. The laser threshold for low yield neutron pulses was $1.4 \times 10^{16}$ n/cm²·sec.](image)
noble gas lasers, saturation effects appear soon after threshold is reached. Nevertheless, the output power of the nuclear-pumped laser continues to increase with neutron flux over the range investigated. The highest power output at 1.79µ was 50 mW with approximately 10^9 W deposited in the gas volume.

Figure 5 shows the scaling of laser output power at 1.79µ with total pressure. Here the Ar concentration was held constant at 10%. Lasing took place from 200 to 700 Torr [³He]-Ar. Further studies are needed to determine the minimum and maximum pressures for laser operation. Also, the gas mixture of 10% Ar in [³He] used in the experiments may not be optimum for nuclear pumping. It is important to note that lasing took place at 700 Torr [³He]-Ar. This is the highest pressure reactor-driven nuclear-pumped laser to date, and demonstrates that a homogeneous discharge can be produced at high pressure with volumetric excitation.

Figure 6. Electrically pulsed laser output at 1.79µ vs. total pressure of He-Ar in Torr for varying concentrations of Ar. Electrical pumping (E/P) was held constant.

III. Electrically Pulsed He-Ar Laser

Using a fast-burst reactor to pump a laser medium is a slow process at best. On the average, only five reactor pulses per day can be achieved. Thus, it is desirable to use other means to study and optimize the laser parameters before nuclear pumping is attempted. With the He-Ar laser it has been found that a high-pressure (100 Torr) electrically-pulsed laser could be used to optimize the laser parameters.

Electrical lasing occurs, in the laboratory, at three wavelengths: 1.79µ, 2.31µ, and 1.27µ. Only the 1.79µ transition lases at high pressures (> 50 Torr He-Ar) and in the afterglow of the pulsed discharge. Thus, the 1.79µ transition was thought to be the best candidate for nuclear pumping for two reasons: First, high-pressure electrical lasing was achieved which indicated that pressure broadening of the transition did not adversely affect lasing behavior; and, second, electrical lasing took place in the afterglow of the discharge which indicated that processes such as collisional radiative recombination were important and lasing did not depend on a very sharp risetime excitation pulse. The 1.27µ transition was found to be selfterminating; lasing stopped inside the voltage pulse and the transition was ruled out for nuclear pumping. Further research is needed at the reactor to definitely show that nuclear-pumped lasing is not occurring at 1.27µ and 2.31µ.
IV. Laser Excitation Mechanisms

Figure 7 is an energy level diagram of the He-Ar laser system. Note that there is no direct matching of energy levels between the helium and argon atoms. In the electrically pulsed laser experiments, lasing at 1.79µm was found in the afterglow, thus, direct electron input excitation of the upper laser level should be ruled out. The only other process that can adequately account for laser pumping is collisional radiative recombination of electrons with argon ions. The argon ions can be produced either by Penning ionization (by He 2 3S metastable) or by direct electron impact ionization of argon. Collisional radiation recombination then occurs, eventually populating the upper laser level, the 3d \([1/2]^{1}\) state. The excess energy of recombination can be carried by either an electron, neutral atom, or molecule. The 1.79µm transition probably has a higher gain than the 2.313µm transition and thus effectively quenches lasing on 2.313µm at higher pressures.

The addition of chlorine to the He-Ar laser was found to produce a substantial improvement in laser output (factors of 2 to 6). This has been attributed to the depopulation of the argon 4S levels by resonant transfer to chlorine. Thus, back excitation from the 4S to the 4P[3/2]/ lower laser level is reduced and output power at 1.79µm increases. This same process will be attempted in the nuclear-pumped laser experiments.
The spectra shown in Fig. 8 is a comparison of He-Ne-O₂ spectra taken under nuclear and electrical pumping. The top trace is the He-Ne-O₂ spectra with lasing occurring at 8446 Å in OI under electrically pulsed excitation. The lower three traces show He-Ne-O₂ spectra taken with nuclear excitation using the same laser cavity and cell used for the electrical excitation spectra. Note that nuclear excited lasing at 8446 Å is conspicuously missing from the nuclear induced spectra. Lasing has not been achieved in He-Ne-O₂ for total pressures from 30 to 600 Torr and average thermal neutron fluxes from $8 \times 10^{15}$ to $5 \times 10^{16}$ n/cm²·sec. Although lasing did not occur, the spectra of the nuclear and electrically pulsed discharges are very similar. The broadening of the nuclear spectra at high pressures is most probably due to the high-intensity light spilling over into adjacent channels of the optical multichannel analyzer used for recording the spectra.

These results indicate that the electrically pulsed discharge at high pressures (>50 Torr) may have the same dominant process as the nuclear-induced discharge. This should help immensely in predicting and optimizing future nuclear-pumped lasers.

Listed in Table 1 is a summary of all nuclear-pumped lasers as of May 1976. The last four nuclear lasers have been pumped with reactors and are the most important for practical applications. Very rapid progress is now being made in this new field. The two major means of energy deposition, coating and volumetric sources, have been demonstrated, with the goal of a self-critical nuclear laser still being aggressively sought. After examination of Table 1, it is encouraging to note that operating pressures are rapidly increasing. This is important if high-power nuclear lasers are to become a reality. In the future more attention must be paid to higher pressure excimer laser systems. Such systems are ideally suited for nuclear pumping since they operate at high pressures and have high saturation intensities. The lasing wavelengths are approaching the visible region of the spectrum which is of major interest in laser fusion and isotope separation. The duration of the laser output is also increasing and has reached essentially steady-state operation. This is of major importance since one of the major advantages of the nuclear-pumped laser is that it has the potential of being the only practical steady-state high-power laser system. Laser power outputs and efficiencies have been quite small (except for the CO laser) but this has been due to the high-gain
laser systems studied thus far. Future research must move in the direction of low gain, high-saturation-intensity laser systems. In this regard, the excimer system appears very encouraging.

The assistance of the staff of the Aberdeen Army Pulse Radiation Facility and of Mr. J. Fryer is gratefully acknowledged.
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DISCUSSION

ANON: Did you test lasing by detuning the cavity?

R. J. De YOUNG: No, we didn't detune because of the experimental difficulty involved. However, we did, under conditions ideal for lasing, replace the $^3$He with $^4$He in the cavity. We observed no lasing, thus concluding that it is quite definitely the $^3$He reaction that is pumping the laser and not any stray gammas or fast neutrons.
RECENT NUCLEAR PUMPED LASER RESULTS

G. H. Miley, W. E. Wells, M. A. Akerman and J. H. Anderson
Nuclear Engineering Program
University of Illinois
Urbana, Illinois 61801

Abstract

Recent direct nuclear pumped laser research at the University of Illinois has concentrated on experiments with three gas mixtures (Ne-N₂, He-Ne-O₂, and He-Hg). One mixture has been made to lase and gain has been achieved with the other two. All three of these mixtures are discussed with particular attention paid to He-Hg. Of interest for DNP work is the 6150-Å ion transition in Hg⁺. The upper state of this transition is formed directly by charge transfer and by Penning ionization.

Introduction

Research on radiation-induced plasmas has been pursued at the University of Illinois since 1963. In the last decade, work has concentrated on plasmas suitable for nuclear lasers. Previous reviews of this effort were presented in Refs. 14-18. Other experiments have dealt with nuclear enhancement of electrically pumped gas lasers. Also, more recently the possible use of nuclear pumping for laser fusion applications has been proposed.

Recent Direct Nuclear Pumped (DNP) laser research at the University of Illinois has centered on three gas mixtures. The first is neon-nitrogen which has been made to lase in the U. of I. TRIGA reactor. The second is helium-neon-oxygen, for which gain has been measured. The most recent work has concentrated on helium-mercury, in which gain also has been achieved. Work on the first two mixtures will be briefly reviewed while He-Hg results will be described in detail.

The Ne-N₂ DNP Laser

The neon-nitrogen laser is important for several reasons. It has the shortest wavelength and lowest neutron flux threshold of any DNP laser demonstrated to date. Also the pumping mechanism appears to lead the way to an important class of recombination driven DNP lasers.

The electrical pumping mechanism of the neon-nitrogen laser has been shown to be recombination. Recent studies by G. Cooper, et al. indicate that collisional-radiative recombination of N⁺ into the upper laser level is the most probable pumping mechanism. The basic question unanswered, however, is how N⁺ is so efficiently formed in the radiation induced plasma. As can be seen from the energy-level diagram of Fig. 1, this would require a two-step process if direct neon-nitrogen collisions are involved because the energy levels of Ne⁺ and lower excited states are too low for one-step excitation. Further, there is strong evidence that absorption of nitrogen on the laser tube wall plays a role in the process. This has been demonstrated by the dependence on the previous history of nitrogen in the laser cell. We are currently pursuing research to understand this very complicated process.

Since the bulk of electrons in a DNP plasma are low energy, recombination can be more efficient than in electric field sustained plasmas where the electron temperature is high.

In present experiments the laser is placed next to the reactor core and external optics are aligned to focus laser light on the slits of two monochromators and an S-1 photomultiplier. This is pictured in Fig. 2. A fan, driven by a high speed electric motor, alternately unblocks and blocks the back mirror so that gain and/or lasing can be positively identified.
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The 9393 Å transition shown on the trace lases about two milliseconds past the peak. This difference in timing is attributed to competition for excitation between the upper states.

Particular attention should be paid to the chopping of the signal which is the result of a fan inside the cavity (see Fig. 2). This provides an easy, but conclusive, proof of lasing even though the laser is behind 11 feet of concrete shielding. The same technique provides a sensitive method to measure gain and this will be discussed later with regard to optimizing He-Ne-O₂ and He-Hg mixtures. In addition to these details of the Ne-N₂ laser, a peculiarity with respect to the time history that may hold the key to the N⁺ production mechanism in the reactor should be mentioned. When a small amount of N₂ is added to the normal mixture, lasing almost stops during the next pulse. Subsequent pulses where no N₂ is added yield much larger laser signals. The cycle is repeated when another small amount of nitrogen is added. This behavior, diagramed in Fig. 4, is interpreted as resulting from nitrogen being absorbed on the wall such that emission during the reactor pulse in some way contributes to N⁺ production and subsequent lasing by recombination as discussed earlier.

**He-Ne-O₂ Optical Gain**

Early work with a Ne-O₂ laser utilizing B⁴⁺ as the source of excitation showed promise. However, results were erratic and it was difficult to control the small O₂ concentration required due to absorption on the tube wall. The discovery that the addition of large amounts of helium made high pressure electrical lasing possible was a breakthrough. It also made possible the use of the He⁺(n,P)T reaction to produce excitation in the reactor, effectively controlled the oxygen absorption and provided effective pumping by col-

---

**Fig. 2. Reactor experimental setup.**

While lasing has been achieved with uranium coated tubes in other experiments, a 0.4 mg/cm² coating of B¹⁰ is normally used on the inside surface of an aluminum tube which forms the laser discharge region. Excitation is then provided by the reaction:

\[
0^n + B^{10} \rightarrow 2He^4 + 3^7Li^7 + 2.3 \text{ MeV}
\]

Figure 3 shows a typical Ne-N₂ laser output with the neutron flux profile superimposed. The top trace shows the 8629 Å laser line which tends to cut off near the peak of the neutron pulse.

**Ne-N₂ DIRECT NUCLEAR PUMPED LASER**

---

**Fig. 3. Oscilloscope trace of Ne-N₂ DNPL.** Shows laser output vs. time.

---

**Fig. 4. Variation of total output vs. number of reactor pulse in a series of 10 pulses.**
Collision transfer. While actual lasing was not achieved, extensive chopper experiments (using the fan as previously described to alternately unblock and block the cavity) conclusively demonstrated gain on the 8446 Å line (the same line used in the electrical He-Ne-O₂ laser). This is illustrated in Fig. 5 where the chopped output from 8446 Å is shown along with two other lines, 7775 Å and 8780 Å. With helium pressures of 700 torr and a 0.2% O₂ concentration, gain was observed. The unblocked to blocked ratios of the two other lines, though within the high reflectivity bandwidth of the cavity mirrors, are roughly two, i.e. near the value expected for spontaneous emission. Since neither line is expected to invert, this demonstrates that the technique is working when compared to the 8446 Å output where ratios approaching 5 are observed. Such measurements indicate a gain of ~0.9% has been achieved with a mixture of 0.2% O₂ and 0.52% Ne at pressures up to 1 atm. Optimal mixtures are discussed in some detail in Ref. 28, and it is thought that higher neutron fluxes and rise time could lead to sufficient gain to make an attractive laser. If successful this could replace Ne-N₂ as the shortest wavelength to date.

He-Hg Optical Gain

This mixture differs from the first two mixtures in that energy transfers directly from helium ions and metastables to the upper laser level via thermal-energy charge-exchange and Penning ionization of metastable states, respectively. (see Fig. 6) This pumping mechanism is compatible with radiation-induced plasmas. The potential use of ³He to achieve a volume source of excitation at high pressures is an important feature of He-Hg. Finally, when it lases, it will provide an output in the visible range.

The 6150 Å transition was first mentioned as a possible Direct Nuclear Pumped Laser by Andriakhin (35) who reported a large light output in the visible region of the spectrum when a He-Hg laser was operated in a pulsed reactor. At the University of Illinois a hollow cathode laser design (36) was adapted to operate next to the reactor core. The hollow cathode was a 60-cm length of aluminum cylinder 2.5 cm in diameter with an internal coating of Pb₁₀. It serves a dual purpose of being a hollow cathode for the electrical laser and providing the nuclear reactions for the DNP laser. The electrodes were contained in a pyrex tube that was wrapped with three sections of heater tapes. By heating the tube, the density of mercury within can be controlled. Three chromel-alumel thermocouples are used to monitor temperatures along the laser. Mercury is contained in two reservoirs which are maintained at a temperature slightly lower than that of the main tube.
Again, a chopping fan in the laser cavity provides unblocked to blocked measurements (see Fig. 7). The laser is mounted on an aluminum carriage and placed next to the core of the reactor.

Fig. 7. He-Hg laser and carriage used in these experiments.

The placement of the laser is similar to the Ne-N₂ experimental arrangement shown in Fig. 2. The laser is evacuated with a forepump, and then filled to the desired helium pressure. When the reactor is pulsed, signals such as those shown in Fig. 8 are observed. The top trace shows the modulated 6150-Å signal produced by the chopper fan. The middle trace displays the neutron pulse while the bottom trace shows the modulated signal with the monochromator set at 6560 Å. The light thus collected could be from the 6560-Å He-II transition, or the 6563-Å H-I transition due to a gas impurity. As with the Ne-N₂ experiments shown earlier, this transition should not be inverted. It lies within the high reflectivity range of the cavity, hence, serves as a reference to demonstrate that no extraneous effects are occurring. As expected, the unblocked-blocked ratio for it is ~2, whereas the 6150-Å ratio is ~5 providing a clear demonstration of gain.

Unblocked to blocked ratio data from Fig. 8 are shown as a function of neutron flux in Fig. 9. The 6560 Å ratios remain at ~2 within the accuracy of the measurement. The 6150-Å ratios increase from ~2 at 4 x 10¹⁴ n/cm²·sec to 4.8 at 3 x 10¹⁵ n/cm²·sec, suggesting a threshold for gain <10¹⁴ n/cm²·sec. In later experiments, the mirror alignment and mercury pressure were optimized and even higher ratios, approaching 8 were obtained. This is also shown in Fig. 9.

Another important variable is the gas pressure. Preliminary attempts to optimize this are shown in Fig. 10 in which the unblocked to blocked

---

**Fig. 8.** Ratio comparison showing 6150-Å Hg-II transition with gain, and another transition for which gain is not expected. The helium and mercury pressures were 600 Torr and 6 mTorr respectively.

**Fig. 9.** Bottom two curves: Variation of unblocked-blocked ratios vs. neutron flux for Fig. 8. Top curve: The 6150-Å ratios vs. neutron flux for more optimal conditions.

The gain can be predicted from our unblocked to blocked ratios using the approximate ray-tracing theory of Ref. 28. In the present case, gains up to 1.5%/m are estimated. Losses for the present cavity are 35%, but if these losses can be reduced somewhat, the gain may be sufficient for lasing. If not, use of a higher neutron flux, such as can be obtained with a fast burst reactor, may be required.

Another important variable is the gas pressure. Preliminary attempts to optimize this are shown in Fig. 10 in which the unblocked to blocked
ratio is shown as a function of helium pressure for a fixed mercury pressure (-4 mTorr). A broad peak is observed near 600 Torr helium pressure. A similar curve with mercury pressure as the variable shows -4 mTorr to be the optimum mercury pressure.

He-Hg Spectra

A camera compatible with the GCA McPherson EU-700 monochromator was constructed to photograph the spectra generated in reactor tests of DNP lasers. Figure 11 shows a side view cutaway of the reactor thruport, in which the laser plasma tube is placed, while the monochromator and camera are at the exit. Polaroid 57 film was used to photograph the spectra, though the camera is compatible with any 4"x5" sheet film.

Figure 12 is a photograph of the helium-mercury spectra between 5450 Å and 6400 Å. The left strip shows the spectra created during a neutron pulse at 100 Torr helium pressure. The right strip shows the same wavelength range at 5 and 100 Torr, but with electrical excitation only.

It is observed that the 6150-Å line is present in the 5-Torr electrical case but disappears at 100-Torr. In the nuclear case it remains clearly visible at 100-Torr, emphasizing that there is a difference in pumping mechanisms whereby high pressure operation with nuclear pumping may be uniquely possible. The excitation mechanisms are not well understood yet, however, so the details of the mechanisms involved must await further study.

There are other differences between the two spectra that do not show up in this reproduction of the spectra. Two Ångström resolution has been achieved with the camera-monochromator combination and an integrated neutron flux of $6.6 \times 10^{14}$ n/cm².

Conclusion

Several schemes for producing DNP lasers have been described along with the experimental work that has been accomplished to date. A nuclear pumped laser operating on two wavelengths in the near IR and two other systems that have nuclear-induced population inversions have been discussed. One of these, the He-Hg system, potentially offers a visible laser. In addition, a simple means of identifying gain using a modulated cavity has been described. Finally, a means of photographing spectra and some results with He-Hg have been described.

DNP laser research at the University of Illinois has centered not only on a search for
high pressure, high power nuclear lasers, but also on a search for the unique mechanisms that will allow suitable systems for future applications to be predicted.

Figure 13 lists a summary of nuclear lasers produced as of May 1976, (27, 30, 32, 35, 38) that utilize research reactors and have been described in archival literature. Referring to the Illinois results, the Ne-N$_2$ laser exhibits the lowest thermal neutron flux threshold, shortest wavelengths, and longest duration of any of the DNP lasers. Further, it appears to employ a recombination pumping scheme, that could be the precursor of other more efficient and powerful lasers. The He-Ne-O, and the He-Hg systems are both promising in that gain has been observed experimentally. They represent a search for suitable lasers that utilize $^3$He as a volume source, i.e., they can operate at high pressure, and also have wavelengths in or near the visible.

<table>
<thead>
<tr>
<th>NUCLEAR PUMPED LASERS</th>
<th>PUMPING REACTION</th>
<th>WAVELENGTH</th>
<th>THERMAL FLUX THRESHOLD</th>
<th>LENGTH OF LASER OUTPUT</th>
<th>PEAK LASER POWER</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ne-Hg MOSCOW STATE</td>
<td>$^3$He (p, J)T</td>
<td>LASING IMPLIED BUT UNVERIFIED</td>
<td>1 msec</td>
<td>?</td>
<td></td>
</tr>
<tr>
<td>CO SADIAH LABS</td>
<td>$^{235}$Un,F,FF</td>
<td>51-56 µ</td>
<td>~5x10$^{-6}$</td>
<td>50 µsec</td>
<td>2-6 W</td>
</tr>
<tr>
<td>LOS ALAMOS UNIV. OF FLORIDA</td>
<td>$^{235}$Un,F,FF</td>
<td>3.5 µ</td>
<td>3x10$^{-5}$</td>
<td>150 µsec</td>
<td>&gt;0.1 W</td>
</tr>
<tr>
<td>$^{235}$Un,F,FF UNIV. OF ILLINOIS</td>
<td>$^{235}$Un,F,FF and $^{10}$B$_2$, (o, p)T</td>
<td>6293A and 9393A</td>
<td>1x10$^{-6}$</td>
<td>6 m sec</td>
<td>1.5mW</td>
</tr>
<tr>
<td>$^{2}$He-Ar NASA LANCASTER</td>
<td>$^3$He (p, J)T</td>
<td>1.79 µ</td>
<td>1x10$^{-6}$</td>
<td>365 µsec</td>
<td>50 mW</td>
</tr>
</tbody>
</table>

Fig. 13. Summary of DNPL experiments performed with research nuclear reactors.
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Abstract

The properties of high energy electronic transition lasers excited by fission fragments are examined. Specific characteristics of the media including density, excitation rates, wavelength, kinetics, fissile material, scale size, and medium uniformity are assessed. The use of epithermal neutrons, homogeneously mixed fissile material, and special high cross section nuclear isotopes to optimize coupling of the energy to the medium are shown to be important considerations maximizing the scale size, energy deposition, and medium uniformity. A performance limit point of $-1000 \text{ joules/liter}$ in $-100 \text{ nsec}$ pulses is established for a large class of systems operating in the near ultraviolet and visible spectral regions. It is demonstrated that e-beam excitation can be used to simulate nuclear pumping conditions to facilitate the search for candidate media. Experimental data for the kinetics of a XeF* laser operating in Ar/Xe/F$_2$/UF$_6$ mixtures are given. These reactor-pumped systems are suitable for scaling to volumes on the order of $(\text{meters})^3$.

I. Introduction

Pulsed neutron generators are a compact source of enormous energy in the form of fast fission fragments. The Sandia SPR III reactor, whose operating parameters are summarized in Table I, represents a modern configuration which dissipates several megajoules of energy in a single pulse. Efforts have been underway for several years to realize methods for producing coherent radiant energy with a nuclear energy source. The first successful efforts to obtain laser oscillation in fission-fragment-pumped media were recently reported in several laboratories. In this paper, we will discuss the considerations necessary to efficiently convert fission fragment energy to coherent radiation. Several critical aspects of this coupling will be examined, particularly specific medium characteristics such as density, wavelength, kinetics, fissile material, scale size, energy deposition, and uniformity. We will show that efficient coupling of a pulsed reactor with an appropriate gain medium will result in megajoule outputs of coherent energy at ultraviolet and visible wavelengths.

II. Reactor-Medium Coupling

A. Energy Deposition, Medium Density and Composition

Optical fission-fragment-excited laser systems require efficient coupling of the fission fragment energy to the laser medium. The basic fission process involving uranium is

$$n + U^{235} \rightarrow Z_1 + Z_2 + \nu + n$$

which released $\sim 165 \text{ MeV}$ of kinetic energy in the two highly ionized fragments. These fission fragments transfer their energy to a host medium by several processes, including charge exchange, collisional stripping, direct ionization, and Auger processes, all of which lead to ionization and excitation of the host material. As the considerations of Leffert, Rees, and Jamerson indicate, the energy per ion pair produced by fission fragments in rare gases, $W_{eff}$, is close to the corresponding value, $W_e$, for electrons. This is reasonable physically because the ionization and excitation in both cases is produced largely by secondary electrons at energies much lower than that of the primary particle. To a good first approximation, then, $\sim 50\%$ of the energy deposited in dense rare gases by fission fragments will produce electronic excitation, just as in the case of electrons. Therefore, we can apply the knowledge gained recently from energy transfer studies of e-beam-excited rare gases and rare gas mixtures to the potential fission-fragment-pumped media.

In general, we desire a medium whose properties are such that it minimizes the kinetic losses through efficient coupling to the upper laser level while simultaneously utilizing physical mechanisms that are basically insensitive to the kinetic temperature. The main limitations on the optical gain include gas heating, optical absorption by all species present, and medium inhomogeneity. The limitation due to gas heating arises from the fact...
that many laser molecules dissociate at elevated temperatures. This effect establishes an upper limit on the energy deposited in the gas (and therefore on energy output), and we can estimate that upper limit as follows. The deposited energy, $E_d$, is related to the optical efficiency $\eta$, the medium density $\rho$, and the maximum permissible temperature rise of the medium $\Delta T_g$, by the specific heat equation

$$E_d \leq \frac{3\rho k\Delta T_g}{2(1-\eta)}.$$  \hfill (2)

For example, if we restrict $\Delta T_g$ to $\leq 1000\,^\circ\text{C}$ and assume $\eta = 0.10$ and a host material consisting of argon at a density $\rho_{\text{Ar}} \approx 10^{21} \text{cm}^{-3}$ ($\sim$ 50 amagats), these conditions permit an energy deposition $E_d$ of 2 x $10^3$ joules/liter and provide (at the stated efficiency) $\sim 2 \times 10^3$ J/liter of laser energy.

At the high gas density indicated, the fission fragment range will be low ($R_{\text{ff}} < 1 \text{ mm}$). This imposes the condition that the fissile material be homogeneously incorporated into the laser medium if we are to achieve uniform deposition over dimensions $R \gg R_{\text{ff}}$. Homogeneously mixed fissile material also insures efficient deposition of the fission fragment energy in contrast to configurations involving foils of fissile material located at the boundary of the medium, for which only $\sim 20\%$ of the energy is deposited in the gas. On the other hand, it requires the existence of a fissile material (such as UF$_6$) that is volatile at moderate temperatures.

The density of fissile material required to generate a given energy deposition can be calculated from the relation

$$E_d = J_n <\sigma_f> \rho f \tau \epsilon_f,$$ \hfill (3)

where $J_n$ is the neutron flux, $<\sigma_f>$ is the fission cross section averaged over the neutron energy spectrum, $\tau$ is the neutron pulse duration, and $\epsilon_f$ is the energy released per fission. The cavity neutron flux typical of current pulsed reactors (SPR III) is approximately $10^{19}$ n/cm$^2$-sec in an $\sim 50$ nsec pulse as indicated in Table I. In order to maximize the fission cross section of the fissile material, the neutrons must be moderated to low energies. We assume that this moderation process can reduce half the neutrons to $E_n \leq 0.4$ eV within a pulse length of $\sim 10^{-4}$ sec$^2$ (passage of the neutrons through 2.5 cm of polyethylene will produce this partial moderation). Fission cross sections 7, 8 for $^{234}	ext{U}$ and $^{242}	ext{Am}$ as a function of neutron energy are presented in Figure 1; these curves show the importance of moderating the neutron energies.

For these conditions, fission-generated energy deposition is shown in Figure 2 as a function of $^{235}	ext{U}$ and $^{242}	ext{Am}$. These estimates were made assuming a flat energy distribution for neutrons over the range $0 < E_n \leq 0.4$ eV. We see that $\sim 100$ torr of $^{235}	ext{U}$ leads to a deposition of 6 kJ/l, while the same energy density can be achieved with approximately one tenth the fissile material density for $^{242}	ext{Am}$ because of its larger fission cross section at these neutron energies. Reducing the neutron energies to thermal values would in turn reduce the amount of $^{235}$U required for a given energy deposition, but it would also increase the pulse length and reduce the power density. On the other hand, Americium has a high fission cross section for neutron energies as high as 1 eV. Other transplutonic materials such as $^{245}	ext{Cm}$ which has a fission cross section 9, 10 and other properties intermediate 11 between those of $^{235}	ext{U}$ and $^{242}	ext{Am}$ will be discussed in section E. These densities of fissile material are low enough that they may not interfere with the basic kinetics of the excitation process; we address this point later.

The ability to deposit the maximum permissible energy density in a laser gas mixture can be achieved with e-beams as well as with this proposed fission-fragment-pumping technique. A major advantage of the latter technique is that the pumped volume is limited only by the range of low energy neutrons, which is on the order of meters, whereas e-beam systems are limited by the range of high energy electrons, which is on the order of centimeters. Furthermore, the weight and volume of a reactor pump is expected to be substantially smaller than that of an e-beam pump of comparable energy.

We conclude on the basis of the above considerations that the laser medium for a high energy fission-fragment-pumped laser will consist of a
large volume, high density gas (e.g., argon) containing a homogeneous mixture of ~ 10 to 100 torr of a volatile fissile material. The actual laser molecule could be any of several candidates already demonstrated with e-beam-excitation, e.g., Ar-N₂, Ar-I₂, XeO, ArF, KrF, or XeF. It is essential that the laser kinetics allow essentially cw operation in order to utilize all the excitation from the relatively long pulse of neutrons, but this is apparently the case in the systems suggested.

B. Scale Dimensions and Medium Uniformity

The maximum volume that can be pumped by neutron-induced fission is set by the range of neutrons in the medium, which is set in turn by the scattering and absorption lengths for the neutrons. The scattering length will be governed by the primary constituent, say Ar, which has a total scattering cross section for thermal neutrons of ~ 10^-24 cm² (Ar⁴₀). For Ar densities of 10²¹/cm³, this corresponds to a scattering length of ~ 10 meters. The absorption will be due to the volatile fissile species; total neutron capture cross sections are 1.5 to 2 times the fission cross sections shown in Figure 1. The absorption length will in fact be controlled by the energy deposition by the relation

$$<\sigma F> = \frac{\lambda_{abs}}{<\sigma_F>} \frac{j_n \tau e}{E_d};$$

for the conditions described above, this is on the order of 3 meters. Thus, the maximum dimensions of the pumped volume will be governed by absorption of neutrons. It is this ability to uniformly pump such large volumes that provides the major scaling advantage of this proposed technique.

The range of the neutrons is sufficiently large that the transit time of moderated neutrons through the gas can exceed the neutron pulse length. In fact, for 0.2 eV neutrons (vn ~ 6 x 10⁵ cm/sec), the distance travelled during a 100 μsec pulse is ~ 60 cm. For very large volumes, the neutron pulse will be essentially a travelling excitation wave. This should not be a problem if appropriate output coupling of the laser energy can be achieved.

It is important that the neutron velocity be large compared to acoustic velocities, vₐ, so that pulse-generated disturbances do not disturb the optical homogeneity of the flow. Since vₐ ~ 5 x 10⁴ cm/sec, this is always true. However, acoustic disturbances could arise near the boundaries at the end of a long pulse, since Rdisturbance ~ vₐ τ ~ 5 cm for τ = 10⁻⁴ sec. Use of fissile materials with large fission cross sections for epithermal neutrons allows minimal pulse lengths, which also minimizes the effects of acoustic disturbances.

C. Kinetic Properties

Fission-fragment excitation of dense atomic gases occurs, as noted earlier, by the same basic mechanisms as excitation by energetic electrons. This enables direct utilization of the considerable kinetic knowledge acquired in studies of electron-beam-excited material. In particular, electron beams excite the rare gases and produce metastable atoms and excimers with an energy efficiency of ~ 50%. In addition, several e-beam-pumped laser media have been demonstrated in the visible to near uv range that utilize energy transfer from excited rare gas donor species to either atomic or molecular acceptors. Among these are Ar/N₂, Ar/I₂, XeO, rare-gas-halides and Ne²⁺/N₂.

It follows that these previously demonstrated media will function properly under excitation by fission fragments provided that (a) at the densities required the fissile additives do not interfere appreciably with the kinetic processes, (b) the neutron transport, apart from fission, is not adversely affected, (c) any additional optical losses arising from the fissible additive are sufficiently
small, and (d) the laser medium can operate quasi-cw. Points (a) and (c) will establish an upper limit on the fissile additive, and thereby the achievable energy deposition as shown in Fig. 2. Point (b) is not a limiting factor for the materials, densities, and scale dimensions under consideration. Issue (c) is examined in section D below.

It is important to note that the kinetic studies that will be required to evaluate candidates for fission-fragment excitation can be validly performed on media excited with electron beams over most of the desired parameter space. The comparison between e-beam and neutron-induced fission excitation is illustrated in Figure 3. In principle, electron beam machines can be used to simulate nuclear excitation and demonstrate lasing characteristics within the entire space below the limitation established by the foil, which includes all but the highest energy operating points in Fig. 3. Reactors such as SPR III can be used to evaluate the operational behavior at the limits of the high energy performance of media whose kinetic and optical characteristics had been obtained by simpler methods.

![Figure 3](image_url)

Figure 3 Excitation rate ($P/V$) in watts/cm$^2$ as a function of excitation time $\tau$ for high pressure rare gas materials by conventional pulsed electron beam devices and fission fragment concepts coupled to a pulsed reactor. The electron beam foil limitation is indicated.

From the kinetic viewpoint, we desire a minimum required fissile additive density $p_f$. This favors the use of high fission cross section materials and high neutron fluence reactor concepts [c.f. Eq. 3]. Although many volatile compounds involving fissile material are known, UF$_6$, because of its high vapor pressure$^{19}$ at room temperature and its low radioactivity, is an obvious initial candidate.

To test the feasibility of these suggestions, we have made e-beam excitation studies of the fluorescence of XeF$^*$ from mixtures of Ar/Xe/F$_2$ to which depleted UF$_6$ was added. Measurements of the fluorescence spectrum, fluorescence intensity, and fluorescence decay time of XeF$^* \approx 3511$ Å were made on the gas mixtures excited with a Febetron 706 and the results are shown in Table II. We note first that the XeF$^*$ is not formed in material containing only UF$_6$. In light of the quenching data noted below, we conclude that the reaction

$$\text{Xe}^* + \text{UF}_6 \rightarrow \text{XeF}^* + \text{UF}_5$$

is relatively slow, with a rate $k \sim 10^{-11}$ cm$^3$/sec.

### Table II

<table>
<thead>
<tr>
<th>Ar</th>
<th>Xe</th>
<th>F$_2$</th>
<th>UF$_6$</th>
<th>XeF$^*$ Fluorescence Measurements</th>
</tr>
</thead>
<tbody>
<tr>
<td>1500</td>
<td>10</td>
<td>4</td>
<td>0</td>
<td>normal</td>
</tr>
<tr>
<td>1500</td>
<td>10</td>
<td>4</td>
<td>4</td>
<td>normal</td>
</tr>
<tr>
<td>1500</td>
<td>10</td>
<td>0</td>
<td>4</td>
<td>none</td>
</tr>
<tr>
<td>1500</td>
<td>10</td>
<td>0</td>
<td>100</td>
<td>none</td>
</tr>
</tbody>
</table>

Emission Intensity

760 | 40 | 4 | 0 | 1.0
760 | 40 | 4 | 4 | 1.0
760 | 40 | 4 | 10 | 0.6
760 | 40 | 4 | 50 | 0.36

Xenon fluoride emissions are easily seen with 4 torr of F$_2$ and no UF$_6$; when 4 torr of UF$_6$ is added to this mixture no change is observed in the spectrum intensity, or decay rate of the XeF$^*$. For mixtures containing 50 torr of UF$_6$ and only 4 torr of F$_2$, the XeF$^*$ is approximately one-third as intense as with no UF$_6$, indicating that Xe$^*$ quenching by UF$_6$ is of the order of 0.1 that of F$_2$. These results indicate that UF$_6$ is quite inert to reaction with electronic excited states, and may be added in quantities at least equal to the laser additive. These observations have extremely important and positive implications for fission fragment pumping using UF$_6$.

### D. Medium Optical Characteristics

Optical losses due to the fissile additive may prevent laser action, even when no kinetic inter-
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ference is present. For illustration, we show in Figure 4 the optical absorption cross section of UF$_6$ as a function of wavelength in the range 200-400 nm according to the recent data of DePoorter and Rofer-DePoorter. Naturally, the best region for oscillation in a medium containing UF$_6$ is at wavelengths from 400 nm to the infrared where the absorptions are known to be very small. Nevertheless, it may be possible to operate successfully in the region near the deep absorption minimum at $\sim$340 nm, which very closely matches the $I_2^*$ and XeF$^*$ transitions. Indeed, it may be that the blue band of XeF$^*$ at 4200Å is a better candidate since UF$_6$ absorption in that region is extremely low. Again, the use of lower densities of high fission-cross section material would undoubtedly mitigate this problem.

![Image of Figure 4](image)

Figure 4 Optical absorption cross section of UF$_6$ in the range 200-400 nm according to the data of DePoorter and Rofer-DePoorter. The positions of the XeF$^*$ (351 nm) and $I_2^*$ (342 nm) laser transitions are also indicated.

E. Special Nuclear Materials

The previous discussion has shown that nuclear materials with high fission cross sections, particularly in the epithermal region, reduce many of the limitations which arise in the consideration of excitation of laser media by fission fragments. Several transplutonic materials represent an improvement over U$^{235}$ by up to roughly a factor of ten. An example of this comparison is illustrated in Figure 2, which compares the performance of U$^{235}$ with Am$^{242}\text{m}$. Other materials such as Cm$^{245}$ and Cf$^{249}$ also have very attractive properties. The main parameters of interest are the nuclear lifetimes, the resonance integrals for fission ($I_{nf}$) and neutron capture ($I_{ny}$), the availability, and the existence of a suitably volatile compound as a carrier.

Table III contains the lifetimes and resonance integrals for several nuclear materials. We observe that Cm$^{245}$ has a lifetime roughly one third that of Pu$^{239}$, decays solely by $\alpha$ emission and has a large ratio of fission to capture resonance integrals. Although some reasonably volatile metal-organic compounds of the transplutonics such as Am and Cm are known to exist, insufficient data are currently available for a complete evaluation.

<table>
<thead>
<tr>
<th>Isotope</th>
<th>$\tau_f$ (yr)</th>
<th>$I_{nf}$ (b)</th>
<th>$I_{ny}$ (b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>U$^{235}$</td>
<td>$7 \times 10^8$</td>
<td>275</td>
<td>144</td>
</tr>
<tr>
<td>Pu$^{239}$</td>
<td>$2.4 \times 10^4$</td>
<td>301</td>
<td>200</td>
</tr>
<tr>
<td>Am$^{242}\text{m}$</td>
<td>152</td>
<td>1570</td>
<td>(200)</td>
</tr>
<tr>
<td>Cm$^{245}$</td>
<td>$8.5 \times 10^3$</td>
<td>750</td>
<td>101</td>
</tr>
<tr>
<td>Cf$^{249}$</td>
<td>350</td>
<td>1610$^*$</td>
<td>625</td>
</tr>
</tbody>
</table>

* Dominated by a resonance at $E_n = 0.7$ eV with an area of 8000 eV-barns.

III. Conclusions

Estimates of the performance limits of fission fragment excited laser systems radiating in the near ultraviolet and visible regions indicate that extremely high energy outputs appear feasible using pulsed reactor neutron generators. Transverse scale dimensions of greater than one meter appear practical. Scale size and medium density considerations show that high density gas phase media containing homogeneously integrated fissile material are superior to foil configurations. The use of fissile materials with large fission cross sections, particularly in the epithermal range, increase the medium scale size and relax kinetic and optical constraints. Simulation of the conditions produced by fission fragment excitation can be achieved over most of the relevant parameter space by studies of
candidate media with excited electron beams. Systems of this nature may have application as photo­lytic drivers for the high peak power systems required for laser fusion.
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DISCUSSION

R. V. HESS: Did you pump with noble gas-alkali mixtures?

D. C. LORENTS: No, we have not looked at noble gas-alkali systems in our laboratory. We have looked at Xenon-Mercury. That system seems to be rather complicated, and I would not recommend it.
DEVELOPMENT OF A HIGHER POWER FISSION-FRAGMENT-EXCITED CO LASER

D. A. McArthur
Sandia Laboratories
Albuquerque, New Mexico 87115

Abstract

Since our initial observation of lasing at $\lambda \approx 5\mu$m in cooled, reactor-excited CO, we have continued to develop this laser in a small experimental program. The early gain measurements and laser feasibility experiments did not use parameters typical of efficient electrical CO lasers, but did show that the CO laser is promising as a potentially efficient reactor-excited laser. In our recent experiments, we have observed that moderate dilution of the CO with Ar lowers the reactor excitation threshold for lasing. We have also developed very smooth and rugged fission coatings on ceramic substrates, to minimize fouling of laser mirrors. Finally, a new laser apparatus has been constructed which more closely resembles large electrically-excited CO lasers. In initial experiments this new laser has produced a laser energy $\sim 15$ mJ (or $\sim 100$ W peak power), which represents a factor of 10 increase in laser energy and a moderate increase in efficiency. Measurements of the energy emerging from the foils indicate that excitation of the gas is still below optimum values. Laser action at room temperature has also been observed. Modifications to the new apparatus are being made to permit systematic variation of parameters, which should lead to further efficiency improvements.

I. Introduction

When the Sandia nuclear pumping program began in late 1972, there was no clearly demonstrated case of laser action using only a laboratory nuclear reactor. Because of the relatively high excitation rates available from our SPR-II reactor, we decided to survey a number of possible laser media that had been studied by earlier workers, in an effort to observe at least one clear-cut case of lasing. No evidence of lasing was seen in CO$_2$, DF, HF, He-Ne, and Ar$^+$, although intense light emission was often seen. However, the emission either decreased when laser mirrors were added, or was independent of laser mirror orientation.

Because of the relatively low power input rate available with nuclear pumping, it appeared that the $\sim 5\mu$m wavelength laser operating on the vibrational bands of CO might be very suitable for reactor pumping. This laser is a very efficient, electrically-excited laser, operating between vibrational levels which have very long lifetimes even at high pressures. Finally, selective excitation is not required to obtain an inversion, since a strongly non-equilibrium population distribution spontaneously develops in CO if the gas is highly excited vibrationally yet remains translationally cold. Thus the most important uncertainties were how much gas heating would be caused by fission fragment excitation, and what fraction of the fission fragment energy would go into vibrational excitation of the CO.

Early in 1974 optical gain was observed in pure CO gas cooled initially to 77 K. After making initial studies of the gain as a function of wavelength and excitation rate, a laser apparatus was constructed, and clear evidence of lasing was obtained. This evidence consisted of a $>10^3$-fold increase in the signal seen by a distant detector, only when highly-reflecting mirrors were placed in the apparatus and were properly aligned. A small laser energy was also measured, from which an estimated laser efficiency $\sim 0.1\%$ was obtained. These results, the first clear demonstration of lasing in a medium excited only by fission fragments, were described in an internal report in July, 1974, and published in the literature after a patent application was filed.

II. Potential Efficiency of Reactor-Excited CO

The initial series of gain measurements in pure CO showed a factor of ten smaller gain amplitude, compared to that observed in electrically-excited CO lasers. Otherwise, the gain behavior was similar to pulsed electrically-excited CO lasers in overall time dependence and in its dependence on the vibrational band and the rotational quantum number within each band. Fig. 1 shows measured peak gain in pure CO for a reactor temperature rise $\Delta T_R$ of 320°C, with

*This work supported by U. S. Energy Research and Development Administration.
calculated gain curves for various gas temperature assumptions. A threshold energy deposition was also required to observe gain: Fig. 2 shows that the gain on the $\lambda = 5.27 \mu$ line goes to zero well before the gas energy deposition (which is proportional to $\Delta T_R$) approaches zero. The smaller gain magnitude could well be caused by the low excitation per CO molecule associated with the undiluted CO gas used. Intensity modulation of the probe laser beam and a pressure rise in the gain cell upon excitation both indicated the presence of some gas heating by the fission fragments. The widths of the gain pulses increased slightly for the higher $v$ bands, which may also indicate gas heating.

Fitting the gain measurements with an approximate steady-state vibrational distribution, assuming a transient gas temperature ranging between 80 K and 150 K, implies that 25 to 70 percent of the deposited fission fragment energy is appearing as vibrational excitation of pure CO. Demonstrated physical mechanisms which might contribute significantly to such high vibrational excitation efficiencies are direct vibrational excitation by low-energy secondary electrons, and conversion of electronic excitation of CO molecules into vibrational excitation. Other possible mechanisms are direct vibrational excitation by recoil ions, and vibrational excitation resulting from recombination of complex ions such as (CO)$_2$.

The Sandia program has continued to concentrate on the development of the CO reactor-excited laser, because our initial measured efficiency with CO is still much higher than those of the reactor-excited He/Xe or Ne/N$_2$ lasers, and because of the high vibrational pumping implied by our initial gain measurements. Preliminary systems and reactor design studies also showed that very large lasers ($E_{\text{ laser}} \sim 1 \text{MJ}$) could be built if a high-efficiency laser medium could be found. These large lasers would use arrays of thin foils to excite the laser medium, and could potentially achieve overall efficiencies $\sim 10\%$ with an efficient laser medium, in spite of the inherent foil losses. Since electrically-excited CO lasers have achieved efficiencies $> 60\%$, and since the CO wavelength has potential applications to laser pellet fusion, the laser-heated-solenoid fusion concept, and weaponry, further development of the reactor-excited CO laser was undertaken.

### III. Experimental Development Steps

#### A. Lasing in CO Diluted with Ar

One of the first development steps was the demonstration that CO/Ar mixtures could be made to lase with direct nuclear pumping, and the qualitative demonstration
that CO/Ar mixtures have a lower threshold than pure CO. Ar or N₂ are often used as diluents in electrical CO lasers, because they allow a fixed amount of excitation energy to be concentrated in the vibrational modes of fewer CO molecules. This concentration greatly increases the gain and efficiency of the laser. The lower threshold observed with nuclear-pumped 50/50 CO/Ar mixtures indicates that this process is also occurring to some extent in nuclear pumping.

B. Foil Coating Developments

In our nuclear-pumped laser research we have chosen to excite the gas with a thin fission foil coating, on a substrate with high thermal conductivity and specific heat (alumina). Compared to homogeneous excitation with He or UF₆, excitation with a foil allows much greater flexibility in choosing laser mixture and laser wavelength. We have also used uranium oxide coatings rather than metallic uranium foils, because the thin oxide coatings are chemically stable at high excitation densities even in the presence of reactive laser gases, and because the substrate acts as a heat sink which reduces the danger of destroying or warping the exciter foil at high excitation densities. The reliability of the laser apparatus and the amount of excitation of the laser gas are determined by the foil coating quality. Therefore, we have put considerable effort recently into new foil construction methods and into methods for measuring the energy output of the foil, which are described in this section.

In our previous experiments the energy emerging from the fission foil coatings (and therefore the excitation energy of the gas) was calculated, by using a three-dimensional neutron transport code to calculate the fission density in the foil coating, and then assuming a perfect, 93%-enriched ²³⁵U₀₂ or ²³⁵U₂ coating to calculate the fraction of the fission fragment energy emerging from the coating. The neutron transport calculations were checked by measuring the thermal neutron fluence at the alumina cylinders for a known geometry. No independent check was made of the parameters which determine the foil energy output and efficiency (foil thickness, chemical composition, and isotopic enrichment). However, there were qualitative indications (size of laser pulse energy, size of pressure rise in the excited gas) that the early foils were emitting the expected amount of energy. A severe disadvantage of these early foils was that at high excitation densities they released flakes of coating material, which fouled the laser mirrors and prevented laser action unless the mirrors were cleaned or replaced after each reactor burst.

To improve the bonding of the foil coatings to the substrate, and to improve their mechanical quality and uniformity, an improved foil coating process was developed, which has resulted in very smooth, durable U₃O₈ foils on Al₂O₃ and BeO substrates. These foils cannot be scratched off the substrates, and the foil surface replicates the initial smoothness of the ceramic substrates, so that high optical reflectivity is obtained for high angles of incidence. Thus we no longer have any problems with foil flaking or damage by the neutron irradiation rates routinely used.

However, it appears that these new foils are generating significantly less energy than expected from the measured neutron fluence which irradiates them. For example, lower laser energies and lower pressure rises in the excited gas than expected have been observed in experiments using these recently-constructed foils. Therefore, measurements have been made of both the total energy created in the foil (which is related to the foil coating enrichment, the total mass of uranium, and the neutron fluence which irradiates the foil) and the fission fragment energy emerging from the foils (which is related to the foil structure and enrichment). We believe that these calorimetric measurements are the first of this type for nuclear-pumped lasers, and an improved laser efficiency measurement should result from data of this kind.

Figure 3 shows a special calorimeter (the Fission Fragment Calorimeter), designed to measure directly the energy emerging from the fission foil coating. The calorimeter element consists of a 1.9 cm diameter cylinder of 3.4 x 10⁻³ cm thick aluminum, suspended by four 1.3 x 10⁻² cm diameter tantalum support wires. The element is surrounded by a thick aluminum collimator and support structure which restricts the length of exposed element to about 2.2 cm. The calorimeter assembly fits into the 2.7 cm diameter alumina fission foil with a small clearance. The element temperature rise is measured by a thermopile consisting of four chromel-constantan thermocouples cemented to the upper end of the element, with their reference junctions heat-sunk to the calorimeter support structure.

To measure the total energy produced in the foil coating, the alumina cylinder is used as a calorimeter, its temperature rise being measured with a ribbon-type copper-constantan thermocouple bonded to the outside surface of the cylinder at its axial center. The reference junctions in this case were protected from direct
irradiation by fission fragments, but not heat-sinked to any structure. The entire alumina cylinder was isolated from the stainless steel walls of the vacuum chamber by small felt pads and a thin plastic support.

Figure 4A shows a typical alumina temperature rise signal, which has a small negative background component (which is probably caused by differential radiation heating of the reference junctions and the measuring junction). The fission foil temperature signal is delayed by thermal conduction through the wall of the alumina cylinder, and reaches nearly its final value in ~0.3 sec for an evacuated laser chamber. The alumina temperature rise measures the average fission energy/cm² retained by the entire cylinder.

Figure 4B shows a typical Fission Fragment Calorimeter signal, which in an evacuated laser chamber measures the energy per cm² emerging from the fission coating over an axial region ~2.2 cm long (after an ~30% correction is made for the geometrical collection efficiency of the calorimeter element). The background signal of the Fission Fragment Calorimeter was measured to be ~5% at the peak of the calorimeter signal, by covering the sensitive area of the calorimeter at the collimator surface with thin sheets of aluminum or plastic.

The axial variation of the fission fragment flux was also measured in two ways (Figure 5): (1) The fission fragments emerging from the coating were collected on a strip of thin aluminum, and the axial variation of the fragment β activity was measured;11 and (2) the density of fission fragment tracks in a Lexan target was measured as a function of axial position.12

The fission fragment activity data of Figure 5 were used to calculate the fission energy created per unit area of the...
foil at the same axial position as the Fission Fragment Calorimeter. The ratio of these signals yielded a measured foil efficiency of $12 \pm 2\%$, which is in good agreement with the calculated efficiency (12%) of a perfect U$_3$O$_8$ coating having the measured thickness of 5µ. However, the magnitudes of both energy signals are lower (by a factor of $\sim 3.5$) than would be expected from the measured thermal neutron fluence and the assumption of 93% enrichment. The simplest resolution of this discrepancy would be to assume that the foils are actually about 30% enriched. Samples of the coating solution have been sent for enrichment analysis, but the results are not yet available.

One of the recently-constructed alumina cylinders was also sectioned, polished, and observed under an optical microscope (Figure 6). Identification of the size of the foil coating is not very precise, because of surface distortions produced by the polishing process, and because some slight discoloration extends into the alumina substrate. A very thin black region of thickness $\sim 3-5µ$ appears in the sections, but it may be a crack instead of a coating. Because these optical observations are not very precise, samples are now being prepared for electron microprobe analysis, to make a quantitative measurement of the uranium distribution.

**Fig. 6 Optical Observation of Foil Coating Region**

**SECTIOH THROUGH FISSION FOIL**

A. IN REFLECTED LIGHT
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B. IN POLARIZED LIGHT

![Image](image2.png)

If laser gas is added to the chamber, a different time dependence is obtained for the alumina substrate temperature rise. For an evacuated chamber with the fission fragment calorimeter removed, most of the emitted fragment energy will be deposited in the opposite surface of a long alumina cylinder, and the temperature rise will be characteristic of all the fission energy created in the foil. However, with a high-pressure gas fill, all the emitted fission fragment energy would be deposited in the gas, and could contribute to heating of the alumina only by thermal transport back to the foil surface through the gas. The calculated time constants for thermal conduction to the foil surface range from $\sim 0.15$ sec at 100 Torr CO to $\sim 0.6$ sec at 400 Torr CO, for example. The presence of the gas also increases the heat conduction between the alumina cylinder and the walls of the laser chamber, but calculations of this heat loss show that it is not a function of pressure in the range from 100 to 400 Torr, and is very slow compared to the time behavior of the alumina temperature. Figure 7 shows the alumina temperature rise for 104 Torr and 400 Torr of a 50/50 CO/Ar mixture, and the temperature difference between the two cases. It appears that the higher-pressure gas is absorbing from 10-15% of the energy from the foil (as expected from the foil efficiency measurement), and is returning almost all of it to the foil over about a 5 sec time period, which is much longer than the calculated thermal relaxation time of heated CO or Ar gas. These data then raise the possibility that much of the energy deposited in the gas is being stored (perhaps as vibrational energy), converted slowly to thermal energy, and then conducted back to the relatively cool foil. Further experiments with gases which quench vibrational excitation, and efforts to reduce the background signal, are planned to test this hypothesis.

**Fig. 7 Effect of Gas Pressure on Foil Substrate Temperature Rise.**
C. Folded-Path Laser

To obtain a valid laser efficiency measurement, the laser must have a high total gain and be operating well above threshold. The SPR-II reactor produces a high neutron flux only over a limited region of space, so to obtain a high total gain it is necessary to fold the excited optical path back and forth in this small region. The segments of the optical path should also be approximately horizontal so that gas decomposition products do not tend to collect on the folding mirrors or the Brewster windows. Finally, the mirror mounts should be designed so that optical alignment can be performed after the laser excitation chamber is in thermal equil­

rium at 77 K. An apparatus with these features, the Sandia Folded-Path Laser, is shown in Fig. 8. Excitation is provided by an array of cylindrical fission foils surrounding the folded optical path. This apparatus scales up the total gain by about a factor of 12 (neglecting losses in the folding mirrors and differences in the average excitation over the larger volume).

Preliminary data have been taken with this apparatus at relatively low excitation levels, because of neutron absorption in the complex apparatus and the low energy output of the new foils. Weak laser pulses have been observed as late as 0.6 to 1.2 msec after the neutron excitation pulse, which indicates that energy can be stored in the laser medium. To obtain reliable lasing it was necessary to align the laser mirrors after the apparatus had approximately reached thermal equilibrium. The measured laser energy has been increased by a factor of ~ 50 to 15 mJ (corresponding to ~ 100 watts power), without optimizing any parameters such as gas mixture or output mirror coupling. Taking into account the measured lower energy output of the fission foils, the (non-optimized) laser efficiency is ~ 1% at 77°K.

Experimental problems in the apparatus have made systematic parameter variations difficult: vacuum leaks develop when the temperature is cycled, beam distortion results from cooling the Brewster windows, and the thermal equilibration time of the massive apparatus is > 5 hours. Modifications are presently being made to correct some of these problems. We expect further improvements in efficiency and energy output as a result of optimizing laser parameters.

IV. Observation of Lasing at Room Temperature

Many experimental problems can be avoided, and useful parameter studies made, if laser action could be obtained at room temperature with this new, longer laser. Therefore searches for lasing were made in CO/N₂ and CO/Ar mixtures at a gas temperature ~ 300 K. Laser action was not observed in 50/50 or 25/75 CO/N₂ mixtures, but several laser pulses were observed in 50/50 CO/Ar (the only mixture tried). Figure 9 shows a typical laser

Fig. 8 Drawing of Sandia Folded Path Laser, Showing Gas Excitation Cylinders and Level of Liquid Nitrogen Coolant.
OBSERVATION OF LASING IN CO/AR AT ROOM TEMPERATURE

Laser Pulse and Fast Neutron Pulse

Fig. 9 Observation of Laser Action in CO/Ar at Room Temperature.

pulse (solid curve), ~ 50 μsec wide and beginning slightly after the peak of the fast neutron pulse from the reactor (dashed curve). Data were taken for two different thicknesses of polyethylene moderator, and with and without Brewster's Angle Windows (B.A.W.) in the laser cavity. Figure 10 shows that increasing the neutron moderation and removing the B.A.W. reduce the laser threshold by ~ 30%. The laser energy was not measurable with a laser calorimeter, but was obtained by integrating the Ge:Au detector signal traces.

Fig. 10 Dependence of Laser Energy on Reactor Energy Deposition.

temperature range, which implies that slow V-V relaxation is not the dominant cause of the gain observed at T ~ 100 K.

V. Conclusions

The physics of the CO excitation processes will determine whether a very efficient (~ 50%) CO reactor-excited laser can be made, and also determine exactly how the laser must be constructed. The most important physics uncertainties are: (1) What fraction of the input energy goes directly into gas heating, and by what paths? (2) What fraction goes rapidly into vibrational excitation, and by what paths? and (3) How does the excitation change with changes in the gas mixture?

Several experimental approaches are now being pursued at Sandia to answer these questions. In the limited gain data available at present there are no strong indications of an unusual vibrational distribution. However, if more accurate gain measurements over a wider wavelength range were made for various gas mixtures, a much better picture of the excitation process might emerge. Laser energy and spectrum measurements might yield insight into the excitation processes, if the focusing effects caused by non-uniform gas excitation do not disrupt the lasing process too much. An accurate method for measuring the gas temperature as a function of time during the excitation pulse is also being developed.

As an example of how the answers to these questions may affect the laser
construction, if the gain drops primarily because of gas heating, it may be possible to re-cool the gas in an expansion and extract the available vibrational energy as CO laser light.
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Abstract
In a prematurely aborted attempt to demonstrate the feasibility of using a gas core nuclear reactor as a rocket engine, NASA initiated a number of studies on the relevant fluid mechanics problems. These studies were carried out at NASA laboratories, universities and industrial research laboratories. Because of the relatively sudden termination of most of this work, a unified overview was never presented which demonstrated the accomplishments of the program and pointed out the areas where additional work was required for a full understanding of the cavity flow. This review attempts to fulfill a part of this need in two important areas.

Introduction

The concept of a gas core nuclear reactor appears to have first been discussed in the open literature about 20 years ago. The context in which it was discussed was as a rocket engine. The obvious advantages of the proposed engine was that the propellant could be heated to very high temperatures, resulting in high specific impulse and that high propellant flow rates could be achieved resulting in high thrust levels. No other advanced concept proposed at that time promised this highly desirable combination of the requirements of named, interplanetary travel.

The coaxial flow gas core reactor concept as first proposed, was deceptively simple. A low velocity inner stream of fissioning fuel gas was surrounded by a very fast-moving propellant stream. The hot inner gas transferred energy to the outer stream by thermal radiation, which was absorbed by the propellant because it was seeded with absorbing particles. In theory, at least, enough fuel could be fed into the cavity to maintain a critical mass. However, there were some economic limitations on the rate of fuel loss. The fluid mechanics studies which were undertaken to determine the rate at which fuel had to be fed into the reactor cavity to make up for the loss are the subject of this review.

The early fluid mechanics studies were begun before extensive nuclear studies had been made. In the earliest studies, it had not been apparent that the fuel had to be present in a large fraction of the cavity diameter and that the cavity length-to-diameter ratio had to be of the order of one. These conditions were necessary in order to keep the critical mass requirements within reason. From these early studies and the simultaneous nuclear studies, the idea of a reactor cavity with small L/D and large fuel volume fraction emerged.

The fluid mechanics studies were redesigned to take into account the new picture of the cavity geometry. As further work progressed, it was seen that the flow was actually a turbulent, entrance region flow, almost totally dependent on the inlet configuration and conditions. The flow was transitional and unique, and the usual assumptions of similarity and self-preservation were not valid for analytical studies, making necessary a large experimental program. Furthermore, in the actual reactor cavity, extremely large temperature and density variations would exist and a fundamental understanding of the cavity flow was seriously lacking.

A program was set up by NASA to develop the basic understanding for the coaxial flow GCR fluid mechanics so that concept feasibility could eventually be determined. The program involved several laboratories after the initial concept formulation at Lewis Research Center. These were Lewis, United Aircraft Research Laboratories, Princeton University and the Illinois Institute of Technology. Later, Aerojet Nuclear Company and the TAFA Division of the Humphreys Corporation were included. The experiments and analyses were carried out at the installation most suited for the type of work involved.

In January 1973, policy and budgetary factors forced the termination of much of NASA's space nuclear program. Almost all of the fluid mechanics research in the coaxial flow GCR program ended abruptly. A unified overview was never presented which demonstrates the accomplishments of the program and points out areas where additional work is required for a full understanding of the cavity flow. This review is an attempt to fulfill a part of this need.

The space limitations on this paper make it impossible to discuss all of the work done within the program. The two areas where discussion and comparison of work is most useful are in the a) the factors which influence containment in cold flow studies; and b) the effects of heat generation on containment. The work in these areas have not received any critical review in the past. Therefore, this paper will be limited to discussion of these two areas. The papers discussed are limited to those from which the author feels a significant point can be made. Some important work has been neglected because of the space limit. The review is structured in such a way as to compare and contrast the related work of the program, rather than to preserve the chronological order of the work. Unfortunately, in such a structuring it often happens that a single work is discussed in several parts without ever giving the whole. However, it is felt that the significant results of the program will be made more clearly visible with this approach and apologies are tendered to the authors whose works have been so treated.

* Work performed under NASA Grant NSG7039
Factors Influencing Cold Flow Containment

In order to discuss the factors which influence containment of inner stream fluid in a confined coaxial flow, it is necessary to describe the various sub-regions of flow that exist along with their dominant characteristics. Figure 1 is a schematic of confined coaxial flow with the sub-regions labeled. Starting at the upstream center is the inner stream potential core. This region is dominated by inertial forces and pressure rather than shear forces. The shear, control its size and for some cases the inner potential core may not exist. Surrounding the potential core is an annular mixing region which separates the inner and outer stream potential flows. It is a transitional shear layer with a rapidly growing turbulence level (for the typical turbulent case). It is dominated by the velocity difference between potential flows and the shapes of the inner and outer stream velocity profiles at the tip of the separating duct. The inner and outer stream turbulence levels and scales also have a moderate effect on the mixing region. The outer fluid potential flow is also dominated by inertial forces and pressure as well as by continuity effects due to the growing boundary layer on the confining duct. The annular mixing region thickens downstream to the point where it merges with itself and the inner stream potential core ends. At this point it can be said that the momentum defect of the trailing edge wake disappears. The flow downstream of this point is made up of at most, three regions. They are the jetlike or wake-like (depending on velocity ratio) "free" shear flow region, the outerstream potential flow and the duct boundary layer. For enough downstream, the "free" shear flow region and boundary layer will merge and eventually fully-developed pipe flow will be approached in the duct.

The regions of interest in this paper are those upstream of the merger of the duct wall boundary layer and the "free" shear flow as contained by the dashed line in Figure 1. The main parameter for determining the nature of the flow is the velocity ratio of the streams. The Reynolds number has a second order effect and only on certain regions of the flow. The variation of velocity ratios can be broken up into three ranges for purposes of discussion.

When the velocity ratio is close to one, the predominant feature of the flow is the annular mixing region separating the potential flows. This mixing region is the wake from the trailing edge of the separating duct. Its spreading rate is affected by the velocity profiles in both streams at the trailing edge of the separating duct. The velocity difference across the region and by the turbulence levels in both streams. The effects of the initial turbulence becomes more pronounced as the scales become of the order of the mixing region thickness or greater, and, possibly, as the fluctuating velocity magnitude becomes of the order of the velocity difference or greater.

These effects are brought out in photographs of bromine-air coaxial flow experiments performed at Lewis Research Center. The experiments were performed sub-regions of velocity ratios of about 2 to 0.2. With a honeycomb section inserted in the inner stream duct only, the laminar appearance remained for almost all inner jet Re achieved, up to about 4000. There are two resulting effects of this honeycomb which can affect the mixing region transition. First, the velocity profile will be very flat and the momentum defect will be decreased substantially. When the inner stream has the higher initial velocity, this decrease in momentum defect may be the most stabilizing feature of the honeycomb. There will also be a decrease in the scale of turbulence due to the honeycomb since the scale will be bounded by the width of the honeycomb passages rather than the duct diameter.

The authors imply that this is probably the primary stabilizing effect. When the honeycomb was also added to the outer stream inlet, the stabilizing effect was diminished but did not disappear. When the honeycomb was present in the outer stream only, the mixing region was turbulent over a wider range of parameters than with no honeycomb at all. Of the conclusions to be reached from all this data, the most clearly visible is that the outer stream velocity profile has a great effect on the mixing region for velocity ratios close to one. The thicker it is, the more stable the region is. This fact is borne out by the buffer region studies which are discussed subsequently. The outer stream turbulence appears to have a lesser effect on transition. Another conclusion from the above is that inner stream turbulence has some effect and decreasing its scale is stabilizing. However the changes in turbulence scale have not been separated from changes of the inner stream boundary layer thickness and the annular wake momentum defect in these studies. It also appears that decreasing the momentum defect while only narrowing the wake a small amount is stabilizing. When both honeycombs were present and the wake was very narrow the result was destablizing even though the momentum defect was smallest as were the turbulent scales. The stability of the annular mixing region is probably governed by the level of vorticity in the region more than any other factor. The turbulence in both the inner and outer potential flows is decaying and instabilities in the mixing region are growing. The local vorticity will affect the rate at which the instabilities grow.

The annular mixing region becomes of decreasing importance as the velocity ratio deviates from one. As the velocity ratio becomes very small compared to one, the flow becomes that of a primary jet entraining a surrounding, secondary stream. Recirculation zones can be set up if the secondary stream can not meet the entrainment requirements of the primary jet. This recirculation zone is in the form of a ring pressed against the outer duct wall a few diameters downstream of the initial face. This range of velocity ratios is not the one of interest here, and will not be discussed further.

The range of velocity ratios of interest for the coaxial flow GCR contains all those above a value of about 2 or less. The most noticeable feature of this range is the solid cylindrical wake of the inner duct rather than the wake of its thin wall.
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The wake is partially filled by the inner stream fluid and for lower values of the velocity ratio the wake effect is partially investigated. This can be thought of in terms of there being enough inner stream fluid to satisfy the entrainment requirements of the outer stream flow. However, as the velocity ratio becomes large enough, there is not enough inner stream fluid to satisfy the entrainment requirements of the outer stream and something similar to separation takes place with the development of radial pressure gradients and recirculating eddies behind the blunt cylinder end. Figure 2 shows the development of the recirculation eddy as velocity ratio is increased. As the inner stream is entrained or accelerated along its outer edge, the streamlines move outward as they come closer together. Streamlines close to the centerline must diverge as a result of the deceleration of the fluid in order to satisfy the continuity condition. Thus, a region of positive pressure is generated on the centerline. If the pressure rise exceeds the dynamic head at the centerline, reversal of the flow takes place with the formation of a recirculation eddy. In this case, it is said that the inner stream cannot meet the entrainment requirements of the outer stream. If, however, the momentum of the inner stream is high enough, the accelerated outer region will reach the centerline before a complete reversal can take place. Here, the entrainment requirements are met.

The velocity is not the only factor in determining if recirculation will take place in a given coaxial flow. As has been mentioned before, the outerstream velocity profile is also very important. Its effect has been illustrated in terms of the flow induced upstream along the centerline by a cylindrical vortex sheet downstream of, and at the radius of, the inner duct. This vortex sheet represents the boundary layers of the inner and outer streams. The thinner the dominant outer-stream boundary layer is, the more "concentrated" its vorticity and the greater the strength of the vortex sheet. When the induced velocity, which increases with vortex sheet strength, reaches the magnitude of the inner stream velocity, recirculation is incipient.

The containment of inner stream fluid can no be discussed in terms of the regimes and types of flow possible. It is obvious that recirculation will strongly enhance mixing and result in poor containment because the inner stream will be mixed inter-nally with recirculated fluid and rapidly accelerated by and mixed with outer stream fluid, usually in a highly turbulent process. If recirculation is prevented from occurring, then the mixing takes place in the annular mixing region followed by the cylindrical wake. The containment will be affected by the magnitude of the velocity gradients and the level of turbulence. Suppression and maintaining small gradients will increase containment and these two conditions can usually be accomplished simultaneously.

It was recognized rather early in the program that large velocity gradients in the initial plane (narrow outer stream boundary layer on the trailing edge) would greatly affect mixing and an analytical investigation was performed which demonstrated this. The investigation was on the effects of a momentum buffer region on the mixing and containment. It was found that there were optimum values of buffer region velocity ratio and thickness. The initial profiles of all three streams were taken as plug without singularities at the ends of the separating ducts. The total outer stream flow remained constant while the amount in the buffer region was varied. This latter condition caused the outer stream to inner stream velocity ratio to increase as the buffer region was made thicker. However, the general conclusion that decreasing the velocity gradients or vorticity increased containment was demonstrated for the restricted range of conditions studied in this work.

In an experimental investigation done at IIT in order to study the effects of free stream turbulence on the mixing, velocity and concentration profiles were measured for initial velocity profiles which were different from those in a previous investigation. These profiles did not differ markedly but it still can be seen from the results that when the initial, outer stream boundary layers in the second investigation were thicker, higher containment was the result. In this investigation, a screen was placed in the outer stream upstream of the initial face. This resulted in lower turbulence intensities in the outer stream, and a change in outer stream initial velocity profile due to tripping of the boundary layer on the outside of the inner duct. Results with the screen were compared to similar results taken with a boundary layer trip device which gave an outer stream profile similar to that with the screen but with higher turbulence intensities. Little difference in mixing and containment was seen due to the differing turbulence intensities. However, the velocity ratio was quite high in most of the cases of this investigation and the solid cylindrical wake effect was the dominant one. For the cases where velocity ratios were high, the existence of a recirculation eddy was shown by moving a thread of cotton along the centerline and observing it being pulled upstream near the exit of the inner duct.

A series of experiments performed at VARL \textsuperscript{10,11}, \textsuperscript{12} was conducted to determine how containment could be improved by tailoring initial velocity profiles and turbulence levels. In a coaxial flow experiment, Scott industrial foam was placed across the entire duct at the inlet plane. It was shown that recirculation was suppressed up to very high velocity ratios. The effect of the foam is clearly seen in Figure 3. In frames a and b, no foam was present and the inner stream, visualized with iodine, shows large scale turbulence on the edge and rapid mixing. In frames c and d with foam present, it is seen that the inner stream has a smooth edge and maintains its integrity to a much higher velocity ratio. In a parallel investigation at III, shadowgraphs of a similar experiment were obtained and are shown in Figure 4. Trimfoam was placed at the inner face of the solid apparatus used in reference as shown in the first frame. Pictures were taken at several velocity ratios with and without a cone that produced, in a crude way, a buffer region between inner and outer streams. The inner stream was freon 12 and the outer stream was air. It can be seen here also, that the inner stream maintains its integrity and shows smaller turbulence scales with the foam present and that the cone provides for a wider inner stream and a smaller scale of turbulence. What is most important in these two figures is that the inner stream decreases in width going through the foam.
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The radial pressure gradient which is set up by the entrainment of inner stream fluid and results in a high pressure region at the upstream end of the recirculation eddy when foam is not present causes instead a radial inflow inside the foam. The initial profile at the downstream end of the foam is much smoother and monotonically increasing from the centerline to the beginning of the outer duct boundary layer. Because this new initial profile has no minimum surrounded by inflection points, the shear layer generated turbulence, is of much smaller scale and lower intensity. The effect of the free stream turbulence streamlines is probably of no importance at all. The major effect of the foam then is on the initial velocity profile and the elimination of the radial pressure gradient. The work at UARL also included detailed measurements on a coaxial flow with a buffer layer and the Scott foam and it was shown that containment could be increased dramatically over a two-stream system without foam.

The investigation that initiated work on the spherical geometry with coaxial flow was carried out at Lewis Research Center. It was noted that because of the pressure vessel design and wall cooling requirements, a spherical cavity shape would be more likely than a cylindrical one. The investigation was to determine if the spherical shape could be used advantageously for increasing containment. In the proposed design, propellant would be introduced all along the cavity wall to satisfy the wall cooling requirements and also to induce the inner stream to occupy a greater fraction of the cavity volume. The flow experiment was carried out in a two-dimensional cavity with flat top and bottom and curved walls. The inner stream was smoky air introduced through a "shower-head" nozzle. Outer stream air entered all along the porous curved side walls. Pictures taken through the flat top were used to obtain concentration measurements and for flow visualization. The propellant entered the cavity with a radially inward directed velocity which was adjusted to be fairly uniform over the whole length of curved wall. The results were very encouraging. The flow appeared to be steady with a large volume of dense, smoky air in the middle of the cavity. Containment was calculated, based on the measured density of smoky air at the showerhead exit to be very large at a flow rate ratio of 25. These results were understood to be of a very preliminary nature because it was a two-dimensional mockup of a three-dimensional flow and the Reynolds number of 1100 was quite low. However, they indicated that further work was warranted.

A series of experiments were then performed at UARL to determine containment levels in a spherical cavity. In an exploratory study, various types of fuel or inner stream injection configurations were studied separately and then the best design was used in an exploration for the optimal outer stream injection configuration for the "best" case containment studies is shown in Figure 5. The inner stream is injected through a porous sphere. The outer stream is injected at the top and bottom of the cavity with a tangential velocity component but the central section gives essential component of velocity to the propellant. The reasons for this design being the "best" for spherical geometry is that it comes closest to the cylindrical case in design. Containment measured in the spherical geometries at UARL was always lower than that measured in cylindrical designs. The basic problem of the spherical design is in the radial pressure gradients which exist with curving streamlines. The tangential component of the outer stream at the top of the cavity sets up a radial pressure gradient with a pressure minimum at the centerline near the fuel injection point. This pressure gradient apparently works against the entrainment of inner stream fluid by the outer stream. However, at the downstream end of the cavity, the inward curving streamlines must begin to curve back out so that the fluid can exit the chamber through the nozzle. This reverse curvature causes a high pressure area at the centerline near the cavity exhaust. This high and low pressure system is very favorable for the formation of large recirculation eddies. These large eddies are visible in many of the flow visualization studies with spherical geometries. Furthermore, the pressure field set up around the fuel injection location is very complex because of the pressure gradients and may tend to influence the inner stream fluid velocity profile at the injector surfaces while the entrainment necessary to "pull" the inner stream out to large radius against the pressure gradient probably also results in increased mixing of streams.

The conclusion that can be drawn from these containment studies at this time is that containment in cold flow studies is greatest when the radial pressure gradients are minimized and the initial velocity profiles are smooth, monotonic and have small velocity gradients. This combination of virtues has best been accomplished in the cylindrical coaxial flow experiments conducted at UARL.

Effects of Heat Generation on Containment

Most of the studies done on the containment of fissionable material or fuel in the cavity considered only the cold flow of gases. The effects of the very large heat generation of the fuel gas were neglected because of the difficulties encountered in treating them both analytically and experimentally. The few studies that have been performed on "hot flows" do not readily yield values for containment but rather indicate how the heat release will affect the containment as it is determined from cold flow studies.

The experimental work done on hot flows include a series of investigations by Grey and coworkers at Princeton University on a flowing argon plasma and cold coaxial stream of several different gases. Cold flow data was also taken for comparison. Their work also included an analysis of coaxial flow mixing. Both laminar and turbulent flows were investigated. The earlier work centered on the laminar case, but results showed that a laminar flow could not be maintained in their apparatus. The turbulent flow was sustained, and concentrations, velocity and temperature were obtained with a cooled probe technique. The flow in this system was dominated by a wake effect which the investigators attempted to quantify, and high inlet turbulence level. Schlieren pictures of the flow field showed that the coaxial field fluid which issued from a section of tubes maintained its individual jet stratification for at least one inner jet diameter downstream, inhibiting mixing to
some extent. However, the wake effect was, in general, so strong that mixing occurred very rapidly. The important conclusions that were drawn from this work are that the effects of core temperature on the concentration profiles are not large and that containment of argon within a cylindrical duct defined by the argon inlet duct diameter is essentially complete. Furthermore, the spreading rate of the argon appears to be less with the hot flow cases than in similar cold flow cases. These conclusions are stated here because they are in disagreement with published results from a later series of arcjet studies.

This later series of hot flow studies was done at the TAFA division of the Humphries Corp.20,21,22,23 TAFA's objective was to develop an induction heated plasma simulation of a gas core reactor. Data consisting of concentration, temperature and stagnation pressure measurements20 were taken in a coaxial flow of argon plasma and air or hydrogen. The plasma was induced by a radio-frequency field after the arc was started up with a D.C. discharge. The air/argon mass flow ratios used were 0.6, 5.55 and 19.7 and the hydrogen/argon mass flow ratio was limited to one value of 1.67. Both hot flow and cold flow runs were performed and it was concluded from a comparison that "the plasma eliminates all turbulent recirculation present in the cold flow and appears to behave as if it had a definite skin or boundary similar to a gas/liquid interface." Some of the hot and cold flow concentration data is reproduced in Figures 6-8. Figure 6 shows concentration measurements for cold laminar, axial flow of argon and air. Both streams have equal volumetric flow rates of 100 SCFH. The parabolic lines of constant mole fraction are cited as evidence of purely laminar flow. However, the data apparently invalidate the concentration measuring scheme employed. The mean mixed mole fraction of air for this case is 0.50. Yet at two diameters downstream, the parabolic flow averaged mole fraction of air is at least 0.70. Furthermore, at this axial station the velocity profile is probably closer to plug than parabolic, and a plug profile averaging would give a mean, mixed mole fraction of air of about 0.8. This indicates that concentration measurements are accurate to, at best, about ± 50%. Other data is presented for cold and hot flows successively for different mass flow rate ratios. In these cases there is a tangential or swirl component of the velocity of the argon to stabilize the arc.

The discrepancy between the measured concentrations and the mean mixed mole fraction exists for the cold flow case of each of the mass flow ratios investigated. The equal velocity case, \( \text{air}/\text{argon} = 0.67 \), is shown in Figures 7 and 8 for the cold flow and hot flow, respectively. In the cold flow case, at 2" downstream the air mole fraction is shown as 0.5 at the centerline. The region off the centerline must have considerably higher mole fractions of air yet the mean mixed mole fraction of air is 0.67 according to a mass balance. Another peculiar feature of the TAFA results is visible in Figure 8 for the hot flow. At the initial plane of the mixing region the argon concentration ranges as high of 0.50 in the entering air stream. This peculiarity exists in most of the remaining data for both hot and cold flow.

One possible explanation for the disagreement can be based on the measuring device employed. A sample of fluid was removed from the flow field with an aspirating probe. If the probe sucked in fluid at a rate higher than the local flow rate in the field, it would perturb the flow field considerably and result in the measurement of a concentration averaged over a volume quite large compared to the probe tip.

Another observation that can be made from these data is that the inner stream spreads rapidly radially outward past the radius of the argon duct. This is in direct disagreement with essentially all other cold coaxial flow experiments with the outer stream to inner stream velocity ratio substantially greater than one.9,10 The Princeton hot flow studies which also had a swirl component to stabilize the arc, show a decrease in spreading rate from the cold flow to hot flow experiments as do the TAFA experiments, but the Princeton measurements also conclude that the argon does not spread beyond the inner duct radius. Stagnation pressure traverses for both hot and cold flow cases were also made at TAFA. The probe used was the sampling probe. However, no attempt to orient the probe in the streamline direction was made so that pressure reported may not be true stagnation pressures. These apparent inconsistencies and disagreement with previous work make it premature to base conclusions of high containment on the TAFA work.

A second conclusion drawn from the TAFA work is that the plasma has a "hard skin." This is based on high speed photographs showing 250 micron tungsten particles "bouncing" off the plasma fireball. It is not clear that this conclusion has been confirmed by reference to observations made by other investigators working with arcs which are not in RF fields. An alternate possible explanation of the bouncing relates to the Leidenfrost phenomenon which explains why a drop of water will bounce off a hot frying pan. The tungsten particle would begin to vaporize as it entered the very hot plasma region. The high rate of vapor generation would then drive the particle back out of the arc.

It is also true that electrostatic fields exist in the plasma due to the RF field. Calculations of the electrostatic force required to balance the gravitational force on the particle indicate a charge equivalent to \( 10^3 \) to \( 10^4 \) electrons on the surface of the tungsten is required. It is possible that a charge of this magnitude could be accumulated by the tungsten as it passes through the outside fringe of the plasma since tungsten would tend to "poison" the arc. These alternative explanations for the bouncing particles are also not conclusive. However, the existence of a "hard plasma skin" should be left open to question until it is confirmed in a plasma without an RF field.

In a later report covering tests which were carried out by TAFA on a curved permeable wall induction torch, the arc was not the true stage of vaporizing solid material which ionized.22 After startup, the plasma was fed by the vaporized solid with no through-put of ionizing gas. The solid to coolant gas mass flow ratio was between 1/1500 to 1/5000. Because of the very different processes taking place, the relationship to containment requirements in a cavity reactor are not clearly established.
In this report, experiments were also carried out with a flowing argon plasma and with a coolant gas flow all of which entered the flow field radially through a porous wall. In these tests, as in the previous ones, the hot flow conditions were said to produce all recirculation due to wake effects. This could be explained as being due rather to the rapid expansion of the argon stream which in turn is due to its rapid temperature rise.

In fact, a gas experiencing a temperature change from 300°C to 9000°C would expand in volume by a factor of 30. Since the confining walls prevent radial expansion of the argon, the axial velocity of the argon increases by a factor on the order of 30. In all the tests performed at TAFA, except one, the initial (cold) velocity ratio was about 34 or less, and the exceptional case was about 45. If these ratios are divided by 30, it is seen that actual velocity ratios in the plasma region are order one or less, so that the strong wake effect which causes recirculation is just not present in the hot flow cases. This axial expansion of the inner stream is also apparent in the Princeton work where velocity traverses are presented. However, the incomplete data sets make it difficult to demonstrate it quantitatively. Figure 9 shows a case with initial velocity ratio of about 1 where initial velocities are based on initial plane average conditions. However, the centerline temperature at the initial plane of the mixing region is 6000°C, and the centerline velocity is almost 3 times the coolant gas velocity. The centerline temperature decays to 3000°C in two diameters and the centerline velocity falls to about half of the initial value, indicating expansion and contraction take place almost entirely in the axial direction, for these experiments where the outer fluid was not confined.

An analytical study of the effects of heat generation on an entrance region coaxial flow was performed at IIT. In this study, the equation set was formulated to represent the gross behavior of the flow field and to avoid the complexity of a more detailed analysis. The field was modeled as a laminar, confining coaxial flow for which the boundary layer assumptions are valid. Only radial radiative transport of energy was considered and the two fluids were assumed to be immiscible. The results for one typical case are shown in Figure 10. Here z is axial distance made dimensionless on outer duct radius times Reynolds number, and α is the location of the interface between the two immiscible streams. Subscript α is the value of the inner stream property at the interface. The centerline velocity changes from 1/10 the outer stream value at the initial plane, to 1.4 times the initial value of that of the outer stream. The centerline temperature increases very rapidly and then actually falls off slightly as the thermal radiation becomes dominant. It is also seen that the interface location falls rapidly from 0.7 to about 0.3 as the centerline velocity increases by a factor of 14 and centerline temperature increases by a factor of only 3. If the velocity increase was due only to thermal expansion axially along the centerline, the velocity change there would be only by about a factor of 3. However, there is expansion of all the inner stream due to heat generation and the energy radiated to the outer stream causes expansion of the outer stream also, and all this fluid expands radially inward to some extent, because of the confining wall. This effect, coupled with the build up of the wall boundary layer accounts for the additional increase in centerline velocity. This type of behavior is indicated in the TAFA results for their hot flow cases (Figure 8). In all their cases, the lines of high constant mole fraction of argon stretch out to a considerable extent in a narrow region along the centerline. This is consistent with the idea of a radially shrinking, axially expanding core of argon.

It is difficult to draw conclusions from the relatively small amount of work done on how the internal heat generation affects containment. In the discussion of the previous section, it was seen that cylindrical coaxial flow gave the best cold flow containment found to date. However, the cylindrical boundary causes large axial acceleration when internal heat generation is present. It is possible then, that a spherical cavity outer boundary may be desirable for containment with heat generation. The key to success would be to use the induced radial pressure gradients to force the thermal expansion to take place radially instead of axially while mixing and entrainment are minimized by inducing axial streamlines downstream of the expansion.

It would appear at this time that the most important work still to be done to evaluate the coaxial flow GCR concept feasibility is in this area of coupling the heat generation to the fluid mechanics. Both experimental and analytical studies are necessary to determine optimal cavity shape and inlet flow details. The untimely termination of the major part of the GCR program ended several efforts in this area before they obtained the definitive results necessary to make a realistic evaluation of concept feasibility.
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Figure 1. Schematic of Flow Regimes in Ducted Coaxial Flow

Figure 2. Effect of Velocity Ratio on the Streamlines in the Initial Region of the Coaxial Jet
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Figure 3. Coaxial Flow With and Without Foam Covered inlet

(a) Coaxial flow at a mass flow ratio of 30; no foam material.

(b) Coaxial flow at a mass flow ratio of 50; no foam material.

(c) Coaxial flow at a mass flow ratio of 30; with foam material present.

(d) Coaxial flow at a mass flow ratio of 130; with foam material present.

Figure 4. Shadow graphs of a Freon 12 Air Coaxial Jet System Downstream of a Foam Covered Inlet

(a) Schematic of Configuration

(b) Foam Without Cone, \( v_o/v_i = 25 \).

(c) Foam With Cone, \( v_o/v_i = 25 \).

(d) Foam Without Cone, \( v_o/v_i = 75 \).

(e) Foam With Cone, \( v_o/v_i = 75 \).
Figure 5. Cross-sectional Sketch of Spherical Cavity

Figure 6. LAMINAR MIXING PATTERN FOR ISOTHERMAL CONDITIONS
Figure 7. MIXING MAP WITHOUT PLASMA AIR/ARGON MASS RATIO = 0.67(20)

Figure 8. MIXING MAP WITH PLASMA AIR/ARGON MASS RATIO = 0.87(20)
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Figure 9. (19)

Figure 10. Axial Development of Central and Interfacial Axial Velocities and Temperatures, Pressure Drop and Location of Interface - Constant Generation per Unit Volume Case. (24)
DISCUSSION

J. L. MASON: Isn't the analytical modelling of this kind of flow extremely difficult because of the need of fitting flow that requires different models together with complex boundary conditions in between?

R. WEINSTEIN: The analytical modelling is very difficult. I tried to bring that out when I said that this was an entrance region flow and you get none of the benefits of similarity or self-preservation. You can't characterize the turbulence. The turbulences in the mixing regions are different. We have free-shear generated turbulence in the annular mixing region; we have boundary layer turbulence decaying in that region. We have free-stream turbulence which has only minor interaction with the flow. We have turbulence which is building in the outer stream boundary layer. Nobody really knows how to treat the interaction of the different kinds of growing turbulence.

J. L. MASON: You mentioned that there was a capability of maintaining laminar flow under one scheme of interest.

R. WEINSTEIN: It is not laminar flow. I tried to say that the integrity of the stream is preserved. I didn't want to say laminar flow. These are unstable flow situations. We can delay transition but we can't prevent it. These are transitional flows, and we are going to get turbulent transition. We would like to delay transition somewhat, because the L/D ratio is very small, and if we can delay transition a little it would be helpful.
An experimental investigation was performed to aid in determining the characteristics of uranium plasma core reactors. Pure uranium hexafluoride (UF₆) was injected into an argon-confined, steady-state, rf-heated plasma within a fused-silica peripheral wall test chamber. Exploratory tests conducted using an 80 kW rf facility and different test chamber flow configurations permitted selection of the configuration demonstrating the best confinement characteristics and minimum uranium compound wall coating. The test chamber selected was 10-cm-long and 5.7-cm-inside diameter; operating pressures were up to 12 atm. A UF₆ handling and feeder system to provide a controlled and steady flow of heated UF₆ at temperatures up to 500 K and mass flow rates up to 0.21 g/s was employed. Follow-on tests were conducted using the UTRC 1.2 MW rf induction heater facility at rf power levels up to 85 kW and test times up to 41.5 minutes. To permit estimating the total uranium atom number density radial profile and confined uranium mass in the rf uranium plasma, combined plasma emission and dye laser absorption measurement techniques were employed. A cw single-frequency tunable dye laser and optical scanning system were adapted to operation at the λ = 591.54 nm uranium (U-neutral atom) line (laser line half-width = 10⁻⁴ nm). The results indicated the total uranium atom number density reached a maximum of approximately 10¹⁵ atoms/cm² at the centerline of the plasma (Tₚ = 9800 K). To permit a detailed post-test analysis of the milligram quantities of residue deposited on the different components of the test chamber, profilometer, IR spectrophotometer, scanning electron microprobe, x-ray diffractometer, electron microscope, and Ion Scattering Spectrometer instruments were employed. Uranyl fluoride (UO₂F₂) was the principal compound found on the test chamber peripheral wall. The overall test results demonstrated applicable flow schemes and associated diagnostic techniques have been developed for the fluid-mechanical confinement and characterization of uranium within an rf plasma discharge when pure UF₆ is injected for long test times into an argon-confined, high-temperature, high-pressure, rf-heated plasma.

Introduction

Fissioning uranium plasma core reactors (FCR's) based on the utilization of fissile nuclear fuel in the gaseous state could be used as a prime energy source for many space and terrestrial applications. In addition to aerospace propulsion applications, several new space power and/or terrestrial options are being considered; these include:

1. Direct pumping of lasers by fission fragment energy deposition in UF₆ and lasing gas mixtures.
2. Optical pumping of lasers by thermal and/or nonequilibrium electromagnetic radiation from fissioning UF₆ gas and/or fissioning uranium plasmas.
3. Photochemical or thermochemical processes such as dissociation of hydrogenous materials to produce hydrogen.
4. MHD power conversion systems for generating electricity.
5. Advanced closed-cycle gas turbine driven electrical generators.

Reference 1 discusses the overall status of plasma core reactor technology, the various energy conversion concepts, conceptual designs of various configurations, and a summary of all current research directed toward demonstrating the feasibility of fissioning uranium FCR's.

A principal technology required to establish the feasibility of fissioning uranium plasma core reactors is the fluid mechanical confinement of the hot fissioning uranium plasma with sufficient containment to both sustain nuclear criticality and minimize deposition of uranium or uranium compounds on the confinement chamber peripheral walls. Figure 1 is a sketch of one unit cell configuration of a plasma core reactor. The reactor would consist of one or more such cells imbedded in beryllium oxide and/or heavy-water moderator and surrounded by a pressure vessel. In the central plasma fuel zone, gaseous uranium (injected in the form of UF₆ or other uranium compound) is confined by argon buffer gas injected tangentially at the periphery of the cell. In applications in which it is desired to couple thermal radiation from the fissioning uranium plasma to a separate working fluid, the thermal radiation is transmitted through the argon buffer gas layer and subsequently through internally-cooled transparent walls to a working fluid channel such as shown in Fig. 1. The channels would contain particles, graphite fins, or opaque gases to absorb the radiation. The mixture of nuclear fuel and argon buffer gas is withdrawn from one or both endwalls at the axial centerline. For other applications in which it is desired to extract power in the form of nonequilibrium, fission-fragment-induced short wavelength radiation emissions, the transparent wall would be removed and a medium such as lasing gas mixtures would be mixed with either the fissioning uranium...
fuel or buffer gas. The reason for this distinction is that most transparent wall materials have intrinsic radiation absorption characteristics at the short wavelengths expected to be emitted from the plasma in the form of fission-fragment-induced nonequilibrium electromagnetic radiation.

A long-range program plan for establishing the feasibility of fissioning gaseous UF6 and uranium plasma reactors has been formulated by NASA. Reference 2 summarizes the plan which comprises the performance of a series of experiments with reflector-moderator cavity reactors. A review of the past work is contained in Ref. 3. Los Alamos Scientific Laboratory (LASL) is currently performing these cavity reactor experiments.

Integrated into this plan is the development of equipment and techniques to demonstrate operation of an argon/UF6 injection, separation, and recirculation system to efficiently separate UF6 from argon in a form adaptable to subsequent recycling in the rf-heated uranium plasma experiment. Also included will be continued experiments to demonstrate techniques for minimizing the deposition of uranium compounds in the exhaust duct systems.

The uranium plasma experiments described herein comprise part of the development of the long lead time technologies required to proceed with the uranium plasma core reactor experiments.

Other previously reported experiments(4) have been conducted on the confinement of argon rf plasmas. These tests were directed primarily toward development of a high-intensity, high-power-density plasma energy source (equivalent black-body radiating temperature of 6000 K). Some of these initial exploratory tests included direct injection of very dilute mixtures of UF6 (typically, 1% UF6 in an argon carrier-gas) into the argon rf plasma. Coating of the fused-silica peripheral wall occurred, but short-time sustained plasma operation was demonstrated.

The study described herein presents some recent results of the uranium plasma confinement tests with pure UF6 injection and the associated diagnostics and measurement techniques as applicable to plasma core reactors.

**Description of Principal Equipment**

The experiments reported herein were conducted using the UTRC 1.2 MW rf induction heater system operating at approximately 5.4 MHz. The rf output was supplied by two power amplifier tubes (440 kW output each) which drive a resonant tank circuit; the output of the two power amplifiers was resonated by a push-pull resonator. The entire resonator section consisted of two arrays of ten vacuum capacitors located within a 1.7-m-dia cylindrical aluminum test tank. The rf power was deposited into the plasma by a pair of single-turn 9-cm-dia water-cooled work coils. The front of the test tank was a removable dome containing five 10-cm-dia windows for observation and/or diagnostic equipment access.

In support of the rf plasma experiments, a UF6 handling and feeder system to provide a controlled and steady flow of heated UF6 at temperatures up to 500 K was employed. Figure 2 is a schematic diagram of the UF6 handling and feeder system. The system was designed to provide UF6 mass flow rates up to about 5 g/s and subsequent possible injection of UF6 into test chambers operating at pressures up to approximately 20 atm.

The principal components of the system were the UF6 boiler, the boiler heat supply system, and the UF6 condenser (exhaust) system. The boiler was a 24 Monel cylinder rated at 200 atm working pressure. Monel was selected because of its resistance to chemical attack by hot, pressurized UF6. A heat exchanger to provide internal heating was located in the bottom of the boiler. The thermocouple walls, heat exchangers, and UF6 flow lines were all fabricated from 6.4-μm-0D Monel tubing. As shown in Fig. 2, electrical resistance heater tape was wrapped around the majority of components. In the tests reported herein, use of the electrical heater assembly surrounding the UF6 boiler was sufficient to provide the required flow rates; in future tests employing higher UF6 flow rates for longer periods, electrically-heated gaseous N2 will be supplied to the UF6 boiler heat exchanger.

Based on the results of exploratory UF6 handling and flow metering tests, the need for elimination of as much contamination as possible from the UF6 supply and flow handling system became apparent.

A Matheson UF6 calibrated linear mass flow meter (Monel transducer) was located in the UF6 transfer line to provide on-line determination of the UF6 mass flow rate prior to entering the UF6 injector within the test chamber. The exhaust from the test chamber, comprised of argon, UF6, and other volatile uranium compounds, was collected in the UF6 condenser system located downstream of the test chamber. A neutralizing trap (NaOH-H2O) was located downstream of the condenser system to remove any residual uranium or uranium compounds which passed through the flow trap shown in Fig. 2.

Figure 3 is a sketch showing a cross section of the basic test chamber configuration employed in the 1.2 MW rf induction heater tests with pure UF6 injection. For simplicity, only half the symmetric chamber is shown. This test chamber configuration was selected based on the results of exploratory rf plasma tests using the UTRC 80 kW rf induction heater facility(5). These exploratory tests were conducted at an rf frequency of 13.56 MHz and with the test chamber at atmospheric pressure and discharge power levels on the order of 10 kW. Four different test chamber flow configurations were tested to permit selection of the configuration demonstrating the best uranium vapor confinement characteristics and minimum wall...
coating. The test chamber configuration shown in Fig. 3 incorporated several features including the ability to change: the axial location of the on-axis UF₆ injector, the injection area of the argon vortex injectors, and the ability to vary the distribution of exhaust gas flow and cooling water to the different components. The left endwall (not shown in Fig. 3) had provision for removing the exhaust gas through an axial bypass annulus located on the periphery of the endwall. Figure 4 contains a photograph showing details of this test chamber configuration with a uranium rf plasma present as viewed through the center view port of the test tank. The argon vortex was driven from the right endwall by a set of eight equally-spaced stainless-steel vortex injectors located tangent to the periphery of the endwall. In addition to the axial bypass provision in the left endwall, both endwalls had the option for removing varying amounts of the exhaust gas through the on-axis thru-flow ducts. As shown in Fig. 3, the UF₆ injector, located on-axis and concentrically within the right endwall, was fabricated from a 50-cm-long three concentric copper tube assembly and in the majority of tests was located with the injector tip extending 2 cm into the test chamber. High pressure water (20 atm) heated to approximately 350 K via a steam heat exchanger flowed at 0.14 \( \frac{g}{s} \) between the concentric tubes of the UF₆ injector. This provided cooling relative to the hot plasma environment while still maintaining a high enough temperature in the injector to permit flowing the pressurized gaseous UF₆ without solidification in the UF₆ transfer line/injector. A vacuum start technique was used in all tests; the rf plasma was ignited at approximately 10 mm Hg using breakdown of the argon gas at a resonator voltage of about 4 kV.

The total power deposited into the uranium rf plasma was obtained from an overall test chamber energy balance by summing the power lost by radiation, power deposited into the annular coolant of the peripheral wall, power deposited into the endwall assemblies, power convected out the exhaust ducts, as well as, power deposited into the heat exchanger and UF₆ injector assembly.

The power radiated from the uranium rf plasma was measured using a specially constructed radiometer and chopper wheel assembly. The total power radiated from the plasma and in selected wavelength bands was calculated assuming isotropic radiation including allowance for blockage due to the rf work coils. Still pictures (using neutral density filters) taken through the various view ports were used for estimating the discharge diameter and shape.

Figure 5 is a schematic diagram of the optical diagnostic system used for the absorption and emission measurements in the rf plasma tests with pure UF₆ injection. A uranium lamp (hollow cathode type) was used as the reference standard. A confocal Fabry-Perot spectrum analyzer with a free spectral range of 8 GHz (\( \approx 10^{-12} \) mm) was used to define and calibrate the tuned wavelength spectrum. A power meter (together with a beam splitter) was used to permit continuous monitoring of the dye laser output power at the particular wavelength line selected. A phase-sensitive-detector and lock-in amplifier and a dual set of chopper/signal generator assemblies (capable of multiple frequency operation) were used in the system, as shown in Fig. 5. A pair of fixed front surface mirrors were used to direct the approximately 1.5-mm-dia laser beam into the aluminum test tank (parallel to the major axis of the discharge). A beam expander (1.5-mm-dia aperture) and collimator was located inside the test tank. Another fixed front surface mirror was located in the test tank approximately 6 cm behind the axial midplane of the fused-silica tube test chamber at an angle of 45 deg to the discharge major axis. The centerline of the expanded and collimated laser beam traversed the concentric set of fused-silica tubes which form the test chamber, 0.75-cm-off-axis, as shown in Fig. 3. The laser beam exited from the aluminum test tank through an aperture and the central view port. A 10-cm-dia aerial lens (f/1.8, focal length = 34.3 cm) was located inside the test tank to aid in focussing the laser beam onto the slit of the monochromator and to correct for the beam divergence through the test chamber. The final optical tracking system used for making the chordal scans of the plasma emission and absorption, as shown in Fig. 5, evolved after several preliminary designs, ray tracing analyses, and bench test experiments. The optical system design had to account for a certain amount of refraction through the test chamber geometry employed. The effect of the concentric fused-silica tubes was twofold. The refractive effects of concentric, right circular cylinders filled alternately with gas, quartz, water, quartz, and air were calculated and are easily predictable. The second effect (surface imperfections), however, was not smoothly varying and cannot be compensated for in the lens and optical system design. This effect had to be calibrated out for each test (i.e., once the rotational orientation of the two concentric fused-silica tubes was maintained in the orientation until completion of that particular test). The remainder of the optical diagnostic system included a fixed front surface mirror, a 10-cm-dia, 20-cm-focal length lens, a rotating front surface mirror, and a 0.25 (f/3.5 optics) or 0.5 m (f/8.6 optics) monochromator system. The output signal from the photomultiplier (S-20 response) was connected to a signal processor and displayed on a strip-chart recorder. A specially constructed rf shielded signal generator and controller system was used for operating the mirror motor drive. The mirror drive assembly had an independent frequency, amplitude, and off-set control. The system was set-up to image a source of cross-sectional radius 1.5 cm without vignetting within the monochromator system. Since the source and slit exist in conjugate planes at a magnification ratio of 1.57, the 25 mm square slit...
arrangement used in the monochromator represented a scanning aperture 39 µm square at the plane of the plasma discharge centerline (both emission and absorption). For emission measurements, the dye laser beam was blocked and the chopper assembly (95 Hz) located adjacent to the central view port of the test tank was used. For absorption measurements, the chopper assembly adjacent to the dye laser head was used (650 Hz). Calibration checks were included to verify that the dye laser output beam (λ = 591.54 nm) power remained essentially constant for relatively long time periods. Fine tuning was accomplished during the actual UF₆ rf plasma tests by tuning the central frequency control of the dye laser system to maximum absorption. The λ = 591.54 nm uranium line was selected because it is a relatively strong uranium I (neutral atom) line and appears well-defined in the spectral emission scans. The lower state for this line is the uranium I ground state. The half-width of the laser line at this wavelength was approximately Δλ = 10⁻⁴ nm.

The signal generator and controller for the scanning mirror was set up to provide a different scanning rate (approximate factor of 2X) between the plasma discharge centerline to the 1.5 cm off-axis location and the return scan from the off-axis location back to the discharge centerline. Typically 10 s was required for a scan. The optical tracking system was checked out first with only an argon rf plasma present. This permitted a verification of tracking reproducibility and isolation of the instrumentation from extraneous vibration and/or rf interference effects.

To permit a detailed analysis of the samples of residue collected from the various components of the test chamber after rf plasma tests with pure UF₆ injection, the following UTRC instrumentation was employed. Of these, several have unique features.

1. Profilometer -- permitted quantitative determination of the magnitude of surface coating/etching/erosion that may take place on the surface of the fused-silica tube.

2. IR Spectrophotometer -- permitted compound identification using IR spectrophotometric absorption measurements (2.5-40 µm wavelength range) of reference material standard compounds and small samples of residue removed from test chamber components.

3. Scanning Electron Microscope -- permitted determination of the elements present in the residue samples and also scanning electron micrographs. Showed topographical and compositional variations and permitted x-ray mapping of the individual elements present.

4. X-ray Diffractometer -- permitted identification of compounds present in the residue samples by subjecting them to copper Kα radiation and comparing the resulting x-ray diffraction patterns with reference standards.

5. Electron Microscope using selected area diffraction (SAD) -- permitted identification of compounds present in the residue samples by subjecting them to electron bombardment. Also provided indication of relative crystallinity of the material.

6. Ion Scattering Spectrometer (ISS)/Secondary (or sputtered) Ion Mass Spectrometer (SIMS) -- permitted identification of the various elements and compounds present in the residue samples. The unique features of this instrument that distinguish it from the other instruments described above are (1) it is sensitive to just the outer monolayer of the surface; (2) its sensitivity is as high as one part of a monolayer per million; (3) it gives positive identification of the compounds; and (4) it can detect hydrogen and distinguish isotopes of uranium.

Discussion of Test Results

TABLE I is an example of the typical operating conditions obtained in the emission and absorption measurement tests conducted in the 1.2 MW rf plasma tests with pure UF₆ injection using the test configuration shown in Fig. 3. For this particular case, the mass flow rate of the injected UF₆ was 3.2 x 10⁻² g/s. In other tests, chamber pressures up to 12 atm and rf plasma power levels up to 85 kW were employed.

To establish the range of dye laser uranium line absorption (I/Iₐ) levels through the plasma, several preliminary tests were conducted for various mass flow rates of UF₆. The dye laser line was set at the peak of the λ = 591.54 nm line (Uranium I-neutral atom) and the 1.5-mm-dia beam (typically 50 mW) traversed the plasma discharge on the centerline axis at the axial midplane location (see Fig. 3). UF₆ mass flow rates employed ranged from 1.3 x 10⁻² g/s to 8.2 x 10⁻² g/s. For reference, at the UF₆ mass flow rate of 8.2 x 10⁻² g/s approximately 90% of the incident intensity of the 591.54 nm dye laser line was absorbed in a single pass through the uranium rf plasma. After operating for approximately 1.5 minutes at this flow rate, the UF₆ injector valve was rapidly shut off. The signal did not immediately return to the initial value because of outgassing of residual hot UF₆ in the transfer lines and injector assembly. Trace amounts of UF₆ were still observed entering the plasma after approximately 10 minutes. After waiting for all the residual UF₆ to outgas, the signal approached the initial value, indicating a very small amount of wall coating had occurred. Post-test inspection of the inner fused-silica tube verified this condition.

The introduction of pure UF₆ directly into the plasma resulted in a significant increase in the total radiation emitted from the plasma (220
to 1300 nm range) as measured with the radiometer system; a significant amount of this radiation increase occurred in the visible and near-UV wavelength bands.

Figure 6 shows an example of the radial variation in the uranium rf plasma temperature and transmission as determined from the single wavelength (\( \lambda = 591.54 \text{ nm} \)) chordal scan measurements, at the axial midplane, of the emission and absorption using the instrumentation shown in Fig. 5. The chordal scan measurements of the emission and absorption by the uranium plasma served as input data to a computer program used to calculate the emission and absorption coefficients. Previously developed analytical techniques for absorption/emission coefficient determination for optically-thick plasmas were adapted to the UTRC data acquisition system(6,7). Prior measurements conducted with similar geometries indicated vortex-confined rf plasma discharges of this type to be rotationally symmetric. Rotational symmetry of the plasma facilitates reduction of the measured chordal emission and absorption data to corresponding radial data by means of the Abel inversion procedure. Under conditions of local thermodynamic equilibrium (LTE) and for plasma transmission between approximately 0.2 and 0.8 (i.e., \( 0.2 \leq \lambda / \lambda_{\text{ref}} \leq 0.8 \)), analytical techniques have been developed for determining the radial spectral absorption and emission coefficients. Since the absorption and emission coefficients are related via Kirchhoff's law, the radial temperature profile can be determined without knowledge of particle densities or transition probabilities. This is particularly important for uranium where much data are still unknown. The sketch in the lower portion of Fig. 6 is a simplified cross section of the test chamber and indicates the location used for the chordal scan measurements. Also shown for reference in Fig. 6 is a temperature profile determined from an argon-only rf plasma test under similar test conditions, but with no injection of UF6. In addition to the centerline maximum temperature peak of about 9800 K, a distinct off-axis temperature peak of about 8700 K is also evident for the uranium plasma case. The introduction of pure UF6 into the rf plasma resulted in a suppressed temperature profile at the off-axis position between a radial distance of approximately 0.2-0.8 cm. The off-axis peaks can be attributed primarily to the mechanism of depositing rf power into an annular region.

To complement these measurements and verify the validity of the results, separate Uranium I (\( \lambda = 591.54 \text{ nm} \)) absorption line width measurements were made using the dye laser system shown in Fig. 5. This information was used to calculate an absorption coefficient from which comparisons were made between the neutral (U) uranium number density radial distribution as determined from emission calculations and from absorption calculations; reasonable agreement was obtained.

To aid in the determination of the total uranium atom number density distribution within the rf plasma discharge, UF6 and/or UF6/Ar equilibrium calculations were made for the current range of test parameters utilizing a computer code based on the procedure described in Ref. 8 (partial pressures from 10^{-4} to 1 atm and temperatures from 300 to 10,000 K). The following species were included: UF6, UF5, UF4, UF3, +, F, +, F2, U, +, U++, +++, and +. Figure 7 is an example of these calculations for the equilibrium composition of UF6 at a partial pressure of 10^{-3} atm. For all practical purposes, at pressures of approximately 1 atm, complete thermal decomposition of UF6 has occurred at temperatures of about 5000 K. Figure 7 illustrates the mole fraction of the various constituents as a function of temperature. Note the very steep slope of the mole fractions of the various fluoride compounds of uranium in the 2000 K regime and that at approximately 7000 K, the concentration of singly-ionized uranium (U+) regime increases; separate measurements of the rf plasma characteristics indicate that the rf plasma with argon vortex buffer gas injection only has average temperatures in excess of 7000 K for the type of operating conditions reported herein. In all the calculations, local thermodynamic equilibrium was assumed and lowering of the ionization potential was not included. Similar calculations of the variation of the total number density of uranium atoms and ions as a function of UF6 injection partial pressures with equilibrium temperature as the variable parameter have also been completed for UF6/Ar mixtures at various total pressures.

It was anticipated that operating the rf plasma with pure UF6 injection at relatively high power and pressure levels may have resulted in significant pressure broadening to the width of the uranium, \( \lambda = 591.54 \text{ nm} \), emission and absorption line. To better estimate the absorption line half-width, several measurements were made at different pressures corresponding to approximately the same test conditions. Calculations of the Doppler width for the uranium \( \lambda = 591.54 \text{ nm} \) line (no pressure broadening) at 1000 K yields a half-width of approximately 0.75 GHz. The Doppler line width varies as the square root of temperature. Therefore, at a temperature of approximately 10,000 K, the Doppler width would be approximately 2.34 GHz. This compared favorably with the 2.5 GHz experimentally measured using the dye laser system and spectrum analyzer. At a chamber pressure of 2 atm, the measurements indicated a line width (at one-half maximum intensity) of approximately 3.5 GHz. For reference, 8 GHz corresponds to 10^{-8} cm.

Additional calculations were completed using these data, the partition functions for Uranium I and II as a function of temperature(9), the radial distributions of temperature and transmission shown in Fig. 6, and the variation of uranium neutral atom number density with UF6 partial pressure to calculate the neutral uranium atom number density as a function of radius.
Figure 8 shows the results obtained for the radial variation of total uranium atom (UIV—UIII) number density as a function of radial distance from the centerline of the rf plasma with pure UF6 injection corresponding to the test conditions given in TABLE I and Fig. 6. The numbers in parentheses are corresponding estimated values of the total uranium species partial pressure in atm. In this particular case, the total uranium atom number density reached a maximum of approximately $10^{16}$ atoms/cm$^2$ at the centerline of the plasma. Based on this plot, an estimate was made of the total confined uranium mass based on these measurements of the neutral uranium species; this value was calculated to be 0.03 mg of uranium. The calculations also indicated that a relatively large fraction of the total confined uranium atoms existed at the outer portion of the plasma discharge.

These results were compared to the uranium total number density obtained from independent X-ray absorption measurements. At comparable test conditions to those shown in TABLE I and assuming a 23-cm-diagonal path length and a 9.5-cm-diagonal path length, the corresponding uranium total number densities were $2.8 \times 10^{16}$ and $6.4 \times 10^{15}$ atoms/cm$^2$, respectively. The agreement is reasonable when one considers that the x-ray measurements included contributions due to all species (including cold UF6 etc. in the boundary). Other x-ray measurements at higher UF6 injection mass flow rates (up to $9.3 \times 10^{-2}$ g/s) resulted in uranium densities up to approximately $4 \times 10^{17}$ atoms/cm$^3$.

The photograph shown in Fig. 9 illustrates the degree of wall coating incurred on various fused-silica tube peripheral walls after tests with pure UF6 injection. Part of the tests included incorporation of different modifications to both the test chamber and flow control scheme to further improve the confinement characteristics of the uranium plasma while at the same time aid in minimizing the wall coating by uranium compounds. These fused-silica tubes were subsequently analyzed during post-test inspections. The degree of coating extended from a relatively heavy to a fairly light coating as can be seen in the photograph in Fig. 9. The majority of the coating occurred in the central region of the fused-silica tubes. Some residue was also observed at both end regions adjacent to the O-ring seal location. A representative example of the IR spectrophotometric absorption measurements taken some of the residue collected from the inside surface of the fused-silica tube after the plasma tests with pure UF6 injection is shown in Fig. 10. In all cases a thin wafer KBr matrix was used with the Perkin-Elmer IR spectrophotometer to obtain the IR absorbance trace as a function of wavelength. In the majority of the tests the IR spectrophotometric measurements indicated a combination of uranyl fluoride and uranium oxide present on the inside surface of the fused-silica tube; traces of SiO$_2$, silicon grease and water vapor were also noted.

A follow-on series of long run time uranium rf plasma tests indicated that the addition of silicone grease to the O-rings and use of as-received UF6 (i.e., no NaF filter) resulted in a significant contribution to the residue coating on the fused-silica tubes. Part way into the test series it became obvious that the use of silicon O-rings, and unfiltered argon from the laboratory bottle farm, also resulted in an increase in the residue deposited on the fused-silica tubes as a function of test time. To aid in reducing this residue, the O-rings were coated with Kel-F oil. This particular lubricant, arrived at after trying other materials such as hydrocarbons, fluoroosilicone, and halocarbons, provided the seal necessary between the fused-silica tube and the endwall while eliminating the silica gel present in the silicone grease which apparently reacted on the surface and caused additional deposits. With the O-ring lubricant change, filtering the as-received UF6 through a NaF trap to remove the hydrogen fluoride contamination, and filtering the argon through a zeolite trap resulted in a reduction in the residue wall coating by approximately a factor of 2. In a test employing all these modifications, the uranium rf plasma was operated continuously for 41.5 minutes at a UF6 flow rate of $2.2 \times 10^{-2}$ g/s; 30.4 mg of total residue was deposited on the peripheral wall. Approximately 10 mg of this was attributed to the lubricant initially applied to the O-ring seal which remained on the fused-silica tube.

In other tests, aimed at determining the range of mass flow rates of injected UF6 possible, greater than an order of magnitude increase in flow rates were achieved ($21 \times 10^{-2}$ g/s) while still maintaining the rf plasma in a confined-steady-state mode.

Results of measurements using the profilometer indicated the maximum residue wall coating on the ID of the fused-silica tube to be approximately 1 µm in thickness; detailed analysis of the surface indicated a combination of residue deposition and surface etching had occurred. The electron photomicrographs and x-ray mappings of the sample residue indicated the predominance of uranium and silicon as compared to fluorine and oxygen. The results from the x-ray and electron diffraction analyses indicated traces of several oxides of uranium. This was also verified by the IR spectrophotometry absorption measurements shown in Fig. 10. Another check on the predominance of UO$_2$F$_2$ was obtained from measurements using the secondary ion mass spectrometer (SIMS). Based on the Atomic Mass Units (AMU) between 225 to 300, the presence of various uranium oxide compounds was verified.

Additional analyses were also conducted of the residue coating on the endwall surfaces, UF6 injector, and exhaust ducts. In general, the following trends were observed. UF4, UO$_2$, and UO$_2$F$_2$ were identified as residue constituents on the endwall surfaces. The same constituents were identified as...
being present on the UF₆ injector; in addition, α₂UO₃ was also detected. The electron microprobe x-ray maps also showed the distinct presence of Cu in quantities comparable to the U. The exhaust ducts contained traces of UO₂F₂, U₂O₅, and UF₆. The electron photomicrographs of the various samples of residue removed from the different components each possessed a different crystalline structure. Recall that UO₂F₂, U₂O₅, SiO₂ (and a trace of Y₂O₃) were identified as residue constituents on the fused-silica tube peripheral wall.

The analysis techniques developed and applied during this portion of the research program will be applicable to future experiments which include development of techniques for reconstituting the gaseous compounds in the plasma exhaust mixture, minimizing the wall coating, and conditioning the exhaust gas such that it is in a form suitable for reinjection into the plasma (recycled-closed-loop operation).

Summary and Conclusions

An experimental investigation was conducted using an argon vortex confined uranium rf plasma discharge to aid in developing the technology necessary for designing a self-critical fissioning uranium plasma core reactor. Pure UF₆ was injected, using a specially developed UF₆ transfer and injection system, into a 5.7-cm-ID by 10-cm-long test chamber containing the plasma and comprised of a water-cooled fused-silica tube peripheral wall and copper endwalls. Complementary diagnostic instrumentation and measurement techniques were developed which permitted characterizing the uranium plasma and traces of the uranium compound residue deposited on the test chamber walls. Included was an optical scanning method for uranium plasma emission and absorption measurements using a cw single-frequency tunable dye laser system. These measurements provided input to a computer program (optically thick case) which calculated the spectral emission and absorption coefficients and the corresponding radial temperature profile using Kirchhoff's law. The measurements indicated, at chamber pressures of about 2 atm, rf discharge power levels of about 60 kW, and injected UF₆ mass flow rates of approximately 3 x 10⁻² g/s, that uranium plasma temperatures of 9800 K occurred at the plasma centerline location with a distinct off-axis peak (≈ 8700 K) occurring at an r/R = 0.5. Edge of plasma temperatures were approximately 6000 K. From these data and additional experimental measurements of the uranium neutral atom (U) absorption line width (≈ 3.5 GHz at λ = 591.5 nm), the radial variation of total uranium atom (U⁺II⁺-U⁺III) number density within the rf plasma was determined. (Approximately 1.0 x 10¹⁶ atoms/cm³ at the axial midplane centerline of the rf plasma discharge.) These atom number densities were found to be comparable by two independent measurement techniques (x-ray absorption measurements and U plasma emission/absorption measurements).

Modifications made to the test chamber configuration and flow control scheme and evaluated by the various analysis techniques resulted in a reduction in the residue material deposited on the components of the test chamber. At UF₆ mass flow rates of 2.2 x 10⁻² g/s, test times up to 14.5 minutes were achieved with less than about 20 mg of actual uranium compound residue wall coating. In separate tests to maximize the UF₆ mass injection flow rate, up to an order of magnitude increase was achieved (2.1 x 10⁻² g/s) while still maintaining the plasma in a confined mode of operation. Six different complementary analysis techniques were employed and uranium compound reference standards were used at UTRC to permit post-test characterization and identification of the residue coatings deposited on the peripheral wall of the test chamber. The "mist-like" residue found on the inside diameter of the fused-silica tube during post-test analysis was identified as primarily uranyl fluoride (UO₂F₂).

The overall test results have demonstrated that applicable flow schemes and associated diagnostic techniques have been developed for the fluid-mechanical confinement and characterization of uranium vapor within a plasma discharge when pure UF₆ is injected steady-state for long test times into an argon-confined, high-temperature, high-pressure, rf-heated plasma.

References


**List of Symbols**

- AMU: Atomic mass unit, dimensionless
- $f$: RF operating frequency, MHz
- $I_0$: Incident or source intensity, arbitrary units
- $I/I_0$: Transmission, dimensionless
- $\log_{10}(I/I_0)$: Absorbance, dimensionless
- $l$: Liters
- $m_{\text{AR}}$: Argon mass flow rate, g/s
- $m_{\text{UF}_6}$: $\text{UF}_6$ mass flow rate, g/s
- $N_{\text{UI}}$: Number density of neutral uranium atoms, atoms-cm$^{-3}$
- $N_{\text{UHI}}$: Number density of singly-ionised uranium atoms, atoms-cm$^{-3}$
- $N_{\text{UUT}}$: Number density of doubly-ionised uranium atoms, atoms-cm$^{-3}$
- $N_{\text{UT}}$: Total number density of uranium atoms, atoms-cm$^{-3}$
- $P$: Pressure, atm, mm Hg, or torr
- $P_C$: Chamber pressure, atm
- $Q_T$: Total rf discharge power, kW
- $R$: Radius of plasma, cm
- $r$: Radial distance, cm
- $T$: Temperature, deg K
- $\lambda$: Wavelength, nm or microns
- $x_i$: Mole fraction of species $i$, dimensionless
- $\Delta \lambda$: Wavelength band, nm
- $\alpha_{\gamma}$: Designation of different crystalline forms of uranium compounds

**Table I**

Summary of Operating Conditions for Chordal Scan Measurements of Test V Conducted in 1.2 MW RF Induction Heater With RF Plasma and Pure $\text{UF}_6$ Injection

See Fig. 3 for Sketch of Test Chamber Configuration
See Fig. 5 for Schematic of Diagnostic System Used for Chordal Scan Measurements.

- Argon Injection Mass Flow Rate: 2.58 g/s
- Argon Injection Velocity: 21.6 m/s
- Percent Axial Bypass Flow: 18
- $\text{UF}_6$ Injection Mass Flow Rate: 3.2x10$^{-2}$ g/s
- $\text{UF}_6$ Injection Velocity: 0.7 m/s
- Mass Ratio: 0.012
- Chamber Pressure: 1.95 atm
- RF Discharge Power: 58 kW
- RF Operating Frequency: 5.421 MHz
- Power Radiated (220-1300 nm): 19.5 kW
- Fraction of Total Discharge Power Radiated: 0.34
- Discharge Diameter at Axial Midplane: 2.6 cm
- Test Time: 2 min
- Residue Deposition: 8.1 mg

*Fig. 1 Details of Plasma Core Reactor Unit Cell.*
Fig. 2 Schematic Diagram of UF₆ Transfer System.

Fig. 3 Sketch of Test Chamber Configuration Used in Tests in 1.2 MV RF Induction Heater With Pure UF₆ Injection.

P=2.4 atm  Qₚ=52 kw  f=5.4778 MHz  d=2.9 cm

mₐr=2.2 G/S  m UF₆=0.09 G/S

Fig. 4 Photograph of RF Argon Plasma in 1.2 MW RF Induction Heater Test Chamber With Pure UF₆ Injection.

Fig. 5 Schematic of Optical Diagnostic System Used for Absorption and Emission Measurements in RF Plasma Tests With Pure UF₆ Injection.

Fig. 6 Example of Results of Radial Variation in Temperature and Transmission Obtained With Pure UF₆ Injection Into RF Argon Plasma.

Fig. 7 Equilibrium Composition of UF₆ at a Partial Pressure of 0.001 atm.
DISCUSSION

D. H. DOUGLAS-HAMILTON: What kind of radiation intensities do you expect to propagate through your quartz window?

W. C. ROMAN: About 27 kilowatts per square centimeter.

T. S. LATHAM: Another point we are discovering with UF₆ is that it is a very strong UV absorber which means that the radiating spectrum is very much like a black body at the edge of the fuel cloud, and we have less UV content with uranium hexafluoride as a nuclear fuel than we used to calculate for pure uranium. So the UV loading on the fused silica walls with UF₆ fuel should be substantially reduced over what it was with pure fuel.

Fig. 8 Radial Variation of Total Uranium Atom (UUI,UII,UIII) Number Density for UF₆ RF Plasma Test Case V.

Fig. 9 Photograph of Fused-Silica Tubes Used in RF Plasma Tests With Pure UF₆ Injection and Incorporating Modifications to Test Chamber/Flow Scheme.

Fig. 10 Example of IR Spectrophotometry Absorption Measurements Obtained From Post-Test Analysis of Residue Wall Coating.
THE EMISSION CHARACTERISTICS OF URANIUM HEXAFLUORIDE
AT HIGH TEMPERATURES

N. L. Krascella
United Technologies Research Center
East Hartford, Ct.

Abstract

An experimental study was conducted to ascertain the spectral characteristics of uranium hexafluoride (UF₆) and possible UF₆ thermal decomposition products as a function of temperature and pressure.

Relative emission measurements were made for UF₆/Argon mixtures heated in a plasma torch over a range of temperatures from 800 to about 3600 K over a wavelength range from 80 to 600 nm. Total pressures were varied from 1 to approximately 1.7 atm. Similarly absorption measurements were carried out in the visible region from 420 to 580 nm over a temperature range from about 1000 to 1800 K. Total pressure for these measurements was 1.0 atm.

The emission results exhibited relatively no emission at wavelengths below 250 nm over the range of temperatures investigated. At temperatures in excess of 1800 K an additional emission band centered at 310 nm appears and becomes more well defined at higher temperatures. Essentially no pressure effect was observed with respect to emission at pressures up to 1.7 atm.

"Effective" spectral absorption cross-sections were determined at five temperatures between 1000 and 1800 K and in the wavelength region between 420 and 580 nm. The cross-sections ranged in value from about 9 x 10⁻²⁰ to 2 x 10⁻¹⁹ cm².

I. Introduction

Extensive experimental and theoretical research has been conducted with respect to various aspects of fissioning gaseous plasmas over the past two decades. These studies have been generally directed toward high performance nuclear space propulsion systems. In addition to space applications, the Plasma Core Reactor (PCR) concept has been recognized as a possible candidate energy source for various terrestrial applications. The very high operating temperatures generated by fissioning plasmas tend to enhance efficiencies of various thermodynamic cycles compared to conventional power generating systems or nuclear reactors with solid fuel elements. Furthermore, the high operating temperatures associated with gaseous fissioning reactors provide a source of very intense electromagnetic radiation with a number of possible applications involving direct coupling of energy by radiative processes.

Although most of the applications of the PCR require extensive basic research and technological development, the potential benefits from the use of these devices warrant continued investigation of the concept. Possible PCR space and/or terrestrial applications are:

(1) High-thrust, high-specific-impulse space propulsion systems.

(2) Advanced high-temperature, closed-cycle gas turbine electrical power generation.

(3) MHD conversion systems for electrical power generation.

(4) Photochemical and/or thermochemical processing.

(5) Direct pumping of lasers by deposition of fission fragment energy in UF₆ or other gas mixtures.

(6) Optical pumping of lasers by thermal and/or nonequilibrium radiation emitted by a gaseous fissioning UF₆ or uranium plasma.

A typical unit cavity of a PCR device is illustrated in Figure 1. In the PCR concept a high-temperature, high-pressure plasma is sustained via the fission process in a uranium gas injected as UF₆ or other uranium compound. Containment of the plasma is accomplished fluid-mechanically by means of an argon-driven vortex which also serves to thermally isolate the hot fissioning gases from the surrounding wall.

For applications which employ thermal radiation emitted from the plasma, an internally-cooled transparent wall can be employed to isolate the nuclear fuel, fission fragments, and argon in a closed-circuit flow loop and permit transfer of the radiant energy from the plasma to an external working fluid. For applications which employ fission fragment induced short wavelength nonequilibrium radiation emitted from the plasma,
the working fluid such as lasing gases can be either mixed with fissioning gas or injected into the peripheral buffer gas region such that there is no blockage of radiation due to the intrinsic absorption characteristics of transparent material wavelengths.

Three fundamental areas of research are required to demonstrate the feasibility of the PCR concept: (1) nuclear criticality; (2) fluid mechanical confinement; and, (3) transfer of energy by radiation processes. Various aspects of these areas of technology are currently being investigated at United Technologies Research Center (UTRC). In addition, cavity reactor experiments which employ gaseous UF₆ are currently being performed at Los Alamos Scientific Laboratory (LASL) as part of the planned NASA program to determine the feasibility of plasma core reactors.

The present report summarizes recent results of emission and absorption measurements in hot UF₆/argon mixtures at various wavelengths, temperatures and pressures. These data are required to provide basic absorption data for radiation transport calculations and relative emission data for subsequent comparison of theoretical calculations with experimental results.

II. Test Equipment

The equipment used in the experimental evaluation of the spectral properties of UF₆ and possible UF₆ decomposition products consisted of three major components. These were the plasma torch-optical plenum assembly, the monochromator, and the UF₆ transfer system. A schematic of the overall system is shown in Figure 2; details of these components as well as other auxiliary equipment are discussed in the following sections.

Plasma Torch-Plenum Assembly

A plasma torch facility, designed and developed by UTRC, was used to provide hot UF₆/argon mixtures for all experimental determinations. A cross-sectional schematic of the plasma torch illustrating the major torch components is depicted in Figure 3. The principal components of the torch are a pin-type cathode, a hollow conically-shaped anode, an argon injector, a UF₆ injector and two external magnets. The cathode is a hemispherical-tipped 2 percent thoriated tungsten rod 0.1 cm in diameter and was provided with means for independent water cooling. The cathode extended partially into the water-cooled conically-shaped copper anode as shown in Figure 3. Argon was injected tangentially through eight equally spaced 0.016-cm-diameter holes located at the base of the cathode assembly. The aerodynamic swirl imparted by the argon injection system was augmented magnetically by means of two external magnets located concentrically about the anode as shown in Figure 3.

A Rapid Electric, Model SRV/MAN, 200 kw dc power supply was used to provide power to the discharge. The external magnets were supplied by Hypertherm, Model H-444 dc power supplies rated at 16.2 kw (96 v, 180 A) with a 60 percent duty cycle. The large magnet was connected to two paralleled units to provide higher current (360 A) and thus, a greater magnetic field. The smaller magnet was supplied by one unit.

A UF₆ injector was located immediately adjacent to and downstream of the anode. Preheated UF₆ was injected into the argon stream heated by the torch via two 0.016-cm-diameter holes. The aerodynamically mixed high temperature gas stream was then introduced into the cylindrical stainless-steel plenum (see Figures 2 and 3). The plenum was equipped with six optical ports (3 oppositely positioned pairs) which enabled viewing the high temperature gas stream spectroscopically in absorption or emission. The optical path through the mixed gas stream was 10.2 cm in length. The hot exhaust gases were subsequently cooled in a heat exchanger consisting of multiple copper coils prior to being neutralized in a sodium bicarbonate trap system (see Figure 2).

A high pressure (40 atm) water pump was used to provide cooling water for critical torch components. Separate water flow loops were used to cool the cathode, anode, external magnets and the UF₆ injector. Water cooling was not provided for the optical plenum. Each cooling water flow loop contained a flow meter to monitor water volumetric flow and a thermocouple to monitor exit water temperature. Inlet water temperature was also monitored by means of a thermocouple. Thus, power dissipation in various components could be calculated. Similarly a flow meter was installed in the argon line to the torch to provide means for quantitatively measuring argon mass flow in the system. Three thermocouples were attached to the plenum to monitor wall temperatures in the vicinity of the optical ports as shown in Figure 3. A fixed thermocouple was inserted into the hot gas flow downstream of the plenum and immediately prior to the heat exchanger. In addition, a scanning thermocouple system (tungsten - 5 percent rhenium vs tungsten - 26 percent rhenium thermocouple) was installed such that temperature scans could be made in the UF₆/argon mixture parallel to the optical path.

The plenum was equipped with both a transducer and a gauge for monitoring total pressure in the system. All thermocouples associated with monitoring water, component and exit-gas temperature were copper-constantan. Temperatures were monitored by means of an eight channel Sanborn recorder.

Monochromator

A McPherson Model 235, half-meter scanning monochromator of the Seya-Namioka type was used for all spectral measurements. Entrance and exit slit
were available for use. The systems contained three slit widths; 100, 200, and 400 µm. A 1200 G/mm and a 300 G/mm gratings were available for use. The 1200 G/mm grating was blazed at 150 nm and covered the range from 30 to about 300 nm. The 300 G/mm grating was blazed at 550 nm and covered a wavelength range from 30 nm to about 1200 nm. Scanning speeds could be varied in twelve steps from 0.025 nm/min to 100 nm/min for the 1200 G/mm grating and from 0.1 nm/min to 400 nm/min for the 300 G/mm grating.

The radiation detector system consisted of a McPherson Model 650 detector assembly and a Model 790 detector electronic system. The detector contains a sodium salicylate coated window and an EMT Model 9635B "dialkali" coated photomultiplier. The sodium salicylate-photomultiplier system is sensitive from 50 to about 600 nm. The 600 nm upper wavelength limit is dictated by the photodetector cut-off. The detector output was monitored on one channel of a Hewlet-Packard dual channel recorder.

A 2.5 cm diameter transition section approximately 30 cm in length was used to provide an enclosed optical path between the plenum and the monochromator. The end of the transition piece in contact with the inner wall of the plenum was fitted with a 0.6 x 1.9 cm slit to minimize flow of UF₆ into the external optical path. The transition section was equipped with a window mount to permit use of a lithium fluoride window when scanning at wavelengths above approximately 120 nm. In addition, an argon purge system was installed in the transition section to provide a slight back-pressure of gas with respect to the plenum in order to prevent flow of UF₆ from the plenum into the monochromator or onto the windows. In addition, the monochromator housing and the window assembly used in conjunction with the tungsten-halogen source lamp for absorption measurements were provided with argon purging to prevent possible contamination by UF₆ vapors.

**UF₆ Transfer System**

The transfer system consisted of a two-litre Monel supply canister rated at 200 atm with appropriate shut-off and metering valves as indicated in Figure 2. Two chromel-alumel thermocouples were installed in the canister to monitor the temperature of the UF₆ liquid and gas phases. A Matheson linear mass flow meter was used to determine UF₆ mass flow rates during various experiments. The mass flow meter output was continuously monitored on the second channel of the Hewlet-Packard dual channel recorder during all tests involving UF₆ flow. The canister, valves, mass flow meter and all lines in the UF₆ transfer system were electrically heated by means of Variac controlled heater tapes. Chromel-alumel thermocouples were placed in various components to monitor temperatures at strategic locations in the UF₆ flow loop.

### III. Experimental Procedures

A series of preliminary experiments were conducted to determine the operating parameters of the plasma torch system and to establish cooling water flow requirements for the facility. This series of tests was conducted with argon flow only; no UF₆ was used nor were spectral scans made. During these tests water flow and temperatures were monitored as well as temperatures for various system components. Similarly, gas exit temperatures were measured. In addition, these tests indicated that run time decreased markedly (about 3 minutes) at operating conditions which yielded temperatures above approximately 2000 K. The limiting factor was primarily attributable to thermal overloading of the external magnet power supplies.

It should be noted that the flow rate of argon determines the gas-mixture temperature in the plenum to a very large degree. Thus, variation of the argon flow to obtain various UF₆-to-argon mass ratios was precluded. Changes in UF₆-to-argon mass flow were accomplished by varying the quantity of UF₆ injected into the gas stream.

Subsequently, spectral studies with flowing UF₆ were undertaken. Normal procedure involved initiating the discharge on argon injected at a low flow rate to facilitate start-up. The argon flow and discharge current were then increased to predetermined values and the system allowed to equilibrate. Spectral scans were then conducted to determine the emission from argon without UF₆ flow. Prior to starting, the UF₆ transfer system was preheated to a temperature of approximately 430 K. UF₆ was not injected until the injector temperature was greater than 350 K to prevent condensation of UF₆ in the injector ports with resultant clogging of the UF₆ injector system. After the UF₆ injector reached operating temperature, UF₆ flow was initiated and monitored by means of the linear mass flow meter until constant flow was obtained. Constant UF₆ flow usually was achieved between 30 to 60 seconds after flow was initiated. Spectral scans in either emission or absorption were commenced after equilibration of UF₆ mass flow.

Temperature scans were taken immediately after the spectral scans were completed. The temperature and spectral scans were not conducted simultaneously because of objectionable photodetector noise levels generated by the scanning thermocouple drive-motor. Spectral data were recorded at a rate of 400 nm/min when using the 300 G/mm grating and at 100 nm/min when using the 1200 G/mm grating. The high scan rates were required because of relatively short plasma torch operating times at high temperatures and to minimize exposure of the equipment to hot corrosive UF₆. Monochromator slit...
width was constant at 100 µm for all emission and absorption measurements.

Initial spectral results were of poor quality because of high noise levels due to mechanical vibrations. Subsequently, the monochromator table was equipped with "isopads" and additional mounting support provided for the plasma torch-plenum assembly. In addition, a metallic bellows was installed in the transition section between the plenum port and the monochromator entrance slit to minimize vibrational coupling between the two systems. With these changes the vibration was reduced to negligible levels.

A tungsten-halogen lamp (quartz envelope) was used as the radiation source for the absorption measurements. Absorption measurements were conducted as follows. First, a spectral scan was made at a given argon mass flow rate and gas temperature to determine the emission due to hot argon. In all cases investigated no argon emission could be observed except under very high amplifier gain as compared to the lamp or UF₆ emission. Consequently, the incident radiation, I₀, was measured by irradiating the hot argon with the lamp at the specified operating conditions. Next, a UF₆ flow was established and the combined radiation, Iₚ + Iₖ, (from the lamp and UF₆ emission) was measured. This determination gives the total radiation emitted by the hot UF₆ and the quantity of lamp radiation which is transmitted through the plasma. Finally, the emission due to UF₆, i.e., Iₚ, was determined with the lamp extinguished. Thus the relative intensity transmitted through the absorbing plasma was determined and is given by:

\[
\frac{(Iₚ + Iₖ) - Iₚ}{I₀} = \frac{Iₖ}{I₀}
\]  

Shut-down procedure involved termination of UF₆ flow followed by careful purging of UF₆ transfer lines and the UF₆ injector system with argon preheated to a temperature of approximately 500 K. Failure to adequately purge the system with hot argon invariably resulted in condensation of UF₆ upon cooling and complete clogging of the small ports in the UF₆ injector.

Wavelength calibration of the two gratings was periodically effected using a mercury discharge lamp placed at the entrance slit to the monochromator.

IV. Results and Discussion

Relative Spectral Emission

A series of twenty-six separate emission scans were made for wavelengths in the region between 120 to 600 nm. The 300 G/mm grating was used for these studies along with the lithium fluoride window. The window was utilized to eliminate the possible contamination of the monochromator components by UF₆. Experimental parameters including temperature, UF₆ and argon mass flow rates, the calculated partial pressure of UF₆ and the UF₆-to-argon mass flow ratio are summarized in Table I for these twenty-six runs. The pressure in the optical plenum was maintained at 1.0 atm for all twenty-six cases described in Table I.

It should be noted that the maximum range for a sheathed tungsten thermocouple is approximately 3000 K. Therefore, the value of 3560 K (scan number 26) represents the result of three temperature estimates. These are: (1) an extrapolation of the thermocouple calibration curve to higher temperatures, (2) heat balance for the system which defines an average gas temperature and (3) a correlation between observed temperature profiles (obtained with the scanning thermocouple) and an average gas temperature as determined by the thermocouple in the partially cooled gas stream well downstream of the optical path.

Three representative gas-mixture (UF₆/argon) temperature profiles are shown in Figure 4 as a function of relative position along the optical path in the plenum immediately adjacent to the UF₆ injector. The profiles are relatively flat usually exhibiting a maximum temperature variation of less than approximately 100 K. Since a relatively large thermocouple was used (0.32 cm-dia) the steep temperature gradient adjacent to the walls of the optical plenum are not evident in Figure 4. Wall temperatures measured at the outer surface of the plenum ranged from 800 to about 1500 K and depended essentially upon the argon flow rate and the run duration. There was no direct correlation between wall temperatures and gas temperature since spectral scans were initiated as soon as possible to reduce run time and exposure to UF₆. In essence, equilibrium between the gas-mixture and wall temperature was not necessarily established prior to spectral scanning. The effect of this thermal nonequilibrium of the walls on spectral scans was negligible as noted on repetitive spectral scans at nearly identical gas temperatures but different wall temperatures.
Results of typical emission scans are illustrated in Figure 5 as a function of wavelength for several temperatures between approximately 1.000 K and 3.600 K. The relative intensities shown in Figure 5 have been corrected for various variable experimental parameters such as photodetector response and different scale factors. The emission due to argon was always found to be negligible compared to UF₆ (at least 1 order of magnitude less), thus no correction for argon emission was required. In addition, the measured relative emission intensities have been normalized by dividing the corrected intensities by the corresponding calculated partial pressure of UF₆. Therefore these results illustrate the emitted intensities per unit pressure (mm Hg) of UF₆ injected into the system.

The long wavelength limit (580 nm) was dictated by the photodetector response which rapidly approached zero between 580 and 600 nm. In all cases experimentally investigated, the emitted intensity reached negligible levels between 250 and 300 nm. No significant emission was observed at wavelengths less than about 250 nm at all temperatures although wavelength scans were made down to the lithium fluoride cut-off at approximately 120 nm.

All spectral traces shown in Figure 5 exhibit similar characteristics particularly in the visible region between 380 and 580 nm. The first appearance of a new emission band at a wavelength of about 310 nm is noted at about 1800 K and becomes more pronounced with increasing temperature. In addition there is an enhancement in emission at wavelengths less than about 250 nm at all temperatures although wavelength scans were made down to the lithium fluoride cut-off at approximately 120 nm.

The spectral emission results of Figure 5 were integrated between 300 and 580 nm to determine the variation in relative total emission as a function of temperature. These calculated total emission results are depicted in Figure 6 as a function of temperature and are normalized with respect to the integrated results at 3560 K. No data below 300 nm or above 580 nm were used because of the very weak signal observed. The total intensity between 300 and 580 nm increases rapidly up to a temperature of about 1700 K and then much less strongly at higher temperatures as shown in Figure 6. The emission increases approximately by nine orders of magnitude between 800 and 3600 K. A summary of these results as well as integrated intensities at lower temperatures is shown in Table II. Equivalent integrated blackbody data over the same temperature range and in the same wavelength range are also illustrated by the dashed line in Figure 6.

Fractional integrated intensities per 40 nm wavelength intervals were calculated from the results of Figure 6. These calculated results are shown in Figure 7 as a function of the wavelength at the center of each 40 nm interval for four representative temperatures between 1400 and 3600 K. The results in Figure 7 illustrate the enhanced emission at wavelengths below 450 nm as the temperature is increased and the corresponding decrease in emission with increasing temperature at longer wavelengths. Additional calculated fractional intensities not shown in Figure 7 are tabulated in Table III for all temperatures investigated.

The calculated equilibrium composition of a UF₆/argon mixture is shown in Figure 8 as a function of temperature at a total pressure of one atmosphere and for a partial pressure of UF₆ equal to 0.5 mm Hg. Comparison of the spectral emission results of Figure 5 with the composition data of Figure 8 indicate that the appearance of the new band (peak λ ~ 310 nm) occurs at about 1800 K and approximately coincides with the appearance of the UF₆ decomposition products, UF₄ and UF₃ as well as fluorine atoms, F. Assignment of the band to a specific species is not possible on the basis of these data. Further assessment of the spectral results with specific components from the thermal decomposition of UF₆ are precluded because of the complexity of the composition scheme at higher temperatures.

It is known from black-body relationships that only about 0.21 percent of the total emitted radiation occurs at wavelengths less than 300 nm for a black-body at a temperature of 3500 K. Therefore relatively little emission of radiation was anticipated for UF₆ and/or its decomposition products at the same temperature or at lower temperatures. Although the previously described experimental results indicated no radiation below 250 nm at any temperature, a series of three emission scans were made to confirm these results and to examine the spectral region below the lithium fluoride wavelength cut-off at approximately 120 nm. These scans were accomplished in a windowless mode using the 1200 g/mm grating at temperatures of 1050, 1400 and 2280 K. Additional experimental parameters are enumerated in Table IV. No radiation (line, band or continuum) was observed in confirmation of the previous results. Therefore, additional scans in the windowless mode were discontinued.

A final series of six emission studies were conducted at total plenum pressures up to 1.7 atm to examine the effect of pressure on the emission from hot UF₆ and its thermal decomposition products. The various experimental parameters for these cases are summarized in Table V. The result of these tests did not indicate an appreciable pressure effect as shown by a comparison of the relative spectral emissions at a temperature of about 2400 K for a total pressure of 1.0 and 1.7 atm (see Figure 9). Similar results were obtained at other temperatures and pressures. The two curves depicted in Figure 9
are also indicative of the reproducibility of the previous emission results at similar temperatures observed in the scans at a total pressure of 1.0 atm.

Spectral Absorption

Finally, a series of five experiments were performed to ascertain the absorption characteristics of UF6 in the visible region and at elevated temperatures. A typical set of transmission results at a temperature of 1270 K are shown in Figure 10 as a function of wavelength between 420 and 580 nm. The figure illustrates the source intensity (tungsten-halogen lamp) \( I_0 \), the combined intensity from the emitting UF6 plus the transmitted source intensity \( I_{UF6} + I_t \) as well as the emission from the hot UF6, \( I_{UF6} \).

The relative spectral transmission derived from the results of Figure 10 and similar results for other temperatures are shown in Figure 11. These data were used to determine an "effective" spectral cross-section over the wavelength of interest as follows:

\[
\frac{I_t}{I_0} = \exp - (\sigma NL) \quad (2)
\]

where \( I_t/I_0 \) is the transmission (Figure 11), \( N \), the number density, \( L \) the path length and \( \sigma \) the cross-section. The quantity \( \sigma \) is an "effective" cross-section since the UF6 may be partially decomposed, particularly at higher temperatures. Furthermore, the individual spectral details associated with each absorbing species cannot be ascertained. Therefore, the particle density factor serves to define an "effective" cross-section per unit UF6 pressure. Calculated "effective" cross-section results are graphically depicted in Figure 12 as a function of wavelength at the temperatures studied.

The magnitude of the "effective" cross-section varies from about \( 2 \times 10^{-19} \) cm\(^2\) at short wavelengths to a minimum of approximately \( 9 \times 10^{-20} \) cm\(^2\) at the long wavelengths. Tabulated values of the cross-section at 10 nm intervals are summarised in Table VII for the five temperatures investigated.

IV. Conclusions

The broad-band relative spectral emission characteristics of UF6 and its thermal decomposition products have been experimentally examined over a range of wavelengths (80 to 600 nm), pressures (1.0 to 1.7 atm) and temperatures (800 to 3600 K). The "effective" absorption cross-sections of UF6 and its thermal decomposition products have been determined over the wavelength range from 420 to 580 nm and at five temperatures between approximately 1000 and 1800 K.

The following conclusions are inferred from these experimental investigations:

1. The total integrated intensity between 300 and 580 nm increases with temperature between 800 and 3600 K. The increase in intensity between 800 and 3600 K is about nine orders of magnitude.

2. There is no significant emission of radiation at wavelengths between 80 and approximately 250 nm for the temperature regime investigated.

3. The appearance of a new emission band centered at approximately 310 nm is associated with the appearance of substantial quantities of UF6 thermal dissociation products at temperatures in excess of 1800 K.

4. The emission of radiation from UF6 or its dissociation products does not exhibit a measurable pressure dependence at total pressures up to 1.7 atm.

5. The "effective" absorption cross-sections at wavelengths between 420 and 580 nm vary from \( 9 \times 10^{-20} \) to about \( 2 \times 10^{-19} \) cm\(^2\).
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Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>0/mm</td>
<td>Number of lines or grooves/mm of grating surface</td>
</tr>
<tr>
<td>I</td>
<td>Relative intensity for absorption measurements, see Fig. 12 - dimensionless</td>
</tr>
<tr>
<td>I_0</td>
<td>Relative source lamp intensity or incident intensity - dimensionless</td>
</tr>
<tr>
<td>I_t</td>
<td>Relative transmitted intensity - dimensionless</td>
</tr>
<tr>
<td>I_{\lambda}(T)</td>
<td>Relative spectral emission at temperature T - dimensionless</td>
</tr>
<tr>
<td>I_{\Delta \lambda}(T)</td>
<td>Relative integrated spectral emission per wavelength interval, - dimensionless</td>
</tr>
<tr>
<td>L</td>
<td>Path length - cm</td>
</tr>
<tr>
<td>m</td>
<td>Mass flow rate - g/sec</td>
</tr>
<tr>
<td>Temp. (°K)</td>
<td>No.*</td>
</tr>
<tr>
<td>-----------</td>
<td>------</td>
</tr>
<tr>
<td>810</td>
<td>1</td>
</tr>
<tr>
<td>1050</td>
<td>2,3</td>
</tr>
<tr>
<td>1260</td>
<td>4</td>
</tr>
<tr>
<td>1340</td>
<td>5 thru 10</td>
</tr>
<tr>
<td>1400</td>
<td>11, 12, 13</td>
</tr>
<tr>
<td>1520</td>
<td>14, 15, 16</td>
</tr>
<tr>
<td>1710</td>
<td>17, 18</td>
</tr>
<tr>
<td>1840</td>
<td>19, 20</td>
</tr>
<tr>
<td>2060</td>
<td>23</td>
</tr>
<tr>
<td>2300</td>
<td>22</td>
</tr>
<tr>
<td>2430</td>
<td>23</td>
</tr>
<tr>
<td>2760</td>
<td>24, 25</td>
</tr>
<tr>
<td>3560</td>
<td>26</td>
</tr>
</tbody>
</table>

* Denotes runs which were averaged.

*Estimated value - see text for discussion

**TABLE III**

**SUMMARY OF FRACTIONAL INTENSITIES AT VARIOUS TEMPERATURES**

<table>
<thead>
<tr>
<th>Wavelength Interval</th>
<th>350°K</th>
<th>400°K</th>
<th>450°K</th>
<th>500°K</th>
<th>550°K</th>
<th>600°K</th>
<th>650°K</th>
<th>700°K</th>
<th>750°K</th>
<th>800°K</th>
</tr>
</thead>
<tbody>
<tr>
<td>300-340</td>
<td>1.72</td>
<td>3.51</td>
<td>4.76</td>
<td>3.68</td>
<td>3.47</td>
<td>2.12</td>
<td>1.53</td>
<td>1.67</td>
<td>1.17</td>
<td>0.44</td>
</tr>
<tr>
<td>340-380</td>
<td>8.64</td>
<td>7.15</td>
<td>8.52</td>
<td>7.28</td>
<td>8.96</td>
<td>6.83</td>
<td>5.12</td>
<td>4.56</td>
<td>4.00</td>
<td>2.09</td>
</tr>
<tr>
<td>380-420</td>
<td>15.5</td>
<td>15.7</td>
<td>14.3</td>
<td>15.2</td>
<td>14.8</td>
<td>11.9</td>
<td>9.19</td>
<td>12.9</td>
<td>9.26</td>
<td>8.27</td>
</tr>
<tr>
<td>420-460</td>
<td>20.3</td>
<td>21.8</td>
<td>21.5</td>
<td>22.2</td>
<td>22.9</td>
<td>20.4</td>
<td>20.5</td>
<td>22.7</td>
<td>21.0</td>
<td>23.2</td>
</tr>
<tr>
<td>460-500</td>
<td>19.3</td>
<td>19.9</td>
<td>20.1</td>
<td>20.5</td>
<td>19.2</td>
<td>22.3</td>
<td>23.1</td>
<td>22.2</td>
<td>24.4</td>
<td>24.4</td>
</tr>
<tr>
<td>500-540</td>
<td>17.1</td>
<td>17.9</td>
<td>17.2</td>
<td>17.7</td>
<td>17.0</td>
<td>20.2</td>
<td>21.7</td>
<td>19.9</td>
<td>21.4</td>
<td>22.8</td>
</tr>
<tr>
<td>540-580</td>
<td>14.5</td>
<td>14.8</td>
<td>13.6</td>
<td>13.4</td>
<td>14.2</td>
<td>16.9</td>
<td>18.8</td>
<td>16.2</td>
<td>18.2</td>
<td>19.7</td>
</tr>
</tbody>
</table>

152
### TABLE IV
SUMMARY OF EXPERIMENTAL CONDITIONS FOR EMISSION STUDIES
(Windowless Mode, 80 < \( \lambda \) < 300 nm)

<table>
<thead>
<tr>
<th>No.</th>
<th>Temp. (K)</th>
<th>( i_{\text{UF}_6} ) (g/s)</th>
<th>( i_{\text{Ar}} ) (g/s)</th>
<th>( P_{\text{UF}_6} ) (mm Hg)</th>
<th>( i_{\text{UF}<em>6}/i</em>{\text{Ar}} )</th>
<th>( P_{\text{total}} ) (atm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>27</td>
<td>1050</td>
<td>.043</td>
<td>1.46</td>
<td>2.53</td>
<td>2.5 x 10^{-2}</td>
<td>1.0</td>
</tr>
<tr>
<td>28</td>
<td>1400</td>
<td>.044</td>
<td>2.49</td>
<td>1.52</td>
<td>1.8 x 10^{-2}</td>
<td>1.0</td>
</tr>
<tr>
<td>29</td>
<td>2280</td>
<td>.046</td>
<td>5.10</td>
<td>0.78</td>
<td>9.02 x 10^{-3}</td>
<td>1.0</td>
</tr>
</tbody>
</table>

### TABLE V
SUMMARY OF EXPERIMENTAL CONDITION FOR EMISSION STUDIES AT HIGH PRESSURES
(Lithium Fluoride Window, 120 < \( \lambda \) < 600 nm)

<table>
<thead>
<tr>
<th>No.</th>
<th>Temp. (K)</th>
<th>( i_{\text{UF}_6} ) (g/s)</th>
<th>( i_{\text{Ar}} ) (g/s)</th>
<th>( P_{\text{UF}_6} ) (mm Hg)</th>
<th>( i_{\text{UF}<em>6}/i</em>{\text{Ar}} )</th>
<th>( P_{\text{total}} ) (atm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>1050</td>
<td>.056</td>
<td>1.46</td>
<td>3.29</td>
<td>3.8 x 10^{-2}</td>
<td>1.22</td>
</tr>
<tr>
<td>31</td>
<td>1350</td>
<td>.044</td>
<td>1.93</td>
<td>1.96</td>
<td>2.3 x 10^{-2}</td>
<td>1.37</td>
</tr>
<tr>
<td>32</td>
<td>1880</td>
<td>.012</td>
<td>3.49</td>
<td>2.96</td>
<td>3.4 x 10^{-3}</td>
<td>1.63</td>
</tr>
<tr>
<td>33</td>
<td>2030</td>
<td>.043</td>
<td>4.71</td>
<td>0.79</td>
<td>9.1 x 10^{-3}</td>
<td>1.62</td>
</tr>
<tr>
<td>34</td>
<td>2410</td>
<td>.009</td>
<td>5.08</td>
<td>0.15</td>
<td>1.8 x 10^{-3}</td>
<td>1.73</td>
</tr>
</tbody>
</table>

### TABLE VI
SUMMARY OF EXPERIMENTAL CONDITIONS FOR ABSORPTION STUDIES
(Lithium Fluoride Window, 420 nm < \( \lambda \) < 580 nm)

<table>
<thead>
<tr>
<th>No.</th>
<th>Temp. (K)</th>
<th>( i_{\text{UF}_6} ) (g/s)</th>
<th>( i_{\text{Ar}} ) (g/s)</th>
<th>( P_{\text{UF}_6} ) (mm Hg)</th>
<th>( i_{\text{UF}<em>6}/i</em>{\text{Ar}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>980</td>
<td>.091</td>
<td>.79</td>
<td>9.8</td>
<td>.12</td>
</tr>
<tr>
<td>B</td>
<td>1050</td>
<td>.095</td>
<td>.79</td>
<td>10.0</td>
<td>.12</td>
</tr>
<tr>
<td>C</td>
<td>1270</td>
<td>.107</td>
<td>1.46</td>
<td>6.3</td>
<td>.073</td>
</tr>
<tr>
<td>D</td>
<td>1440</td>
<td>.102</td>
<td>1.46</td>
<td>6.0</td>
<td>.070</td>
</tr>
<tr>
<td>E</td>
<td>1770</td>
<td>.099</td>
<td>1.46</td>
<td>5.8</td>
<td>.068</td>
</tr>
</tbody>
</table>

### TABLE VII
SUMMARY OF "EFFECTIVE" CROSS-SECTIONS AT VARIOUS TEMPERATURES

<table>
<thead>
<tr>
<th>Wavelength (nm)</th>
<th>Cross-Section, ( \text{cm}^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>420</td>
<td>6.03-19</td>
</tr>
<tr>
<td>430</td>
<td>4.94-19</td>
</tr>
<tr>
<td>440</td>
<td>4.06-19</td>
</tr>
<tr>
<td>450</td>
<td>3.31-19</td>
</tr>
<tr>
<td>460</td>
<td>2.63-19</td>
</tr>
<tr>
<td>470</td>
<td>1.81-19</td>
</tr>
<tr>
<td>480</td>
<td>1.18-19</td>
</tr>
<tr>
<td>490</td>
<td>0.57-19</td>
</tr>
<tr>
<td>500</td>
<td>0.27-19</td>
</tr>
<tr>
<td>510</td>
<td>0.18-19</td>
</tr>
<tr>
<td>520</td>
<td>0.10-19</td>
</tr>
<tr>
<td>530</td>
<td>0.02-19</td>
</tr>
<tr>
<td>540</td>
<td>0.28-19</td>
</tr>
<tr>
<td>550</td>
<td>0.89-20</td>
</tr>
<tr>
<td>560</td>
<td>0.89-20</td>
</tr>
<tr>
<td>570</td>
<td>0.89-20</td>
</tr>
<tr>
<td>580</td>
<td>0.89-20</td>
</tr>
</tbody>
</table>

**Fig. 1** Schematic of a unit cavity of a plasma core reactor.
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Fig. 2 Schematic of UF₆ plasma torch system.

Fig. 3 Schematic of plasma torch assembly.

Fig. 4 Typical temperature profiles along the optical path in the plenum.

Fig. 5 Comparison of the relative spectral intensity of UF₆ at various temperatures between 1000 and 3500 deg. K.

\[
\frac{\int_{300}^{580} I_{\lambda}(T) \, d\lambda}{\int_{300}^{580} I_{\lambda}(3560) \, d\lambda}
\]

Fig. 6 Normalized integrated intensity from 300 to 580 nm as a function of temperature.

\[
\frac{\int_{3560}^{580} I_{\lambda}(T) \, d\lambda}{\int_{300}^{580} I_{\lambda}(T) \, d\lambda}
\]

Fig. 7 Fractional integrated intensity per 40 nm wavelength intervals.
P_{\text{T}} = 1.0 \text{ atm}

P_{\text{UF}_6} = 0.5 \text{ mmHg}

Major species not shown: Argon, \( N \approx 10^{18} \text{ cm}^{-3} \)

Fig. 8 Composition of \( \text{UF}_6 \)/argon mixture as a function of temperature.

Fig. 9 Comparison of relative spectral emission at total pressures of 1.0 and 1.73 atm.

Fig. 10 Typical relative intensity results for absorption measurements.

<table>
<thead>
<tr>
<th>Sym</th>
<th>No.</th>
<th>T K</th>
<th>Mass flow g/sec</th>
<th>( P_{\text{UF}_6} ) mmHg</th>
</tr>
</thead>
<tbody>
<tr>
<td>*</td>
<td>A</td>
<td>980</td>
<td>0.091</td>
<td>0.79</td>
</tr>
<tr>
<td>o</td>
<td>B</td>
<td>1050</td>
<td>0.095</td>
<td>0.79</td>
</tr>
<tr>
<td>o</td>
<td>C</td>
<td>1270</td>
<td>0.107</td>
<td>1.46</td>
</tr>
<tr>
<td>o</td>
<td>D</td>
<td>1440</td>
<td>0.102</td>
<td>1.46</td>
</tr>
<tr>
<td>o</td>
<td>E</td>
<td>1770</td>
<td>0.099</td>
<td>1.46</td>
</tr>
</tbody>
</table>

Fig. 11 Relative spectral transmission at various temperatures.

Fig. 12 "Effective" spectral cross-section at various temperatures.
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Abstract

The results of uranium plasma emission produced by two methods are reported. For the first method a ruby laser was focused on the surface of a pure U^{235} sample to create a plasma plume with a peak plasma density of about $10^{20}$ cm$^{-3}$ and a temperature of about 38,600 K. The absolute intensity of the emitted radiation, covering the range from 300 to 7000 R was measured. For the second method, the uranium plasma was produced in a 20 kilovolt, 25 kilojoule plasma-focus device. The 2.5 MeV neutrons from the D-D reaction in the plasma focus are moderated by polyethylene and induce fissions in the U^{235}. Spectra of both uranium plasmas were obtained over the range from 30 to 9000 R.

Because of the low fission yield the energy input due to fissions is very small compared to the total energy in the plasma.

I. Introduction

Electromagnetic radiation is expected to be the prime medium for obtaining high-grade power from plasma-core reactors. The same radiation will play an important role in the internal transfer of energy and steady-state operation of the reactors. Effective development of these reactors requires a knowledge of their spectral characteristics at expected operating conditions. Two experiments at the Langley Research Center produce uranium plasmas that approximate gas-core reactor conditions and have been used to record segments of the spectrum from the x-ray region to the near infrared region.

II. Plasma-Focus Experiment

The plasma-focus apparatus$^1$ is a coaxial plasma gun connected to a capacitor bank. Figure 1 is a cross-sectional view of the gun's coaxial cylindrical geometry. The center electrode is 5 cm in diameter and the inside diameter of the outer electrode is 10 cm. Inner and outer electrodes are connected to lower and upper collector plates, respectively, which are, in turn, connected to a capacitor bank through spark-gap switches. The capacitor bank stores 25 kJ of energy at 20 kV. When discharged, a current sheath forms over the surface of the insulator at the base of the center electrode. The J x B force drives the plasma up the annular region between the electrodes. Just past the end of the center electrode the plasma is forced toward the gun's axis by the strong self-induced magnetic field. The plasma reaches the focus condition just as the capacitor bank reaches a maximum current of one megampere in three microseconds. Deuterium (at -5 Torr pressure before the discharge) is swept before the plasma sheath to the focal position to form a very hot (50 x 10^6 K) dense (~10^{19}/cm$^3$) plasma which emits intense bursts of neutrons, gammas, x-rays, and practically the entire EM spectrum. Simultaneously, the end of the center electrode begins eroding at its centerline. A solid uranium sample placed at this position is partially evaporated by impingement of energetic electron and ion beams emitted from the plasma-focus region. The uranium plasma rises about 2 cm above the electrode surface in less than 2 microseconds. Neutrons (~10^9) produced by the plasma focus are reflected back

Figure 1. Plasma Focus Electrode Arrangement

Figure 2. Experimental Arrangement for the Laser Produced Uranium Plasma Experiment
into the uranium plasma by a polyethylene moderator which surrounds the focus and is about 15 cm away. The temperature and pressure of the uranium plasma have been estimated at 1 to 5 eV and 160 to 800 atmospheres, respectively.

Thus, the plasma-focus experiment produces a uranium plasma which approximates expected gas-core reactor conditions, including some fission action of the uranium 235.

III. Laser Plasma Experiment

The laser plasma has been produced by focusing the radiation of a Q-spoiled ruby laser onto the flat surface of a solid 238 sample. Four to six joules of energy were contained in the laser pulse. The pulse duration at half-maximum was 20 nanoseconds. The uranium sample was contained in a vacuum chamber at the focal point of a quartz lens near the entrance slit of a spectrograph. Figure 2 shows the general experimental arrangement.

Plasma created by the laser's rapid heating of the sample expanded perpendicular to the sample surface. Placement of the sample relative to the spectrograph entrance slit made possible the observation of different cross sections of the plume. Each cross section exhibited different plasma conditions. A cross section near the surface was found to approximate gas-core reactor conditions of temperature (-38,600 K) and pressure (-500 atm.).

IV. Spectra

Visible spectra from 3500 Å to 7000 Å and ultraviolet spectra from 300 Å to 1600 Å have been observed in the laser plasma experiment.

The visible spectra were recorded with a half-meter monochromator equipped with a 1200 line/mm grating blazed at 5000 Å. Photomultiplier tubes were used to record 8 Å portions of the spectrum and the resulting electrical pulses were recorded on oscillograms. A carbon arc was used to calibrate the absolute intensity of the spectrum. The resulting data were computer processed and are shown in figure 3. Figure 4 is a comparison of these data with the curve for a 38,600 K blackbody.

The UV spectrum was recorded in a similar experiment. A 2-meter vacuum spectrograph/monochromator was used with sodium salicylate-coated photomultiplier tubes to record the spectra at 25 Å intervals. The data are shown in figure 5. An absolute intensity calibration of this spectrum was not made due to the lack of a good UV standard. Instead, intensity estimates were calculated by using the best available data on the optical components involved. The corrected spectra shows a continuum peak at 750 Å. This corresponds to a blackbody temperature.
of 38,600 K. For the estimated particle density of $10^{20}$ cm$^{-3}$, the plasma pressure was about 500 atmospheres. A spectrogram (Fig. 6) was made to provide better wavelength resolution. It shows the magnitude of line emission and other structure in comparison to the continuum emission. The maximum instantaneous power of the observed plasma was of the order of $10^{11}$ W/m$^2$.
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Figure 7. Absolute Intensity of Uranium Plasma Emission

Visible and ultraviolet spectra were also observed from the plasma-focus experiment. Visible measurements ranged from 3500 Å to 10,000 Å in the near IR. The experimental apparatus was similar to that used in the visible laser plasma measurements, including a carbon arc calibration source. Both $^{238}$U and $^{235}$U were used to generate the observed plasma in an effort to detect any spectral differences caused by fission action. Figure 7 shows the resultant measurements. Each data point is the average of many shots due to experimental nonreproducibilities. However, within experimental error, no differences could be detected between the spectra of $^{235}$U and $^{238}$U. Also, no nonthermal radiation peaks could be detected.

The search for a spectral difference between plasmas of the two isotopes was extended into the extreme ultraviolet spectrum. A one-meter Seya-Namioka spectrograph/monochromator viewed the spectrum from approximately 100 Å to about 600 Å. A 1-meter grazing incidence spectrograph covered the spectral segment from 30 Å to 400 Å. Both spectrographs were connected to the experiment through a special differentially-pumped vacuum system. First, the Seya-Namioka spectrograph was used. Its spectrogram (Fig. 8) revealed the possibility of a spectral difference between the two isotopes at wavelengths less than about 200 Å. So the Seya-Namioka spectrograph was replaced by the grazing incidence spectrograph to provide lower wavelength coverage with greater spectral resolution. The grazing incidence spectrograph (Fig. 9) revealed a radiation peak at about 93 Å which varied greatly in intensity from shot to shot. There appeared to be a larger peak for the $^{235}$U results. However, because of the large intensity variation from shot to shot, no definite difference in the spectrum from the two uranium isotopes could be established. The intensity variation of the peak at 93 Å could not be correlated with any experimental parameter such as neutron yield and is probably due to nonreproducibilities in the observed plasma. Both spectrographs used a platinum-coated grating ruled with 600 lines/mm at a 1° blaze angle. At an 85° angle of incidence the blaze wavelength of the grazing incidence spectrograph was about 93 Å. This contributed to the amplitude of the observed peak. No calculations or comparison to a UV source were made to establish absolute intensity values. Three factors are believed to be the major contributors to the apparent continuum of the spectrograms: (1) Light diffracted from the central image; (2) Light scattered by the ruled edges of the grating and a very light film on the grating surface; (3) the compacting of many line transitions at some wavelengths. Hence, the spectrogram is primarily due to line transitions of uranium and copper (eroded from
electrodes). The copper lines were verified by replacing the uranium sample at the end of the plasma-focus electrode by a copper sample. Figure 10 shows that indeed some of the lines observed in the uranium plasma were copper lines. It also shows that most of the radiation peak at 93 Å was real (not due to the blaze effect) and was caused by the uranium plasma.

![Figure 10. Comparison of Plasma Focus Produced Copper and Uranium Spectra](image)

Figure 10. Comparison of Plasma Focus Produced Copper and Uranium Spectra

Spectral segments from the near infrared to the soft x-ray region have been recorded using two experiments which produce uranium plasmas that simulate expected gas-core reactor conditions. These spectra illustrate qualitatively and, in the visible region, quantitatively the radiation characteristics that may be expected from gas-core reactors operating at several hundred atmospheres pressure and several eV temperature. Line emission and other structure were insignificant compared to continuum radiation from the infrared region to several hundred angstroms. Intensities approached those of a blackbody of the same temperature. No large nonthermal radiation features could be found at the high plasma temperatures and pressures investigated. At wavelengths shorter than those where blackbody radiation is significant, line radiation was prevalent, especially at approximately 93 Å. X-ray spectra indicate that line emission will make an important contribution to the total x-ray energy. No radiation effects from fission action was detected. However, this was probably due to the low fission yield available in the experiment. Much higher fission yields may yet prove to be the cause of nonthermal features in the radiation spectrum.

![Figure 11. Comparison of Soft X-Ray Spectrum from Copper and Uranium Plasmas](image)

Figure 11. Comparison of Soft X-Ray Spectrum from Copper and Uranium Plasmas

V. Conclusions

A segment of the soft x-ray spectrum ($3\AA \text{ - } 9\AA$) emitted by uranium and copper plasmas in the plasma focus are represented in figure 11. These spectra were obtained with a bent crystal spectrograph and recorded on x-ray film. The uranium spectrum shows a significant increase in white x-ray emission which varies with the square of the atomic number. It also shows characteristic lines at 4.7, 4.9, 5.6, 8.7, and 8.8 Å. Especially strong lines below the 4 Å wavelength may be due to non-thermal electron beams ($E_e > 5 \text{ KeV}$) from the plasma focus. The expected large density of highly energetic electrons associated with fission fragments in a gas-core reactor could produce similar hard radiation with deleterious effects on the first reactor wall.
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Abstract  
The coloring of NBS 710 glass has been studied using a new facility for making optical absorption measurements during and after electron irradiation. The induced absorption contains three Gaussian shaped bands. The color center growth curves contain two saturating exponential and one linear components. After irradiation the coloring decays and can be described by three decreasing exponentials. At room temperature both the coloring curve plateau and coloring rate increase with increasing dose rate. Coloring measurements made at a fixed dose rate but at increasing temperature indicate: 1) The coloring curve plateau decreases with increasing temperature and coloring is barely measurable near 400°C. 2) The plateau is reached more rapidly as the temperature increases. 3) The decay occurring after irradiation cannot be described by Arrhenius kinetics. At each temperature the coloring can be explained by simple kinetics. The temperature dependence of the decay can be explained if it is assumed that the thermal untrapping is controlled by a distribution of activation energies.  

I. Introduction  
The search for materials which will remain transparent to light while subjected to intense nuclear irradiation requires both engineering and basic radiation damage data quite different from that generally available from completed studies. As is well known, almost every normally transparent substance becomes colored by exposure to radiation. Some materials, e.g. photochromic glasses, become colored in the process of absorbing completely negligible amounts of energy. In contrast, substances like very pure fused silica or crystalline Al₂O₃ do not become colored in the visible until the radiation has imparted hundreds of joules. The coloring of these substances is clearly attributable to color-center formation. Unfortunately almost all of the available information on radiation induced color-center formation is not appropriate for evaluating materials which must remain transparent during energetic particle irradiation. In the past almost all studies on the coloring of glasses and crystals were made by irradiating the samples in an x-ray or gamma-ray source or in a reactor and then taking the samples to a spectrophotometer for measurement at a later time. Clearly, if the absorption changes appreciably between irradiation and measurement such measurements do not provide data that is applicable during irradiation. In particular, if the coloring contains a large decaying component, measurements made in this way will seriously underestimate the absorption during irradiation.  

In addition to the uncertainties introduced by making measurements sometime after irradiation, very little data is available to evaluate effects dependent on two other important practical parameters, sample temperature and irradiation dose rate. It is well known that the F-center formation in the alkali-halides does not have a simple dependence on temperatures. Also, at a given temperature both the coloring rate and the maximum coloring increase with increasing dose rate. Roughly the same behavior is to be expected from fused silica and other glasses. However, there is very little data available to test this supposition.  

To study the basic physics of radiation induced electronic and atomic displacement processes...
large amount of information on the radiation induced coloring of glasses. 9–12 Lastly, there are previous reports on the radiation induced coloring of the NBS 710 glass described in this paper. 13–15 For convenience, information in the previous reports which is particularly pertinent for this discussion is included here. Consequently, the room temperature studies at different dose rates and the resolution of the growth and decay curves into components are described in reference 13. Additional studies describing the coloring and decay at a constant dose rate and at different temperatures will be described in this paper.

II. The Facility for Making Optical Measurements During Electron Irradiation

The equipment used to make optical measurements before, during and after electron irradiation is illustrated in Fig. 1. Electrons at any energy between 0.5 and 3.0 MeV are produced in a vertical electron accelerator. After emerging from the accelerator they are magnetically deflected 90 degrees into a horizontal tube that transmits the beam into the irradiation chamber. This tube is equipped with a variety of focusing coils, several Faraday cups, and a thin gold scatterer. The Faraday cups and scatterer can be inserted or removed from the beam at will. The thin gold scatterer insures that the sample is uniformly irradiated. The beam parameters can be adjusted with the sample in place but not exposed to radiation. When desired, the irradiation is initiated, or terminated, by a fast acting cup which can be moved in or out of the beam within 0.5 seconds. During irradiation the beam traversing the sample is monitored by a Faraday cup located downstream from the sample. The incident electron energy is always adjusted to insure that the particles pass through the sample. With the arrangement described above it is possible to obtain reproducible irradiations at known beam currents and avoid all of the difficulties associated with "turning-on" the accelerator.

Figure 2. The control and data acquisition system for the double-beam spectrophotometer shown in Fig. 1.

and to obtain engineering data on radiation effects in nonmetals two facilities have been constructed at Brookhaven National Laboratory to make optical measurements during irradiation. Inasmuch as measurements can be made during and after irradiation the facility is subject to the inadequacies described above. One of these special facilities is used to study the optical properties of samples during 60Co irradiation. It has provided data on the coloring of KCl 1 and NaCl 2 at room temperature, KCl at 85K, 3 the effect of strain applied during irradiation on KCl, 4 the coloring of barium aluminoborate glasses at room temperature, 5 and the coloring, radioluminescence and thermoluminescence of natural and synthetic quartz between 80 and 300K. 6 The barium aluminoborate glass study provided many results which will be described in a later section.

The other facility, which will be described briefly in the next section, is used to simultaneously measure the optical absorption and luminescence of substances during irradiation with electrons at any energy between 0.5 and 3 MeV. This equipment provides data on the absorption changes occurring after irradiation and, in addition, on any phosphorescence occurring after irradiation. Most importantly, the absorption and luminescence measurements are not restricted to a single wavelength. An entire 256 point absorption spectrum and a 256 point luminescence spectrum can be recorded every 40 seconds. At the moment, these measurements cover the range 200 to 400 nm or 400 to 800 nm. However, the range can be extended to 11 microns or more by installing suitable light sources and detectors.

A small number of radiation induced coloring studies utilizing measurements made during gamma-ray irradiation were cited above. Even fewer studies using measurements made during electron irradiation can be found in the literature. Included in these is a study of the electron bombardment induced coloring of fused silica, 7 particularly the absorption at 215 nm with the sample at various temperatures between 100 and 500 C. A survey of the radiation induced absorption and the radioluminescence of optical glasses, Al2O3, crystal quartz and fused silica produced by 2.5 MeV electron irradiation has been reported recently. 8 In addition, there are a number of studies of radiation effects in fibre optics that contain a
The simultaneous optical absorption and luminescence measurements are made with the computer controlled double-beam spectrophotometer shown in Fig. 1. Monochromator No. 1 provides a monochromatic beam for absorption measurements. The beam is chopped, split into sample and reference beams, and focused by the optical system into sample and reference images in the target chamber. Both beams are subjected to equal changes in window absorption and luminescence, air glow and any other perturbations occurring during and after irradiation.

After passing through the target area the beams are focused on monochromators Nos. 2 and 3. Monochromator No. 2 serves both as a tunable optical bandpass filter for absorption measurements and as an analyzing monochromator for luminescence spectrum measurements. When operating in the bandpass mode the monochromators prevent all luminescence from reaching the phototubes except that in specified wavelength regions. In the presence of luminescence from the sample this increases the signal to noise ratio for absorption measurements by orders of magnitude. Actually, for all measurements described in this paper, a bandpass monochromator, No. 2, was used only in the sample beam. The reference beam was focused directly on the photomultiplier. This arrangement is demonstrably quite adequate for the glass studies described below since they did not exhibit strong luminescence.

The monochromator is entirely computer controlled. As many as 256 preselected points may be measured during each scan. If all 256 points are recorded the scans may be repeated every 40 sec. or at longer intervals. Scans with fewer points require less time and at a single wavelength data points may be recorded at millisecond intervals. The computer specified wavelengths, time interval between scans, number of signal averaging cycles, etc. At each wavelength four measurements are made to determine the optical absorption and luminescence. They and other functions of the control and data acquisition system are outlined in Fig. 2. In the present configuration the sample to reference beam intensity ratio is determined before each irradiation measurement and often checked afterwards. Tests over long periods of time and day-to-day experience indicate that this ratio remains so stable there is not necessity to install devices to measure this ratio during measurements.

After each scan the absorption and luminescence data and other information such as sample current, beam current, etc., is transferred to magnetic tape. In turn, the recorded data is processed on a large computer. An absorption and luminescence spectrum is obtained for each scan. These spectra are fully corrected for absorption and luminescence in the target windows, air glow surrounding the irradiation chamber or attributable to exchange gas in the sample furnace, etc. It is particularly noteworthy that the luminescence spectra may be fully corrected for radiation induced self absorption in the sample. Thus one can determine unequivocally if a change in luminescence is real or is caused by self absorption.

A typical data set for a sample which exhibits strong radioluminescence is shown in Fig. 3. This plot shows both the radioluminescence and the F-center absorption exhibited by single crystal LiF during electron irradiation. Spectra are shown at 40 second intervals. After 450 seconds the electron beam was "turned-off" by interposing the rapidly acting Faraday cup. During irradiation the luminescence rises rapidly to a constant value, remains at that level until the irradiation is terminated, and then drops abruptly to a negligible level. Concurrently, the LiF F-center absorption increases monotonically and when the beam is interrupted the absorption drops negligibly or not at all. LiF is the only substance measured to date which, at room temperature, does not show large absorption changes when the irradiation is terminated.

The absorption spectra obtained from NBS 710 glass recorded during and after irradiation is shown in Fig. 4. This plot was made from separate measurements in the 200 to 400 and 400 to 800 nm regions and "joined" during computer processing. It shows both growth and coloring during irradiation and the decay occurring after the irradiation was terminated. This glass does not, for all practical purposes, exhibit luminescence during irradiation nor phosphorescence after irradiation. This data will be used to illustrate many of the radiation induced color center growth and decay kinetics illustrated in the next section.
Figure 5. A typical radiation induced absorption spectrum for NBS 710 glass. The spectrum has been resolved into three Gaussian shaped bands.

Each type of trap undergoes a number of different radiation related processes. The important processes will be described below, in turn. Let \( N_0 \) be the concentration of traps prior to any irradiation. Typical values of \( N_0 \) are in the 10^{14} to 10^{19}/cm^3 ranges. Consider first the processes that occur during irradiation. Let \( \phi \) be the dose rate. It can be expressed in any unit but it is convenient to think of it in terms of ion pairs per unit time created by the incident radiation. Then if \( N(t) \) is the concentration of color centers which have already been formed by irradiation at time \( t \), the concentration of uncolored centers or empty traps is \( (N_0 - N) \). The probability that these empty traps are converted to centers at time \( t \) is proportional to the product of \( (N_0 - N) \) and the ionization electron concentration \( \phi \) or \( \phi(N_0 - N) \) where \( \phi \) is simply the fraction of uncolored centers converted to centers per unit time.

Up to this point it has been assumed that the number of traps is fixed, a contention that is most appropriate for impurity related traps. However, in many cases defect related traps may be introduced during irradiation. In this case the concentration of traps, both filled and unfilled, could be a complicated function of irradiation time. In fact, the numerous different color center vs. dose, or growth, curves obtained for the barium aluminate glasses, described in reference 5, can all be "explained" by different trap vs. dose curves. Only the simplest possible curve will be considered here. That is, it will be assumed that the trap concentration can be described by the equation \( P = N_0 + k\phi t \) where \( P \) is the total number of traps at time \( t \). This is equivalent to assuming that the trap concentration initially has the value \( N_0 \) and increases linearly with irradiation time or dose. In this situation the rate of color-center formation is given by \( f \phi(N_0 + k\phi t - N) \).

III. The Kinetics of Radiation Induced Color Center Growth

To begin this discussion of color-center formation during irradiation and the growth or decay of centers after the irradiation, consider the process that applies to a single center, or, equivalently, a single absorption band. This may be assumed to be formed by trapping of an electron on an electron trap. However, with straightforward changes in charge (sign) the discussion applies equally well to centers formed by hole trapping. First, electron traps occur in crystals and glasses at points where the normal lattice is perturbed. This can occur at lattice sites containing substitutional impurities, at vacancies or divacancies, or where interstitial atoms occur between the atoms on normal lattice sites. These defects may, or may not, be in valence or charge states different from that associated with the normal lattice at the same point. For example, if a negative ion is missing from the lattice, to form a negative ion vacancy, the lattice will be lacking an electron, i.e. there will be a local charge unbalance. Next, if a radiation-induced ionization electron comes close enough to the negative-ion vacancy it will be trapped. In fact, an electron trapped on a negative-ion vacancy is the well-known F-center. Such centers have many of the properties of atoms and molecules and impart color to the host crystal by undergoing optional absorption transitions. Similarly, two side-by-side vacancies (a divacancy) may trap two electrons to become an M-center. Likewise a Ca^{+} ion on a normal Na^{+} lattice site has a high probability of being an electron trap since local charge neutrality may be established by trapping a charge of this sign. A very large number of different kinds of defects can be electron traps. Even neutral substitutional atoms such as a K^{+} ion on a Na^{+} site may be traps. In certain crystals, at low temperatures, charges may be "self-trapped" on normal lattice sites. An example is the self-trapped hole which forms V_{k} centers in alkali halides. However, for this discussion it is necessary to consider only the more common defect and impurity related traps.

![Figure 6. Growth curve of the absorption at 4.0 eV vs. irradiation time in NBS 710 glass. The dose rate was 2.2 Mrad/h. The solid line through the data points was computed from the equations in the text and contains two saturating exponential and one linear components.](image)
In addition to color-center formation by charge trapping there are two important processes that reduce the rate of color-center formation during irradiation. The first of these is electron-hole recombination. The probability that a trapped electron will encounter a mobile ionization-produced hole is proportional to the product of the trapped electron concentration, \( N \), and the mobile or free hole concentration. The latter is proportional to the dose rate; more specifically it is \( \phi \cdot T \), where \( T \) is the hole lifetime. Thus, at any time \( t \), when the trapped electron concentration is \( N \), the probability of recombination is given by \( \phi N \). The quantity \( r \) includes \( T \) and other factors such as the cross-section for recombination.

The other important process which tends to reduce the trapped electron concentration is thermal untrapping. This is well known and is usually called an Arrhenius-type process. The probability that a trapped charge can escape from the trap by thermal motion is proportional to \( s \exp(-E/kT) \) where \( s \) is the 'attempt-to-escape' frequency, \( E \) is the activation energy for untrapping, and \( k \) and \( T \) have the usual meaning. Thus if at time \( t \) there are \( N \) trapped charges the number escaping per unit time is just \( uN \) where \( u = s \exp(-E/kT) \).

So far only thermal untrapping from the color centers themselves has been described. The information available now indicates that more than one process may contribute to the observed decay of a given center. For example, part (one component of) of the decay can be attributed to untrapping from the center and other parts (components) to electron-hole recombination with holes thermally released by hole traps. Also, as discussed in detail below, it would appear that the color center decay processes may be more complicated than the simple Arrhenius process.

The simplest equation which might be expected to realistically describe the growth of color centers during and after irradiation can be obtained by combining the coloring, recombination and untrapping processes described above. Namely,

\[
\frac{dN}{dt} = \phi N (N_0 + k - N) - rN - uN
\]

If the sample is uncolored when the irradiation is started, i.e. if \( N=0 \) at \( t=0 \), the solution of this is

\[
N = \frac{\phi}{\phi(f+r)+u} \left[ \frac{k}{\phi(f+r+u)} \left( 1 - e^{-\left[ (f+r)+u \right] t} \right) \right] + k \phi
\]

This can be written

\[
N = A_1(1-e^{-a_1t}) + a_L t
\]

where

\[
A_1 = \frac{\phi}{(f+r)+u} \left[ \frac{k}{\phi(f+r+u)} \right]
\]

\[
a_1 = (f+r)\phi+u
\]

\[
a_L = \frac{f k \phi^2}{(f+r)\phi+u}
\]

This simple treatment predicts that the growth curve will, in general, contain a linear and saturating exponential component. Also, it predicts that the constants in the growth curve have explicit dependencies on the dose rate. For example equation (5) indicates that the exponential constant \( a_1 \) is a linear function of the dose rate with a non-zero intercept if \( u \neq 0 \). This accurately describes the growth of F-centers in KCl at 85K and the coloring of one preparation.
of barium aluminoborate glass. However, coloring curves obtained from a large fraction of the substances studied to date contain 2, 3, or occasionally 4, saturating components. There are a large number of different ways of extending the treatment given above to include more than one saturating exponential component. These range from simple ones, e.g., there could be two types of precursors for a given center; or complicated situations which cannot be described mathematically other than by coupled differential equations. In any case, it appears that appreciable physical insight about the radiation induced coloring process can be obtained by analyzing data in terms of the (admittedly) simple treatment described above.

IV. The Decay of Color Centers After Irradiation

As mentioned above, there are very few substances that do not show color-center decay after being irradiated at room temperature. In fact, the only example in this category that we can cite is the F-center coloring of LiF. In terms of the model developed above the decay behavior should be particularly simple, namely, if $D_0$ color centers are present at the termination of irradiation the concentration $D$ at a later time $t$ is $D = D_0 \exp(-ut)$. Obviously, a plot of $\ln D$ vs. $t$ should be linear.

Most importantly, $u = s \exp(-E/kT)$ and a plot of $\ln u$ vs. $1/T$ is the well-known Arrhenius plot from which one obtains the activation energy $E$ from the slope and a quantity proportional to $s$ from the intercept. Decay data at different well-controlled temperatures is needed to determine an accurate value of $E$.

The currently available data, most of which is confined to room temperature, indicates that the radiation induced color centers do decay exponentially at room temperature. However, with few exceptions, the observed decay consists of two or more components. One class of explanations for multiple components is discussed in ref. 5. Here it is sufficient to point out that a center may decay by thermal untrapping of the trapped charge and by recombination with opposite sign trapped charges released by other traps. In this way any number of decay components may occur.

There is very little, if any, data available to determine if the temperature dependence predicted by this model is obeyed. One of the prime objectives of the study described in this paper is to determine if this model applies to radiation induced color centers in glass. As will be shown, it apparently does not.

V. Radiation Induced Color Center Formation in NBS 710 Glass

Many of the initial measurements on this glass, made with the equipment described above, are given in reference 15. A number of these will be described here, but only those that are necessary to provide reasonable understanding.

Experimental Details: All measurements described below were made on NBS 710 glass which consists of 70.5% SiO$_2$, 8.7% Na$_2$O, 7.7% K$_2$O, and 11.6% CaO. Samples were roughly 1 by 2 cm and 1 mm thick. The largest surfaces were polished and accurately parallel. The electron beam energy was 1.5 MeV which is more than sufficient to insure that the incident particles pass entirely through the sample. This is necessary to prevent charge build up in the glass. The samples were irradiated in either the "room-temperature" irradiator or in a stainless steel furnace. The latter consists of a solid stainless block with two fused silica optical windows and two thin "havar" windows to transmit the electron beam into the furnace, through the sample and into a Faraday cup. Electrical heaters are contained in the block. The sample contains helium at a pressure sufficient to insure that the sample remains at the furnace temperature. Measurements indicate that the glass temperature is known to about one degree and a worst case calculation indicates that during irradiation the maximum uncertainty is 3, or at most 4, degrees. The furnace is electronically controlled and remains within 0.1C of the indicated temperature.

![Figure 9](image-url) - Decay of the absorption in NBS 710 glass after the samples were colored at different dose rates.

![Figure 10](image-url) - The exponential growth constant $a_i$, obtained from the data shown in Fig. 8. The growth kinetics described in the text predicts that this quantity will be a linear function of dose rate.
Optical measurements were made before, during and after irradiation. Usually, one measurement is made, at a given temperature and beam current, in the 200 to 400 nm range and another in the 400 to 800 nm range. During processing the data is "joined" to produce numerous absorption spectra such as is illustrated in Fig. 4.

The dose imparted to the sample, i.e. the dose rate, is computed from the measured beam current, the sample thickness, and published dE/dx tables. In the 1 to 3-MeV range dE/dx is almost independent of E which means that energy degradation in the gold scatterer, havar windows, etc. does not introduce uncertainties. At the moment the absolute dose rates given below may be in error by as much as 40 or 50 percent. However, the error in the relative dose rates is only a few percent.

Absorption Spectra: An absorption spectra recorded at room temperature is shown in Fig. 5. Also, this figure shows the resolution of the spectrum into Gaussian shaped absorption bands. Although it is not illustrated, all spectra recorded at higher temperatures can be resolved into the same set of bands. This is also true for spectra recorded after the irradiation is terminated.

Growth and Decay at Room Temperature and Different Dose Rates: Absorption spectra were recorded at room temperature and at dose rates ranging from 0.81 to 3.72 Mrad/h. In every case the decay was also studied. A typical growth curve is shown in Fig. 6. This and all other growth curves are accurately represented by the equation

\[ \alpha(t) = \sum_{i=1}^{2} A_i (1 - \exp(-a_i t)) + \alpha_L t. \] (6)

The solid line through the data points (most easily seen in the 0 to 10^3 sec region) was computed from equation (6) after the constants had been determined with a computerized best-fit procedure. More explicitly, the growth curves are very accurately described by equation (6).

A typical decay curve, obtained after the data used for Fig. 6 had been recorded, is shown in Fig. 7. Although it is hard to discern, this figure contains a curve through the data points computed from the equation

\[ \alpha(t) = \sum_{i=1}^{3} D_i \exp(-d_i t') . \] (7)

where t' is the time after the irradiation is terminated and the constants were obtained by a best-fit procedure. In other words, the decay occurring after irradiation is very accurately represented by the sum of three exponential components.

Growth curves obtained at four different dose rates are shown in Fig. 8. Three of the corresponding decay curves are contained in Fig. 9. After these curves have been fitted to equations (6) or (7), data is available to evaluate some of the predictions obtained from the "simple kinetic treatment" described above. For example, equation (4) predicts that the exponential constants, the \(a_i\), should be linear functions of the dose rate. That this is observed is shown by Fig. 10. From such results one concludes that the simple kinetic treatment adequately describes the coloring of NBS 710 glass at room temperature.

Growth and Decay at a Constant Dose Rate and at Different Temperature: The growth of the radiative induced coloring of the NBS 710 glass at different temperatures and at a fixed dose rate of approx. 1 Mrad/hour is shown in Fig. 11. It is apparent that there are two marked dependencies on temperature. First, as the temperature increases the steady-state or equilibrium level of the coloring decreases. However, in contrast, the rate of approach to the equilibrium level increases with increasing temperature. Also, in the temperature, dose rate and irradiation time regimes covered by this data there are not any indications that the coloring curves contain a maximum. In other words, the curves do not increase to a maximum and then decrease as the irradiation continues. A detailed analysis of the growth characteristics will be published elsewhere.
The decay of the coloring after irradiation, recorded with the samples maintained at the irradiation temperature, is shown in Fig. 12. Although not illustrated by plots, all of these curves can be accurately resolved into exponential decay components. This is in accord with the room temperature measurements and the kinetic theory described above. An Arrhenius plot constructed from the decay data is shown in Fig. 13. This plot is not in accord with the kinetic theory in two respects. First, the points are not linear and, second, when it is assumed that the data can be approximated by straight lines the activation energies obtained are appreciably too low to account for the observed decay at the different temperatures. Thus one must conclude that the decay is not attributable to a simple Arrhenius process. More specifically, one must conclude that the decay cannot be described by the \( u = s \exp(-E/kt) \) equation.

**Distribution of Activation Energies:** There are a number of physical processes which could account for the color-center decay measurements made after irradiations at different temperature. These include tunneling, combinations of tunneling and Arrhenius processes, temperature assisted tunneling, recombination of so-called geminate pairs, and processes involving distributions of activation energies. This last mentioned situation arises when the thermal untrapping process is characterized by a distribution of activation energies, not by a single energy.\(^{1,17}\)

In probability terms, the usual single valued activation energy is characterized by a delta-function distribution whereas the non-single-valued case is characterized by a probability distribution in \( E \) space. A good example is a Gaussian distribution specifying the density of traps with activation Energy \( E \). In this case, traps characterized by the entire distribution of activation energies are filled when the sample is irradiated at low temperature. At an intermediate temperature the shallow or low activation energy traps are emptied as soon as they trap charges. Finally, if a sample is irradiated at a very high temperature all traps are unstable and no trapped charges are retained.

Because of the random nature of glass lattices it is likely that they will exhibit distributions of activation energies and other parameters. For example, a given defect in crystal quartz will have the same local surroundings wherever it occurs. In contrast, in fused silica the same defect will be subjected to local surroundings which vary from point to point. Thus the thermal untrapping energy, \( E \), will be the same for each trap in crystal quartz. However, in glassy quartz the energy will be spread out in a distribution. The larger the local fluctuations the wider the distribution.

---

**Figure 13.** An Arrhenius plot computed from decay data, for the NBS 710 glass, such as is shown in Fig. 12. The activation energies obtained from this plot are much too small to attribute the temperature dependence shown in Fig. 12 to simple Arrhenius kinetics.

**Figure 14.** Part of a trap density vs. activation energy distribution curve obtained by applying the Primak-Holmes analysis to decay data such as is shown in Fig. 11. This plot supports the contention that the observed dependence of the decay data on temperature can be attributed to a distribution of thermal untrapping energies.
A method for determining distributions of thermal untrapping energies has been worked out by both Primak and Holmes. The details are too lengthy to reproduce here and can be obtained from the original references. However, the data shown in Fig. 12 is quite suitable for this purpose. Figure 14 shows the distribution obtained when the method is applied to the 26, 67, and 112C curves with the postulated Arrhenius type thermal decay.

Using recently completed equipment for making optical absorption during electron irradiation, the radiation induced coloring of NBS 710 glass has been studied at room temperature at various dose rates, and at different temperatures using a fixed dose rate. At room temperature, the coloring curves recorded during irradiation and the decay of the coloring after irradiation are in accord with a simple kinetic theory based on three postulates: 1) the color-centers are formed by charge trapping on defects that exist in the sample before irradiation and increase linearly during irradiation, 2) the color-center concentrations are diminished during irradiation by electron hole-recombination and by thermal untrapping, and 3) the decay occurring after irradiation results from thermal decay. The measurements made at temperatures between room temperature and 400°C indicate that the coloring during irradiation is in agreement with the simple kinetic theory but the decrease occurring after irradiation is not in accord with the postulated Arrhenius type thermal decay. These are a number of different physical processes that could account for this discrepancy. The data obtained to date indicates that the observed decay is consistent with the assumption that there is a distribution of activation energies for thermal untrapping from the observed color-centers, in contrast to the single-valued energy usually observed.

This data, as well as measurements made on alkali halides, indicates that studies on irradiation induced coloring are best made by making measurements during irradiation. In fact, it would appear that this is the only reliable way to determine if materials to be used during irradiation will maintain the required characteristics.
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DISCUSSION

J. BLUE: In your basic assumption that the optical effects are only due to trapped electrons, is it possible there that the conduction electron density gets high enough that there is an interaction between the light and electrons in the conduction band?

P. W. LEVY: At some level the effects that I have been talking about will perhaps be low, and then be comparable to such things as the conduction band, or rather the free-carrier absorption in these materials. Under the very high dose rates that are applicable to this discussion, there is a possibility that there is a free atom contribution to the absorption. The data to confirm that is not available. I have said everything in terms of electrons. You can apply this same idea for whole color centers and mixtures.
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Abstract

Numerical evaluations of heat transfer in a fissioning uranium plasma core reactor cavity, operating with seeded hydrogen propellant, have been performed. A two-dimensional analysis is based on an assumed flow pattern and cavity wall heat exchange rate. Various iterative schemes were required by the nature of the radiative field and by the solid seed vaporization. Approximate formulations of the radiative heat flux are generally used, due to the complexity of the solution of a rigorously formulated problem. The present work analyzes the sensitivity of the results with respect to approximations of the radiative field, geometry, seed vaporization coefficients and flow pattern. The results present temperature, heat flux, density and optical depth distributions in the reactor cavity, acceptable simplifying assumptions, and iterative schemes. The present calculations, performed in cartesian and spherical coordinates, are applicable to any most general heat transfer problem.

Problem Definition

The complexity of rigorous calculations for a general heat transfer analysis in highly radiative media makes the use of approximate formulations particularly attractive. The most appropriate compromise between simplicity and accuracy has to be determined finally by the purpose of the evaluations.

The energy conservation for a unit volume of a one-component gas in steady state is given by Equation (1). The solution of this equation for the spatial distribution of the enthalpy requires additional information on the flow, the shear stress tensor and on conductive and radiative heat fluxes.

Both for the implications it has on the computational procedures and for the self-consistency of equation (1) it is important to know whether the heat fluxes are completely described by the parameter temperature.

Three cases are differentiated on Table 1 for the correlation between the radiative heat flux and the temperature: One, in which the radiative heat flux in a given point depends on the local temperature, valid, as seen further, for a gas in local thermodynamic equilibrium (LTE), grey and optically thick; the second, in which the radiative heat flux depends on the temperatures of all the regions in the gas, valid for LTE, and the third, in which the radiative heat flux cannot be described by the temperature, and data on bound electron and atomic velocity distribution functions is necessary.

Various expressions of the radiative heat flux are shown in relations (2) - (8). The general expression of the radiative heat flux is presented in relations (2) - (2b) and is illustrated in Figure 1. The radiative heat flux calculation requires the knowledge of all local emission absorption and scattering coefficients, and integration over directions, at each point in space, for every frequency interval. The spectral source function, including the scattering source is represented in relation (2c), and may depend on temperature for LTE or on atomic distribution functions for non-equilibrium (NE). The magnitude of the radiative intensity resulting from relation (2) may differ considerably from an equilibrium black body intensity at the local temperature. If the medium would have uniform temperature, including the boundaries, the calculated intensity would be equal to the source function of the nearest element, therefore equal to the black body intensity. For a nonuniform temperature medium, the radiative heat flux is different from zero and contains, in LTE, information on temperatures of various regions of the gas.

Fig. 1. Variables in radiative heat transfer equations.

Relation (3) is a contracted form of relation (2), valid for cases in which the source function, absorption coefficient, and boundary value of the spectral intensity have a planar symmetry (thus the surfaces A and B are parallel planes), and the scattering part of the source function is negligible. (An equivalent of relation (3) for a spherically symmetric spatial distribution is described in a future publication).

For LTE conditions, the source functions in relation (3) depend exclusively upon the local temperature, as expressed in relation (4), or in relation (5) which represents the analogue of relation (4) for the total radiative flux, if the
absorption coefficient is independent of frequency ("grey gas").

Further simplifications of relation (5) may be obtained for specific distributions of the properties of the medium. Relation (6) is valid for slowly varying $T^4$ with respect to the optical depth; relation (7) is a variant of relation (6) for large optical depth between the point at which the heat flux is calculated and one of the boundaries; and relation (8), known as the "diffusion approximation", represents a similar variant for large optical depth throughout the medium.

The conductive heat flux for quasi-equilibrium situations and in the absence of diffusion currents, is represented in relation (9) and is therefore a function of the local temperature and pressure.

It results that for a system in LTE, equation (1), completed with the appropriate relation from (2) - (8) for the radiative heat flux, and with relation (9) for conductive heat flux, and with assumptions concerning the flow pattern and shear stress tensor, constitutes an apparently self-consistent nonlinear, second order differential equation for the unknown temperature. (Complete self-consistency would exist for a flow pattern independent of temperature.) For a system in NE additional equations or experimental data are needed for the optical coefficients.

In the present study the shear-stress tensor is considered negligible, and variant (10) of the energy conservation equation is solved numerically in two dimensions, in polar and cartesian coordinates, for a nuclear gas core reactor cavity. Equation (11) represents the expansion of equation (10) in spherical coordinates. As the heat transfer in the present reactor concept is mostly radial, part of the results are given for a one-dimensional solution of equation (11), along the radius, for assumed non-radial transfer.

Computational Procedure

Three separate procedures have been developed to integrate equation (10) and therefore determine the energy distribution and transfer in a Gas Core Nuclear Reactor.

The first procedure is a radial one-dimensional solution of equation (11) completed with any of the expressions (6), (7) or (8) for the radiative heat flux and with (9) for the conductive heat flux. Assumptions are made for the distribution of the polar temperature gradient and, consistent with the mass continuity equation, for the distribution of mass flow rate. Equation (11) is integrated numerically propagating solutions for temperature and heat flux from the cavity wall to the cavity center, for guessed boundary values of the temperature and heat flux at the wall. Due to the nature of relations (7) and (8) which determine the heat fluxes at given radius as function of mass flow rate values at larger radii previously considered in the computation (the velocity profile is necessary to determine the stage in the seed vaporization process which contributes to the local opacity), the solution is completely determined by the boundary and does not require iterations on temperature profiles. The requirement of zero flux at the cavity center is set to determine iteratively either the pressure or the fuel radius. If relation (6) is used for the radiative heat flux instead of (7) or (8), the solution propagation from wall to center becomes iterative on the temperature profile itself which greatly complicates the procedure indicated on Table 2 but only slightly alters the solution. For this reason all results shown for the one-dimensional radial analysis are based on expression (7) for the radiative heat flux.

The second procedure is similar to the first, but here the radiative heat flux is calculated directly from relation (2) through a numerical integration of the radiative intensities. Iterations on entire temperature profiles are involved. The convergence has been tested on a trial case, however only results from the first iteration are presented here.

The third procedure is developed to model the two-dimensional behavior of the physical parameters in the propellant region. The method consists of an iterative search for a consistent two-dimensional temperature profile. The iteration proceeds by improving the values of certain functions and their derivatives with respect to the non-radial direction. The method employs a two-dimensional version of equation 7, 9, and 10, and has proven to be rapidly convergent.

Description of Results

Figures 2, 3, and 4 show cavity profiles for variations in propellant mass flow rate, cavity pressure, and seed vaporization rate, respectively. In each of these figures, the solid-line profile represents a result for a nominal case, characterized by the following parameters:

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_w$</td>
<td>600°K</td>
</tr>
<tr>
<td>$q_r$</td>
<td>$1.72 \times 10^8$ erg/cm²-s</td>
</tr>
<tr>
<td>$p$</td>
<td>200 atm</td>
</tr>
<tr>
<td>$R_c$</td>
<td>30 cm</td>
</tr>
<tr>
<td>$M_f$</td>
<td>0.25</td>
</tr>
<tr>
<td>$F_p$</td>
<td>46 g/s</td>
</tr>
<tr>
<td>$M_f$</td>
<td>0.68</td>
</tr>
<tr>
<td>$R_{nv}$</td>
<td>1.0</td>
</tr>
<tr>
<td>$n^{14}_e$</td>
<td>$1.6 \times 10^{14}$ neutron/cm²·s</td>
</tr>
</tbody>
</table>

Values of these parameters for each figure (2) - (4) are nominal unless otherwise indicated. In each case treated, the fuel radius is adjusted so that boundary conditions are satisfied.

In Figure 5, the total heat flux for the nominal conditions is shown together with its radiative and conductive components.

Figure 6a shows, for the propellant region, the nominal radiative heat flux, which was calculated using relation (7), and also the radiative
heat flux found by a numerical integration of radiative intensities using relations (2) and (2b) and the nominal temperature and absorption coefficient profiles. Equilibrium values were taken for emission coefficients. Relation (7) predicts significantly larger values than those predicted by (2) and (2b) in the optically thin region of the propellant. Figure 6b makes the same comparison in the fuel region as does Figure 6a in the propellant region, except that, due to large values of absorption coefficient in the fuel, far greater accuracy was required for the numerical integration of intensities. The nominal radiative heat flux (relation (7)) has the smallest values in Figure 6b; successive degrees of accuracy in integration of intensities (relations (2), (2b)) produce successive profiles which approach the nominal profile from above.

Conclusions

The computational procedures developed have the capability of analyzing a general heat transfer problem in one or two spatial dimensions. They are able to take into consideration data on LTE or non-equilibrium optical coefficients, optical properties of the boundaries and data on vaporization kinetics of solid particle additives. The results provide information on energy transfer and distribution in a Plasma Core Fissioning Reactor for given boundary conditions and negligible shear stress tensor, and constitute a partial analysis of a coupled heat-transfer fluid-dynamic study.

The heat transfer analysis is performed rigorously, though the presented results are based on local thermodynamic equilibrium emission coefficients. The diffusion approximation of the heat flux was proven inappropriate to describe the propellant region, particularly the transparent domain containing vaporized seed.

The conductive heat flux is treated assuming negligible diffusion of various components at the uranium-plasma-propellant interface and negligible turbulent mixing, as if an ideal perfectly flexible and transparent wall would separate the two media. Both assumptions are clearly unrealistic. Though the radiative heat flux dominates the heat transfer, and independent of the type of flow for similar mass distributions, the conductive and radiative heat fluxes have the same order of magnitude in regions of high temperature gradients, and errors in the conductive heat flux evaluation influence the overall results.

An effort continuation in the study of heat transfer and fluid dynamics of highly radiative gases is estimated necessary, before reliable predictions of advanced concepts performance could be made.
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Fig. 2c. Variation of Radiative Heat Flux with Propellant Mass Flow Rate

Fig. 2e. Variation of Optical Depth with Propellant Mass Flow Rate - Fuel Region.

Fig. 2d. Variation of Optical Depth with Propellant Mass Flow Rate - Propellant Region.

Fig. 2f. Variation of Uranium Fuel Density with Propellant Mass Flow Rate.
Fig. 3a. Variation of Temperature with Pressure

Fig. 3b. Variation of Total Heat Flux with Pressure

Fig. 4. Variation of Optical Depth with Normalized Seed Vaporization Rate - Propellant Region

Fig. 5. Total Heat Flux and Components - Nominal Case
Table 1.

Correlation between Radiative Heat Flux and Temperature

\[ \dot{q}_{\text{rad}}(r) \leftrightarrow T(r) \]

\[ \dot{q}_{\text{rad}}(r) \equiv f \left[ T(r), p \right] \text{LTE, grey, thick} \]

\[ \dot{q}_{\text{rad}}(r) \equiv f \left[ T(\text{all } r), p, \text{boundary radiation} \right] \text{LTE} \]

\[ \dot{q}_{\text{rad}}(r) \equiv f \left[ \text{bound electrons and atoms} \right] \text{NE} \]

Table 2.

One-Dimensional Heat Transfer Flow Chart

<table>
<thead>
<tr>
<th>Input System Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input lower and upper bounds for R_f</td>
</tr>
</tbody>
</table>

Do R_f bounds bracket solution? 

- no print error message
- yes Guess new R_f using bisection method

Propagate values for temperature, total heat flux, radiative heat flux, conductive heat flux, and optical depth from cavity wall to cavity center.

Use the following relations for propagation

- #10 energy balance
- #9 conductive heat flux
- either #6, #7, #8 radiative heat flux

Is Q_{tot}(r=0) = 0? 

- yes output solution
- no redefine bounds for R_f

Redefine bounds for R_f

Output solution

Note: Physical properties of plasma (\( \rho, a_p \), etc.) are dependent on known local properties (T, P, etc.) of the plasma.
Total energy conservation equation, steady state:

\[ \rho \nu \nabla p + \text{div} (\nu \cdot \tau) + \text{div} q_e + \text{div} q_{\text{rad}} = H - \text{div} \left( \frac{\nu}{\rho} \cdot \nabla S \right) . \] (1a)

\[ \frac{H}{\rho} = e_{\text{atomic}} + \frac{v^2}{2} + \frac{p}{\rho} = \nu \cdot \tau + \text{div} q_c + \text{div} q_{\text{rad}} + \sum_{s} \int_{0}^{T} c_p \, dT + h^0_s . \] (1)

<table>
<thead>
<tr>
<th>Term</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \rho )</td>
<td>mass density</td>
</tr>
<tr>
<td>( \nu )</td>
<td>average flow velocity</td>
</tr>
<tr>
<td>( p )</td>
<td>scalar pressure</td>
</tr>
<tr>
<td>( \tau )</td>
<td>shear stress tensor</td>
</tr>
<tr>
<td>( q_e )</td>
<td>conductive heat flux</td>
</tr>
<tr>
<td>( q_{\text{rad}} )</td>
<td>radiative heat flux</td>
</tr>
<tr>
<td>( S )</td>
<td>sum of energies from all sources</td>
</tr>
<tr>
<td>( m )</td>
<td>mass source</td>
</tr>
<tr>
<td>( s )</td>
<td>index ranging over component species of gas</td>
</tr>
</tbody>
</table>

Spectral radiative heat flux for planar symmetry:

\[ q_{\nu} = 2\pi \int_{0}^{\pi/2} \left[ \frac{I_{\nu}^B}{I_{\nu}^s} \frac{\tau_{\nu} - \tau_{\nu}^*}{\cos \theta} \right] d\tau_{\nu}^* + \frac{1}{\cos \theta} \int_{0}^{T_{\nu}^s} S_{\nu}(\tau_{\nu}^*) e \frac{\tau_{\nu} - \tau_{\nu}^*}{\cos \theta} d\tau_{\nu}^* \] (1a)

\[ q_{\nu} = 2\pi \int_{0}^{\pi/2} \left[ \frac{I_{\nu}^B}{I_{\nu}^s} - \frac{\tau_{\nu} - \tau_{\nu}^*}{\cos \theta} \right] d\tau_{\nu}^* + \frac{1}{\cos \theta} \int_{0}^{T_{\nu}^s} S_{\nu}(\tau_{\nu}^*) e \frac{\tau_{\nu} - \tau_{\nu}^*}{\cos \theta} d\tau_{\nu}^* \] (3)

Spectral radiative heat flux for planar symmetry and LTE:

\[ q_{\nu} = 2\pi \int_{0}^{\pi/2} \left[ \frac{I_{\nu}^B}{I_{\nu}^s} \frac{\tau_{\nu} - \tau_{\nu}^*}{\cos \theta} \right] d\tau_{\nu}^* + \frac{1}{\cos \theta} \int_{0}^{T_{\nu}^s} S_{\nu}(\tau_{\nu}^*) e \frac{\tau_{\nu} - \tau_{\nu}^*}{\cos \theta} d\tau_{\nu}^* \] (3a)

\[ q_{\nu} = 2\pi \int_{0}^{\pi/2} \left[ \frac{I_{\nu}^B}{I_{\nu}^s} - \frac{\tau_{\nu} - \tau_{\nu}^*}{\cos \theta} \right] d\tau_{\nu}^* + \frac{1}{\cos \theta} \int_{0}^{T_{\nu}^s} S_{\nu}(\tau_{\nu}^*) e \frac{\tau_{\nu} - \tau_{\nu}^*}{\cos \theta} d\tau_{\nu}^* \] (3b)
Radiative heat flux for planar symmetry,
LTE, and 'grey' gas:

\[
q_{rad} = 2\pi \int_0^B E_3(\tau - \tau_o) - 2\pi \int_0^A E_3(\tau_o) \\
+ 2\sigma \int_0^B \tau^4 E_2(\tau - \tau_o) d\tau_o \\
- 2\sigma \int_0^C \tau^4 E_2(\tau_o - \tau) d\tau \\
(5)
\]

Radiative heat flux for planar symmetry,
LTE, 'grey' gas, \(T_B - T \gg l\):

\[
q_{rad} = 2\pi \int_0^B E_3(\tau - \tau_o) - 2\pi \int_0^A E_3(\tau_o) \\
+ 2\sigma \int_0^B \tau^4 E_2(\tau - \tau_o) d\tau_o \\
- 2\sigma \int_0^C \tau^4 E_2(\tau_o - \tau) d\tau_o \\
+ \tau_o E_3(\tau_o) + E_4(\tau - \tau_o) + E_4(\tau_o) - \frac{2}{3} \\
(6)
\]

Radiative heat flux for planar symmetry,
LTE, 'grey' gas, \(T_B - \tau \gg l\):

\[
q_{rad} = 2\pi \int_0^B E_3(\tau - \tau_o) - 2\pi \int_0^A E_3(\tau_o) \\
- 2\sigma \int_0^B \tau^4 E_2(\tau - \tau_o) d\tau_o \\
- 2\sigma \int_0^C \tau^4 E_2(\tau_o - \tau) d\tau_o \\
+ \tau_o E_3(\tau_o) + E_4(\tau - \tau_o) + E_4(\tau_o) - \frac{2}{3} \\
if \tau_B - \tau \gg l \\
(7)
\]

Radiative heat flux for LTE, 'grey' gas,
\(\frac{\partial T}{\partial t} = 0\), \(\tau_B - \tau \gg 1\), \(\tau \gg 1\):

\[
q_{rad} = -\frac{4\sigma}{3} \frac{dT}{d\tau_o} \if \tau_o \gg 1 \\
(8)
\]

Conductive heat flux

\[
\dot{q}_c = -k_c \grad T \\
(9)
\]

Energy conservation, scalar pressure, steady state

\[
\rho \frac{\partial}{\partial t} \left( \frac{\partial q_c}{\partial x} + \frac{\partial q_{rad}}{\partial x} \right) = S \\
(10)
\]

Equation (10) in spherical coordinates

\[
\rho \frac{\partial}{\partial r} \left( \frac{\partial q_c}{\partial r} + \frac{\partial q_{rad}}{\partial r} \right) \\
= S - \rho v_0 c p \frac{1}{r^2} \frac{\partial T}{\partial \theta} \\
- \frac{1}{r \sin \theta} \frac{3}{\partial \theta} \left( \sin \theta \cdot q_c + \sin \theta \cdot q_{rad, \theta} \right) \\
(11)
\]
RESEARCH ON PLASMA CORE REACTORS

University of California, Los Alamos Scientific Laboratory
Los Alamos, New Mexico 87545

Abstract

Experiments and theoretical studies are being conducted for NASA on critical assemblies with one-meter diameter by one-meter low-density cores surrounded by a thick beryllium reflector. These assemblies make extensive use of existing nuclear propulsion reactor components, facilities, and instrumentation. Due to excessive porosity in the reflector, the initial critical mass was 19 kg U(93.2). Addition of a 17-cm-thick by 89-cm-diameter beryllium flux trap in the cavity reduced the critical mass to 7 kg when all the uranium was in the zone just outside the flux trap. A mockup aluminum UF6 container was placed inside the flux trap and fueled with uranium-graphite elements. Fission distributions and reactivity worths of fuel and structural materials were measured. Finally, an 85,000 cm3 aluminum canister in the central region was fueled with UF6 gas and fission density distributions determined. These results will be used to guide the design of a prototype plasma core reactor which will test energy removal by optical radiation.

Introduction

T. S. Latham and collaborators at the United Technologies Research Center (UTRC) have recently suggested several attractive applications of cavity reactor systems aimed at meeting future critical energy needs. Uranium fuel in gaseous or plasma form permits operation at much higher temperatures than possible with conventional solid fueled nuclear reactors. Higher working fluid temperatures in general imply higher thermodynamic cycle efficiencies, which lead to proposals for advanced closed-cycle gas turbine driven electrical generators and MHD power conversion systems for electricity production. Cycle efficiencies ranging from 50 to 65 percent are calculated for these systems.

Further, the possibility of energy extraction in the form of electromagnetic radiation allows consideration of many photochemical or thermochemical processes such as dissociation of hydrocarbon materials to produce hydrogen. Lasers may be energized either by direct fission fragment energy deposition in uranium hexafluoride (UF6) and lasing gas mixtures or by optical pumping with thermal or non-equilibrium electromagnetic radiation flowing out of the reactor.

The Los Alamos Scientific Laboratory (LASL) has a modest program to acquire experimental and theoretical information needed for the design of a prototype plasma core reactor which will test heat removal by optical radiation. Experiments are being conducted on a succession of critical assemblies with large low-density cores surrounded by a thick moderating reflector. Static assemblies, first with solid fuel, then with UF6 in containers, will be followed by others with flowing UF6.

Plasma Core Assembly (PCA) Design

In the first quarter of 1974, a joint working group formed by NASA from LASL and UTRC personnel produced an engineering feasibility design study revealing the possibility of constructing a large beryllium reflected cavity reactor from existing nuclear propulsion program materials and control components.

Reactor Component Availability

Substantial quantities of beryllium reflector parts were stored at Los Alamos and the Nevada Reactor Development Station after the termination of the nuclear propulsion program. Beryllium reflector assemblies from 11 Rover/NERVA reactors, representing an original cost of approximately $5 million, were transferred to Los Alamos. Also, four additional beryllium reflector assemblies, including a set of 18 stepping motor driven control drum actuators, were available at Los Alamos.

LASL Facilities

The facilities of the LASL Critical Experiments Group include three remotely controlled critical assembly laboratories, called Kivas, equipped with a variety of critical assembly machines of varying complexity. A central control building houses control rooms, offices, and laboratory space. Parts of these facilities are available for the initial phases of the plasma core reactor project.

The cavity-type assemblies will be on the "Mars" critical assembly machine (Fig. 1) located in Kiva I. This machine was built early in the Rover program and was used for neutronic and core optimization studies for the Kiwi, Phoebus, and Nuclear Furnace reactors. Early beryllium-reflected cavity reactor experiments were also performed on this machine. Figure 1 shows the Mars machine with a Phoebus II reflector installed. The overall size is similar to that of the planned cavity assemblies. Some of the 18 control drum actuators are visible above the
The principal features of the Mars machine are:

1. A framework that includes a base plate for supporting the reflector, an upper platform for mounting the existing control drums, and a personnel platform.

2. Provision for removing a fueled core from the reflector. The core is supported on the platen of a hydraulic cylinder, which is centered beneath the reflector and can be retracted as a safety device.

3. Provision for removing the core from beneath the machine. The lowered core assembly rests on a cart that may be rolled out on guide rails from beneath the reflector to provide easy access for alterations to the core.

Reflector Design

The critical assembly reflector design makes use of beryllium from most of the Rover reactor types. Figure 2 shows reflector parts from several of the Rover reactors assembled to form a cross section of the cylindrical reflector wall. Figure 3 identifies major Rover beryllium components by location. The end plugs of Nuclear Furnace, Pewee, and Honeycomb reflector pieces, shown in Fig. 2 and 3, consist of beryllium that averages 90% of normal density. Graphite fillers, 38-mm thick separate these from 190-mm-thick NRX and KWI B sectors of beryllium also at 90% normal density. A succeeding graphite annulus 44-mm thick is followed by a 203-mm-thick Phoebus II assembly which contains 18 control drums and is beryllium at 87.5% normal density.

All of the Rover beryllium reflector components have holes in them required for coolant flow, tie rod access, instrumentation lead channels, reflector density adjustment, and control drum containment. These lead to loss of neutrons by streaming and result in increased critical mass if left unfilled. Calculations indicate a reactivity loss of about 254 for each percent reduction in the density of the Be reflector.

Figure 4 shows the calculated penalty for substituting a 50-mm annular zone of graphite for beryllium as a function of the location of the graphite in the reflector. In the outer two-thirds of the reflector, high purity graphite is a good substitute for beryllium but is of little help in the inner region. The reflector encloses a 1.02-m-diam by 1.05-m-high cavity in which the various solid and gaseous uranium fuel cores will be studied.

Experimental Program

Core Number 1

A homogeneous uranium distribution in the cavity, simulated by use of uranium metal foils laid on a set of ten equally spaced aluminum discs, Fig. 5, had a critical mass of 19-kg U(93.2). The reactivity swing for the 18 control drums was 6.14. Figure 6 gives the control drum calibration curve. Measured reactivity worths of core materials are uranium 73¢/kg, aluminum -3¢/kg, and graphite 2.5¢/kg.

Core Number 2

An early goal for the Plasma Core Assembly was to operate with a central zone of UF₆ gas surrounded by a zone of solid uranium fuel. To mock up this situation core number 2 consisted of uranium metal foil attached to a 0.94-m-diam thin-walled aluminum cylinder, Fig. 7, centered within the cavity. A critical mass similar to that for core 1 was indicated by subcritical comparison.

The critical mass of about 19 kg is more than a factor of two higher than calculated for uniformly distributed fuel in an idealized reflector, indicating undermoderation in the reflector and/or contaminants having high thermal neutron absorption cross sections in the beryllium and graphite. Neutron leakage through the large number of small straight coolant channels in the beryllium also tends to increase the critical mass value.

The beryllium specification limited the iron content to less than 0.10% by weight. One-dimensional criticality calculations showed that this amount of iron would increase the critical mass by about 9%. Two-dimensional criticality calculations indicated that two hundred parts per million boron containment in the graphite would account for the excess critical mass if boron alone were the cause. The large critical mass is believed to be due to a combination of the effects discussed above.

Core Number 3

The simplest solution to the neutron undermoderation problem was to add a zone of beryllium to the cavity. A suitable beryllium annulus 0.55-m i.d. by 0.89-m o.d. by 1.04-m high, Fig. 8, was formed from Pewee and Honeycomb parts. This structure had a mean density 85% that for normal beryllium and was surrounded by a 0.94-m-diam aluminum cylinder to support uranium metal foil. The initial critical mass with all uranium in the outer fuel zone was 6.84-kg U(93.2).

The reactivity worth of the control drums is influenced by the amount of uranium in the core. Since core number 3 with its added inner beryllium zone sharply reduced the critical uranium loading, the control drums were recalibrated, using positive period measurements. The reactivity swing for one control drum was 22.4 cents, giving 4.03¢ for the 18 control drums. Figure 9 gives the calibration curve for the entire 18 control drums.
The control drum worth is now only two thirds that for the empty cavity configuration of cores one and two, but is considered adequate for the planned experiments.

Table I lists the reactivity worths of uranium, aluminum, and carbon for indicated positions in core number 3.

It should be noted that the uranium worth values of Table I imply an appreciably greater fission density in the central zone than in the outer fuel zone. The additional neutron moderation in the flux trap results in a central zone uranium reactivity worth six times that for uranium in the outer zone. As the fission density in a highly thermalized system varies as the square root of the reactivity, UF₆ in the central zone will benefit from a fission density enhancement of about 2.4 over that for uranium in the driver zone.

The effects of flux trapping by an additional beryllium zone within a cavity surrounded by an undermoderating reflector was examined using one-dimensional neutron transport calculations on an equivalent spherical mockup of the PCA cylindrical geometry. The calculated fission density in the central zone was 2.3 times that for the outer or driver fuel zone.

Core Number 4

Core number 4 uses the beryllium flux trap of core 3 and uranium-graphite Rover fuel elements in the outer driver zone, Fig. 10. The inner experimental zone is provided with a mockup of an aluminum UF₆ container to be used in later experiments. Low density uranium-graphite fuel elements are used in this region to simulate UF₆ loadings.

Table II gives the loading specifications for the uranium-graphite fuel elements.

Figure 11 shows the available fuel element holes in the driver and experimental zones. Figure 12 shows core No. 4 positioned to be raised into the PCA reflector.

Material Reactivity Evaluations

Reactivities for uranium and other materials were measured in the central experimental and driver zones. Results agreed with those found for core 3.

As seen in Table I, uranium has a much higher reactivity worth in the inner zone than in the outer or driver zone, so that the critical mass will decrease as uranium is added to the central region of the core. Figure 13 shows the measured variation of critical mass with the fraction of fuel in the inner zone.

Fission Density Measurements

Fission density distributions were determined for two different core loadings

<table>
<thead>
<tr>
<th>Material</th>
<th>Material location</th>
<th>Worth in cents/kg</th>
</tr>
</thead>
<tbody>
<tr>
<td>U (93.5%)</td>
<td>On axis</td>
<td>+ 3350</td>
</tr>
<tr>
<td>U (93.5%)</td>
<td>Near end of Al support</td>
<td>+ 554</td>
</tr>
<tr>
<td>Al</td>
<td>On axis</td>
<td>- 10.8</td>
</tr>
<tr>
<td>Al</td>
<td>At Al support</td>
<td>- 3.0</td>
</tr>
<tr>
<td>Honeycomb C</td>
<td>On axis</td>
<td>- 1.4</td>
</tr>
<tr>
<td>PCA Reflector C</td>
<td>On axis</td>
<td>- 3.2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Element Location</th>
<th>Uranium Density</th>
<th>Uranium/Element</th>
</tr>
</thead>
<tbody>
<tr>
<td>Driver zone</td>
<td>400 mg U/cm³</td>
<td>82.8 g</td>
</tr>
<tr>
<td>Experimental zone</td>
<td>100 mg U/cm³</td>
<td>20.7 g</td>
</tr>
</tbody>
</table>
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for the experimental and driver fuel zones by beta scanning U-loaded Al wires irradiated in the central holes of selected fuel elements. Figure 14 shows the fuel element configuration and wire locations. Figure 15 shows the core mid-plane radial fission distribution. The fission density rises slowly from the center outwards. The ratio of the central element to driver element fission density values is 2.40, in good agreement with the value of 2.4 noted in section III-c which was determined from uranium reactivity measurements. Figure 16 gives fission distributions for two central fuel zone axial positions.

Core Number 5

UF₆ gas was used as the fuel for this core in the inner zone using the UTRC double walled canister and gas handling system. A Be flux trap separated the gas from a driver fuel element zone composed of lightly loaded uranium–graphite fuel rods described in the previous section. Figure 17 is a photograph showing the canister mounted on a ram underneath the reflector ready for assembly. Two pie sections of the lower Be end plug have been removed to show the flex lines that connect the canister to the gas handling system in the foreground.

Figure 18 is a schematic of the gas handling system. ²³⁵UF₆ in the supply bottle is a solid at room temperature. This bottle is immersed in a hot water bath and heated for one hour at about boiling temperature (88°C). This converts the solid to a gas and by suitable valving, a known amount of the gas is trapped in the transfer bottle of the same manifold. Verification of the amount of gas in the transfer bottle is obtained by weighing the bottle and contents. The entire gas system and canister are next heated to about 66°C using heat tapes and hot flowing He gas. This requires about three hours. The UF₆ now remains in the gas phase for critical operations.

Recovery of the UF₆ is accomplished by pumping down the canister and gas system through a glass liquid nitrogen (LN) trap. Material recovery is evaluated by weighing the glass trap and contents. After completing the recovery cycle, we find very little residue in the canister, as affirmed by running the reactor at delayed critical. However, weighing showed that some UF₆ remained in the transfer system. We suspect that the majority of this material is in the corrugated flex lines linking the gas system to the canister. Table III shows the results obtained from our two transfer operations.

### UF₆ Reactivity Evaluation

A lightly loaded KIWI fuel element was placed in the region between the canister and the Be flux trap in order to re-evaluate the reactivity worth of uranium in the central region. A value of 2.95 cents/g U was obtained which translates to 1.99 cents/g UF₆. An initial operational limit of one dollar for the gas in the core restricts the UF₆ to a minimum of 50 grams.

Three fission density distributions were measured in the gas core along paths as indicated in Figure 19. U-loaded Al wires were placed on the central axis and on a parallel line displaced 10 cm radially from this axis. Another wire was on a diameter at the mid-plane of the core. The wires were irradiated for 10 minutes at a power level of about 70 watts and then scanned with a beta counter to obtain the data plotted in Figure 20. We found similar distributions for the two core loadings of 12 to 24 grams of UF₆. The radial traverse, not shown, is flat to within 0.1%, as expected for such a light uranium loading. An earlier experiment noted in section III-c, using 393 grams of uranium in a solid uranium-graphite fuel mock-up of the gas core, had a 3% rise in fission density from the center to the core edge, indicating a slight uranium self-shielding effect. The axial fission density falls off about 8% from the mid-plane to the core end. This results from holes in the reflector end walls for plumbing and thinner beryllium in this region.

### Table III

<table>
<thead>
<tr>
<th>UF₆ Gas Transferred (g)</th>
<th>UF₆ Reactivity Change (cents)</th>
<th>UF₆ Recovered (g)</th>
<th>UF₆ left in canister (g)</th>
<th>UF₆ left in lines (g)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Run 1 12.0</td>
<td>20</td>
<td>3.6</td>
<td>2.2</td>
<td>6.2</td>
</tr>
<tr>
<td>Run 2 24.6</td>
<td>50</td>
<td>14.9</td>
<td>2.5</td>
<td>7.2</td>
</tr>
</tbody>
</table>

Concluding Remarks

A beryllium reflected critical
assembly has been constructed which is suitable for performing tests on static and flowing UF₅ cores and ultimately on advanced models employing hydrodynamical containment of the UF₅ by a flowing buffer gas. Dividing the core into a driver zone containing a major fraction of the fuel in solid form separated by a neutron flux trap from a central experimental zone for gaseous fuel has several advantages:

1. The fission density in the gas fueled region is boosted by a factor of 2.4 over that in the driver zone.

2. An ideal gas core geometry with length about three times the diameter is available.

3. Initial evaluation of reactor safety problems for the flowing UF₅ fueled core critical.
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Fig. 1 Mars machine with Phoebus II: Rover Assembly.

Fig. 2 Rover beryllium reflector components used in PCA.
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Fig. 3 Plasma core assembly reflector.

Fig. 4 Reactivity loss associated with substitution of graphite for Be.

Fig. 5 Core No. 1

Fig. 6 Control drum calibration curve for core number one.
Fig. 7 Core No. 2
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Fig. 8 Core 3

Fig. 9 Control drum calibration for core number three.

Fig. 10 Core number four with partial load of U-graphite driver fuel rods.
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Fig. 11 Aluminum support structure for supporting U-graphite rods for core number four.

Fig. 12 Mars machine with core number four ready for assembly.

Fig. 13 Critical mass dependence on fraction of U in the center fuel zone.

Fig. 14 Fuel element loading and wire positions for core No. 4
Fig. 15 Radial fission distribution, core No. 4

Fig. 16 Axial fission distribution, core No. 4

Fig. 17 Core number five with aluminum canister for UF₆ gas.

Fig. 18 Schematic of UF₆ gas handling system.
ANON: Why did you use argon as your buffer gas?

T. S. LATHAM: Argon is a higher density buffer gas, giving a higher density per mole. Thus at a given pressure, more UF₆ can be confined with argon rather than helium.
Abstract

Analytical investigations were conducted to determine preliminary design and operating characteristics of flowing uranium hexafluoride (UF₆) gaseous nuclear reactor experiments in which a hybrid core configuration comprised of UF₆ gas and a region of solid fuel will be employed. The investigations are part of a planned program involving National Aeronautics and Space Administration (NASA), Los Alamos Scientific Laboratory (LASL), United Technologies Research Center (UTRC), and other organizations to perform a series of experiments of increasing performance, culminating in an approximately 5 MW fissioning uranium plasma experiment.

The results indicate that confined flow tests of a gaseous UF₆-uranium fuel element hybrid core configuration appear feasible. A preliminary design is described for an argon buffer gas confined, UF₆ flow loop system for future use in flowing critical experiments. Flowing gaseous UF₆ would be confined within the cavity core canister by tangential injection of argon buffer gas to produce a radial inflow vortex flow pattern. Initial calculations to estimate the operating characteristics of the gaseous fissioning UF₆ in a confined flow test at a pressure of 4 atm, indicate temperature increases of approximately 100 and 1000 K in the UF₆ may be obtained for total test power levels of 100 kW and 1 MW for test times of 320 and 32 s, respectively.

Introduction

Extraction of power from the fission process with the nuclear fuel in gaseous form allows operation at much higher temperatures than those of conventional nuclear reactors with solid fuel elements. Higher operating temperatures in general lead to more efficient thermodynamic cycles and, in the case of fissioning uranium plasma core reactors, result in many possible applications employing direct coupling of power in the form of electromagnetic radiation.

A program plan for establishing the feasibility of fissioning UF₆ gas and uranium plasma reactors has been formulated by NASA and is described in Refs. 1 and 2. Briefly, the series of reactor tests consists of gaseous nuclear reactor experiments of increasing performance, culminating in an approximately 5 MW fissioning uranium plasma reactor experiment. Initial reactor experiments will consist of low-power, self-critical cavity reactor configurations employing undissociated, nonionized UF₆ fuel at near minimum temperatures required to maintain the fuel in gaseous form. Power level, operating temperature, and pressure will be systematically increased in subsequent experiments to approximately 1000 kW, 1800 K, and 20 atm, respectively. The final 5 MW reactor experiment will operate with a fissioning uranium plasma at conditions for which the injected UF₆ will be dissociated and ionized in the active reactor core.

Cavity reactor experiments have been conducted to measure critical masses in cavity reactors at both LASL and at the National Reactor Testing Station (NRTS) in Idaho Falls. Critical mass measurements have been made on both single cavity and multiple cavity configurations. In general, nucleonics calculations have corresponded to within a few percent of the experimental measurements. A review of these experiments is contained in Ref. 3. These studies provide the basis for selecting additional experiments to demonstrate the feasibility of the plasma core nuclear reactors.

Analytical investigations described herein were performed to formulate a preliminary design for an argon-buffer-gas-confined UF₆ flow system loop. This design will be used in future cavity reactor experiments in which hot flowing UF₆ is to be confined within a cavity core canister by tangentially injected argon buffer gas. Calculations of principal operating parameters for 100 kW and 1 MW cavity reactor experiments with buffer-gas-confined flowing UF₆ were made to define the control requirements for the gas flow systems and the reactor experiments.

Initial Reactor Series Tests

The initial series of planned low-power critical cavity reactor experiments has been conducted at IASL. These critical cavity reactor experiments consisted of sequential tests on the following core loading configurations: (1) distributed uranium foil core loadings in a right circular cylinder, 1-m-dia by 1-m-long cavity surrounded by a 50-cm-thick beryllium reflector-moderator, and (2) hybrid fuel loading configurations in which the central 54-cm-dia by 1-m-long portion of the core cavity volume contained an aluminum (Al) canister filled with a gaseous UF₆-Helium (He) mixture surrounded by a 17.2-cm-thick annular beryllium moderator region surrounded in turn by a region containing solid nuclear fuel elements. Results of the foil loading tests are described in Ref. 4.
The tests were conducted to determine critical mass loadings, control drum calibrations, and overall control drum reactivity worth, reactivity worths of the structural Al, and the reactivity penalty due to holes required in later experiments for introducing increased amounts of gaseous UF₆ and for observing possible fission fragment induced electromagnetic radiation emission.

The second series of planned cavity reactor experiments will employ flowing gaseous UF₆-He mixtures. The experiments will employ a hybrid fuel loading geometry in which approximately 10 percent of the core cavity volume will contain a canister similar to that used in the initial critical experiments. In the planned experiments, gaseous UF₆ will be mixed with varying amounts of He and circulated within a closed flow loop through a canister located in the central region of the core. That portion of the total flowing UF₆ inventory contained in the core canister will be included in the total critical mass loading. The remaining portion of the flowing UF₆ inventory will be contained in the flow lines and associated hardware external to the cavity volume. UF₆ not in the canister is not neutronically part of the active core except for that UF₆ contained in the flow lines within the lower section of reflector-moderator. Initially, most of the fuel loading will be comprised of solid fuel in the form of distributed uranium foil or solid fuel elements fabricated for earlier Rover program¹ reactors. The flowing UF₆ tests will be conducted using the canister and gaseous circulation flow system described in Ref. 5. These tests will provide basic reactor physics and engineering data for design of subsequent reactor tests in which flowing UF₆ will be fluid-mechanically confined away from the canister peripheral walls by argon buffer gas.

**Reflector Moderator Configurations**

The basic beryllium reflector-moderator was assembled from available materials from the Rover program¹. The reflector-moderator configuration is shown in Fig. 1. The reflector surrounds a right circular cylindrical cavity approximately 54-cm-dia x 1-m-long. The reflector-moderator configuration contains an approximately 6.5-cm-wide annulus for locating solid fuel or distributed uranium foil between the inner Pewee Beryllium and the outer beryllium reflectors. Criticality measurements(4) indicated that a uranium foil loading of 6.7 kg was required for criticality with uniformly distributed foil in both the gap between the inner Pewee beryllium and outer beryllium reflectors, and the central cavity. The reflector-moderator configuration shown in Fig. 1 is well-suited for flowing UF₆ critical experiments in which the core canister would be located within the approximately 54-cm-dia x 1-m-long cavity. The total outer beryllium reflector thickness is 0.50 cm.

The reflector-moderator is mounted on the Pajarito Critical Assembly Facility at LASL. This facility is described in detail in Ref. 6. The critical assembly facility has a framework which includes a base plate for supporting the reflector, an upper platform for mounting the control drums, and a personnel platform. In addition, provision is made for removing the fueled core from the reflector by lowering a platen on a hydraulic ram centered beneath the reflector. Further provision for removing the core from beneath the machine is also made. When lowered, the core assembly rests on a cart which may be rolled out on guide rails from beneath the reflector to provide easy access for maintenance and modification of the core assembly.

**Analyses of Flowing UF₆ Experiments**

As part of the cavity reactor experimental program continuing at IASL, the third phase of the planned series will involve performing reactor experiments in which flowing UF₆ will be fluid-mechanically confined in a central volume of a core cavity by A or He buffer gas injected tangentially from the cavity peripheral walls. The objective of the cavity reactor experiment program is directed toward demonstrating the feasibility of fissioning uranium plasma reactors. Toward this end, a final approximately 5 MW reactor experiment will operate with a selfcritical fissioning uranium plasma confined by A buffer gas at conditions such that the injected UF₆ will be dissociated and ionized in the reactor core. In examining a near-term series of buffer gas confined UF₆ experiments, a hybrid reactor (driver zone plus a fissioning UF₆ gaseous core) configurations will be used to determine the operating characteristics as well as to obtain basic engineering data for plasma core reactors. The hybrid fuel and reflector-moderator configuration which is shown in Fig. 1 and which is assembled for flowing UF₆ and static UF₆ cavity reactor experiments, could also be employed in the initial buffer gas confined UF₆ experiments.

**Core Canister Assembly and Gas Flow Systems**

The results of a preliminary design of an A buffer gas confined UF₆ canister, UF₆ and He flow system, and a UF₆ separation and reprocessing system for use in these future cavity reactor experiments are indicated in sketches of the core canister assembly and schematic diagram of the flow systems shown in Figs. 2 and 3, respectively. The core canister assembly is made up of two concentric 6061 Al canisters and has an approximately 34-cm-ID inner canister. The outer canister is 37-cm-dia and is used to provide a flow region for thermal control of the inner canister, as well as a safeguard against leakage of the fuel into the external environment. The overall length of the canister assembly is approximately 94 cm. The canister dimensions are such that it occupies a volume of approximately 0.08 m³. A continuous flow of A buffer gas is injected tangentially from a single slot which extends along the entire length of the canister.
peripheral wall. The tangential injection of A buffer gas creates a radial inflow vortex and, therefore, a radial pressure gradient within which the fuel is contained. Some of the injected A flows directly through the buffer gas region and prevents the fuel mixture from reaching the peripheral wall. This bypass flow is withdrawn through a perforated section of the peripheral wall which extends along the entire length of the inner canister and which is just upstream and adjacent to the A injection slot. The bypass flow is then removed from the canister assembly via an axial duct located behind the perforated section of the peripheral wall and between the inner and outer canister walls. The ratio of bypass flow to thru-flow is adjusted to give the best fuel containment. Some of the A buffer gas flows radially inward in the endwall boundary layer and is removed from the cavity via thru-flow ports located on the centerline in both endwalls.

Continuous fuel injection into the vortex flow will be accomplished from one endwall through discrete injectors usually located at a constant radius well away from the centerline, typically 75 to 80 percent of the canister radius. Some of the injected fuel is confined within the vortex central region. However, a portion of the fuel mixes rapidly with the A buffer gas flow in endwall boundary layers and exhausts with the A flow. The thru-flow exhaust stream typically consists of a high concentration of confined fuel and A buffer gas. The bypass flow consists of mostly A buffer gas with small concentrations of fuel. In addition to the canister, the buffer-gas-confined UF₆ flow systems shown in Fig. 3 consists of the fuel reprocessing system, a fuel recirculation system, and a buffer gas recirculation system.

The fuel reprocessing system is used to treat the effluent flow from the canister. Its primary purpose is to separate the UF₆ from the A buffer gas. This is accomplished by cold trapping in a continuously sequenced set of heat exchangers. After a prescribed desubliming time, each heat exchanger will be evacuated to remove the remaining noncondensible gases, then heated to drive the pure gaseous UF₆ to a condenser where it will be liquefied. The minimum UF₆ concentration in the outlet process gas stream is limited by its temperature and corresponds to the UF₆ vapor pressure at that temperature. The temperature of the outlet process gas stream is approximately 225 K for which the corresponding UF₆ vapor pressure is approximately 0.001 atm. The trace UF₆ remaining in the process gas stream will be removed from the gas stream in a NaF absorption-desorption bed. Desorption of the NaF bed can be effected subsequent to the reactor test or series of tests.

The fuel recirculation system which is composed of a pump, heater, and connecting flow lines, is used to process liquid UF₆ and to provide for re-injection of UF₆ into the core canister in gaseous form. The buffer gas recirculation system which is composed of an A pump, heater and connecting flow lines, is used to process the A buffer gas for re-injection into the core canister. The buffer gas has been stripped of trace UF₆ quantities by the NaF chemical trap. A more detailed description of the flow systems is given in Ref. 7.

### UF₆ Contained Mass Calculations

Extensive experiments have been conducted to determine the containment characteristics of radial-inflow vortexes for application to the gas core nuclear rocket program (8-11). The results of those experiments also have application in the plasma core reactor program (1,12), as well as the buffer gas confined flowing UF₆ cavity reactor experiments. In these investigations, a light gas, air or He, was used to drive the vortex and a heavy gas was injected separately to simulate gaseous nuclear fuel to be contained within the central region of the vortex test chamber. Fluid mechanics experiments have indicated that a radial inflow vortex is well-suited for applications which require the preferential containment of the heavy gas within the light gas created vortex flow. The radial-inflow flow pattern is characterized by an essentially laminar radial stagnation surface across which there is no inward radial buffer gas flow. The radial position of this surface is nominally defined to be the edge-of-fuel location; that is, the radial location outwardly beyond which the density of fuel is assumed to be essentially zero. The radial stagnation surface can be located as far from the centerline as 80 to 90 percent of the total vortex radius. In a fissioning UF₆ fuel region a negative temperature gradient through the buffer gas region to the peripheral wall, insures that a positive density gradient exists through the buffer gas region and this should reduce the diffusion of fuel radially outward through the buffer gas.

Calculations were performed to determine the mass of UF₆ which can be confined in the central region of an A vortex within a core canister with the same volume and dimensions as shown in Fig. 1. In this configuration, the UF₆ is contained within a vortex flow and away from the canister wall by A buffer gas injection tangentially from the peripheral wall of the canister. Based on containment experiments of isothermal two-component gas vortexes (8), a radial stagnation surface was selected for the calculations at a fuel region to cavity radius ratio of 0.75, where the cavity radius is 16.92 cm. The cylindrical length of the fuel region was taken to be approximately 91 cm. Both the A and fuel mixture (UF₆ and He) are to be injected initially into the cavity at a temperature of approximately 400 K.

Calculations of the amount of UF₆ which could be contained within the above described fuel region were performed with the following assumptions: (1) the density at all locations in the
fuel region is constant and equal to the density of A at the radial stagnation surface which is assumed to be at a temperature of 400 K; (2) the fuel region gaseous constituents (UF₆+He-A) are at a uniform temperature equal to or greater than the A buffer gas temperature of 400 K; (3) the ratio of total volume-averaged partial pressure of the fuel mixture (UF₆+He-A) in the entire canister to the buffer gas pressure at the peripheral wall, \(P_{FU}/P_{TOT}\), is between 0.3 and 0.4. The results of calculations of the mass of UF₆ contained in the vortex for total cavity pressures of 1, 4, and 10 atm and for temperatures between 400 and 2000 K are shown in Fig. 4. The UF₆ contained mass is relatively insensitive to temperature and ranges from approximately 1/2 to 450 g as the total pressure within the canister is varied from 1 to 10 atm. These are the approximate ranges in the variables of pressure, temperature, and mass of UF₆ expected in the A buffer gas confined flowing UF₆ low-power-cavity reactor experiments. The Al-canister will be located in a cylindrical cavity approximately 5% in diameter and 100 cm in length. The UF₆ fuel containment canister, hybrid fuel and associated reflector-moderator configuration, as shown in Fig. 1, will be used in this series of reactor experiments.

Calculations of operating characteristics of this reactor configuration were performed, based on a maximum total number of fissions per tests of 1 x 10¹⁸. This fission limitation has been used to conform to present operating procedures for critical tests at the LANS Lujaro site. The calculated critical mass of a similar configuration was 4.37 Kg of U(0.935 U-235) as reported in Ref. 12, was obtained using a spherical reactor model in a one-dimensional neutron transport theory computer code calculation. The calculation also assumed a relative fission power density (specified as W/g of U-235) for fuel in the canister to that in the surrounding solid fuel to be 2.3 as calculated and reported in Ref. 4. The UF₆ fission rate ratio is a function of the fission power density ratio, \(\phi_{FU}/\phi_{SOLID}\), between UF₆ and solid fuel; the UF₆ mass, \(M_{UF₆}\), contained in the canister; and critical mass, \(M_{C}\), and is given by the expression

\[
FR_{UF₆} = \frac{1}{L_C} \left[ \frac{\phi_{UF₆}}{\phi_{SOLID}} \left( \frac{M_{UF₆}}{M_{U235}} \right) \left( \frac{1.0}{M_{C}} \right) \right]
\]

where \(M_{UF₆}\) is assumed to be 0.935 U-235. The variation of UF₆ fission rate ratio with contained mass of UF₆ is shown in Fig. 5. As the fission rate ratio varies from 0.01 to 0.20, the corresponding mass of UF₆ contained in the canister varies from approximately 30 to 685 g.

Operating Power Deposition Levels

The characteristics variation of total operating power with the associated maximum time at which the reactor experiment can be operated at that power level such that the total number of fission is equal to 1 x 10¹⁸ is shown in Fig. 6. The total power ranges from 26 MW to 8.89 kW as the time at these power levels varies from 10 to 3600 s, respectively.

A substantial portion of the total energy released is associated with the solid, static fuel region and, therefore, an important feature of the A buffer gas confined UF₆ flowing experiments is to determine the distribution of power which can be deposited in the UF₆ gaseous fuel contained in the canister. The variations of power deposited in the UF₆ is shown in Fig. 7 for total operating times between 1 and 360 s. The manner in which the power deposited in UF₆ varies for a given total operating time at power is shown as the fission rate ratio of UF₆ to total fission rate varies from 0.01 to 0.20. For example, at a fission rate ratio of 0.10, the power deposited in the UF₆ ranges from 3.2 MW to 8.89 kW for a maximum operating time at full power which varies from 1 to 360 s, respectively. As discussed previously, these ranges of power and time are determined by a value for total number of fissions per test equal to 1 x 10¹⁸, and the calculated ratio of fission power density of UF₆ to solid fuel of 2.3.

Based on the probable values of canister dimensions, buffer gas injection geometry, temperature, and vortex flow parameters, a nominal design value for total buffer gas weight flow of 200 g/s was estimated for the confined UF₆ flowing reactor experiment. Also, based on isothermal fluid mechanics flow experiments(8), an A bypass ratio of 0.96 has been chosen which should provide good fuel mixture containment in the central region of the vortex flow. This infers that 0.96 of the total injected A flow will be removed from the canister through a perforated section of canister wall via the axial duct located behind this section. The remaining A flow is removed from the canister with the fuel mixture via the on-axis thru-flow ducts. The average time the A resides in the canister between injection and removal is designated as the A residence time and is designated as, \(\tau_{A} = M_{A}/W_{A}\), where \(M_{A}\) is the mass of the A contained in the canister and \(W_{A}\) is the total A weight flow.

Calculations were performed in which the fuel residence time was equal to both one and five times the buffer gas residence time. Fuel weight flow can then be determined by the relationship between mass, residence time, and weight flow. As a result of the variation in fuel weight flow, energy will be removed by-convection from the fuel mixture in the canister at different rates. This effect has been included in the results shown in Fig. 8, where the variation in power deposited in UF₆, for total pressures of 1, 4, and 10 atm and for fuel to
buffer gas residence time ratios, $\tau_B/\tau_A$, of 1 and 5, are shown as a function of time at power to reach a given bulk-average fuel mixture temperature. For example, when 60 kW is deposited in the UF$_6$, the reactor could operate at power for 30 and 34 s, respectively, for a total canister operating pressure of 4 atm and fuel-to-buffer gas residence time ratios of 1 and 5. The variation in the required time at power to reach a given gas-bulk-averaged temperature is shown in Fig. 9 for total pressures of 1, 4, and 10 atm, fuel-to-buffer gas residence time ratios of 1 and 5 and $\tau_B/\tau_{TOT}$ ratios of 0.3 and 0.4.

The parametric calculations described above were performed over the ranges of pressure, temperature, power, and gaseous residence time in the canister, for vortex containment geometry and conditions which are expected to exist in the UF$_6$ confined experiments. A relationship exists between the temperature and containment characteristics of the gas in the buffer-gas-confined fuel region. The analytical constraint assumed for containment is to require that from the radial stagnation surface inward, the density at any location be equal to the density of the A buffer gas at the radial stagnation surface. With this constraint and for a given total canister gas pressure, there exists an upper limit on the amount of UF$_6$ (which has the highest molecular weight) that can be mixed with A and He at a given temperature. Thus, a further increase in the amount of UF$_6$ confined in the fuel region can occur if either the total canister gas pressure increases, or if energy is added to the fuel region such that the fuel region temperature increases while the total canister gas pressure and density in the fuel region remain fixed. In the latter instance, constant density is attained by replacing some light gas, He, by an equivalent amount of heavy gas, UF$_6$.

Summary of Results

Based on the analytical results presented in Figs. 4 through 9, it appears feasible to conduct initial argon buffer-gas confined flowing UF$_6$ tests using a canister geometry similar to that used in the static UF$_6$ tests and planned flowing UF$_6$ tests. Specific operating characteristics for six different tests have been selected from the parametric data in Figs. 4 through 9 and are given in TABLE I. Operating characteristics are shown for power levels of 100 kW and 1 MW, and for total cavity pressures of 1 and 4 atm. This pressure range was chosen for the calculations of the buffer gas confined flowing UF$_6$ tests because of the upper limit of 4 atm pressure for the aluminum canisters designed for the static UF$_6$ tests and planned flowing UF$_6$ tests. Higher performance buffer gas confined flowing UF$_6$ tests are planned with canisters designed to operate at a pressure in the range of 10 atm. The results indicate that for a total pressure of 1 atm and total power of 100 kW, small UF$_6$ gas temperature increases of 5 and 27 K are expected in which the fuel residence time is 1 and 5 times the buffer gas residence time, respectively. A considerably higher total power would be required to bring about a 500 to 1000 K increase in UF$_6$ gas temperature. The small amount of UF$_6$ contained, 40 g, and short residence time of the gases, at a pressure of 1 atm, do not appear to be conducive to generating a hot UF$_6$ gas. The results in TABLE I, for which the total canister pressure is 4 atm, are considerably more interesting. Temperature increases in the UF$_6$ gas of 100 to approximately 1000 K have been calculated for a total power level between 100 kW and 1 MW, respectively. An important effect to be cognizant of is illustrated by comparing the results for a pressure of 4 atm as the total power is increased. For equivalent gas residence times, the amount of UF$_6$ which can be contained increases as the gas temperature increases in order to satisfy the conditions of constant total pressure and a constant total density in the fuel region equal to the A buffer gas density at a temperature of 400 K. Therefore, for an initial UF$_6$ contained mass, as the total power is increased, the power deposited in the UF$_6$ increases proportionately with an accompanying increase in UF$_6$ gas temperature. This allows an increase in the contained UF$_6$ mass until a new steady-state level is reached.
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List of Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{\text{TOT}}$</td>
<td>Total pressure, atm</td>
</tr>
<tr>
<td>$Q_{\text{TOT}}$</td>
<td>Total power, W</td>
</tr>
<tr>
<td>$G_{\text{UF}_6}$</td>
<td>Power deposited in contained $\text{UF}_6$, W or kW</td>
</tr>
<tr>
<td>$T_{\text{CL}}$</td>
<td>Gas temperature, deg K</td>
</tr>
<tr>
<td>$T_{\text{EOF}}$</td>
<td>Temperature at edge-of-fuel, deg K</td>
</tr>
<tr>
<td>$t_{\text{TOT}}$</td>
<td>Time of full power, s</td>
</tr>
<tr>
<td>$t_{\text{TCL}}$</td>
<td>Time at power to reach temperature, s</td>
</tr>
</tbody>
</table>

Greek Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_A$</td>
<td>Argon residence time in canister, s</td>
</tr>
<tr>
<td>$\tau_F$</td>
<td>Fuel residence time in canister, s</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\delta_{\text{UF}_6}$</td>
<td>Power density ratio, dimensionless</td>
</tr>
</tbody>
</table>

TABLE I

CALCULATED OPERATING CHARACTERISTICS FOR ARGON BUFFER-GAS CONFined $\text{UF}_6$ CAVITY REACTOR EXPERIMENTS

<table>
<thead>
<tr>
<th>Test Time, s</th>
<th>Fuel Mixture Residence Time, s</th>
<th>Argon Residence Time, s</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.3</td>
<td>0.3</td>
</tr>
<tr>
<td>27</td>
<td>1.5</td>
<td>0.3</td>
</tr>
<tr>
<td>20</td>
<td>1.2</td>
<td>1.2</td>
</tr>
<tr>
<td>100</td>
<td>6.0</td>
<td>1.2</td>
</tr>
<tr>
<td>200</td>
<td>6.0</td>
<td>1.2</td>
</tr>
<tr>
<td>400</td>
<td>6.0</td>
<td>1.2</td>
</tr>
</tbody>
</table>
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(a) AXIAL CROSS SECTION

(b) CYLINDRICAL CROSS SECTION

Fig. 1 Reflector-Moderator Configuration for Low-Power Critical Experiments.

Fig. 2 Canister Injection and Exhaust Configuration for Buffer Gas Confined UF₆ Flowing Experiments.

Fig. 3 Preliminary Schematic of Fuel Confinement Flow System.

Fig. 4 Variation of UF₆ Contained Mass With Gas Temperature.

Fig. 5 Variation of UF₆ Contained Mass With Fission Rate Ratio.
Fig. 6 Variation of Total Operating Power With Maximum Time of Operation Between 10 and 3600 Seconds.

Fig. 7 Variation of Power Deposited in UF₆ With Fission Rate Ratio for Operating Time Between 1 and 360 Seconds.

Fig. 8 Variation of Power Deposited in Contained UF₆ With Time at Power to Reach Temperature.

Fig. 9 Variation of Time at Power for Contained UF₆ to Reach Temperature.

Total fissions = $1 \times 10^{18}$

$\phi_{UF6}/\phi_{SOLID} = 2.3$

$M_C = 4.37$ Kg of U
DISCUSSION

J. BLUE: If the object of this experiment is to observe the uranium plasma with a fairly high fission density, another way to do this without having the complications of criticality would be to take the aluminum can and have it bombarded with 100 microamperes of 500 MEV protons. You could achieve the same kind of fission product power densities without the complications of criticality and it would allow you to do some instrumentation that you are not able to do in a reactor environment where you have to bring diagnostics into a high flux region or else you have to take your instruments so far away that the information obtained is diluted in value.

R. J. RODGERS: What is the deposition profile of the proton beam in the gas? Does it really simulate energy deposition in the gas?

J. BLUE: Energy deposition in the gas is the result of the protons causing fission, so when a uranium fission, there is very little difference whether it was fissioned by a neutron or a proton. It is true there is some difference in the energy distribution. The protons themselves also produce ionization of the gas. The ionization caused by the protons is very much like the ionization caused by gamma rays. So it would be unreasonable to expect that the protons would do anything that would be drastically different. The advantage with proton beams is that you can focus them onto the region and you can make the density higher because you make the volume smaller than the volume you are talking about here.

T. S. LATHAM: We have done years of small-volume simulation with our RF plasma experiments. One of the things we are striving to do now is to get up to canister sizes and flow volumes that are more like full-scale devices.

H. H. HELMICK: The reason we are doing criticality experiments is that in looking at all the options at LASL, these are the cheapest experiments. To mount an experiment at LANF is a very long leadtime job that is pretty expensive because of the large number of people involved in that facility; we know that sooner or later we need to do the checkouts we are talking about now, and since it is easy to conduct this with merely a four-man team, it is a factor of 20 cheaper than equivalent experimental time at LANF.
Abstract

Research related to determining the feasibility of producing continuous power from fissile fuel in the gaseous state is presented. In addition to high-thrust, high-specific-impulse space propulsion applications, development of gaseous nuclear reactors could open new options for meeting future energy needs. Accomplishment of the UF₆ critical cavity experiments, currently in progress, and planned confined flowing UF₆ initial experiments requires development of reliable techniques for handling heated UF₆ throughout extended ranges of temperature, pressure, and flow rate. The development of three laboratory-scale flow systems for handling gaseous UF₆ at temperatures up to 500 K, pressures up to approximately 40 atm, and continuous flow rates up to approximately 50 g/s is presented.

A UF₆ handling system fabricated for static critical tests currently being conducted at Los Alamos Scientific Laboratory (LASL) is described. The system was designed to supply UF₆ to a double-walled aluminum core canister assembly at temperatures between 300 K and 400 K and pressures up to 4 atm. A second UF₆ handling system designed to provide a circulating flow of up to 50 g/s of gaseous UF₆ in a closed-loop through a double-walled aluminum core canister with controlled temperature and pressure is described. This system will be used in planned cavity reactor experiments at LASL in which UF₆ will flow through an active cavity reactor core region. Data from flow tests using UF₆ and UF₆/He mixtures with this system at flow rates up to approximately 12 g/s and pressures up to 4 atm are presented. A third UF₆ handling system fabricated to provide a continuous flow of UF₆ at flow rates up to 5 g/s and at pressures up to 40 atm for use in rf-heated, uranium plasma confinement experiments is described.

Introduction

Research to investigate the possibility of producing continuous power from fissile fuel in the gaseous state is presently being conducted. In addition to high-thrust, high-specific-impulse space propulsion applications, development of gaseous fueled nuclear reactors could open new options for meeting future energy needs, such as: (1) magnetohydrodynamic electric generating power systems; (2) photochemical or thermochemical dissociation of water to produce hydrogen; and (3) direct nuclear pumping of lasers by fission fragment energy deposition in UF₆ and lasing gas mixtures.

Extraction of power from a fission process with nuclear fuel in gaseous form allows operation at much higher temperatures than conventional nuclear reactors, leading to more efficient thermodynamic cycles. The continuous preprocessing of gaseous nuclear fuel leads to a low steady-state fission product inventory in the reactor and limits the buildup of long half-life transuranium elements.

A series of experiments utilizing a beryllium reflector-moderator cavity critical assembly has been initiated at LASL to establish the feasibility of fissioning UF₆ gas reactors and/or uranium plasma reactors. The cavity critical assembly, shown in the photograph in Fig. 1, has provision for raising or lowering a fueled core from the reflector and removing the core from beneath the reflector assembly. A core canister assembly containing gaseous UF₆ is positioned within the reflector cavity. Cavity configurations of systematically increasing complexity will be used to progress from simply distributed uranium foil experiments to the use of flowing, vortex-confined, gaseous UF₆ fuel. Future experiments are being planned in which an approximately 5 MW self-critical fissioning uranium plasma core reactor will be operated.

Accomplishment of the static UF₆ critical cavity experiments, currently in progress, and planned confined flowing UF₆ initial experiments requires the development of reliable techniques for handling heated UF₆ throughout extended ranges of temperature, pressure, and flow rate. This paper describes the development of three laboratory-scale flow systems for handling gaseous UF₆ at temperatures up to 500 K, pressures up to approximately 40 atm, and continuous flow rates up to approximately 50 g/s.

UF₆ Handling System for Static Critical Tests

A UF₆ handling system was fabricated for static critical tests currently being conducted at LASL. The major components of the static handling system are the thermally controlled 4 k capacity UF₆ supply system, the 85 l internal volume double-walled aluminum core canister.

*Research sponsored by Los Alamos Scientific Laboratory, Contracts XP4-54459-1 and XP5-54474-1.
and the $\text{N}_2$ flow system used for core canister thermal control. The aluminum core canister is similar to that used in the flowing $\text{UF}_6$ handling system and is described in detail in the following section.

The general arrangement of the static $\text{UF}_6$ handling system is shown in the photograph in Fig. 2. The system is mounted on a movable frame and is attached through stainless steel flexible hoses to the double-walled aluminum core canister assembly. This allows the core canister assembly to be raised and lowered into position within the cavity critical assembly. Materials in the handling system were limited to the use of Monel, stainless steel, and aluminum due to the extreme chemical reactivity of $\text{UF}_6$. Gaseous $\text{UF}_6$ is introduced into the canister by control of the $\text{UF}_6$ supply oven temperature. The $\text{UF}_6$ is removed from the cavity and returned to the supply cylinders by cryopumping and desublimation. Also shown in the photograph are connections to vacuum and cold-trap systems for purging and filling of the $\text{UF}_6$ handling system.

The $\text{UF}_6$ supply system is designed to supply $\text{UF}_6$ to the core canister at temperatures between 300 K and 400 K and pressures up to 4 atm. The system is shown schematically in Fig. 3. This system consists of four 1000 ml Monel cylinders connected through a manifold to the $\text{UF}_6$ supply line which is in turn directly connected to the aluminum core canister. The cylinders are located within a circulating flow oven whose temperature can be controlled within approximately $\pm 1 \, \text{C}$. The oven provides the heat required to vaporize $\text{UF}_6$ within the supply cylinders and produce the desired test pressure. The supply system is double-valved to reduce the possibility of leakage of $\text{UF}_6$ into the oven environment. Each cylinder is equipped with a manual Monel diaphragm shutoff valve. In addition, the manifold connecting the four supply cylinders is equipped with a stainless steel remotely actuated bellows valve. A copper coil is soldered to the bottom of each cylinder through which liquid $\text{N}_2$ may be passed to cryopump the $\text{UF}_6$ out of the canister and into the cylinders.

Thermal control of the $\text{UF}_6$ supply in the core canister and flexible ducts connecting the core canister to the $\text{UF}_6$ supply is provided by flowing heated $\text{N}_2$ through the flexible ducts and core canister assembly. The $\text{N}_2$ flow system is also shown in the schematic in Fig. 2. The major components of the $\text{N}_2$ system are the bellows pump, $\text{N}_2$ heater, pressure control system, and $\text{N}_2$ flow meter. A bellows pump having a 2.4 $\text{L}/\text{s}$ capacity is utilized to provide a flow of circulating $\text{N}_2$ through the system. The pressure within the $\text{N}_2$ system is automatically adjusted, using a pressure control system, to a value greater than the core canister pressure. The $\text{N}_2$ is heated by a 2500 W resistance heater located downstream of the bellows pump in the flow system. Also included in the $\text{N}_2$ flow system are a flow meter, pressure gages, control valves, and associated equipment utilized in tests to determine the flow characteristics of the $\text{N}_2$ loop. Static pressure and vacuum leak tests were performed on the gas flow system upon completion of fabrication. The $\text{UF}_6$ system was determined to be helium leak tight over the range of pressures from approximately $5 \times 10^{-9}$ atm to 10 atm.

A series of initial tests using this equipment was conducted to verify the operational characteristics of the system. Thermal response tests were conducted to determine the rate of heatup and cooldown of each system component. This information was necessary for documentation of the transient thermal characteristics of the system. The results of the thermal response tests indicated that no rapid rate-of-change temperature fluctuations are likely to occur in the system during the static critical tests.

**$\text{UF}_6$ Handling System for Flowing Critical Tests**

A $\text{UF}_6$ handling system was designed and fabricated to provide a circulating flow of up to 50 g/s of gaseous $\text{UF}_6$ or a $\text{UF}_6$-He mixture in a closed-loop with controlled temperature and pressure. The major components of the flowing $\text{UF}_6$ system are similar to the static $\text{UF}_6$ handling system except for the addition of a bellows pump, flow loop, and flow and pressure instrumentation.

The $\text{UF}_6$ and $\text{N}_2$ circulation system including the core canister is completely enclosed within a Lucite safety enclosure to prevent any possibility of $\text{UF}_6$ leakage to the surrounding environment. A 30,000 cfm airflow is continuously exhausted from the safety enclosure to a scrubber system. In the scrubber the airflow is continuously washed by a spray of water/sodium bicarbonate solution and then passed through an absolute HEPA filter prior to venting to the atmosphere. The HEPA filter removes $> 99.999$ percent of all particles greater than 0.3 $\mu\text{m}$ in diameter.

The $\text{UF}_6$ circulation system shown in the photographs in Figs. 4 and 5 is mounted on a movable frame and is attached through flexible lines to the double-walled aluminum core canister assembly. The circulation system equipment is shown in the photographs in Figs. 4 and 5 prior to installation of heating tapes and insulation used during test operation. Gaseous $\text{UF}_6$ is introduced into the circulation system by increasing the $\text{UF}_6$ supply oven temperature, thereby creating a high $\text{UF}_6$ vapor pressure. The $\text{UF}_6$ is removed from the circulation system by desubliming the $\text{UF}_6$ from a $\text{UF}_6$-He mixture which is continuously pumped through one of the oven supply cylinders. The circulation system equipment is designed for operation at test pressure levels up to 4 atm and temperatures up to 400 K.

Details of the $\text{UF}_6$ circulation system are shown in the schematic in Fig. 6. The circulation system equipment is comprised of two gas flow
systems, the UF₆ supply and flow system and the N₂ flow system. The UF₆ supply system consists of two 1.0 liter volume UF₆ supply cylinders which are connected through appropriate valving and piping to the UF₆ flow, or circulation, system. One of the cylinders is a single-port Monel cylinder which provides a convenient location for additional UF₆ storage. The other cylinder, called the transfer cylinder, is a stainless steel cylinder designed to allow flow through the cylinder from the UF₆ circulation system. This design provides for removal of the UF₆ from a UF₆-He mixture in the circulation system by continuous desubliming of the UF₆ as the UF₆-He mixture flows through the cylinder. The cylinder has two close-coupled valves allowing the cylinder to be removed from the oven for filling and weighing. Weighing of the cylinder before and after a UF₆ transfer is the method utilized to determine the exact amount of UF₆ which is either transferred into or removed from the circulation system. The present accuracy of the weighing procedure is estimated to be ±0.5 g. UF₆ is transferred into both cylinders by cryo-pumping and removed by heating to produce a high UF₆ vapor pressure. A copper coil is brazed to the bottom of each cylinder through which liquid N₂ is passed to cryo-pump or desublime the UF₆ into the cylinder. During the cryo-pumping or desubliming process the upper halves of the cylinders are heated to approximately 350 K using the supply system oven to prevent plugging of the cylinder inlet tubing with UF₆. A vacuum connection is provided in the cylinder flow loop to provide for removal of any air that is trapped in the lines when the transfer cylinder is reconnected into the loop.

The cylinders are located within an air circulating flow oven whose temperature can be controlled within approximately ±1 K. The oven provides the heat required to vaporize UF₆ within the cylinders and produce a desired UF₆ vapor pressure. The heated UF₆ from the supply cylinders is used to charge the complete circulation system including the double-walled core canister assembly.

The UF₆ flow system consists of a 2.4 l/s bellows pump, a Monel venturi and differential pressure transducer assembly, and appropriate tubing, flexible hoses, and valving to allow circulation of UF₆ through the double-walled core canister assembly. The bellows pump was modified for operation at temperatures up to 450 K by thermally-isolating the motor from the pump body and replacing the crank bearings with special high-temperature versions. The pump is located in a sealed enclosure which is pressurized and heated by the N₂ flow system. This configuration greatly increases the efficiency of the pump at high system static pressures by eliminating the differential static pressure across the bellows.

All components and tubing are wrapped with heater tapes and covered with at least 1.3 cm thickness of Carborundum "FiberFram" insulation to maintain the UF₆ in a superheated state by reducing thermal losses. To prevent condensation on the solid surfaces within the circulation system, temperatures in the circulation system are maintained at least 25 K greater than the saturation temperatures corresponding to the system operating pressure. Thus, at a system pressure of 4 atm, the temperatures are maintained at values of approximately 400 K or higher.

Pressure measurements of the UF₆ circulation system were made using three special Monel 6.8 atm maximum full-scale absolute pressure transducers. A Monel venturi was used to measure the UF₆-He mixture flow rate in the UF₆ circulation system. A special wet/wet-type 0.34 atm maximum differential pressure transducer made of 316 stainless steel was used to measure the differential pressure across the venturi assembly.

Thermal control of the UF₆ in the core canister assembly and flexible ducts is provided by flowing heated N₂ through the annular regions in the core canister assembly and the coaxial flexible metal ducts (see Fig. 6). The heated N₂ flow system consists of two 14,000 rpm centrifugal blowers in series, a 750 W resistance heater, and a heater temperature controller. The two 140 slm maximum centrifugal blowers for circulating the heated N₂ were modified for operation at temperatures up to 450 K and pressures up to 5 atm by substituting viton gasket material and fabricating metal cases to replace the original plastic cases. The N₂ flow rate is maintained constant and is monitored by measurement of the pressure difference across the blowers. In initial tests of the N₂ flow system at a system pressure of 1 atm, tests with two different flowmeters resulted in an N₂ flow rate of approximately 225 slm with a total differential pressure across both centrifugal blowers of 0.22 atm. All subsequent tests were conducted without a flowmeter in the N₂ system to minimize thermal losses and with the N₂ system differential pressure across the blowers equal to approximately 0.22 atm.

The N₂ flow system is designed to be maintained at a pressure slightly higher than the UF₆ system pressure during UF₆ flow tests. This serves to eliminate any possibility of UF₆ leakage into the N₂ flow loop which would increase the difficulty of recovering the UF₆. Any UF₆ remaining in the UF₆ circulation system or that has escaped into the N₂ flow system can be removed by using the N₂ purge and vacuum system shown in Fig. 6. The vacuum system flow is first passed through a cold trap maintained at liquid N₂ saturation temperature, 78 K. The flow then passes through a NaF chemical trap before being exhausted from the vacuum pump to the scrubber system.

Core Canister Assembly

The core canister assembly shown in detail in Fig. 7 is made up of two concentric 6061-O aluminum canisters. Alloy 6061 was selected as the primary canister material due to its low thermal neutron
cross section, strength properties, and weldability. The physical dimensions were chosen such that the approximate 85% volume of UF6 contained within the inner canister will occupy approximately 40% of the volume enclosed by the reflector-moderator configuration. The core canister and flexible metal hose assembly is designed to be raised and lowered into and out of its operating position within the cavity critical assembly. The 34-cm-OD inner canister has provision for positioning fission wires at two locations and also has provision for installation of a 13-cm-dia fused-silica window at the top of the canister for transmission of possible fission fragment-induced optical radiation emission which may be produced during the cavity experiments.

During the tests described herein, an aluminum plate with provision for pressure and temperature sensors was installed in lieu of the fused-silica window. The 37-cm-OD outer canister is designed to enclose an annular flow region for thermal control of the inner canister. During flow tests the inner canister contains flowing UF6 at a preselected pressure and temperature. The heated UF6 flows to and from the core canister via heated flexible ducts. Control of the UF6 temperature in the core canister assembly and coaxial flexible ducts is provided by flowing heated nitrogen to the annulus in the canister and coaxial flexible ducts. The canister design for the present flowing UF6 cavity reactor experiments is similar to that fabricated for the static critical experiments. However, several changes have been made in the flowing UF6 canister design. These include provision for the continuous flow of UF6 into and out of the canister, the addition of larger diameter tubing for the inlet and outlet flow, and a larger diameter (13 cm) viewport at the top of the canister.

Final assembly leak tests were performed on the core canister assembly both during and upon completion of fabrication. The inner canister was evacuated to approximately 10⁻⁵ Torr and leak tested using a helium leak detector. After completion of assembly of the outer canister around the inner canister, the outer canister was also evacuated to approximately 10⁻⁵ Torr and leak tested using a helium leak detector. The helium leak detector was sensitive to a leak rate of approximately 10⁻⁵ Torr and leak tested using a helium leak detector. The helium leak detector was sensitive to a leak rate of approximately 3.5 x 10⁻⁷ std. cc/s. Static pressure tests up to 6 atm were also conducted on the complete core canister assembly. No leakage was noted in any part of the canister core assembly during any of these tests.

Results of UF6 Circulation System Tests

Initial UF6 circulation system tests consisted of vacuum leak tests in which the complete UF6 system was sealed-off and the rate of pressure rise monitored. This test resulted in a pressure rate-of-rise of approximately 3.7 μm/ur from a base pressure of 10⁻⁵ Torr over a 72 hour time period. Initial UF6 circulation system flow tests consisted of flow measurements with 1 atm pressure of He in the system. The three absolute pressure transducers were monitored and indicated pressure pulses of less than 1 percent of full-scale at the outlet of the bellows pump. However, considerable pulsation at a frequency of 28.2 Hz was noted in the output of the differential pressure transducer at the venturi. These pressure pulsations originated from the bellows pump.

The output of the 4 pressure transducers was measured using a Honeywell Visicorder. All 4 transducers were calibrated in-situ in preliminary tests using a Wallace and Tiernan 0-0.8 atm maximum full-scale pressure gage connected to the flow system. During initial operation of the flow system, the proper heater control settings to provide approximately uniform temperature around the flow system were determined. The flow system was operated at temperatures up to approximately 360 K and the UF6 supply oven up to 450 K. Using the inlet and outlet temperatures at the core canister, it was calculated that the total thermal loss to the atmosphere from the core canister was approximately 28.1 W at a canister fuel operating temperature of 339 K.

The UF6 circulation system was operated as follows. Beginning with the system initially filled with dry He at 1 atm, the N₂ flow system was filled to 1 atm and all heaters, as well as the UF6 bellows pump and N₂ blowers, were turned on. The heater controllers were usually set higher than the normal operating setting initially and gradually reduced during the system heatup to shorten the heatup time. The complete flow loop reached normal operating temperatures in less than 1 hour.

The initial loading of UF6 into the circulation system was accomplished as follows. The complete UF6 circulation system, with dry He at 1 atm, and the He flow system were brought up to the desired operating temperature. The bellows pump was shut off and the heated He evacuated from the UF6 circulation system. UF6 from the supply oven at a temperature of approximately 425 K (greater than 10 atm vapor pressure) was then piped to the UF6 circulation system. A transfer of 463 g of UF6 to the circulation system was then accomplished. For the measured circulation system volume of 90.05 ft³ this quantity of UF6 results in a vapor pressure of approximately 0.41 atm at a temperature of 340 K.

Following the introduction of the UF6 into the circulation system, flow tests were conducted using first pure UF6 and subsequently various UF6-He mixture ratios. Additional He was then added to bring the circulation system to a preselected total pressure. He was used in the circulation system to tailor the UF6-He mixture density to correspond to that of pure UF6 at the higher temperature which will exist in the planned critical fissioning UF6 cavity experiments. This provides data enabling better simulation of the core canister flow conditions expected in future tests.

The results of initial tests with He only, UF6 only, and UF6-He mixtures are shown in Fig. 8, wherein the fuel mass flow rate is plotted versus the total pressure in the circulation system and core canister. The three flow loop gas composi-
tions are delineated as indicated by the three types of symbols. The variation in mass flow rate at a given total pressure for the He and UF₆-He data was obtained by throttling the circulation system flow using valve No. 2 (see Fig. 6) during dynamic tests.

As would be expected, the mass flow rate increases with increasing gas density, or system total pressure and with increasing gas molecular weight. The maximum mass flow rate obtained was 12.5 g/s at 3.55 atm pressure. Future tests are planned in which much greater loadings of UF₆ in the circulation system at temperatures up to approximately 450 K will be conducted. It should then be possible to obtain the approximate 50 g/s design mass flow rate of the system. Dynamic simulation pressure tests of the circulation system were conducted in which the inlet and outlet valves (Nos. 2 and 3 in Fig. 6) were throttled or shut off completely for short periods of time with the bellows pump operating. In all tests, the pressure changes were slow and easily controlled. This is to be expected since the core canister volume (85 l) is large compared to the capacity of the bellows pump (2.4 l/s).

A special UF₆ transfer test using the transfer and recovery system in the supply oven was conducted. Using a transfer bottle containing 869 g of UF₆ in the supply oven, 25 g of UF₆ was transferred to the evacuated and heated circulation system. Helium was then added to bring the circulation system up to 1 atm total static pressure. Recovery of the UF₆-He mixture was then accomplished as follows. Referring to Fig. 6, Valve 1, the air-operated valve, and the four hand valves in the transfer bottle loop in the supply oven were opened. Valve 2 in the circulation system was throttled almost completely closed allowing only a slight bypass flow in the main UF₆ circulation system. The supply oven and, therefore, the upper half of the transfer bottle was heated to approximately 850 K. Liquid N₂ was simultaneously passed through the transfer bottle cooling coils thus chilling the lower half of the bottle. After approximately one hour of operation, measurements indicated that 20 \( \pm 0.5 \) g of the 25 \( \pm 0.5 \) g of UF₆ originally transferred into the circulation system were recovered. This was accomplished using the original transfer bottle in the supply oven which therefore still contained 764 g of UF₆ at the start of the recovery operation. Evidence from this test indicates this transfer and recovery system will be suitable for use in flowing UF₆ critical experiments.

**UPF₆ Handling System for RF Plasma Confinement Tests**

A high pressure UF₆ supply system for rf plasma confinement tests was fabricated to supply UF₆ to test chambers operating at pressures up to 20 atm and to provide UF₆ at mass flow rates up to 5 g/s. The principal components of the system are the UF₆ boiler, the boiler heat supply system, and the UF₆ condenser system. A schematic diagram of the flowing UF₆ system is shown in Fig. 9.

The UF₆ boiler was fabricated by electron beam welding two 280-atm-rated working pressure, 1 l capacity, Monel gas sampling cylinders to form a single 2 l capacity cylinder. A multiturn coil heat exchanger, fabricated from 6.4-mm-dia Monel tubing, was installed in the bottom of the UF₆ boiler. Thermocouple wells which protrude into the gaseous or liquid UF₆ are installed at the top and bottom of the boiler.

Two 1750 W semicylindrical electrical heaters, which surround the boiler, were used to bring the boiler to desired equilibrium temperature and pressure prior to flowing UF₆ from the boiler. During flow conditions, gaseous N₂ heated by electrical heaters may be supplied to the heat exchanger in the UF₆ boiler. The N₂ flow rate and electrical power may be varied to control the amount of heat supplied to the heat exchanger in the UF₆ and, thus, to control the rate of evaporation of UF₆ in the boiler. During periods when no UF₆ is flowing, the hot N₂ can be bypassed around the boiler.

During operation of the system, the gaseous UF₆ flows from the boiler, through a metering valve and a Matheson linear mass flow meter prior to entering the test chamber. The gaseous UF₆ is collected in the UF₆ condenser system located downstream of the simulated experiment chamber. The condenser consists of two 500 ml capacity 120 atm stainless steel cylinders immersed in a bath of liquid N₂. A 6.1 l/s vacuum pump is used to evacuate the system before UF₆ flow tests are initiated. During tests the vacuum pump was isolated from the flow system by a welded bellows valve. After completion of a test the trapped UF₆ was heated and transferred to a Na₂CO₃ trap for removal of UF₆ by chemical reaction as Na₂C₂UF₆ or Na₂C₂UF₆2.

A number of initial tests were made of the high pressure UF₆ flow system. All UF₆ flow lines, valves, and the flow meter were heated by means of electric heating tape. Recorders were used to monitor thermocouples, pressure transducers, and flow meter output. At a UF₆ boiler temperature of 300 K and a pressure of approximately 40 atm a maximum UF₆ flow rate of 5.6 g/s was achieved.

The high pressure UF₆ handling system was used extensively in rf-plasma confinement tests to simulate flow and thermal conditions expected in initial uranium plasma core reactor experiments. During these tests the system operated reliably and satisfactorily met the flow and pressure requirements of the plasma test program. The operating experience gained in the tests with all three UF₆ handling systems verified the importance of maintaining uniform system temperature, minimum water vapor content, and system cleanliness to insure system performance and reliability.
Future work on UF₆ handling systems involves the development of UF₆ flow systems for cavity critical experiments in which UF₆ is continuously injected and confined in an argon vortex flow in the core canister. Equipment for continuously separating the UF₆ from the argon and reprocessing the UF₆ for reuse is presently being designed.⁵
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Fig. 5 Photograph of Core Canister for UF₆ Flow Tests.

Fig. 6 Schematic of UF₆ Handling Equipment for Flow Tests.

Fig. 7 Sketch of Core Canister Assembly.

<table>
<thead>
<tr>
<th>SYMBOL</th>
<th>FUEL COMPOSITION</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>UF₆ + He</td>
</tr>
<tr>
<td>0</td>
<td>He ONLY</td>
</tr>
<tr>
<td>Δ</td>
<td>UF₆ ONLY</td>
</tr>
</tbody>
</table>

FUEL TEMPERATURE RANGE: 340 K – 360 K

Fig. 8 Results of Initial UF₆ Flow Tests.

Fig. 9 Schematic of UF₆ Handling Equipment for RF Plasma Confinement Tests.
DISCUSSION

T. C. MAGUIRE: Do you have to worry about decomposition products interacting with the aluminum?

T. S. LATHAM: The answer to the question is "no." The UF₆ does not react with water vapor that may be trapped or other impurities. That is what causes the deposition on the materials.
An x-ray absorption method for measuring the amount of uranium confined in high-density, rf-heated uranium plasmas is described. Preliminary tests were conducted to calibrate the measurement system using argon, uranium hexafluoride (UF₆), and mixtures of argon and UF₆ at room temperature. A comparison of measured absorption of 8 keV x-rays with absorption calculated using Beer's Law indicated the method could be used to measure uranium densities from 3 x 10¹⁶ atoms/cm³ to 3 x 10¹⁸ atoms/cm³.

Tests were conducted to measure the density of uranium in an rf-heated argon plasma with UF₆ injection and with the power to maintain the discharge supplied by the United Technologies Research Center (UTRC) 1.2-MW rf induction heater facility. The uranium density was measured as the UF₆ flow rate through the test chamber was varied. A maximum uranium density of 3.85 x 10¹⁷ atoms/cm³ was measured.

The system consisted of an x-ray generator, the test chamber for containing the test gases, and the x-ray detection components. Eight Kev x-rays emitted from the target of a CA 8-5/copper x-ray diffraction tube were collimated with a 0.025-mm-wide slit and reflected at the Bragg angle from a magnesium oxide crystal monochromator before passing through the test chamber. The test chamber consisted of a 57-mm-ID fused-silica tube with metal endwalls having 0.025-mm-thick beryllium windows. The x-rays were detected using a Norelco scintillation detector. A Tennelec TC 216 linear amplifier and single-channel analyzer was used to process the output signal from the scintillation detector and to provide an input signal into a Tennelec 545 counter-timer and a TC 590 ratemeter.

I. Introduction

Research to investigate the prospects for producing nuclear power from fissile fuel in the gaseous state has been conducted for several years. Most of this work was concentrated on the gaseous nuclear reactor technology required for high-performance space propulsion systems. However, in addition to high-thrust, high-specific-impulse space propulsion applications, gaseous fueled nuclear reactors offer several new options for meeting future energy needs.

Extraction of power from the fission process with nuclear fuel in gaseous form allows operation at much higher temperatures than conventional nuclear reactors. Higher operating temperature, in general, leads to more efficient thermodynamic cycles and, in the case of fissioning uranium plasma core reactors, results in applications using direct coupling of energy in the form of electromagnetic radiation. The continuous reprocessing of gaseous nuclear fuel leads to a low steady-state fission product inventory in the reactor and limits the buildup of long half-life transuranium elements.

Cavity reactor experiments and theoretical analyses performed over the past fifteen years have demonstrated that available analytical techniques for calculating cavity reactor nuclear characteristics are reasonably accurate. These studies have provided a basis for selecting additional experiments to demonstrate the feasibility of plasma core nuclear reactors.

The x-ray absorption method described in this paper was developed to provide a method for measuring uranium density in two-component UF₆ confinement experiments which will be accomplished prior to the planned future cavity reactor experiments. The x-ray method can be used to measure uranium densities of 10¹⁶ atoms/cm³ to 10¹⁹ atoms/cm³ expected to be present in these experiments. Present optical methods are not well suited for measurement of uranium densities greater than approximately 10¹⁷ atoms/cm³ in the experimental configuration used in the two-component tests.

II. System for X-Ray Absorption Measurements

The system used to make UF₆ and argon x-ray absorption measurements during calibration and rf-heated uranium plasma tests is shown schematically in Figure 1. The system consists of the x-ray generator, the test chamber for containing the test gases (argon, UF₆ and argon-UF₆ mixtures), and the x-ray detection components. The x-ray generator consists of a Diano Corporation CA 8-5/copper x-ray diffraction tube with an XRD-6 x-ray power supply and controller supplied by single phase 220 V/40 A service through a 7.5 kVA isolation transformer. The emitted x-rays from the target pass through a collimator with a vertically oriented 0.025-mm-wide slit and are reflected at the Bragg angle for 8 keV (λ = 0.154 nm) x-rays from a magnesium oxide crystal monochromator before passing through the test chamber. The test chamber consists of a...
57-mm-ID fused-silica tube with metal endwalls. The endwalls contain ports for supplying and exhausting test gases and x-ray viewing ports having windows which appear almost totally transparent to 8 keV x-rays. The distance between the windows is 22.4 cm. The x-rays were detected using a Morelco scintillation detector (photomultiplier tube with a thallium-activated sodium iodide crystal mounted in a lighttight enclosure at the window end) with a high voltage 0.9 kV regulated dc power supply. A Tennelec TC 216 linear amplifier and single-channel analyzer is used to process the output signal from the scintillation detector and to provide an input signal into a Tennelec TC 545 counter-timer and a TC 590 ratemeter. The ratemeter output signal was recorded using strip chart recorders. The scintillation detector output signal was also displayed using an oscilloscope. The ratemeter and oscilloscope signals were used as visual aids during alignment of the components of the x-ray measurement system.

III. Description of Chamber-Crystal-Slit System and Procedure Used in Calibration Tests

Details of the test chamber and the chamber-crystal-slit arrangement used during calibration tests are shown in Figure 2a and the photograph in Figure 3. The test chamber consists of a 57-mm-ID fused-silica tube and two copper endwalls. The x-ray beam from the x-ray collimator (having a 0.025-mm-wide vertically-oriented slit) was reflected at the Bragg angle for 8 keV x-rays parallel to the chamber axis through 6.35-mm-dia ports located in each endwall. The ports were sealed using 0.125-mm-thick mylar windows. X-rays transmitted through the detector viewing port are detected by a 0.635-mm-wide slit mounted on the face of the scintillation detector. During these tests, the crystal was located approximately 3.8 cm from both the exit of the x-ray collimator and the source viewing port window and, the 0.634-mm-wide slit was located approximately 2.54 cm and 12.7 cm from the detector viewing port window and detector, respectively (as measured along the beam path).

Calibration tests were made, using this test chamber-crystal-slit system, with pure argon, pure UF6, and argon-UF6 mixtures at 300 K in the test chamber. During tests with pure argon or pure UF6, x-ray absorption was determined by comparing the x-ray intensity, I0, obtained with the chamber evacuated to the x-ray intensity, I, obtained with the chamber at known pressures of argon or UF6. Absorption measurements were made for argon pressures from 5 mm Hg (1.7 x 10^-17 atoms/cm^3) to 700 mm Hg (2.4 x 10^-9 atoms/cm^3) and UF6 pressures from 5 mm Hg (1.7 x 10^-17 atoms/cm^3) to 86 mm Hg (2.9 x 10^-18 atoms/cm^3). The following procedure was used in calibration tests with UF6-argon mixtures. I was measured with the chamber evacuated. The chamber was filled with UF6 to a known pressure (UF6 pressure ranged from 5 mm Hg to 52.5 mm Hg). Argon was added to the chamber at partial pressures in steps up to 700 mm Hg. At each step the intensity, I, was measured. The absorption by UF6 was determined by comparing I for each UF6 and argon partial pressure with the intensity, I0, multiplied by I/Ip for the partial pressure of argon as calculated from Beer's law.

IV. Description of Chamber-Crystal-Slit System and Procedure Used in RF-Heated Plasma Tests

Details of the test chamber and chamber-crystal-slit arrangement used during the rf-heated plasma tests are shown in Figure 2b and the photograph in Figure 4. The rf-heated plasma test configuration differs slightly from that used during the calibration tests. The system is arranged so that the x-ray beam traverses the plasma core region diagonally (path length equal to 23.0 cm) passing through the chamber axis where the maximum uranium density is expected to occur. Accordingly, 6.35-mm-wide by 19-mm-long x-ray viewing ports are located in the brass endwalls, as shown in Figure 2b, to allow passage of the x-ray beam. During these tests 0.025-mm-thick beryllium windows were used to seal the viewing ports. X-rays transmitted through the detector viewing port are detected by the scintillation detector through a 0.635-mm-wide vertically oriented slit mounted on the face of the detector. The crystal was located approximately 12.7 cm and 3.4 cm from the exit of the x-ray collimator (with 0.025-mm-wide vertically oriented slit) and source viewing port window, respectively. The 0.635-mm-wide slit mounted on the face of the detector was located approximately 4.6 cm from the detector viewing port.

This test chamber-crystal-slit system was calibrated using pure argon and the procedure described previously. Argon absorption measurements were made for argon pressures from 50 mm Hg (1.7 x 10^-18 atoms/cm^3) to 1790 mm Hg (5.8 x 10^-20 atoms/cm^3).

The following procedure was used to determine uranium density from x-ray absorption measurements in an rf-heated argon plasma with UF6 injection. The x-ray intensity, I0, was measured with the test chamber evacuated. Argon was injected tangentially (through vortex injectors shown in Figure 2b) into the test chamber and exhausts to vacuum through an axial thru-flow exhaust and axial bypass exhaust ducts. The chamber pressure was maintained at 10 mm Hg until the rf discharge was initiated and then increased to a pressure sufficient for operation with UF6 injection, approximately 1275 mm Hg (power to maintain the discharge was supplied by the UTRC 1.2-MW rf induction heater facility). The variation of x-ray intensity, I, with amount of rf power supplied to the rf-heated argon plasma was measured (rf power was varied from 30 kW to 56 kW). UF6 was injected axially into the test chamber and the variation of x-ray intensity, I, with UF6 flow rate was measured (UF6 flow rate was varied from 0.013 g/s to 0.134 g/s in a series of thirteen tests). UF6 density was determined by computing...
the ratio $I/I_0 = (I/I_0)/(I/I_0)$ for comparable rf power levels) and using Beer's law, $I/I_0 = e^{-\xi L}$ where $\mu$ is the absorption cross section for uranium in cm$^2$/atom, $\mu = 1.12 \times 10^{19}$ cm$^2$/atom for uranium and 8.0 keV x-rays, $N_0$ is the density number in atoms/cm$^3$, and $L$ is the path length in cm.

V. Results From Calibration Tests

With Pure Argon

Data obtained using the calibration system and the rf-heated plasma system and pure argon at 300 K are presented in Figure 5. The measured variation of fraction of x-rays transmitted, $I/I_0$, with variation in argon pressure, $P_0$, is compared with the theoretical variation calculated using Beer's law and the perfect gas law. Data obtained using the calibration system are given by the circular symbols and data obtained using the rf-heated plasma system are given by the triangular symbols. Agreement between experiment and theory is good for intensity ratios up to approximately $10^{-2}$ (argon pressures up to approximately 900 mm Hg). At pressures greater than 900 mm Hg the argon appears (except for one data point) less dense than that predicted using Beer's law. It is possible that the x-ray beam is not monochromatic and that at large values of absorption, $I/I_0$ less than $10^{-2}$, the intensity of high-energy components (possibly harmonics) in the beam becomes important relative to the intensity of the primary components (absorption decreases with increasing x-ray energy) making the measured argon density appear less than that given by theory. It would be possible to operate at argon pressures greater than 900 mm Hg and intensity ratios greater than $10^{-2}$ by using an x-ray tube having a target such as molybdenum which emits x-rays having energies (17.8 keV) greater than those emitted from a copper target x-ray tube. However, measurement of uranium densities near $10^{15}$ atoms/cm$^3$ would be more difficult (theoretical $I/I_0 = 0.992$ for 17.8 keV x-rays compared with 0.974 for 8 keV x-rays).

VI. Results From Calibration Tests

With Pure UF$_6$

Data obtained using the calibration system and pure UF$_6$ at 300 K are presented in Figure 6. The measured variation of the fraction of x-rays transmitted, $I/I_0$, with UF$_6$ pressure, $P_{UF_6}$, is compared with theory.

During these tests it was necessary to replenish the UF$_6$ supply system with UF$_6$. Data obtained before the UF$_6$ was replenished is in good agreement with theory. During initial tests conducted after the UF$_6$ was replenished, the system was contaminated (apparently with HF since the quartz test chamber and pressure gauge glass were etched) and apparent uranium and fluorine compounds were deposited in the system (white deposits on inside of quartz tube are evident in Figure 3). During subsequent calibration tests it appeared that the injected UF$_6$ reacted with the contaminants in the system resulting in a reduction of UF$_6$ density with time and, therefore, an increase in x-ray intensity with time. The data obtained during these tests have been corrected for the time of drift in x-ray intensity. These data are also in good agreement with theory; however, the discrepancies between experiment and theory are greater than those which occurred before the system was contaminated. In general, the agreement between data and theory is good. However, for intensity ratios, $I/I_0$, greater than approximately $10^{-2}$ (UF$_6$ pressures greater than approximately 60 mm Hg) the UF$_6$ (as did argon) appears less dense than that predicted using Beer's law.

VII. Results From Calibration Tests

With Mixtures of Argon and UF$_6$

Data obtained using the calibration system and mixtures of argon and UF$_6$ are presented in Figure 7. Data obtained before and after apparent contamination of the system (open and solid symbols, respectively) are presented for UF$_6$ partial pressures from 5 mm Hg up to 52.5 mm Hg and argon partial pressures from 0 to 700 mm Hg. In general, the data indicate fair agreement with theoretical intensity ratios. The data also indicate that the measured density of UF$_6$ decreases with increasing argon pressure and that this difference increases with increasing UF$_6$ pressure. This behavior would be expected, based on results obtained for pure argon and pure UF$_6$, when the partial pressures of argon and UF$_6$ are such that the total fraction of x-rays transmitted is less than about $10^{-2}$. The dashed curve through the data in Figure 7 corresponds to a total fraction of x-rays transmitted equal to $10^{-2}$. For data located to the right of the dashed curve the total fraction transmitted is less than $10^{-2}$ and to the left greater than $10^{-2}$.

VIII. Results From Tests

With RF-Heated Uranium Plasmas

X-ray absorption measurements were made in a series of thirteen tests to determine uranium density in rf-heated uranium plasma. During these tests 3.2 g/s of argon were injected tangentially around the UF$_6$ which was injected axially at flow rates between 0.013 g/s and 0.134 g/s. The chamber pressure was controlled to be 1275 mm Hg and the rf-power in the plasma increased from 38 kW at a UF$_6$ flow rate of 0.013 g/s to 75 kW at a flow rate of 0.134 g/s. The flow was exhausted through the thru-flow and axial bypass exhausts.

In some tests the rf-power deposited in the plasma with UF$_6$ injection was greater than that which could be maintained with pure argon buffer injection. To determine uranium density by comparing x-ray intensities obtained with and without UF$_6$ injection, it was necessary to isolate effects of changes in rf-power level. The variation of intensity ratio, $I_x/I_{x0}$, for pure argon, with
amount of rf-power deposited in the plasma was measured and is shown in Figure 8 (circular symbols). A straight line approximation is used to represent and extrapolate the data to rf-power levels which occurred during operation with UF6 injection. The measured variation of intensity ratio, I/I0, for argon-UF6 mixtures with rf power is also shown in Figure 28 (square symbols with UF6 flow rates in g/s given next to the symbols).

The fraction of x-rays transmitted through the UF6, I/IA, was determined using the measured fraction transmitted through the argon-UF6 mixture, I/I0, and the fraction transmitted through argon IA/I0 obtained from the straight line approximation shown in Figure 8, at equivalent rf-power levels.

The intensity ratio I/I0 was used with Beer’s law for uranium to calculate the uranium number density. The variation of uranium number density with UF6 flow rate is shown in Figure 9. The variation is presented for assumed UF6 path lengths of 23.0 cm and 9.5 cm (circular and square symbols, respectively; with rf-power levels noted next to the symbols). The data indicate that the uranium number density increases with increases in UF6 flow rate and that the rate of increase decreases for UF6 flow rates greater than approximately 0.08 g/s. Maximum uranium densities of 1.65 x 10^17 atoms/cm^3 (path length = 23.0 cm) and 3.85 x 10^17 atoms/cm^3 (path length = 9.5 cm) were measured for a UF6 flow rate equal to 0.093 g/s.

In some tests at UF6 flow rates greater than approximately 0.093 g/s the measured x-ray intensity decreased with time (for fixed test conditions) indicating that UF6 or uranium compounds were being deposited on the windows. Further evidence that UF6 or uranium compounds had been deposited on the windows was obtained in subsequent tests with pure argon after the UF6 injection was stopped. X-ray intensity ratios were significantly less than those attained with pure argon prior to UF6 injection. The data presented in Figure 8 were obtained from tests in which the x-ray intensity obtained with UF6 injection did not decrease with time and in which intensities obtained with pure argon subsequent to tests with UF6 injection were approximately the same as intensities obtained prior to UF6 injection.

The results presented here indicate that this x-ray absorption technique can be used to supplement the optical methods for determining the amount and distribution of uranium vapor confined in the uranium plasma for rf tests in which the atom density of confined uranium might be expected to exceed levels greater than approximately 10^16 atoms/cm^3.

IX. References

Fig. 1 System for UF6 and Argon X-ray Absorption Measurements

Fig. 2 Sketch of Test Chambers for UF6 and Argon X-ray Absorption Measurements.

Fig. 3 Photograph of System for UF6 and Argon Absorption Measurements in Calibration Tests.
Fig. 4 Photograph of System for UF₆ X-ray Absorption Measurements in RF-Heated Plasma Tests.

Fig. 5 Measured Variation of Transmission of 8 keV X-rays With Argon Pressure.

Fig. 6 Measured Variation of Transmission of 8 keV X-rays With UF₆ Pressure.

Fig. 7 Measured Variation of Transmission of 8 keV X-Rays With UF₆ Pressure for Several Argon Pressures.

Fig. 8 Variation of Fraction of X-rays Transmitted for Argon and UF₆-Argon Mixtures With RF Power.

Fig. 9 Variation of Measured Uranium Density With UF₆ Flow Rate.
M. D. WILLIAMS: I noticed you use a magnesium oxide crystal for reflectors. What is the reflectance of that crystal? What is the signal-to-noise ratio?

R. C. STOEFFLER: Signal-to-noise ratio was at least 100 for the cases where we were measuring the maximum densities.

R. T. SCHNEIDER: Why did you choose the X-ray technique as compared to regular nuclear assay techniques?

T. S. LATHAM: We haven't looked at nuclear array techniques. We chose the soft X-ray because it had a significantly different cross-section from the argon, and our calculations indicated it would give us measurements in the range of uranium to argon.
Abstract

Advance study activities within NASA indicate that electric propulsion will be required to make certain types of potential missions feasible. The large power levels under consideration make magnetoplasmodynamic thrusters a good candidate for these applications since this type of electric thruster is best suited to operation at high power levels. This paper examines the status of the magnetoplasmodynamic thruster and compares it to the ion thruster which also is a candidate. The use of these two types of electric propulsion devices for orbit raising of a self-powered large satellite is examined from a cost standpoint. In addition the use of nuclear electric propulsion is described for use as both a near-earth space tug and for an interplanetary exploration vehicle. These preliminary examinations indicate that the magnetoplasmodynamic thruster is the lowest cost thruster and therefore merits serious consideration for these applications.

Introduction

Planning activities at NASA are presently concerned with using electric propulsion for various applications that range from multiwatt levels for satellite station keeping to multi-megawatt levels for orbit raising of a space power station. Propellant weight savings over long mission lifetimes can be obtained by using the high exhaust velocities that the electric propulsion devices are capable of achieving. These weight savings can make the use of electric propulsion economically attractive when compared to the use of chemical propulsion for these missions.

The growing need for high power levels for electric propulsion is indicated in the Outlook for Space Studies (Ref. 1) and Ref. 2. Commencing in the mid-1980's, large payloads such as communications networks and satellite power stations, are expected to be placed in geosynchronous earth orbit. The transportation of these large payloads from shuttle orbit (500 km or 270 nm altitude) to geosynchronous orbit (35,806 km or 19,323 nm altitude) will require high electrical power levels for propulsion. In addition, the exploration of the solar system will also require high power levels for high energy missions such as sample return from the outer planets. Power levels in the range of 400 to 1000 kW are currently being examined.

Presently two thruster types can be considered for these primary propulsion applications. These are the ion thruster and the magnetoplasmodynamic (MPD) thruster. The ion thruster is a highly developed device having received a high level of continuous funding for the last 15 years with several flight tests being conducted. The most advanced ion thruster suitable for primary propulsion has been developed at Hughes Research Laboratories (Ref. 3). This ion thruster produces a 30 cm diameter beam and uses mercury as the propellant. It requires about 3 kW input power to its power processor and operates at a specific impulse near 3000 sec. A near term possible application for this device is a high energy solar electric propulsion mission such as an out-of-ecliptic mission described in Ref. 4. Whereas a modular approach is visualized when using these devices, the present module size is much too small for many of the high power missions currently being studied. Drawbacks for this thruster include (1) low thrust density, large thrust areas are required for large power levels resulting in large thruster modules and a large number of thrusters, (2) a high degree of complexity, the operation of a thruster requires 14 power supplies and integrate logic built both into the power processor and into software for the digital computer required to monitor thruster operation, (3) high cost, the ion thruster is labor-intensive, containing many areas that are extremely sensitive to changes in geometry and fabrication processes, (4) limited reliability, life and flight tests of this type of thruster have been plagued with problems that accent the difficulty in obtaining high reliability.

An attractive alternative to the ion thruster is the MPD thruster. This thruster type has never advanced beyond initial laboratory tests and therefore a comparison between the two devices can only be made in terms of projections of the anticipated MPD thruster that could be developed against a mature ion thruster technology. Whereas a long history also exists for the MPD thruster, a continuous high support level has been lacking. Furthermore, a focused system activity such as a flight demonstration was never initiated. The advantages of the MPD thruster are the antithesis of the ion thruster drawbacks. These include (1) high thrust density, thrust densities up to 10,000 times higher than those of the ion thruster can be obtained resulting in a small number of reasonable size thrusters for a given application, (2) simplicity, thruster operation should require only a single power supply, (3) low cost, simple construction and insensitivity to small dimensional changes should result in low cost flight units, and (4) high reliability, simple construction and minimum number of different power level requirements should result in a much more reliable thruster than the ion thruster.

Performance is an additional area of comparison between the two thrusters. The
Performance of the ion thruster when used with mercury propellant is well known. Relatively high efficiency levels have been demonstrated. Earth orbiting applications, however, potentially require operation with argon as the propellant in order to minimize environment effects. Although ion thruster performance with gaseous propellants can be projected with a high degree of accuracy, limitations exist at low levels of specific impulse. The MPD thruster is known to demonstrate its best efficiency at high power levels of operation. It has also demonstrated relatively efficient operation in the low specific impulse region where the ion thruster cannot operate on low density gaseous propellants. Achievable performance levels of a developed MPD thruster over a range of specific impulse values can only be approximated by drawing from on-going research activities.

In this paper, areas where the MPD thruster could find application are identified. Clear advantages exist over chemical propulsion. Demonstrated advantages over the ion thruster will depend upon further development of the MPD thruster.

Thruster Description

Brief descriptions of the ion and MPD thrusters are included in this section. Table I presents projected performance data for each thruster type. Additional information for the ion thruster can be found in Ref. 5.

Ion Bombardment Thruster - This thruster is highly developed to operate with mercury as a propellant. Operation on other gases such as argon, nitrogen, and xenon have also been reported. The propellant is metered into an ionization chamber where it is ionized by electron bombardment. The ionized propellant is accelerated electrostatically by two closely spaced dished grids of very precise geometry. A retarding potential applied to the exterior grid prevents exhaust plasma electrons from returning to the thruster. The electrons stripped from the propellant are replenished by an ancillary electron source labeled a neutralizer. Maximum thrust levels are directly proportional to the accelerator grid area. Thruster complexity is increased over the simple concept described above due to multiple propellant source, electromagnetic field, heater, and keeper electrode requirements. These are required in order to achieve high performance and long lifetimes.

MPD Thruster - This thruster usually consists simply of a central cylindrical cathode and a concentric axisymmetric anode. Anode cooling is normally required and a high voltage spike is required to initiate a discharge. Operation at high-current levels provides self-induced magnetic fields resulting in a lighter and more efficient thruster than when electromagnets are used. Two mechanisms contribute to the plasma acceleration. These are (1) an aerodynamic force due to heating and expansion of the propellant and (2) acting of j x B volume forces formed by the discharge current and the azimuthal self-magnetic field. A schematic of a typical thruster experimental test setup is shown in Fig. 1.

MPD Thruster Status

The MPD thruster was the subject of a large number of experimental investigations from about 1960 to 1968 when this work was severely curtailed due primarily to a lack of identifiable applications for high power level thrusters. The ion thruster appeared at that time to be a more viable candidate for any near term applications. In addition, considerable uncertainties had arisen regarding the performance obtainable with the MPD thruster. The most serious problem was entrainment of ambient low pressure gas into the thruster exhaust plume. An excellent review of this early phase of the work is described in Ref. 6.
During the period described above, the thruster was initially conceived as an arc jet which imparted thermal energy to a propellant flow passing through an arc. Modifications were introduced early to utilize \( J \times B \) forces as the governing thrust producing mechanism. Several thruster approaches were explored in mainly an empirical fashion toward increasingly higher levels of thrust efficiency and specific impulse levels. However, much of this early performance data is not considered reliable because of the entrainment problem and the possibility of interactions between the thruster electromagnetic fields and the vacuum tank walls. Most of these experimental thrusters were designed to operate at a power level between 20 to 100 kW. Lifetimes of 50 to 75 hours were achieved.

Efforts to minimize test environment interactions with the thruster resulted in a quasi-steady state technique being evolved (Ref. 7). This quasi-steady state concept requires the application of a current pulse of sufficient duration and magnitude to allow the arc current and mass flow to reach a steady state. Stable and diffuse current patterns can be established in several tens of microseconds in a coaxial configuration (Ref. 8). These techniques resulted in more realistic values of thruster performance being obtained. Maximum thruster efficiencies were found to range from 10 to 30% and specific impulse values of 3000 sec for the heavy propellants to 400 sec for the light propellants. Pulse techniques offer the additional attraction of being able to operate at the higher power levels during the pulse while operating from a low average power level. The efficiency of the MPD thruster, which has been found to increase with power level (Ref. 9), can therefore be maintained at a higher level. In addition, varying the duty cycle provides power throttling capabilities without any apparent sacrifices in overall efficiency allowing the thruster output to be matched to variations in a power supply during a mission.

Basic limitations previously appeared to exist, limiting thruster operation because of coupling between arc current and accelerated mass flow rate. As arc currents are increased for a given propellant flow rate, a point is reached above which various undesirable effects occur such as insulator and electrode ablation, mass recirculation, and terminal voltage fluctuations. The onset of these effects was taken as an upper limitation on arc current for a given flow rate. Recent results (Ref. 10) have shown that this limitation is associated with cathode phenomena. Modification of the cathode area allows these limitations to be breached. The higher values of arc current associated with larger cathode areas implies greater exhaust velocities based on the fundamental self-field thrust relation \( T \propto J^2 \).

The projected performance of this MPD thruster is shown in Fig. 2. The existing performance and trend are indicated along with a performance projection obtained from Ref. 11. Ion thruster projected performance obtained from Ref. 12 is also included on the figure for comparison. All cost comparisons made in this paper assume the use of a 7.5 MW thruster capable of operating either steady state or in a pulsed mode.

With the advent of an operational shuttle vast opportunities will open up for the use of space. Near earth applications will require increasing amounts of electric power for space base support, space industrialization and manufacture, and possibly generation of power as an electric utility. At the present time it is visualized that these platforms will begin on a moderate scale and that increasingly larger space power platforms will be required to generate this power, which will be transmitted to other satellites or to earth by laser or microwave transmission. Power levels under consideration range from 100's of kilowatts in the 1985 to 1995 time period to 100's of megawatts after 1995 and eventually growing to 1000's of megawatts. The orbit for these platforms would be in geosynchronous earth orbit (GEO) at nearly continuous sunlight and at a fixed position relative to earth.

Transportation of the building materials for this power platform from the shuttle low earth orbit (LEO) to GEO is a major consideration in the economic viability of this concept. Chemical and electrical propulsion are both being examined for this application. The \( \Delta V \) required for impulsive transfer from LEO to GEO is 4300 m/sec. The electric propulsion option will require a higher energy spiral orbit and therefore will require 6200 m/sec with an additional 10% gravity gradient torques. Use of electric propulsion would permit the platform to be assembled in LEO and then draw upon its electrical power for vehicle transfer to the higher orbit. The low thrust levels of electric propulsion are consistent with this concept since the low thrust level thrusters could be distributed over the lightweight structure, thereby minimizing further structural requirements during orbit raising.

A cost analysis of the various transportation options is described in Ref. 13. The cost for the chemical delivery of payload to GEO is estimated at $330/kg. Costs using electric propulsion are
shown in Fig. 3 for a 4000 MW platform. The mass to power levels are consistent with flight times that range from 10 to 120 days from LEO to GEO (Fig. 4). The shorter flight times occur with lower exhaust velocities and with smaller mass to power ratios. In this analysis it is assumed that the full array power is used for propulsion during the orbit transfer. The cost advantage that is evident for the MPD thruster for this application accrue mainly due to the lower exhaust velocity, lower power processing mass, and the high thrust density advantage that the MPD thruster can provide. Thruster and power processor weights were used to arrive at comparative costs using the same cost/kg for each. The cost curves of Fig. 3 increase at lower exhaust velocities due to the increased propellant consumption. For the same power available the heavier mass will have a higher mass to power ratio requiring longer trip time and propellant resulting in increased costs.

Based on projected efficiencies and subject to the cost estimates used, the MPD thruster appears promising as a candidate for this type of application. Further work is required on the MPD thruster in order to obtain better performance and cost estimates.

Nuclear Electric Propulsion Applications

Future exploration of the solar system will require the use of nuclear electric propulsion to accomplish many of the planned high energy missions. Work is underway at JPL and ERDA on the design of a nuclear electric propulsion (NEP) spacecraft capable of accomplishing these missions (Ref. 14). The spacecraft will utilize a fast nuclear reactor power source, thermionic conversion of heat to electric power, and electric propulsion for electric power to thrust. High specific impulse thruster operation will be required for these missions (near 9000 sec). The large exhaust area that ion thrusters require creates problems in incorporating these thrusters into a spacecraft. Recently the operation of an MPD thruster operating from a thermionic converter matrix has been examined (Ref. 15) for a 400 kW thrust power level. A system schematic is shown in Fig. 5. The system weights involved were found to be comparable with those of an ion thruster system. Power conversion efficiencies of 90% were calculated. The small MPD thruster size makes integration into the NEP spacecraft a much less complex task. Higher efficiencies, specific impulse levels, and lifetimes will, however, be required of the MPD thruster before it can effectively compete with the ion thruster for this application.

Another use of the NEP vehicle could be for transfer of cargo from LEO to GEO. A drawing of an NEP vehicle used as a cargo transfer vehicle is shown in Fig. 6. The cargo would be transferred in containerized pallets. The container would be brought up to LEO in a separate shuttle launch with the sequence of operations being as depicted in Fig. 7. A logistics depot would be required to maintain separation between the shuttle and the nuclear spacecraft. Cargo transfer vehicles of this type would be required to supply materials for manned GEO satellites, space manufacturing and also if a space station were to be assembled in GEO. The economics again determines the most optimum approach. The cost analysis from Ref. 13 is shown for this nuclear earth tug application in Fig. 8. The cost of this tug using the MPD thrusters is much lower than when using the ion thruster. This is because the orbit

Fig. 3. LEO to GEO transportation costs - self-powered 4000 MWe SEP without solar degradation (Ref. 13)

Fig. 4. LEO to GEO flight time - self-powered 4000 MWe SEP without solar degradation (Ref. 13)

Fig. 5. Self inductive type of circuit for coupling a thermionic reactor and a MPD thruster.
Fig. 6. Nuclear electric propulsion cargo transfer vehicle.

The transfer time is less with the low specific impulse. In this case a clear optimum is indicated at an exhaust velocity of about 20 km/s, in the region where MPD thrusters have recently been operated (Ref. 16).

Summary

On the basis of cost comparisons and projected performance, space applications exist for the MPD thruster in both the orbit raising of a power platform and for a nuclear cargo tug. Performance improvements over those presently projected for this thruster would also make the MPD thruster a candidate for use on interplanetary exploration vehicles. An evaluation of the potential for such performance improvement is currently in progress.

In light of these potential uses and recent research that has indicated possible thruster improvements, it appears highly desirable to initiate an MPD thruster development program in the near future.
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Fig. 7. Baseline NEP tug geosynchronous orbit mission profile.
Fig. 8. Transportation costs to GEO for a reusable NEP tub.


DISCUSSION

J. P. LAYTON: Have you identified the overall thruster system including its feeding, valving, tightening, etc.? Some delineation of the overall system that other people could use when they are doing concepting for primary propulsion for this system would be very useful.

E. V. PAULI: Work hasn't proceeded that far as yet.
MINI-CAVITY PLASMA CORE REACTORS FOR DUAL-MODE SPACE NUCLEAR POWER/PROPULSION SYSTEMS

Stanley Chow
Princeton University
Princeton, New Jersey

Abstract

A mini-cavity plasma core reactor is investigated for potential use in a dual-mode space power and propulsion system. In the propulsive mode, hydrogen propellant is injected radially inward through the reactor solid regions and into the cavity. The propellant is heated by both solid driver fuel elements surrounding the cavity and uranium plasma before it is exhausted out the nozzle. The propellant only removes a fraction of the driver power, the remainder is transferred by a coolant fluid to a power conversion system, which incorporates a radiator for heat rejection. In the power generation mode, the plasma and propellant flows are shut off, and the driver elements supply thermal power to the power conversion system, which generates electricity for primary electric propulsion purposes. Neutronic feasibility of dual mode operation and smaller reactor sizes than those previously investigated are shown to be possible. A heat transfer analysis of one such reactor shows that the dual-mode concept is applicable when power generation mode thermal power levels are within the same order of magnitude as direct thrust mode thermal power levels. However, adequate uranium plasma retention still needs to be demonstrated and mission analyses are required to identify the mission capabilities of this concept and compare them with alternative approaches.

1. Introduction

In 1971, Hyland of the NASA Lewis Research Center offered an alternative to the much larger coaxial plasma core reactor with his mini-cavity concept shown in Figure 1. By surrounding the cavity with uranium carbide fuel elements, a neutronics analysis showed that a substantial reduction in size is possible from the all-plasma fuel configuration. Hyland has shown that the reactor is small enough to be carried in the space shuttle cargo bay and would be appropriately sized for automated space missions.

Work on the mini-cavity reactor concept was discontinued at the Lewis Research Center following the cancellation of the United States nuclear rocket program in 1975. The present NASA effort is devoted to the lower cost uranium hexafluoride program which will contribute enormously to the basic understanding of all plasma core concepts.

Should interest in the mini-cavity reactor be revived, an additional benefit of this reactor configuration should be considered. Hyland has only analyzed his reactor for propulsion purposes. By extracting thermal power from the solid fuel elements, long-term electric power is available via a power conversion system. The use of the reactor for both electric power generation and propulsion purposes is called dual mode operation.

The idea of a dual-mode space nuclear reactor system originated with Beveridge for the solid core NERVA (Nuclear Engine for Rocket Vehicle Applications) and later at Los Alamos Scientific Laboratory for the SNRE (Small Nuclear Rocket Engine). In each case, an electric power conversion system was tacked on to the engine by utilizing its hydrogen-cooled structural elements (tie-tubes) as an energy source. Subsequent to thrust termination, the power system was designed to deliver long-term power: 10 kWe for the SNRE and 25 kWe for NERVA.

The power generated by these two systems was intended for use in payload operations, e.g., spacecraft communications, attitude control by small electric thrusters, etc. However, the real advantage of the dual-mode concept lies in its ability to generate sufficiently high electric power levels (0.1 MWe or greater) for use in primary electric propulsion. Thus, the high-thrust nuclear propulsion mode is employed for planetocentric operations, where high thrust-to-mass ratios are desired, and the low thrust electric propulsion mode is utilized for heliocentric operations, where high effective exhaust velocities are optimum.

It is desirable to see if the mini-cavity plasma core reactor is capable of dual mode operation in useful propulsion and electric power ranges. The
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dual mode system is shown in Figure 2, including the engine and power conversion systems. Either a dynamic (Brayton or Rankine) or direct (thermionic) power conversion system may be used. The thermionic system may utilize either in-core or out-of-core diodes. In addition, heat pipes may be used to remove heat from the driver region instead of the usual coolant fluid.

![Figure 2 Nuclear Fission Plasma Core Dual-Mode System Concept](image_url)

In the propulsive mode, hydrogen is injected radially inward through the pressure shell. The propellant absorbs a certain amount of driver power as it passes through the solid regions of the reactor. It then undergoes further heating from the fissioning plasma in the cavity region before being exhausted through a nozzle to produce thrust. Meanwhile, the excess driver thermal power which is not absorbed by the propellant is transported away by the coolant fluid to a radiator where it is dissipated into space.

In the power generation mode, the hydrogen and plasma flows are shut off and the remaining gases in the core are exhausted into space. The reactivity of the driver is increased to maintain reactor criticality and the driver power level is adjusted as dictated by electric power requirements. In this mode, the driver thermal power is removed solely by the coolant fluid or by heat pipes.

### II. Analysis

A spherical model is adopted to describe the mini-cavity reactor and is shown in Figure 3. Only variations in the radial direction are considered. The use of a one-dimensional model may introduce sizable errors, but is appropriate for this preliminary investigation.

![Figure 3 Spherical Reactor Analytical Model](image_url)

The analysis is based on the use of the general energy equation:

\[ \rho \dot{V} + \nabla h + \nabla \cdot q_c + \nabla \cdot q_r = S \]  \(\text{(1)}\)

where \(\rho\) is the fluid density, \(\dot{V}\) is the fluid velocity, \(h\) is the fluid enthalpy, \(q_c\) is the conductive heat flux vector, \(q_r\) is the radiative heat flux vector, and \(S\) is the internal energy generation per unit volume.

The source term \(S\) is the energy generated in the plasma core or solid driver region by nuclear fission. In order to evaluate this term, the neutron flux through the reactor is calculated. Again, because of the first-order nature of this analysis, the simplest one-group diffusion method is used.

The neutron flux has the general solutions

\[ \phi = \frac{E_1 \cos(Br)}{r} + \frac{E_2 \sin(Br)}{r} \]  \(\text{(2)}\)

for the fueled regions and

\[ \phi = \frac{E_3 e^r}{L} + \frac{E_4 e^{-r}}{L} \]  \(\text{(3)}\)

for the remaining regions. \(E_i\) are constants composed of region radii and material properties, \(B\) is the buckling, \(L\) is the diffusion length, and \(r\) is the radial position.

The pressure shell is essentially transparent to thermal neutrons and therefore the neutron flux \(\phi_6\) vanishes for this region. Equations
(2) and (3) are applied to the five remaining regions along with ten boundary conditions which require the flux to remain finite at the center, the flux to vanish at the extrapolated boundary, and the neutron fluxes and current densities to be continuous across the interfaces.

The neutron fluxes are then expressed in terms of a constant and the driver buckling $B_4$.

Specifying the driver power will determine the constant. The driver buckling must have a value such that the reactor is critical. This is accomplished by changing the driver reactivity until the condition is met.

The total reactor power $Q$ is the sum of the plasma core power $Q_c$ and the driver power $Q_d$, or

$$Q = Q_c + Q_d = 4\pi \left[ \int_{0}^{r_1} r^2 \phi_1 \, dr + \int_{r_3}^{r_4} r^2 \phi_4 \, dr \right]$$

where $\varepsilon$ is the average energy released per fission event, $\Sigma_f$ is the macroscopic fission cross section, $\phi_1$ and $\phi_4$ are the neutron fluxes through the plasma and driver regions respectively, $r_1$, $r_3$, and $r_4$ are the radius of the plasma, and $r_3$ and $r_4$ are the inner and outer radii of the driver region respectively.

Since equation (4) is temperature dependent through the plasma macroscopic fission cross section, it must be solved an iterative method. An initial temperature distribution is assumed throughout the entire reactor and then the neutron flux is calculated in each region for a critical reactor. The neutron flux distribution is then utilized to calculate a new temperature distribution by using the heat transfer analysis described in the following paragraphs. The new distribution is compared with the old and the entire process is repeated until the error between successive distributions is reduced to a specified value.

The heat transfer analysis is applied to the uranium plasma, propellant, and solid regions. Starting with the stationary, spherically symmetric plasma, equation (1) becomes:

$$\frac{1}{r^2} \frac{d}{dr} \left[ r^2 (q_r + q_c) \right] = S$$

(5)

If $q_c$ is assumed to be small compared to $q_r$, equation (5) can be readily integrated:

$$q_r = \frac{1}{r^2} \int r^2 S \, dr$$

(6)

The source term $S$ can be written as:

$$S = \varepsilon \Sigma_f \phi_1$$

where $\phi_1$ is the plasma neutron flux obtained from the neutronic analysis.

Since the plasma is optically thick, the radiative heat flux can be written as:

$$q_r = \frac{16\sigma T^3}{3a_R} \frac{dT}{dr}$$

(8)

where $\sigma$ is the Stefan-Boltzmann constant, $a_R$ is the Rosseland mean absorption coefficient, and $T$ is the temperature.

The radial component of the energy equation (1) for the propellant region is given by:

$$\rho V_r \frac{d}{dr} \left( q_r + q_c \right) + \frac{2(q_r + q_c)}{r} = 0$$

(9)

where $V_r$ is the radial velocity component.

Calculation of the true radial velocity distribution would require the solution of the two dimensional Navier-Stokes equations. This is not appropriate for this preliminary analysis, and therefore a very simple model is used to describe the radial velocity. It is assumed that the velocity decreases linearly from the cavity wall to a value of zero at the propellant/plasma interface.

The conductive heat flux is simply

$$q_c = -K_c \frac{dT}{dr}$$

(10)

where $K_c$ is the thermal conductivity.

The radiative heat flux is written as

$$q_r = 2\sigma T^4 E_3(\tau) - 2\sigma T^4 E_3(\tau) - 2\sigma T^3 E_3(\tau) - 2\sigma T^2 E_3(\tau) - 2\sigma T E_3(\tau) - 2\sigma E_3(\tau) +$$

(11)

where $E_n \equiv \int_0^1 u^{n-2} e^{-u} \, du = exponential integral$ and $\tau \equiv \int_0^r \phi_4 \, dr = optical depth$.
by the power conversion system working fluid

 mode and provides a method to determine reactor power allocations. Therefore, for given reactor

or propellant, and heat rejection powers.

In this mode, the thermal power \( KQ_d \) extracted by the power conversion system working fluid

is rejected into space by the radiator (except possibly for a small amount needed for housekeeping purposes). Therefore, the power conversion system is essentially idle in the propulsive mode.

In the power generation mode, the fuel and propellant flows are shut off and all the thermal power produced in the driver region is delivered to the power conversion system. The first step in analyzing the power mode is to investigate reactor criticality. This is accomplished with the neutronics analysis developed above, with plasma and propellant densities taken small enough to simulate an evacuated cavity. If a reactor is critical in the power mode, it will also be critical in the propulsive mode, as the plasma contributes only a small positive reactivity.

A heat transfer analysis was not performed for the reactor operating in the power mode; however, conclusions drawn from the propulsive mode analysis may be extrapolated to determine the general characteristics of the dual-mode system. As in the propulsive mode, the thermal power is assumed to be delivered to the power conversion system via heat pipes or a working fluid.

If the driver fuel elements were operated at the same power level for both modes, the total energy delivered to the power conversion system would be greater during the power mode, since there is no propellant flow to draw off a fraction of the driver power. However, the driver power can and should be operated at a lower power level in the power mode, since lifetime requirements (e.g., several years) dictate lower material temperatures than in the relatively short-term propulsive mode. Thus the maximum driver power in the power mode should be \( KQ_d \), the same as is absorbed by the working fluid in the propulsive mode. Then the temperature constraints imposed in the propulsive mode will not be violated in the power mode. Power levels may be further decreased from \( KQ_d \) as necessary for lifetime needs.

The electric power \( Q_e \) generated by the system is then

\[ Q_e = \eta_{pcs} Q_l' = \eta_{pcs} KQ_d \]  

where \( \eta_{pcs} \) is the efficiency of the power conversion system and \( Q_l' \) is the driver power in the power mode.

The engine mass can only be estimated in this preliminary study. It is the sum of the reactor, turbopump, nozzle, control, and structural masses. The total system mass is the sum of the engine and power conversion system (including radiator) masses. All except the reactor mass are calculated by simple power-dependent scaling.

It should be noted that the radiator mass is also dependent on radiator sink temperature as well as the amount of heat to be rejected. It is difficult to say whether the radiator mass is greater in the power or propulsive mode without a cycle analysis. The more massive radiator should be used for both modes.
III. Discussion of Results

The accuracy of the model used here is checked against the more sophisticated model used by Hyland. For a 500-atmosphere reactor with a driver power of 19.7 megawatts, a core power of 4.95 megawatts is calculated as compared to Hyland's value of 4.55 megawatts. It is therefore concluded that this model is accurate enough for a preliminary survey.

However, this configuration rejects a sizable amount of thermal power: 17.7 megawatts. It is clearly desirable to operate at lower driver power levels. In addition, Hyland fixed his reactor dimensions to fit in the shuttle bay. Smaller size reactors should be investigated.

The first step is to estimate the minimum size reactor which could be critical either with or without the core. Accurate definition of the true minimum size reactor, which would require a detailed parametric study incorporating variable reactor region dimensions and compositions, is not considered appropriate for this study.

Hyland's reactor is again used as the reference reactor and various parameters are perturbed. Three temperatures must be fixed in the solid regions for the analysis to proceed: the maximum solid fuel driver temperature (set at reactor and corresponding dimensions of the reference reactor by \( a \). Therefore, the dimensions of the regions are always in the same proportion as Hyland's reactor for each reactor examined.

It is assumed that there is no plasma present in the cavity and \( K \) is arbitrarily selected as 0.5. With \( K \) and the temperature constraints selected, \( a \) is a function only of \( Q_d \). Therefore an \( a \) is generated for each \( Q_d \) selected.

However, \( a \) must also satisfy the criticality requirement. For the fuel loading of 20 kg of \( 235 \text{U} \) in the driver region, the reactor becomes subcritical below \( a = 0.708 \). Table 1 shows the dimensions and mass of this minimum size reactor as compared with that of Hyland, indicating a considerably smaller mass than Hyland's, which in turn was itself considerably lower than that of the all-plasma fuel concepts. This suggests that the dual-mode plasma-core engine could provide excellent payload performance.

The calculations are then repeated with plasma in the cavity to determine the core power. Although the driver fuel provides almost all the reactor's reactivity, the plasma contributed a small positive reactivity which can be controlled, by increasing neutron absorption with control devices in the driver region, to prevent the reactor from becoming supercritical.

For this minimum size reactor with \( K = 0.5 \), the driver power was 2.89 megawatts and the core power 0.206 megawatts - too low for propulsive mode operation. Therefore, it is of interest to examine other driver powers for the minimum size reactor.

In order to satisfy the temperature constraints, \((1-K)Q_d\) is kept constant as \( Q_a \) is varied. The results are presented in Figure 4, which shows \( K \) plotted against the core/driver ratio \( Q_c/Q_d \) for various total powers (sum of the driver and core powers), \( Q \). This map is then used to calculate the overall system performance.

Table 2 shows the breakdown in power allocations and masses for two values of \( Q_d/Q_a \). The total propellant power is given by equation (14) and the electric power by equation (15), with the power conversion system efficiency taken to be 0.25. The engine mass includes reactor, turbopump, nozzle, control, and structure masses. The total system mass is obtained by summing the engine mass and power conversion system mass.
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viously investigated. It was critical with or
without plasma present in the cavity and therefore
was neutronically feasible for dual mode operation.

The fraction of driver power removed to the
power conversion system K was plotted against
the ratio of core to driver power Qc/Qd for
several total reactor powers. From this map
propellant thermal powers, electric powers,
engine mass, power conversion system mass, and
total system mass were calculated and used to
generate a performance map of total system mass
versus electric or propellant thermal power for
various Qc/Qd.

It was observed that this reactor possesses
characteristics for dual-mode applications which
require the driver thermal power level during
the power mode to be of the same order of magnitude
as the nozzle exhaust power level during the prop­
ulsive mode. For example, one dual mode system
produces 2.0 MWt of propellant thermal power in
the propulsive mode, 1.6 MW of electric power in
the power mode (utilizing a 25% efficient power
conversion system), and has a total system mass
of 8000 kg. Such an electric power output can
be used by magnetoplasma­dynamic arcjets for
primary electric propulsion.

The analysis is preliminary in nature. The
neutronics calculations should be redone using
a multigroup method (diffusion or transport
code). Better representation of the heat transfer
and fluid dynamics processes occurring in the
cavity is needed. A two-dimensional heat transfer
analysis of the driver region is necessary,
particularly in the power mode. Systems analyses
are needed for the power conversion system

These results are used to plot Figure 5, which
shows the variation of total system mass versus
propellant thermal power and electric power for
various values of Qc/Qd.

Note that there are two curves for the propell­
ant thermal power, since this quantity is depend­
ent on Qc/Qd. However, the electric power curve is quite insensitive to Qc/Qd so that
only one curve is needed to represent all Qc/Qd
values.

From Figure 5, it can be concluded that for
the minimum-sized reactor, dual mode operation
is limited to high electric power requirements
(greater than 1 MW). This limitation is imposed
by the fact that if interesting levels of propul­
usive power are to be utilized, the reactor must
be operated at high total power. Therefore, a
large amount of driver power must be delivered to
the power conversion system.

For example, if a dual mode system is required
to produce 2.0 MW of propellant power at Qc/Qd = 0.1, Figure 5 can be used to find the electric
power and the system mass. In this case, the
system mass is 8000 kg and the electric power
produced in the power mode is 1.6 MW.

It is observed from Table 2 that the power
conversion system mass dominates the total system
mass at the higher powers. It is beneficial
to the performance if the power conversion system
mass can be reduced, suggesting the use of
advanced heat pipe, Brayton cycle, and thermionic
conversion technology.

A full map of possible reactor sizes and power
levels is not explored in the present study;
clearly this needs to be done before the scale,
configuration, or performance specifications for
reactor models can be selected.

IV. Conclusions

The mini-cavity plasma core reactor was found
to be capable of dual-mode operation. A reference
reactor was found to have excess reactivity, and
as a result the reactor size was substantially
reduced (about 30%). The resulting reactor was
smaller than any other plasma core concept pre­
viously investigated. It was critical with or
without plasma present in the cavity and therefore
was neutronically feasible for dual mode operation.

The resulting reactor was
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(including radiator) and various subsystems such as the nozzle and turbopump. Finally, a broad range of reactor sizes and powers should be examined.

Aside from this analysis, two critical questions must be answered. The first is the feasibility of uranium plasma retention, which should be answered by planned reactor experiments. The second concerns the usefulness of the dual mode concept. Mission analyses are required to determine what missions are appropriate for this concept and how it compares with alternative methods such as a chemical-nuclear electric rocket combination.
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DISCUSSION

F. C. SCHWENK: What kind of thrust levels were you getting?

S. CHOW: 400 Newtons.

F. C. SCHWENK: So when you were using the propulsive mode with the plasma, it was still a fairly low thrust machine.

J. GREY: If you look way back in the early 1960's, one felt that the ideal rocket would be one that gave high thrust to mass ratios in the neighborhood of a planet and very high specific impulse when not near a planet. So we therefore said we have been looking at this dual mode thing for a long time in the solid core configuration, and the solid core system constraints are such that you get at least an order or two of magnitude ratio between the direct thrust and the amount of power available for electric, because you are taking most of the heat out on direct thrust. This gas core system uniquely offers an opportunity to have all those power levels where the electric power is very high (the same order of magnitude) as direct thrust. It turned out there were some missions that looked very nice with this, but we haven't yet compared them with missions which might be done the same way with, say, a chemical rocket plus a nuclear reactor, and that is a comparison that must be made.
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Abstract

Analytical and experimental investigations are being conducted to demonstrate the feasibility of fissioning uranium plasma core reactors and to characterize space and terrestrial applications for such reactors. Uranium hexafluoride (UF₆) fuel is injected into core cavities and confined away from the surface by argon buffer gas injected tangentially from the peripheral walls. Power, in the form of thermal radiation emitted from the high-temperature nuclear fuel, is transmitted through fused-silica transparent walls to working fluids which flow in axial channels embedded in segments of the cavity walls.

Radiant heat transfer calculations were performed for a six-cavity reactor configuration; each cavity is approximately 1 m in diameter by 4.35 m in length. Axial working fluid channels are located along a fraction of each cavity peripheral wall. The remainder of the cavity wall is constructed of highly reflective aluminum which focuses radiant energy onto the working fluid channels. Results of calculations for outward-directed radiant energy fluxes corresponding to radiating temperatures of 2000 to 5000 K indicate total operating pressures from 80 to 650 atm, centerline temperatures from 6900 to 30,000 K, and total radiated powers from 25 to 2500 MW, respectively.

Applications are described for this type of reactor such as (1) high-thrust, high-specific-impulse space propulsion, (2) highly efficient systems for generation of electricity, and (3) hydrogen or synthetic fuel production systems using the intense radiant energy fluxes.

Introduction

Since 1955, various researchers have considered the prospects for utilizing nuclear energy with fissile fuel in the gaseous state. Most of this work was concentrated on the gaseous nuclear reactor technology required for high-performance space propulsion systems. The current research program on gaseous nuclear reactors includes continued consideration of high-thrust, high-specific-impulse space propulsion applications and, in addition, plasma core reactor (PCR) applications for meeting terrestrial energy needs.

Extraction of energy from the fission process with the nuclear fuel in gaseous form allows operation at much higher temperatures than those of conventional nuclear reactors with solid fuel elements. Higher operating temperatures, in general, lead to more efficient thermodynamic cycles and, in the case of fissioning uranium plasma core reactors, result in many possible applications employing direct transfer of energy in the form of electromagnetic radiation. The applications for PCR's require significant research and technology development, but the benefits in potential increases of domestic energy resources and utilization, reductions in environmental impact, and the development of new highly-efficient techniques for extracting energy from the fission process with nuclear fuel in the gaseous or plasma state justify an investment to establish the feasibility of fissioning uranium PCR's as a prime energy source.

Possible applications for plasma core reactors are:

(1) High-thrust, high-specific-impulse space propulsion.

(2) Advanced closed-cycle gas turbine driven electrical generators.

(3) MHD power conversion systems for generating electricity.

(4) Photochemical or thermochemical processes such as dissociation of hydrogenous materials to produce hydrogen.

(5) Thorium-Uranium-233 thermal breeder reactor with gas turbine driven electrical generators.

(6) Direct nuclear pumping of lasers by fission fragment energy deposition in lasing gas mixtures.

(7) Optical pumping of lasers by thermal and non-equilibrium electromagnetic radiation from fissioning UF₆ gas and/or fissioning uranium plasmas.

Cavity reactor experiments have been conducted to measure critical masses in cavity reactors to obtain data for comparison with theoretical
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determine system performance and thermodynamic efficiencies. Conceptual designs are presented which indicate the overall features of the application systems and the method of integration of the principal components with the gaseous nuclear reactor energy source.

**Plasma Core Reactor Configurations**

In the plasma core reactor (PCR) concept a high-temperature, high-pressure plasma is sustained via the fission process in a uranium gas injected as UF₆ or other uranium compounds. Containment of the plasma is accomplished fluid-mechanically by means of an argon-driven vortex which also serves to thermally isolate the hot fissioning gases from the surrounding wall. For applications which employ thermal radiation emitted from the plasma, an internally-cooled transparent wall can be employed to isolate the nuclear fuel, fission fragments, and argon in a closed-cycle flow loop and permit transfer of the radiant energy from the plasma to an external working fluid. For applications which employ fission-fragment-induced, short wavelength, nonequilibrium radiation emitted from the plasma, the working fluid such as lasing gases can be either mixed with fissioning gas or injected into the peripheral buffer gas region such that there is no blockage of radiation due to the intrinsic absorption characteristics of transparent materials at short wavelengths. The PCR configurations discussed below are for applications based on use of intense thermal radiation transmitted through transparent walls to working fluids; closed-loop circulation of gaseous nuclear fuel and buffer gas is an intrinsic feature of the configurations.

**Geometry of Unit Cells and Reactor**

Concepts for coupling radiant energy from a fissioning plasma to working fluids are shown in Fig. 1. The unit cell shown at the top of Fig. 1 is from the nuclear light bulb space propulsion concept described in Ref. 6. Energy is transferred by thermal radiation from gaseous uranium fuel through an internally-cooled transparent wall to seeded hydrogen propellant. The fuel is kept away from the transparent wall by a vortex flow field created by the tangential injection of buffer gas near the inside surface of the transparent wall. The buffer gas and the entrained gaseous nuclear fuel pass out through ports located on the centerline of the endwall of the cavity.

An alternate unit cell configuration is shown at the lower left of Fig. 1. The fuel and buffer gas zone is surrounded by a reflective aluminum liner with axial working fluid channels along portions of the periphery of the fuel cell surface. The reflective liner would be made of aluminum, for example, which has a reflectivity of approximately 0.9 for the spectral distribution of thermal radiation emitted from the nuclear fuel. The liner materials which are highly reflective to thermal radiation reduce heating of the cavity surfaces and concentrate the thermal radiation onto the
working fluid channels. The working fluid could be heated by being passed over graphite fins which are not surrounded by fused-silica tubes. Or, the graphite fins could be replaced by micron-sized particles or opaque gases to absorb the thermal radiation from the fissioning plasma.

A working fluid assembly which consists of a series of uncooled U-tube-shaped fused-silica coolant passages is shown in the lower right of Fig. 1. The tubes have walls sufficiently thick to withstand compressive pressure loads should it be desirable to operate the working fluid at a pressure significantly lower than that in the fissioning uranium plasma region. Interstitial zones surrounding the U-tubes are filled with inert gas (argon or helium) at the same pressure as the plasma region. Working fluid such as helium passes through the fused-silica tubes and is heated by convection from high temperature graphite fins inside the fused-silica tubes which absorb thermal radiation emitted from the plasma. The upper limit on working fluid outlet temperature imposed by a limit on the fused silica operating temperature would be approximately 1200 K.

A sketch of a conceptual design of a plasma core reactor for use in generating electricity is shown in Fig. 2. The reactor consists of six unit cells which are imbedded in a beryllium oxide reflector-moderator and surrounded by a pressure vessel. Each of the six unit cells is a separate cylindrical unit consisting of a fuel region assembly and an outer working fluid assembly. The two assemblies can be withdrawn from opposite ends of the reactor configuration for periodic maintenance and inspection. The fuel assembly consists of a plasma fuel zone with nuclear fuel injected in the form of UF₆. The uranium used in the fissionable regions within the pressure vessel, but outside of the beryllium oxide reflector-moderator, thus minimizing the neutronic coupling between the fuel cavity and working fluid channel. Potential applications for this configuration are principally terrestrial. The configuration shown on the right in Fig. 3 has a single centralized working fluid channel which receives thermal radiant energy from each of the surrounding six nuclear fuel cavities, and which is outside of the inner pressure vessel wall structure. This particular configuration can be employed in providing a high temperature gaseous propellant stream for space propulsion applications or for terrestrial power conversion applications.

Further, radiant energy deposited in the reflective liner as well as neutron and gamma energy deposited in the moderator can be extracted to provide onboard power for the space vehicle.

The transmission cell employs series of fused-silica transparent walls with intermediate regions of gaseous hydrogen and/or deuterium gas to balance pressure between the fuel cavity region and the transmission cell. The hydrogen and/or deuterium gas provide a transparent light path for the thermal radiation emitted from the plasma. The gas also scatters neutrons effectively and, therefore, reduces leakage of fast and thermal neutrons from the system. The transmission cell supporting structure is cylindrical in shape and the inner cylindrical wall is lined with a highly reflective material such as aluminum. The reflective liner minimizes the loss of radiant energy to the walls of the transmission cell as it is transmitted from the fuel cavity to the working fluid channel. The fused-silica walls which are components of the transmission cells are not completely transparent to thermal radiant energy and absorption must be included in evaluating the transmission cell efficiency.

A summary of transmission cell performance is given in Table I. These results are calculated for an outward-directed thermal radiant energy flux corresponding to a black-body temperature of 4000 K. One component of transmissivity is related to the radiant energy absorbed by the fused silica and is a function of the wall thickness. This component varies from 0.941 to 0.85 for wall thicknesses of 0.25 and 3.5 cm, respectively. A second component of transmissivity is related to losses from the incident beam resulting from multiple wall reflections within the transmission cell along the path to the external working fluid channel. The transmissivity of a right circular, cylindrical transmission cell with aluminum reflecting walls was calculated as a function of the cell length-to-diameter ratio. Based on the Monte Carlo
technique developed in Ref. 7 in which the transmission of radiation from the diffuse source was calculated along a specular reflecting cylinder, the transmissivity at the exit of the cell varied from 0.92 to 0.96 as the length-to-diameter ratio varied from 0.5 to 4.0. The total transmissivity can be estimated, to a first approximation, by multiplying the two independent transmissivity components.

Fresnel reflection losses for fused silica and gas interfaces were not considered. The transmission cell must have a minimum of two fused-silica walls and thus four potentially reflecting surfaces. However, not all of the reflected energy is lost. Some of the energy will be reflected back into the fuel region to be reabsorbed and, subsequently, re-radiated by the plasma; some will be re-reflected within the transmission cell and find its way to the working fluid channel. Furthermore, reflection losses occurring at the interfaces of the fused silica can be reduced within given wavelength bands by depositing anti-reflection coatings on the surfaces. Further analyses or measurements are required to quantify the effects of interface reflections on overall transmission cell performance.

Criticality and Radiant Heat Transfer

Calculations of critical mass were performed using the one-dimensional neutron transport theory computer program, ANISN (Ref. 9), for the non-breeder reactor configuration shown in Fig. 2. The volume of each region was transformed into equivalent-volume spherical zones. A twenty group neutron-energy structure was used in the calculation for which neutron cross sections were obtained from the HRG (Ref. 9), TEMPEST-II (Ref. 10), and SOPHIST-I (Ref. 11) computer programs. A critical mass of 86.4 kg of U-235 was calculated; 14.4 kg is in each of the six unit cells.

Nuclear fuel will be injected into the fuel region of plasma core reactors in the form of gaseous UF6. Upon entering the plasma zone, the UF6 will dissociate such that at high temperatures (\( > 8000 \) K) the total pressure of the mixture will consist primarily of contributions from uranium atoms and ions, free fluorine atoms and ions, the corresponding electrons from ionized species, and some argon buffer gas which will mix into the plasma zone. The composition of UF6 as a function of temperature and pressure were calculated using a UTRC computer code described in Ref. 12. The following species were included in the analyses: UF6, UF5, UF4, UF3, F, F+, F2, U0, U+, U2, U3, and electrons. A composite plot of the variation of the ratio of fluorine to uranium and uranium fluoride species is shown as a function of temperature for several total pressures in Fig. 4. The abrupt increase in fluorine partial pressure with temperature occurs with the onset of the dissociation of UF6. A plasma core reactor must by definition be an ionized gas. If fueled by UF6, the six fluorines and electron partial pressures add to those of the uranium species, resulting in operating pressures of several hundred atmospheres.

In calculating the temperature distribution for the fissioning plasma region for a given radiant heat flux at the plasma edge, the containment characteristics in the fuel and buffer-gas region must be considered. A reasonable constraint for containment is to require that from the edge-of-fuel location inward, the local density at any station be less than or equal to the density of the buffer gas at the edge-of-fuel location. With this constraint, and for constant total pressure, there exists an upper limit on the amount of uranium (which has a higher mass number) that can be confined with the fluorine and argon at a given local temperature. Calculations were performed to determine the ratios of uranium to fluorine and argon at local temperatures in the fuel region such that the total pressure is preserved and the total density of uranium, fluorine, and argon is equal to or less than that of the argon at the edge-of-fuel location. The compositions of fluorine, argon, and uranium as functions of temperature and pressure, including the effects of ionization at high temperatures, were taken from Refs. 13 and 14, and from the UF6 decomposition calculations. By using UF6 decomposition products and argon decomposition products in conjunction with the estimated spectral absorption cross sections, Rosseland mean opacities were calculated for the mixture of argon and UF6 decomposition species in the fuel region. The estimates of the spectral characteristics of UF6 and its dominant decomposition products over the range of temperature, and wavelength important to the plasma core reactor concept, were reported in Ref. 15. Results of current research on the experimental measurement of spectral emission and absorption characteristics by UF6 and its decomposition products is reported in Ref. 16.

These mixture opacities were used in a radiation diffusion analysis to determine the temperature distribution required to deliver a net heat flux at radial boundaries, which are located at 110 cm intervals from the centerline of the fuel zone, equal to the total energy release due to the fissioning of the nuclear fuel within each boundary (local argon, fluorine, and uranium densities and partial pressures were calculated using the program discussed above). The calculation converges when the heat flux at the outer boundary corresponds to the net heat flux at the edge-of-fuel location and the contained uranium, based on the imposed density and total pressure constraints, equals the critical mass.

Radiant heat transfer calculations were performed for the unit cells in the reactor configuration shown in Fig. 2. Temperature distributions were calculated for edge-of-fuel temperatures of 2000 K, 3000 K, 4000 K, and 5000 K, and working channel duct to total cavity surface area ratios of 0.0, 0.1, 0.2, 0.3, and 1.0. The centerline
temperatures and total cavity pressures which include the resulting UF₆ and argon decomposition product partial pressures are given in Table II. The critical mass was held constant for the different operating conditions, so that the characteristic of the pressure increasing as the centerline temperature increases is indicative of the degree of UF₆ dissociation.

The reflective aluminum liner tends to trap photons in the fuel region. A portion of the reflected thermal radiation is reabsorbed by the nuclear fuel in the edge-of-fuel region which causes the local temperature to rise. The spectral heat flux incident on the aluminum liner was used to calculate an aluminum spectrum-weighted average reflectivity which at the liner surface was 0.909. The effective reflectivity is different from the spectrum-weighted average reflectivity of the aluminum liner because of geometrical factors. Diffusely reflected radiation from the liner would have a cosine distribution about the inward normal. Some of the reflected radiation, therefore, would not intercept the fuel cloud but would pass by the cloud and reflect off another portion of the liner.

The equations which describe the effective reflectivity for a given fuel region and reflective liner geometry are derived in Ref. 17. A given steady-state outward-directed heat flux and the reflected component of the thermal radiation which is absorbed by the fuel cloud, are related uniquely when the fuel cloud is assumed to be a cylindrical, optically-thick radiating fuel cloud. The radiant energy which is not reabsorbed by the fuel cloud is either absorbed by the reflective liner or is incident on the working channel duct where it represents energy available for an energy extraction cycle. The distribution of radiant energy absorbed by the working fluid channel and the reflective liner as a function of ratio of the area of the working fluid channel to the total cavity surface area is shown in Fig. 5. These energy deposition distributions were used to determine the radiant thermal powers deposited in the liner and duct for the parametric series of calculations. Calculations were also performed to estimate the convective removal of energy from the fuel cavity by the flowing gases as well as the energy deposited in the moderator by fission neutrons and gammas. The model used for the convective energy removal is similar to that described in Ref. 18. Using the temperature distributions calculated for each thermal heat flux condition and with a buffer gas residence time of 30 s and a fuel residence time of 60 s, the total convective energy removal, \( Q_{\text{conv}} \), was calculated. In addition, the power deposited in the moderator, \( Q_{\text{mod}} \), was calculated to be equal to 0.125 times the total reactor power. The resulting energy balances for the cases calculated are given in Table III.

For the conditions at which the edge-of-fuel temperature is \( 4000 \) K and the working channel duct-to-cavity surface area ratio is 0.2, the calculated radial density distributions of the fuel, fluorine, and argon within the unit cell is shown in Fig. 6. The temperature variation was assumed to be linear with radius through the argon buffer region. This buffer gas region temperature variation and corresponding density variation was matched to the temperature and density radial distributions obtained from the radiation diffusion analysis of the fuel region. The actual temperature and density distributions in the buffer gas region are not as linear as shown in Fig. 6, but this approximation does indicate the expected steep density gradient which should result in a strong stable vortex flow for containing the hot fuel gas within an outer cool buffer gas layer.

### Plasma Core Reactor Applications

The salient feature of the plasma core reactor applications investigated is the coupling of power to working fluids by radiant heat transfer. The applications studied include high-thrust, high-specific-impulse, space propulsion systems, electric power generators using closed-cycle helium gas turbines, an MHD power conversion concept, and photochemical thermochemical processes for the production of hydrogen. In addition, Thorium-U-233 breeder configurations of plasma core reactors were analyzed to determine possible ranges of breeding ratios and doubling times.

#### High-Thrust, High-Specific-Impulse Space Propulsion

Historically, research on gaseous nuclear reactors was focused on high-performance space propulsion systems. Research was conducted on two major concepts of gaseous nuclear rockets: the open-cycle; coaxial flow concept and the closed-cycle nuclear light bulb concept. Comprehensive surveys of the ranges of performance of the open-cycle and nuclear light bulb rocket engines are discussed in Refs. 19 and 20, respectively. In addition, a version of the nuclear light bulb engine with size and critical mass reduced by use of cold beryllium reflector-moderators (less than 300 K) backed by cold deuterium-compound moderator materials and by use of axial propellant channels is described in Ref. 21. Table IV summarizes the performance characteristics of these propulsion systems.

The performance studies described below were done for closed-cycle gaseous nuclear rocket engines which employ gaseous UF₆ nuclear fuel and its decomposition products with radiating temperatures of 6000 K and lower and total pressures of a few hundred atmospheres. The resulting systems should be considered "first generation" plasma core reactor thrusters; the higher performance systems which should follow with technological improvements and growth having been thoroughly modeled and analyzed in earlier studies.
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Engine performance characteristics were calculated for a derivative of the reference nuclear light bulb engine. Dimensional characteristics and component weights for this engine are given in Ref. 6. The assumptions employed to determine the performance of the engines over a range of fuel radiating temperatures from 4000 to 6000 K were as follows:

1. Propellant exit temperature assumed to be 80% of fuel radiating temperature.

2. Heat loads were assumed to be the same fraction of total power as those calculated for the reference nuclear light bulb engine in Ref. 6. Operating pressure and fuel and buffer gas heating were based on the calculations described in the preceding section.

3. Specific impulse was reduced to 84% of the ideal value to allow for incomplete expansion, friction and recombination losses, nozzle transpiration coolant flow, and for the flow of tungsten seeds in the propellant to absorb thermal radiation.

4. The total flow passing through the nozzle exit was increased by approximately 18% to include tungsten seed flow and transpiration coolant flow.

5. Engine weight was determined by adding the reference nuclear light bulb moderator weight to the pressure vessel weight calculated using a weight factor given by $Z = \frac{W_{PV}}{PV} = 1.125$ kg/atm-m$^3$.

Performance characteristics for the cases considered are given in Table V. For the derivative of the nuclear light bulb reference engine with radiating temperatures from 4000 to 6000 K, the performance characteristics are: engine mass 38,700 to 42,900 kg; operating pressure 540 to 900 atm; Isp 880 to 1220 s; thrust-to-weight, 0.14 to 0.47.

For comparison purposes, preliminary analyses based on the techniques described in Ref. 22 were conducted of the performance of the engines described in Tables VI and V for a mission requiring a total V of approximately 853 m/s (i.e., low circular orbit to escape velocity, applicable to supply missions to synchronous orbit, for example). Comparisons were made in terms of initial mass required in earth orbit (IMEO) to a chemical rocket employing H$_2$/O$_2$ propellant with a specific impulse of 450 s, a weight of 1135 kg, and a thrust level of 390,000 N.

The missions comprised minimum energy Hohmann transfers from low circular earth orbit (100 nautical miles) to synchronous orbit and back using two rocket burns per transfer. Due to relatively low accelerations, gravity loss correction factors were included. The payload was assumed to be four space shuttle payloads, approximately 90,000 kg. Comparisons were made for two plasma core reactor rocket engines; a derivative of the nuclear light bulb reference engine with UF$_6$ nuclear fuel with an Isp of 1220 s and a thrust-to-weight ratio of 0.47 (see column 3 of Table V) and a small nuclear light bulb engine with an Isp of 1130 s and a thrust-to-weight ratio of 0.14.

For the cases calculated, the IMEO's for the plasma core rocket engines were about 40 to 60 percent of those for the chemical system. The performance advantage increases with increased payload load also. These results indicate that the plasma core reactor engine with UF$_6$ nuclear fuel with "first generation" performance characteristics could be a desirable system for ferrying space shuttle payloads to selected earth orbits and possibly for other operations in cis-lunar space. The benefits of performance extension by technology growth and improvements to the high-thrust, high-specific-impulse systems described by the performance ranges quoted in Table V from earlier work are clear.

Closed-Cycle Helium Gas Turbine Electrical Generators

Based performance analyses of closed-cycle gas turbine systems which could effectively utilize the high temperature capability of plasma core reactors were performed. The closed-cycle system uses a helium-driven gas turbine coupled to an electrical generator with a nominal output of 1000 Mw. Heat from the reactor can be transferred directly to the closed-cycle helium working fluid or can be transmitted through a secondary heat exchanger. The cycle under consideration would employ a multistage turbine connected to compressor spools. The working fluid leaving the main turbine would enter a second multistage turbine directly connected to the electric generator. Several heat exchangers would be incorporated in the system (i.e., a regenerator, precooler, intercooler) to increase the system performance. A schematic diagram of the closed cycle gas turbine system is shown in Fig. 7. Additional power generation is also possible by utilizing some of the heat from the working fluid at the regenerator and intercooler exhaust temperatures to operate supplementary steam or organic working fluid power systems to increase the system overall efficiency. These additional systems were not investigated in this study.

The reactor configuration for electrical power generation was described in the preceding section. Sketches of the configuration and unit cells for power extraction are shown in Figs. 1 and 2. The mechanisms for extracting heat from the reactor can be either the system employing fused-silica U-tubes with graphite fins within the tubes to absorb thermal radiation, or the system with axial working fluid channels in which graphite fins absorb the thermal radiation without surrounding them with fused silica. The fused-silica U-tubes
permit a pressure differential between the operating pressure of the reactor and the operating pressure of the helium gas turbine loop. For example, fused-silica tubes under a compressive loading of 500 atm would require a ratio of OD to ID of 1.19 for a design point compressive stress of $1.35 \times 10^8$ N/m$^2$ (20,000 psi). Due to the temperature limitation on fused silica, the helium outlet temperature for the U-tube system is limited to approximately 1200 K. The alternate unit cell configuration with axial graphite fins would operate at working fluid pressures equal to those in the reactor fuel region. The working fluid would be conducted through a secondary heat exchanger across which a pressure drop could be sustained such that the helium gas turbine system could be operated at a desired cycle pressure. Helium outlet temperatures would be limited only by material limits in other system components. The latter unit cell would use less fused silica and structure in the reactor core and would be more adaptable to breeder reactor configurations where it is necessary to minimize parasitic neutron absorbers to maintain a desirable breeding ratio.

Performance was optimised by determining the system's overall efficiency, electrical power output divided by the total reactor thermal power, for a range of pressure ratios across the helium compressors and for three turbine inlet temperatures of 1098, 1506, and 1922 K. Efficiencies of the compressors, turbines and regenerator were assumed to be 0.9. The generator efficiency was assumed to be 0.98. Fractional pressure drops of $\Delta P/P = 0.02$ were assumed across all heat exchangers and through the reactor core. A compressor inlet temperature of 322 K was selected to permit use of a dry cooling tower for heat rejection (selection and evaluation of specific heat rejection systems was not included in the study, however). Based on the calculated results, a compressor pressure ratio of 1.75 was selected for cases with turbine inlet temperatures of 1089 and 1505 K and a compressor pressure ratio of 2.0 was selected for the case with a turbine inlet temperature of 1922 K. Three operating pressures were considered, 20, 51, and 153 atm. The overall cycle efficiency was found to be relatively insensitive to cycle pressure over the range from 20 to 150 atm. Thus, the principal impact of pressure selection would be on equipment size and cost.

The variation of overall cycle efficiency with turbine inlet temperature is shown in Fig. 8 with inlet temperatures noted for various blade materials and turbine blade cooling schemes. The progression of gas turbine technology into the 1980's is discussed in Ref. 23. With the use of cooled molybdenum alloy (TZM) blades and vanes, operation with turbine inlet temperatures of about 1900 K might be feasible by the mid 1980's. The cross-hatched region on the plot at working fluid temperatures of the order of 2500 K is indicated with an MHD label. The description of possible concepts which could be used for MHD system is given in the following section.

MHD Power Conversion Concepts

The high working fluid temperatures available from plasma core reactors make the use of MHD power extraction concepts attractive options. A comprehensive review of MHD power conversion systems based on gaseous nuclear reactor technology is given in Ref. 24. Plasma core reactors with fuel region radiating temperatures sufficiently high (6000 to 5000 K) to heat MHD working fluids to desired temperatures of 2000 to 2500 K have operating pressures on the order of 500 atm. Conductivity of MHD working fluid with alkali metal seeds decreases rapidly with increasing pressure ($\Delta P = \frac{2}{aP}$ for thermal ionization, $\Delta P = \frac{2}{aP}$ for nonequilibrium ionization). Therefore, MHD cycle performance for a given working fluid temperature tends to favor operation at a few atmospheres pressure. In the process of conceiving and evaluating configurations which might be used to couple MHD power extraction systems to plasma core reactors, two principal considerations are dominant; (1) the MHD duct operating pressure should be a few atmospheres while the reactor operating pressure is of the order of 500 atm; and (2) space occupied by MHD duct magnets and electrodes and parasitic neutron absorptions by the MHD duct materials should be small to minimize their impact on reactor criticality. The transmission cell concepts described in the preceding section provide a means to satisfy both constraints.

The configurations shown in Fig. 3 are both adaptable for use as MHD systems. In both cases, the MHD ducts would be located outside the nuclear fuel and moderator zones and essentially neutronically isolated. The transmission cells with series of fused-silica ports under compressive load would permit operation with the appropriate pressure differential between the FCR fuel region and the MHD duct. Two modes of operation would be possible. The MHD duct could be attached at the ends of the working fluid channels shown in Fig. 3. Power would be extracted after the fluid was heated as in most MHD concepts. A second option could be to install the MHD ducts with magnets and electrodes in the working fluid channels. Power would be extracted as the working fluid was heated, resulting in a very efficient cycle since the working fluid temperature and conductivity would be constant at the MHD duct. The latter constant temperature MHD power conversion system was first suggested in Ref. 25.

Preliminary investigations were made of possible MHD seeding materials. The most attractive working fluid and seeding materials identified for a FCR-MHD system were suspensions of thermionically emitting particles of barium oxide or mixed oxides of barium, calcium, and strontium in argon gas. The main theoretical advantages of an emitter suspension over an alkali metal seeded gas are its higher conductivity at temperatures up.
to about 2000 K (especially at pressures of 10 atm and above) and its relatively small variation in conductivity with changes in pressure ($\alpha^2 = 0.13$).

The latter property permits conceptual designs of MHD systems with operating pressures up to 50 atm with the resulting savings in component size.

Discussions of theoretical and experimental investigations of the conductivities of gas borne suspensions of thermionic emitters are given in Refs. 26 and 27. Particle suspensions also tend to be broadband absorbers of radiant energy, making them ideally suited as PC/working fluids.

Related analyses of a closed-cycle nuclear MHD system using dust suspension described in Ref. 28 indicate that overall cycle efficiencies up to ~60 percent are theoretically possible with conventional nuclear reactors. Overall cycle analyses and identification of system components should be performed for a reference PCR-MHD power plant to evaluate its potential as an efficient power generation system.

**Photodissociation of Halogens to Produce Hydrogen**

Plasma core reactors have been proposed as a high power source of radiant energy for which efficient use or high intensity photon fluxes emitted from the radiating ionized fuel cloud can be employed in thermochemical and photochemical employing hydrogen as a fuel is attractive because it is nonpolluting. Hydrogen may be produced from energy sources such as nuclear reactors or solar radiation to the exclusion of production from fossil fuel sources. However, for hydrogen to become a viable fuel, satisfying significant future energy requirements, a means of producing vast quantities in an economic process must be identified and demonstrated.

Studies were conducted to evaluate methods for producing hydrogen using the intense photon fluxes emitted from plasma core reactors. A relatively simple concept proposed here for the photolytic decomposition of water in which the unique radiation emission characteristics of the plasma core reactor are utilized is shown in Fig. 9. Three successive working fluid channels are employed in the process. The first two channels provide a reaction site for the two-step, closed-cycle photolytic decomposition of water and the third channel is provided to absorb the residual thermal radiation either by flowing particle laden gases or by graphite finned rods which transfer the absorbed energy to a flowing gas stream by convection. The concept utilizes radiation and the chemical properties of halogens and hydrogen halides and the unique radiation characteristics of the plasma core reactor to circumvent the problems associated with the direct thermal or photolytic decomposition of water. The key to the concept depends upon the ability of halogens to react with water to form the corresponding hydrogen halide and oxygen species.

In the concept a series of relatively low temperature thermal or photolytic reactions are used to effect decomposition of water and to permit easy separation of reaction products. The combined overall reaction describing the process may be expressed as

$$\text{Br}_2(g) + 2\text{I}_2(g) + \text{H}_2\text{O}(g) \xrightarrow{h\nu} \text{H}_2(g) + \text{Br}_2(g) + 2\text{I}_2(g) + 3\text{O}_2(g)$$

Results of composition calculations indicate that molecular bromine ($\text{Br}_2$) does not appreciably react with water. However, similar composition calculations with atomic bromine (Br) and water yield hydrogen bromide (HBr) and oxygen ($\text{O}_2$) as the principal products. Thermal dissociation of the halogens occurs to an appreciable degree (~50 percent) only at temperatures greater than 1500 K. In the concept, the radiant flux is used to induce photodissociation of the bromine and iodine molecular species and thermal dissociation is used for the hydrogen iodide and iodine monobromide species. Gaseous molecular bromine ($\text{Br}_2$) and water ($\text{H}_2\text{O}$) are allowed to react at approximately 450 K in the presence of radiation (365 ≤ $\lambda$ ≤ 535 nm) to yield gaseous hydrogen bromide and oxygen. Since HBr is not appreciably dissociated at temperatures below approximately 1500 K, HBr is then allowed to react with iodine ($\text{I}_2$) at 456 K in the presence of radiation (430 ≤ $\lambda$ ≤ 740 nm) to yield gaseous hydrogen iodide (HI) and iodine monobromide (IBr). Cooling the reaction mixture below the boiling point of IBr permits separation of liquid IBr from gaseous HI and HBr. Iodine ($\text{I}_2$) and bromine ($\text{Br}_2$) are regenerated from IBr at a temperature of about 700 K. The HI-HBr mixture is heated to about 700 K to thermally decompose HI to hydrogen ($\text{H}_2$) and $\text{I}_2$. Upon quenching to a temperature below 456 K, $\text{I}_2$ is liquefied and separated from the $\text{H}_2$ and HBr. Finally, the solubility of HBr in H2O is utilized to separate $\text{H}_2$ from HBr.

For plasma core reactors with radiating temperatures between 4000 K and 6000 K, iodine absorbs over a larger fraction of the available spectra than bromine and overlaps portions of the spectra in which bromine also absorbs. To maximize bromine photodissociation to atomic bromine, the bromine region is positioned to intercept the incident thermal radiation first and is of sufficient thickness to reduce the spectral flux to less than one percent of its incident value. The iodine region is located behind the bromine region in the thermal radiation path and is also of sufficient thickness to absorb all but one percent of the spectral flux in its photodissociation wavelength range.

The fractions of radiant energy available to induce photodissociation of bromine and iodine are 0.25, 0.353, and 0.438 for black-body radiating temperatures of 4000 K, 5000 K, and 6000 K, respectively. The concept process also requires
two other dissociation reactions namely, HBr and IBr into H₂, I₂, and Br₂. The dissociation of HBr and IBr can be carried out thermally in a consecutive sequence of separation chambers. By considering these photodissociation and thermal dissociation reactions only, and assuming the higher heating value of water equal to 68.4 KCal/Mole of hydrogen consumed, a maximum thermal efficiency of 0.55% was calculated for the case where recombination and other thermal losses are neglected. The other thermal energy requirements considered were those related to heating the initial species of H₂O (liquid), bromine (liquid), and iodine (solid) from room temperature, to the gaseous state at a temperature of 456 K and at which the gaseous constituents enter the working fluid channels where they are exposed to the incident thermal radiant flux. Thermal efficiencies were calculated for each spectrum and were approximately 0.41. The calculated efficiencies are based on the assumption that there is no recombination of dissociated species and that there is no recovery either of the heats of reaction for the closed-cycle process or of the energy devoted to initial heating of the constituents. Thus in an actual process, the range of thermal efficiency would be expected to be between 0.41 and 0.55.

Because of the discriminatory manner by which the thermal radiant energy spectra are absorbed in the production of hydrogen for the photodissociation reactions of bromine and iodine, the residual energy in the spectra may be a considerable fraction of the total radiant energy available. This energy could be utilized for some other energy conversion system. The actual fraction of residual energy available depends upon the radiating temperature of the plasma and the spectral flux distribution emanating from the fuel region. For radiating temperatures between 4000 K and 6000 K, approximately 25 and 55 percent, respectively, of the spectral flux is available for use in bromine and iodine photodissociation reactions. For a plasma core reactor operating over this range of radiating temperature, this hydrogen production concept could be used as an auxiliary cycle to a primary energy conversion system such as the closed-cycle helium gas turbine system described in a previous section. The advantages of this dual energy extraction possibility is that the reactor can be operated at normal power during times when demand for electric power is not high and hydrogen may be produced. The hydrogen could be stored for subsequent usage. It is also possible to operate in a mode such that hydrogen production and the helium gas turbine system operate simultaneously.

Here the hydrogen produced could either be consumed in fuel cells to aid in meeting the immediate power demand or stored for subsequent use.

Thorium-Uranium-233 Breeder Reactor

Plasma core reactors have several features which are of benefit in terrestrial applications in addition to increased thermodynamic cycle efficiency resulting from high temperature operation. One of these features involves use of the Thorium-U-233 breeding cycle. Studies were performed to estimate the operating characteristics of the plasma core reactor configuration shown on the right of Fig. 2 operating as a thermal breeder with the Thorium-U-233 cycle.

Fuel bred in a fertile blanket can be separated on-site and incorporated directly into the reactor fuel cycle flowing inventory or stored for use in other reactors. Such on-site reprocessing of the nuclear fuel would eliminate fuel element fabrication cost and avoid the necessity to transport expended fuel elements to remote locations. A thorough study of the safety of plasma core reactors has not been conducted; however, it is expected that the consequences of an accident in a plasma core reactor would be minimal because fission products are separated and removed continuously in the on-site reprocessing facility. The high pressure, power producing core region contains relatively small amounts of radioactive materials which potentially could be released from the reactor in the event of an accident. The breeder reactor concept could provide high temperature working fluids for efficient, closed-cycle gas turbine systems. In the breeder configuration shown in Fig. 2, structural neutron poisons are minimized by employing heavy-water as the reflector-moderator material and by encasing the working fluid and fuel region in Zircalloy tanks. A graphite-lined, fertile Thorium breeding blanket surrounds the heavy-water moderator. The complete assembly is contained within a pressure vessel. The reactor configuration consists of six 1-m-dia by 4.35-m-long cylindrical fuel cavities embedded in the heavy-water reflector-moderator. The fertile Thorium blanket is composed of a molten salt solution (ThF₄-BF₃-LiF with mole fractions of 0.27, 0.02, and 0.71, respectively) similar to that employed in the molten salt breeder reactor concepts described in Ref. 29. The fissile nuclear fuel is U-233 which allows exploitation of the Th-232 and U-233 breeding cycle. The technology required for removing the U-233 produced in the molten salt fertile Thorium solution is well-developed and could be employed for a plasma core breeder reactor configuration. The unit cells of the breeder configuration are similar to those in the nonbreeder plasma core reactor configuration. However, in the breeder the graphite fins could not be enclosed in fused-silica tubes due to neutron absorption in the fused silica.

For the breeder reactor configuration described above, the breeding ratio was obtained from absorption rates obtained in one-dimensional transport theory critical mass search calculations using twenty neutron groups. Also, detailed analysis of the breeding ratio achievable was performed. The reactor has a calculated critical mass of 84.4 kg of U-233, an operating fuel partial pressure of 698 atm, and a maximum
calculated breeding ratio of 1.080, assuming that all Th-232 absorptions in the fertile breeding blanket are converted to U-233 atoms. However, in an operating breeder reactor, the complete conversion and reclamation of U-233 atoms from the Th-232 atoms which absorb neutrons is not possible and, hence, the actual achievable breeding ratio is somewhat reduced. Included in the model of the breeding chain, are the processes by which (1) uranium is reclaimed by fluoridation (UF₄+P₂UF₅ gas) and removed from the molten fertile breeding blanket, and (2) protactinium is removed via a chemical process.

The particular leg of the U-233 production chain which would maximize the breeding ratio is

\[
\frac{\text{Th-232} \to \text{U-233} \to \text{U-233}}{\text{23.5 m}} \quad \frac{\text{Pa-233}}{27.4 \text{ d}} \quad \frac{\text{Pu-233}}{1.06 \times 10^5 \text{Y}}
\]

Where \( \lambda_{cP} \) is equivalent to a decay constant describing the removal rate of Pa from the fertile breeding blanket by chemical processing. In the presence of a neutron flux field, the isotopes of Th, Pa, and U undergo transmutation to other isotopes in the chain via (n,γ) absorption reactions or by fission reactions. The only desired neutron absorption reaction is the transmutation of Th-232 to Th-233 via the (n,γ) reaction. All other neutron absorption reactions and fission reactions are loss channels which diminish the breeding ratio. A computer program, ISOCRUNCH (Ref. 30), which solves the general differential equation describing the production and removal of an isotope in a reaction and decay scheme, has been modified and a procedure has been implemented to solve the differential equations which describe the production and removal of the isotopes in the Th-U-233 breeding cycle chain. The procedure makes use of the twenty neutron group flux distributions from one-dimensional spherical critical mass calculations to determine corresponding fission and absorption rates for each of the isotopes. The fission and absorption rates are used as input to the ISOCRUNCH computer program.

Breeding ratio results for the previously mentioned breeder reactor configuration were calculated for two different continuous chemical processing and fluoridation rates. The independent chemical processing and fluoridation rates were assumed to be equal for each of the cases. The chemical processing and fluoridation half-lives for the two cases are twelve hours and seven days (the half-lives are defined as the time required to remove half of the desired isotopes from the breeding blanket by the chemical or fluoridation processes). The calculated breeding ratios asymptotically approach 1.077 and 1.067 for the chemical processing and fluoridation half-lives of twelve hours and seven days, respectively. The concentration of Th-232 atoms in the breeding blanket was assumed to be constant with time for these calculations. For continuous chemical processing and fluoridation half-lives of twelve hours, the breeding ratio is greater than 1.06 after approximately seventy days. Similarly, for continuous chemical processing and fluoridation half-lives of seven days, the breeding ratio is not greater than 1.06 until approximately two years.

It has been calculated that a plasma core breeder reactor operating at a thermal power level of 2500 MW with a constant breeding ratio of 1.06, will have a doubling time of approximately five years for a total fuel inventory which includes fuel in the recirculation system equal to four times the critical mass. To achieve doubling times of approximately five years, it is necessary to have a time-averaged breeding ratio of 1.06, indicating that short chemical processing and fluoridation half-lives on the order of twelve hours to seven days are necessary to bring the system to secular equilibrium as quickly as possible and to minimize U-233 losses from the breeding blanket due to unwanted neutron reactions.

**Concluding Remarks:**

The investigations described above have indicated that several space and terrestrial applications for plasma core reactors appear feasible and offer significant advances in performance and thermodynamic cycle efficiency. Progress reported in the other sessions of this conference on cavity reactor experiments, nuclear pumped laser demonstrations, uranium plasma experiments, and development of UF₆ handhing technology is also very encouraging. Clearly, as soon as plasma core reactors with capability to provide intense radiant energy fluxes become available, the applications described above and many others as yet not considered will be coupled to them. In our judgment, it is most important to press forward with the planned cavity reactor experiments and the associated development of UF₆ handling technology and plasma confinement experiments to demonstrate the feasibility of plasma core reactors as a viable fission energy source for the 1980's and beyond.
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List of Symbols

\( A_{WC/AC} \) Ratio of working channel duct-to-total cavity surface area, dimensionless

\( P \) Pressure, atm

\( P_F/(P_F+P_{FU}) \) Fluorine to uranium bearing species pressure ratio, dimensionless

\( P_{TOT} \) Total pressure, atm

\( Q_{CONV} \) Convective power removal by fuel and buffer flows, MW/Cell

\( Q_{CD} \) Power deposited in moderator, MW/Cell

\( Q_R \) or \( Q_{RC/CD} \) Radiated thermal power, MW/Cell

\( Q_{RAD} \) Radiated thermal power to liner, MW/Cell

\( Q_{TOT} \) Total power, MW/Cell

\( R \) Radius, cm

\( R_{Al} \) Aluminum reflectivity, dimensionless

\( T \) Temperature, deg K

\( (T_{BR/OUT} \) or \( T_{BR} \) Black-body temperature corresponding to outward directed radiant flux at edge-of-fuel location, deg K

\( T_{CL} \) Centerline temperature, deg K

\( \lambda \) Wavelength, microns or nm

\( \rho \) Density, g/cm³

TABLE I
TRANSMISSION CELL PERFORMANCE

<table>
<thead>
<tr>
<th>Cell L/D</th>
<th>Transmissivity Without SiO₂</th>
<th>Total SiO₂ Thickness, cm</th>
<th>Transmissivity of SiO₂</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>0.92</td>
<td>0.25</td>
<td>0.941</td>
</tr>
<tr>
<td>1.0</td>
<td>0.83</td>
<td>0.50</td>
<td>0.923</td>
</tr>
<tr>
<td>2.0</td>
<td>0.72</td>
<td>1.0</td>
<td>0.900</td>
</tr>
<tr>
<td>4.0</td>
<td>0.56</td>
<td>2.0</td>
<td>0.874</td>
</tr>
</tbody>
</table>

TABLE II
PERFORMANCE CHARACTERISTICS FOR UF₆-FUELED GASEOUS NUCLEAR REACTORS

Cylindrical Reactor With Six Unit Cells - See Fig. 2
Critical Mass - 86.6 kg of U-235
See Table III for Energy Balance

<table>
<thead>
<tr>
<th>Black-Body Temperature, ( T_{BR/OUT} ), deg K</th>
<th>Duct-To-Cavity Area Ratio, SiO₂/Total</th>
<th>Black-Body Temperature, ( T_{BR/OUT} ), deg K</th>
<th>Centerline Temperature, ( T_{CL} ), deg K</th>
<th>Cavity Pressure, kPa</th>
</tr>
</thead>
<tbody>
<tr>
<td>2000</td>
<td>1170</td>
<td>3500</td>
<td>110</td>
<td>110</td>
</tr>
<tr>
<td>2000</td>
<td>1385</td>
<td>4300</td>
<td>90</td>
<td>90</td>
</tr>
<tr>
<td>2000</td>
<td>1522</td>
<td>6900</td>
<td>80</td>
<td>80</td>
</tr>
<tr>
<td>2000</td>
<td>1622</td>
<td>7700</td>
<td>85</td>
<td>85</td>
</tr>
<tr>
<td>2000</td>
<td>2000</td>
<td>8800</td>
<td>90</td>
<td>90</td>
</tr>
<tr>
<td>3000</td>
<td>1760</td>
<td>10,500</td>
<td>190</td>
<td>190</td>
</tr>
<tr>
<td>3000</td>
<td>2017</td>
<td>12,500</td>
<td>230</td>
<td>230</td>
</tr>
<tr>
<td>3000</td>
<td>2125</td>
<td>13,700</td>
<td>255</td>
<td>255</td>
</tr>
<tr>
<td>3000</td>
<td>2430</td>
<td>14,800</td>
<td>270</td>
<td>270</td>
</tr>
<tr>
<td>3000</td>
<td>3000</td>
<td>18,000</td>
<td>300</td>
<td>300</td>
</tr>
<tr>
<td>3000</td>
<td>3245</td>
<td>16,400</td>
<td>320</td>
<td>320</td>
</tr>
<tr>
<td>3000</td>
<td>3785</td>
<td>17,200</td>
<td>360</td>
<td>360</td>
</tr>
<tr>
<td>3000</td>
<td>3245</td>
<td>18,800</td>
<td>385</td>
<td>385</td>
</tr>
<tr>
<td>3000</td>
<td>3785</td>
<td>18,800</td>
<td>385</td>
<td>385</td>
</tr>
<tr>
<td>3000</td>
<td>3245</td>
<td>19,900</td>
<td>420</td>
<td>420</td>
</tr>
<tr>
<td>3000</td>
<td>3000</td>
<td>26,000</td>
<td>505</td>
<td>505</td>
</tr>
<tr>
<td>3000</td>
<td>2930</td>
<td>18,200</td>
<td>400</td>
<td>400</td>
</tr>
<tr>
<td>3000</td>
<td>2500</td>
<td>20,200</td>
<td>600</td>
<td>600</td>
</tr>
<tr>
<td>3000</td>
<td>2930</td>
<td>21,200</td>
<td>665</td>
<td>665</td>
</tr>
<tr>
<td>3000</td>
<td>3460</td>
<td>21,200</td>
<td>665</td>
<td>665</td>
</tr>
<tr>
<td>3000</td>
<td>3800</td>
<td>22,800</td>
<td>665</td>
<td>665</td>
</tr>
<tr>
<td>3000</td>
<td>4055</td>
<td>24,300</td>
<td>730</td>
<td>730</td>
</tr>
<tr>
<td>3000</td>
<td>4000</td>
<td>29,800</td>
<td>850</td>
<td>850</td>
</tr>
</tbody>
</table>

*Equivalent Black-Body Radiating Temperature
### TABLE III

**ENERGY BALANCE FOR UF₆-FUELED GASEOUS NUCLEAR REACTORS**

See Table II For Associated Parameters

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>2000</td>
<td>0.0</td>
<td>3.31</td>
<td>0.00</td>
<td>1.21</td>
<td>1.69</td>
</tr>
<tr>
<td>2000</td>
<td>0.1</td>
<td>4.71</td>
<td>1.29</td>
<td>1.06</td>
<td>1.77</td>
</tr>
<tr>
<td>2000</td>
<td>0.2</td>
<td>6.51</td>
<td>2.51</td>
<td>0.91</td>
<td>2.28</td>
</tr>
<tr>
<td>2000</td>
<td>0.3</td>
<td>8.21</td>
<td>3.66</td>
<td>0.78</td>
<td>2.74</td>
</tr>
<tr>
<td>2000</td>
<td>1.0</td>
<td>16.94</td>
<td>10.27</td>
<td>0.00</td>
<td>4.20</td>
</tr>
<tr>
<td>3000</td>
<td>0.0</td>
<td>13.24</td>
<td>6.13</td>
<td>5.46</td>
<td>1.65</td>
</tr>
<tr>
<td>3000</td>
<td>0.1</td>
<td>20.60</td>
<td>7.54</td>
<td>5.36</td>
<td>6.13</td>
</tr>
<tr>
<td>3000</td>
<td>0.2</td>
<td>27.89</td>
<td>12.72</td>
<td>4.63</td>
<td>6.53</td>
</tr>
<tr>
<td>3000</td>
<td>0.3</td>
<td>33.50</td>
<td>18.56</td>
<td>3.94</td>
<td>6.81</td>
</tr>
<tr>
<td>3000</td>
<td>1.0</td>
<td>68.70</td>
<td>52.02</td>
<td>0.00</td>
<td>8.09</td>
</tr>
<tr>
<td>4000</td>
<td>0.0</td>
<td>30.39</td>
<td>19.36</td>
<td>7.15</td>
<td>3.75</td>
</tr>
<tr>
<td>4000</td>
<td>0.1</td>
<td>52.38</td>
<td>20.67</td>
<td>16.93</td>
<td>8.15</td>
</tr>
<tr>
<td>4000</td>
<td>0.2</td>
<td>72.80</td>
<td>40.18</td>
<td>14.63</td>
<td>8.89</td>
</tr>
<tr>
<td>4000</td>
<td>0.3</td>
<td>92.03</td>
<td>58.65</td>
<td>12.45</td>
<td>9.43</td>
</tr>
<tr>
<td>4000</td>
<td>1.0</td>
<td>201.35</td>
<td>164.39</td>
<td>0.00</td>
<td>11.79</td>
</tr>
<tr>
<td>5000</td>
<td>0.0</td>
<td>64.30</td>
<td>47.26</td>
<td>9.00</td>
<td>8.04</td>
</tr>
<tr>
<td>5000</td>
<td>0.1</td>
<td>116.94</td>
<td>50.45</td>
<td>41.32</td>
<td>10.55</td>
</tr>
<tr>
<td>5000</td>
<td>0.2</td>
<td>166.21</td>
<td>98.11</td>
<td>35.71</td>
<td>11.62</td>
</tr>
<tr>
<td>5000</td>
<td>0.3</td>
<td>212.67</td>
<td>143.18</td>
<td>30.40</td>
<td>12.51</td>
</tr>
<tr>
<td>5000</td>
<td>1.0</td>
<td>479.28</td>
<td>401.55</td>
<td>0.00</td>
<td>18.02</td>
</tr>
</tbody>
</table>

*Equivalent Black-Body Radiating Temperature.

### TABLE IV

**PERFORMANCE CHARACTERISTICS OF GASEOUS NUCLEAR ROCKET ENGINES**

<table>
<thead>
<tr>
<th>Engine Parameter</th>
<th>Coaxial Flow</th>
<th>Nuclear Light Bulb</th>
<th>Small Nuclear Light Bulb</th>
</tr>
</thead>
<tbody>
<tr>
<td>Engine Mass, kg</td>
<td>40,000-210,000</td>
<td>29,500-45,000</td>
<td>6,800-28,000</td>
</tr>
<tr>
<td>Operating Pressure, atm</td>
<td>490-2000</td>
<td>400-900</td>
<td>500-1000</td>
</tr>
<tr>
<td>Specific Impulse, s</td>
<td>2500-6000</td>
<td>1100-2500</td>
<td>925-1550</td>
</tr>
<tr>
<td>Thrust-to-Weight Ratio</td>
<td>0.05-0.20</td>
<td>0.3-1.6</td>
<td>0.14-0.29</td>
</tr>
</tbody>
</table>

### TABLE V

**PERFORMANCE OF NUCLEAR LIGHT BULB ROCKET ENGINE WITH URANIUM HEXAFLUORIDE FUEL**

<table>
<thead>
<tr>
<th>Engine Parameter</th>
<th>Fuel Radiating Temperature</th>
</tr>
</thead>
<tbody>
<tr>
<td>Operating Pressure, atm</td>
<td>4000 K</td>
</tr>
<tr>
<td>Uranium Partial Pressure, atm</td>
<td>5000 K</td>
</tr>
<tr>
<td>Power, MW</td>
<td>6000 K</td>
</tr>
<tr>
<td>Propellant Exit Temperature, deg K</td>
<td>540</td>
</tr>
<tr>
<td>Primary Propellant Weight Flow, kg/s</td>
<td>244</td>
</tr>
<tr>
<td>Corrected Specific Impulse, s</td>
<td>3200</td>
</tr>
<tr>
<td>Thrust, N</td>
<td>880</td>
</tr>
<tr>
<td>Engine Mass, kg</td>
<td>45,000</td>
</tr>
<tr>
<td>Thrust-to-Weight Ratio</td>
<td>37,700</td>
</tr>
</tbody>
</table>

*Fig. 1 Concepts for coupling thermal radiation to working fluids.*
Fig. 2 Plasma core reactor configurations for electric power generation.

Fig. 3 Transmission cells in plasma core reactors.

Fig. 4 Pressure ratios of Fluorine to uranium and uranium fluoride species.

Fig. 5 Variations of thermal radiation power deposition for plasma core reactor unit cells with reflecting liners.

Fig. 6 Density and temperature distributions for plasma core reactor with edge-of-fuel temperature of 4000K.
Fig. 7 Helium closed-cycle gas turbine system with plasma core reactor heat source.

Fig. 8 Calculated cycle efficiency for helium closed-cycle gas turbine system with plasma core reactor heat source.

Fig. 9 Concept for photochemical/thermochemical hydrogen production using thermal radiation from plasma core reactor.
Abstract

The purpose of this study is to review existing techniques and to discuss novel approaches for broadband photoexcitation of lasers. This subject is of interest because of the emergence of future intense near-equilibrium and blackbody sources, such as the gas-core reactor, and electric discharge plasma devices, which are the key to the development of intense broadband radiation sources. The possible use of radiation from solar concentrators in space also fits into this general area. The varied uses of photoexcitation of lasers are discussed ranging over direct optical pumping, photodissociation, and photopreionization. In addition, the use of lasers for broadband photoexcitation of new laser transitions and chemical reactions is shown. This is accomplished through multiline operation of high-pressure tunable lasers which can use the broadband radiation for multiphoton excitation. Acknowledgment is made of helpful discussions with D. H. Phillips, R. S. Rogowski, and B. D. Sidney at the Langley Research Center, and J. Verdegem (Illinois Univ.), D. L. Hess (Hughes Research Labs), C. Wittig (Southern Cal. Univ.), and T. Cool (Cornell Univ.).

I. Broadband Photoexcitation with Blackbody Sources

Photoexcitation of lasers requires that the spectral range of the radiation source overlap the absorption lines or bands of the laser and that the power density of the source in this range be sufficient for exceeding the threshold power density for lasing. For convenient analysis of these criteria Planck's law for the distribution of power/area/unit wavelength of blackbody radiation over various wavelengths is plotted in Figures 1 and 2 for 6000°K, 15,000°K, and 20,000°K vs wavelength.

Potential sources for broadband photoexcitation are the gas-core reactor which will be capable of radiating at temperatures from 6000°K to over 20,000°K, electric discharges which may even operate at higher temperatures and the Sun. Use of solar radiation requires concentration of the 1.4 x 10^-4 W/cm^2 radiation intensity in Earth orbit. The maximum concentration of radiant energy is limited by the invariant N/n^2 where N is the radiance in power per unit area per steradian and n is the local index of refraction. In free space the maximum possible concentration of blackbody radiation will yield an irradiance equal to that found at the surface of the blackbody, which at 6000°K would be 2 x 10^6 Watts/cm^2. However, in a high index of refraction material this concentration is increased by a factor of n^2. The additional concentration due to the change in index of refraction does not change the radiation temperature, since by Planck's law

\[ \frac{2(P/A)}{\alpha} \frac{\hbar^2}{\nu^3} \frac{v^3}{c_0^2} e^{\hbar v/k T} = 1 \]

where c_0 is the velocity of light in free space. This additional concentration has been used for enhancement in photon counters behind high n material. Application to high index of refraction laser media would require special considerations. As indicated by the large concentration ratios, use of large lasing media would require large space structures. Use of solar concentrators for Nd:YAG lasers is discussed in references 2 and 3.

Broadband photoexcitation requires a combination of broadband absorption in the lasing medium and sufficiently low threshold power density to match the power density of the blackbody source in the spectral range of the absorption region. For example, both the solid-state Nd:YAG laser and the liquid dye laser absorb in the visible spectrum, but the Nd:YAG laser has orders of magnitude lower power density threshold. A threshold of less than 20 W/cm^2 is quoted in reference 4 for an Nd:YAG laser, whereas reference 5 gives a threshold of 20 kW/cm^2 for a dye laser. As a result, the Nd:YAG laser can be excited by 6000°K blackbody sources (Fig. 1), whereas, a dye laser would require a blackbody source somewhat in excess of 20,000°K (Fig. 2), to yield sufficient power density in the visible spectrum. Since a 20,000°K source has its peak power density in the near UV, such direct excitation of the dye laser is inefficient.

Broadband photoexcitation of gas lasers offers potential advantages over solid and liquid lasers because material limits are less severe, and large uniform lasing media are available. Two major categories of gas lasers are discussed: photodissociation lasers which have chemical reversibility through regeneration of the initial products, and are suited to continuous photoexcitation; and other lasers utilizing optical pumping of molecular vibrational states in the near infrared, which, when operated at high pressures, permit broadband pumping because of pressure broadening and overlapping of laser lines.
II. Broadband Photodissociation Lasers

NOCI and IBr have been used to produce chemically reversible photodissociation lasers. For the NOCI system, lasing occurs on the vibrational-rotational transitions of NO at 5.95-6.30 µm (Ref. 6). For the IBr photodissociation system electronic excitation of Br occurs with lasing at 2.714 µm (Ref. 7). Early flashlamp experiments indicate that the threshold for the NOCI system may be low enough to allow solar pumping, however, further studies of NOCI and IBr lasers are required. The photodissociation lasers using organic iodides CF3I and C2F5I (Ref. 8) yield higher gain and power for analogous transitions of atomic iodine, I*, at 1.315 µm. These lasers have a broad absorption band from 2500-2900 Å which matches the peak intensity region of blackbody radiation at ~20,000°K and could probably be excited by a gas-core reactor operating at that temperature.

Figure 3 shows a simplified diagram of an electronic-vibration (E-V) energy transfer Br*-CO2 laser. This type of photodissociation laser produces electronically excited Br atoms from Br2 molecules which have absorption bands from the near UV through the visible. The excited Br* atoms are, however, not used directly for lasing, but for near resonant excitation of vibrational molecular states, e.g., CO2, which lases in the infrared (Ref. 9). This type of system may be very important for pumping IR lasers with solar and other high-temperature blackbody sources, since absorption occurs near the peak of the blackbody spectrum (Fig. 1). Several molecules can be used in high efficiency IR lasers. These molecules should be investigated, to determine if their power density thresholds are sufficiently low to be pumped by these blackbody sources. Communications with C. Wittig (Southern Cal. Univ.) suggest that low thresholds may be possible. Since the conversion is from short-to-long wavelengths, the energy transfer efficiency is reduced by the ratio of the wavelengths.

More efficient transfer could be achieved in lasers which radiate at wavelengths shorter than the CO2 laser. One such system has been demonstrated for HCN lasing at 3.85 µm (Ref. 10). This laser, however, requires intense excitation to maintain a steady-state population inversion due to the short lifetimes of the excited HCN states. For efficient E-V photodissociation lasers, molecular systems operating at short IR wavelengths and with long-lived excited states, such as CO2, should be investigated.

Figure 4 shows a typical excimer laser; excimers, bound excited molecular states, form by the combination of electronically excited atoms with noble gas atoms. Such states have been obtained for noble gas-halides, noble gas-oxygen, and noble gas-alkali systems. The repulsive ground states encourage continuous lasing and reversibility. Broadband photodissociation can play a role, e.g., in the (ArO)6 laser (Ref. 11); however, the production of O* by broadband photodissociation occurs in the far UV. Photoexcitation, in the visible, of noble gas-alkali excimer lasers is being studied (Refs. 12 and 13). Recent communications with J. Verdeyen (Illinois Univ.) indicate that the absorption of tunable dye laser radiation by cesium in high-pressure xenon gas occurs over a broader spectral range than the width of Cs absorption lines. The lasing threshold was calculated to be 3.46 kW/cm³. Communications with L. D. Hess (Hughes Research Labs.) indicate studies with flashlamp excitation which, however, did not attain the high efficiencies (up to 10%) theoretically projected for excimer lasers.

III. Broadband Optical Pumping of Vibrational Molecular Laser Transitions in the Infrared

For solar radiation the radiation intensity in the infrared is much smaller than at peak intensity (Fig. 1). The existence of many rotational-vibrational laser lines over a wide spectral band in the infrared combined with the broadening and overlapping of these lines at high pressures allows broadband absorption of the available radiation.

For the present preliminary study, optical pumping of the CO molecule was studied, because of its long V-T relaxation rates, ~1.9 x 10⁻⁹/sec/torr, which facilitate buildup of steady-state population inversions even at high pressures. Since the CO molecule has a small anharmonic energy defect, the energy may shift to higher vibrational levels unless it is removed. This removal can take place either by cooling or by energy transfer to other molecules. The feasibility for optical pumping of the 1 v → 1 CO vibrational-rotational band with subsequent near resonant V-V energy transfer to CO2, OCS, N2O, C2H2 (Fig. 5) was demonstrated in reference 14 using the second harmonic of the P(24) laser line of the 9.6 µm CO2 band, which falls close to the CO 0 → 1, P(14) laser transition.

For 6000°K blackbody radiation ~4 Watts per cm² are available over an integrated absorption bandwidth of ~2000 Å (P(24) branch) of the 5 µm 0 → 1 CO transition, corresponding to ~0.2 watts per cm² per 100 Å at 5 µm (Fig. 1). The line absorption coefficients in this region are of the order of 10/cm, thus the total power would be absorbed over a distance of ~10⁻¹ cm, yielding a power density of ~40 watts/cm².

Longer penetration depths may be achieved by direct optical pumping of the 0 → 2 CO transition using 2.4 µm radiation. The absorption coefficients are ~7 x 10⁻²/cm and at 2.4 µm concentrated solar radiation provides ~4 Watts/cm²/100 Å (Fig. 1), and 24 Watts/cm² across 600 Å integrated absorption bandwidth. The power density absorbed in the lasing medium will be ~1.7 Watts per cm².

For transfer of the v = 2, CO vibrational energy to CO2 and other molecules, V-V transfer first occurs to the v = 1, CO state. Calculations indicate that for several torr of CO2 in atmospheric CO2 sufficient gain should occur in CO2 to make this a potentially useful laser. The actual power output depends on the exact vibrational-rotational bandwidth available for absorption. More detailed calculations and experiments to determine the efficiency of energy transfer are required.
IV. Use of Multiphoton Lasers for Multiphoton Pumping of Lasers and Chemical Reactions

Two-photon pumped lasers have recently been demonstrated (Ref. 15) where simultaneous pumping with both P(12) and P(14) transitions of a CO2 TEA laser were used to obtain lasing in SF6 at 15.9 µm (Fig. 6). The desirability of better temporal and spatial coincidence, and increased power of the two laser pump lines is stated and the need for careful tuning is noted. In an article (Ref. 16) on stimulation of chemical reactions with laser radiation it is shown that the absorption of a large number of low-energy quanta rather than one high-energy quantum facilitates considerable deviation of resonance mode from the average temperature and that this is very important for controlled stimulation of chemical reactions. A laser has been designed and operated by A. Javan, to achieve independent simultaneous operation of laser lines and broadband tunability (Fig. 7). The independent laser lines are obtained by spatially separating their production in a laser medium, which operates at low power to achieve optimum control of frequency and tunability. This multiline laser radiation passes co-linearly through another lasing medium which is forced to operate on these injected lines, thus maintaining the high frequency stability at considerably higher powers. Such injection locking has been demonstrated in the past for one injected laser line (e.g., Ref. 17), but is new for multiline operation. Furthermore, for high-pressure operation controlled continuous tuning over pressure broadened overlapping lines could be achieved. Rapid chirping over a wide spectral range could approach conditions of an intense broadband nonequilibrium source, in contrast to equilibrium blackbody sources.

V. Photopreionization for High Pressure Laser Plasmas

Photopreionization of high-pressure CO2 electric discharge lasers and other lasers has been extensively studied in recent years to provide an alternative to electron beams in the production of uniform large volume high-pressure lasers, with highly efficient and stable operation. A novel technique involves the addition to the lasing medium of a small quantity of organic seed material (e.g., tripropylamine or trimethylamine) having lower ionization potential than the laser medium. Since the lasing media do not absorb at the wavelengths which preionize the seed and, since seed density is low, an increased penetration depth is achieved. This technique was originally demonstrated by A. Javan and J. S. Levine (Ref. 18) and additional studies have been reported in references 19 and 20. Figure 8 shows a high-pressure CO2 photopreionized laser operating at the NASA Langley Research Center. The laser designed by A. Javan uses flashrods with open spark gaps, which avoid contamination buildup by the seed material such as might occur when using flashlamps.

References
17. * This work partially supported under NASA contract NASl-14289.


Figure 1. Blackbody radiation distribution at 6000°K

Figure 2. Blackbody radiation distribution up to 20,000°K

Figure 3. B$_2^+\text{-CO}^+$ E-V energy transfer laser

Figure 4. Typical excimer laser

Figure 5. Molecules pumped by energy transfer from CO
Figure 6. Two-photon pumping for SF_6 laser

Figure 7. Independently controllable multiwavelength laser

Figure 8. High-pressure photo-preionized CO_2 laser

DISCUSSION

F. HOHL: What sort of intensities do you need to pump an excimer laser?

R. V. HESS: It is very unlikely that one can pump excimer lasers by this method. Verdeyen calculated a threshold of 3.4 kilowatt per cubic cc for noble gas-alkali pumping which is too high. That would need flashlamp pumping. But some of the other lasers we mentioned — the photo dissociation lasers, NOCl, iodine bromide and also the bromine molecule that has an e.v. transition, and also the CO which has long lifetimes and therefore low thresholds are potentials for pumping by this method.

K. THOM: What do you think about the possibility of using solar pumping for such lasers?

R. V. HESS: The Nd-Yag laser is being solar pumped but that is a solid state laser, being considered for communications. The best candidates for solar pumping seem to be NOCl, bromine molecules, IBr, and potentially CO because this displays broadband excitation and has a long lifetime and a relatively low threshold. We are looking more at these possibilities right now.
STATUS OF PHOTOELECTROCHEMICAL PRODUCTION OF HYDROGEN AND ELECTRICAL ENERGY
Charles E. Byvik and Gilbert H. Walker NASA Langley Research Center Hampton, Virginia

Abstract

The efficiency for conversion of electromagnetic energy to chemical and electrical energy utilizing semiconductor single crystals as photoanodes in electrochemical cells has been investigated. Efficiencies as high as 20 percent have been achieved for the conversion of 330 nm radiation to chemical energy in the form of hydrogen by the photoelectrolysis of water in a SrTiO₃ based cell. The SrTiO₃ photoanodes have been shown to be stable in 9.5 M NaOH solutions for periods up to 40 hours. Efficiencies of 9 percent have been measured for the conversion of broadband visible radiation to hydrogen using n-type GaAs crystals as photoanodes. Crystals of GaAs coated with 500 nm of gold, silver, or tin for surface passivation showed no significant change in efficiency. By suppressing the production of hydrogen in a CdSe-based photogalvanic cell, an efficiency of 9 percent has been obtained in conversion of 633 nm light to electrical energy. A CdS-based photogalvanic cell produced a conversion efficiency of 5 percent for 500 nm radiation.

I. Introduction

The utilization of broad band radiation from a fissioning plasma or of narrow band laser radiation in space requires transformation into other energy forms. Ideally, this energy transformation should be performed by a device that is (a) efficient, (b) sensitive over a broad wavelength interval, (c) stable both thermally and chemically, and (d) intensity efficient (especially for the case of high photon energy densities characteristic of lasers and plasma reactors). Recent research has indicated that semiconductors used as photoanodes in an electrochemical cell with an aqueous electrolyte can be used to convert photon energy to both chemical energy (in the form of molecular oxygen and molecular hydrogen) and electrical energy.

The overall reaction proposed to be taking place in the cell when light having energy greater than the bandgap of TiO₂ (3.0 eV) was

$$\text{H}_2\text{O} + 2 h\nu \rightarrow \frac{1}{2} \text{O}_2 + \text{H}_2$$  \hspace{1cm} (1)

where the photon energy is converted to chemical energy stored as the free energy of hydrogen (68.3 kcal/mole).

A simple extension of this photon assisted electrolysis of water in a semiconductor-based electrochemical cell is to suppress the hydrogen and oxygen production by introducing into the electrolyte a suitable redox couple (an ionic couple which is oxidized at one electrode and reduced at the other without changing the composition of the electrolyte) and utilizing the electrical energy produced by placing a load in the external circuit. This is the principle of a photogalvanic cell.

The results reported for the TiO₂-based photocell indicated that further research was needed to (1) establish the nature of the photon induced processes at the semiconductor-electrolyte interface; (2) determine the energy conversion efficiency of the semiconductor-based electrochemical cells; and (3) explore the use of other
semiconductors as photoelectrodes in both photo­
galvanic and photoelectrolytic cells. The results
of the NASA sponsored work in this area is the
subject of this paper.

III. Results

Photoelectrolysis Cells

A detailed study of the TiO2-based photoelec­
trolysis cell was made by Wrighton, et al.5 Their
work concluded that, for a cell with a single elec­
trolyte and UV radiation (351 nm, 364 nm):
(1) oxygen is evolved at the photoanode (TiO2) and
hydrogen at the cathode (Pt) in the stochiometric
ratio of two to one in agreement with equation (1);
(2) a minimum external voltage of 0.25
volts is
· necessary
· for the photoelectrolysis to take place;
· (3) the photoelectrolysis reaction does not produce
dissolution of the TiO2 anode and is therefore a
catalytic reaction; and (4) optical energy storage
efficiency of the order of 1 percent can be
achieved by the production of hydrogen.

This research was followed by studies of other
semiconductors used as photoanodes in photoelec­
trolytic cells. Table I gives a listing of the semi­
conductors used as photoanodes in the work to date,
as well as their efficiencies, the photon sources
used, and the need for external power supplies.

Titanium dioxide, antimony doped tin oxide, the
tantalates and strontium titanate have been shown
to be photochemically stable as photoanodes in
electrochemical cells. It should be noted that the
semiconductor photoanodes TiO2, Sb-SnO2, and the
tantalates need external power to electrolyse water
but the strontium titanate- and the gallium
arsenide-based cells do not. Maximum efficiency
for the SrTiO3-based cell is achieved when

TABLE I. SEMICONDUCTOR PHOTOANODES USED IN
PHOTOELECTROLYSIS CELLS

<table>
<thead>
<tr>
<th>PHOTO-ANODE</th>
<th>CHEMICAL STORAGE EFFICIENCY</th>
<th>PHOTO SOURCE</th>
<th>EXTERNAL POWER</th>
</tr>
</thead>
<tbody>
<tr>
<td>TiO2</td>
<td>1%</td>
<td>ARGON ION</td>
<td>YES</td>
</tr>
<tr>
<td></td>
<td></td>
<td>LASER (UV)</td>
<td></td>
</tr>
<tr>
<td>Sb-SnO2</td>
<td>1%</td>
<td>WATER FILTERED</td>
<td>YES</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Xe - LAMP</td>
<td></td>
</tr>
<tr>
<td>KTa03</td>
<td>6%</td>
<td>300 nm LIGHT</td>
<td>YES</td>
</tr>
<tr>
<td>KTa.77 Nb.23 O3</td>
<td>4%</td>
<td>WATER FILTERED</td>
<td>YES</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Hg-SOURCE (330 nm)</td>
<td>NO</td>
</tr>
<tr>
<td>SrTiO3</td>
<td>20%</td>
<td>TUNGSTEN FILAMENT LAMP</td>
<td>NO</td>
</tr>
<tr>
<td>GaAs</td>
<td>9%</td>
<td>TUNGSTEN FILAMENT LAMP</td>
<td>NO</td>
</tr>
<tr>
<td>Au</td>
<td>6%</td>
<td>TUNGSTEN FILAMENT LAMP</td>
<td>NO</td>
</tr>
<tr>
<td>GaAs - Ag Sn</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Photogalvanic Cells

As was mentioned previously, the addition of a redox couple into the electrolyte can lead to the suppression of the photon assisted evolution of hydrogen and oxygen at the electrodes in the semiconductor-based photoelectrolysis cells. In the ideal case, only electrical energy is produced which may be utilized by connecting an electrical load in the external circuit. This cell is called a photogalvanic cell or an electrochemical photocell.

A recent paper by Gerischer\(^9\) suggested that the bandgaps of CdS and CdSe lie in an optimum range (1.1 eV to 2.1 eV) for use as electrodes in solar energy converters. The principle limitations to the use of these semiconductors as photoanodes is the problem of photodissolution. Recently, however, Ellis, Kaiser, and Wrighton\(^10\) reported that the addition of Na\(_2\)S and sulfur to a sodium hydroxide aqueous electrolyte suppresses the evolution of hydrogen at the platinum cathode and quenches the photodecomposition of both the CdS and CdSe electrodes. A schematic of their cell is shown in figure 3. They report an energy conversion efficiency of 5 percent for the CdS-based cell at 500 nm and 9 percent for the CdSe-based cell at 633 nm.

---

**Fig. 2** Spectral response of GaAs-based photoelectrolytic cell.

---

**Fig. 3** Schematic of the photocell used in ref. 10.

### IV. Conclusions

Titanium dioxide, strontium titanate, antimony doped tin oxide, and potassium tantalate have been shown to be chemically stable as photoanodes in photoelectrolysis cells. Of these, only SrTiO\(_3\) has been shown to photodissociate water without the addition of electrical energy, but 20 percent energy conversion efficiencies for 330 nm light have been achieved with the addition of energy from a power supply. These semiconductor photoanodes are effective energy converters for photons in the ultraviolet. Gallium arsenide photoanodes have been shown to have a broad spectral response in the visible to near-IR and experiments with coatings of Au, Ag, and Sn suggests that the passivation of the surfaces of GaAs crystals can be achieved without degrading their energy conversion efficiency. Like SrTiO\(_3\), GaAs-based photogalvanic cells dissociate water without the need of additional external energy.

Cadmium sulfide and cadmium selenide crystals used as anodes in photogalvanic cells have been shown to be photochemically stable with the addition of Na\(_2\)S and sulfur to aqueous solution of NaOH. Energy conversion efficiencies as high as 9 percent for 633 nm light have been measured in the CdS-based photogalvanic cells.

A few semiconductors used as photoanodes in both photoelectrolytic cells and photogalvanic cells have been shown to be chemically stable and efficient for the conversion of electromagnetic radiation to chemical and electrical energy. Further research is necessary to determine the ultimate efficiencies of these two techniques using semiconductors as photoelectrodes as well as the effects of intensity of the incident photon energies on their performance.
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DISCUSSION

ANON: Have you found that surface metal films are effective over a long period of time or short time?

C. BYVIK: This is a short duration experiment. We are looking into a little more detail now on this metal film idea at Langley.

F. C. SCHWENK: Have you done any analysis as to what levels of efficiency might be expected - for say a semiconductor like gallium arsenide?

C. BYVIK: We haven't made those estimates. The literature points out the ultimate efficiency may be about 28%, but we haven't checked that. That was a guess made without any analysis.
The concept of a UF₆ fueled gas core breeder reactor (GCBR) is attractive for electric power generation. Studies indicate that UF₆ fueled reactors can be quite versatile with respect to power, pressure, operating temperature, and modes of power extraction. Possible cycles include Brayton cycles, Rankine cycles, MHD generators, and thermionic diodes. Another potential application of the gas core reactor is its use for nuclear waste disposal by nuclear transmutation.

The reactor concept analyzed is a 233 UF₆ core surrounded by a molten salt (LiF, BeF₂, ThF₄) blanket. Nuclear survey calculations were carried out for both spherical and cylindrical geometries. A maximum breeding ratio of 1.22 was found. Further neutronic calculations were made to assess the effect on critical mass, breeding ratio, and spectrum of substituting a moderator, Be or C, for part of the molten salt in the blanket.

Thermodynamic cycle calculations were performed for a variety of Rankine cycles. Optimization of a Rankine cycle for a gas core breeder reactor employing an intermediate heat exchanger gave a maximum efficiency of 37%.

A conceptual design is presented along with a system layout for a 1000 MW stationary power plant. The advantages of the GCBR are as follows: (1) small fuel loadings, (2) simplified on-line fuel reprocessing, (3) inherent safety considerations, (4) high breeding ratio, (5) possibility of burning all or most of the long-lived nuclear waste actinides, and (6) possibility of extrapolating the technology to higher temperatures and MHD direct conversion.

I. Introduction

For about more than a decade, NASA has supported research on gas core reactors which consisted of cavity reactor criticality tests, fluid mechanics tests, investigations of uranium optical emissions spectra, radiant heat transfer, power plant studies, and related theoretical investigations. These studies have shown that UF₆ fueled reactors can be quite versatile with respect to power, pressure, operating temperature, modes of power extraction, and the possibility of transmuting actinide waste products. Possible power conversion systems include Brayton cycles, Rankine cycles, MHD generators, and thermionic diodes. Additional research has shown the possibility of pumping lasers by fission fragment interactions with a laser gas mixture which leads to the possibility of power extraction in the form of coherent light.

Gas core reactors have many advantages when compared to conventional solid fuel reactors in current use. Table 1 lists several advantages of gas core reactors.

Table 1 Advantages of gas core reactors

| I. | Small Fuel Loadings |
| II. | Simplified On-Line Fuel Reprocessing |
| III. | Greater Safety due to Small Inventory of Fission Products |
| IV. | Require Less Structural Material |
| V. | Higher Breeding Ratios and Shorter Doubling Times |
| VI. | Potential for Higher Neutron Fluxes Which Makes Actinide Transmutation Practical |
| VII. | Operates at Higher Temperature with Increased Power Plant Efficiencies |
| VIII. | Possibility of Extrapolating Technology to Higher Temperatures and Use MHD Direct Conversion |

One of the major advantages of UF₆ reactors for power generation is the simplified fuel reprocessing scheme which the gaseous fuel makes possible as shown in Fig. 1.

Fig. 1 Simplified diagram of UF₆ breeder reactor fuel cycle.

Part of the UF₆ can be extracted from the core continuously and sent to a fuel reprocessing facility for removal of waste products. The waste product removal can be accomplished by fractional distillation or cold trapping. After an appropriate waiting period, the waste products can be reprocessed for recovering long-lived fission products and actinides for return back to the reactor for transmutation to...
An additional advantage of gas core reactors is that they do not require the core structural materials that are necessary for solid fuel reactors. This lack of materials which undergo parasitic neutron capture enables higher breeding ratios for gas core reactors in comparison to conventional reactors. This paper reports a design study performed at Georgia Tech to evaluate the merits of gas core reactors for use as breeder reactors for electric power generation.

II. Materials

Materials selected for use for the gas core breeder reactor are listed in Table 2.

Table 2 Materials for UF₆ gas core breeder reactor

<table>
<thead>
<tr>
<th>Core: UF₆ (U-233)</th>
<th>Blanket: Molten Salt—LiF-BeF₂-ThF₄ (71.7-16-12.3 mole%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Structure: Modified Hastelloy-N</td>
<td>Secondary Coolant: NaBF₄ (92%) NaF (8%)</td>
</tr>
</tbody>
</table>

Uranium hexafluoride was chosen as the fuel because it exists in a gaseous state at low temperatures. U²³³ was selected as the fissionable isotope of the fuel because it enables use of the uranium-thorium fuel cycle which results in the direct production of U²³³ from breeding. An additional advantage is that the U²³³-Th fuel cycle does not produce as great a buildup of actinides as fuel cycles employing U²³⁵-U²³⁸ or Pu²³⁹-U²³⁸.

Several concepts were considered for the reactor blanket material. It was thought that a fluid blanket would be desirable so as to capitalize on the continuous reprocessing which is possible with the fluid fuel. The best material for use as the blanket is a molten salt similar to the type employed by the molten salt breeder reactor. This salt has a composition of LiF-BeF₂-ThF₄ which has a melting point of 500°C, has a low vapor pressure at the operating temperature, and is stable in the proposed range of application (540-970°C). In order to reduce parasitic neutron capture in lithium, the lithium is enriched to 99.95% in Li⁷.

A modified Hastelloy-N was selected for the core liner, reactor pressure vessel, and primary piping. This material was developed for the molten salt breeder program and is quite compatible with the blanket salt and UF₆ over operating temperatures less than 900°C. Modified Hastelloy-N is very similar in composition and other related physical properties to standard Hastelloy-N; however, the modified version is superior because of its ability to resist helium embrittlement under neutron irradiation.

It was thought that it would be undesirable for UF₆ to interface with water which will be used as the working fluid for the power conversion cycle. Consequently, an intermediate coolant was selected for exchanging heat with the UF₆. This intermediate coolant is a molten salt which is composed of NaBF₄ and NaF and is quite compatible with UF₆.

III. Nuclear Analysis

Nuclear calculations were performed using the MACH-I one-dimensional, diffusion code⁵ and the THERMOS transport code.⁶ MACH-I employs 26 energy groups with the thermal neutron energy being 0.025 eV. Because of the high temperatures of the UF₆ and the blanket, it was thought that more accurate calculations could be performed by using THERMOS to supply thermal neutron cross sections.

The MACH-I code was used to calculate breeding ratios, critical masses, and reactor dimensions for a variety of reactor concepts. The lithium and beryllium contained in the molten salt will act as a moderator for slowing down fission neutrons from the core. It was thought that additional moderation might be desirable and, consequently, carbon and beryllium were added in varying amounts to the blanket to evaluate the effects upon reactor parameters. Tables 3 and 4 show calculated breeding ratios, critical masses, and reactor dimensions for various percentages of carbon or beryllium in the blanket. As shown, additional moderation does increase breeding ratios and it appears that maximum breeding ratios occur when the blanket volume is about 25% carbon or beryllium. Additional studies showed that blanket thicknesses of 100 cm or greater behaved as though the blanket was of infinite thickness.

It is recognized that gas core reactors will undoubtedly be built in a cylindrical geometry. Since MACH-I is a one-dimensional code it was necessary to perform the survey calculations with a spherical reactor. In order to assess the effects of analyzing two-dimensional reactors with a one-dimensional diffusion code, some of the nuclear calculations were repeated using the EXTERMINATOR⁷ diffusion code which is capable of doing calculations in an r-z geometry. The core capacity of the Georgia Tech CYBER-74 computer would not allow performing EXTERMINATOR calculations with more than 4-energy groups. Since the MACH-I calculations were performed with 26-energy groups, it was deemed desirable to collapse the 26-energy groups used in MACH-I down to 4-energy groups and repeat the MACH-I calculations. This enabled comparing the effects of using 4- or 26-energy groups for calculating breeding ratios, reactor dimensions, and critical masses. Table 5 illustrates the results of these calculations and, as seen, there are insignificant differences in using 4- or 26-energy groups with the MACH-I code. Therefore, it may be concluded that computations using 4-energy groups with the EXTERMINATOR code should yield valid results.

Table 5 also shows the results of the 4-energy group EXTERMINATOR calculations for a cylindrical reactor with a core height equal to the core diameter. As seen, the breeding ratio is slightly higher by going from a spherical geometry to a cylindrical geometry. This is to be expected because of the increased neutron leakage from a cylindrical core because of the increased surface-to-volume ratio of a cylinder compared to a sphere.
### Table 3 Critical parameters vs volume percent of carbon in blanket (blanket thickness = 114 cm)

<table>
<thead>
<tr>
<th>Percent of Carbon in Blanket</th>
<th>0</th>
<th>25</th>
<th>50</th>
<th>75</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>Breeding Ratio</td>
<td>1.183</td>
<td>1.196</td>
<td>1.190</td>
<td>1.133</td>
<td>0</td>
</tr>
<tr>
<td>Critical Radius (cm)</td>
<td>58.6</td>
<td>60.9</td>
<td>62.6</td>
<td>61.4</td>
<td>39.2</td>
</tr>
<tr>
<td>Critical Mass (kg U-233)</td>
<td>379</td>
<td>386</td>
<td>463</td>
<td>436</td>
<td>114</td>
</tr>
</tbody>
</table>

### Table 4 Critical parameters vs volume percent of beryllium in blanket (blanket thickness = 114 cm)

<table>
<thead>
<tr>
<th>Percent of Be in blanket</th>
<th>0</th>
<th>25</th>
<th>50</th>
<th>75</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>Breeding Ratio</td>
<td>1.183</td>
<td>1.223</td>
<td>1.203</td>
<td>1.065</td>
<td>0</td>
</tr>
<tr>
<td>Critical Radius (cm)</td>
<td>58.6</td>
<td>61.8</td>
<td>61.1</td>
<td>53.4</td>
<td>29.8</td>
</tr>
<tr>
<td>Critical Mass (kg U-233)</td>
<td>379</td>
<td>446</td>
<td>431</td>
<td>287</td>
<td>50</td>
</tr>
</tbody>
</table>

### Table 5 Comparison of critical parameters

<table>
<thead>
<tr>
<th></th>
<th>Spherical Core (26 group)</th>
<th>Spherical Core (4 group)</th>
<th>Cylindrical Core (4 group)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Breeding Ratio</td>
<td>1.181</td>
<td>1.179</td>
<td>1.219</td>
</tr>
<tr>
<td>Critical Radius (cm)</td>
<td>58.6</td>
<td>60.9</td>
<td>54.8</td>
</tr>
<tr>
<td>Critical Core Volume</td>
<td>$8.4 \times 10^5$ cm$^3$</td>
<td>$9.5 \times 10^5$ cm$^3$</td>
<td>$1.0 \times 10^6$ cm$^3$</td>
</tr>
<tr>
<td>Critical Mass (kg U-233)</td>
<td>379</td>
<td>426</td>
<td>496</td>
</tr>
<tr>
<td>Blanket Thickness (cm)</td>
<td>114</td>
<td>114</td>
<td>100</td>
</tr>
</tbody>
</table>
IV. Heat Transfer

Because of high power densities in gas core reactors, it is necessary to analyze the core heat transfer in order to assure that unacceptably high temperatures are not achieved in the UF$_6$. This requires solving the energy equation for UF$_6$ flowing through a cylindrical core. Equation 1 gives the energy equation for the UF$_6$:

$$\rho cp \frac{\Delta T}{\Delta z} = \frac{1}{r} \frac{\partial}{\partial r} \left( r k \frac{\partial T}{\partial r} \right) + q''(r,z) \quad (1)$$

where
- $\rho$ = density
- $c_p$ = specific heat at constant pressure
- $U(z)$ = axial velocity
- $T$ = temperature
- $k$ = total conductivity
- $\varepsilon_H$ = eddy diffusivity for heat transfer
- $q''$ = volumetric heat generation rate

Equation 1 is extremely complex because UF$_6$ physical properties are highly temperature dependent and the volumetric heat generation term is strongly spatially dependent due to the variable UF$_6$ density in the core and variable neutron flux distributions. Equation 1 was solved for two sets of boundary conditions: (Case 1)--an insulated liner wall in which no heat crosses the wall and (Case 2)--an insulated liner wall until the wall temperature reaches 920°K for the rest of the core length. Equation 1 was solved numerically by using finite difference representations for the partial derivatives and incorporating a MACH-I power distribution computation for the volumetric heat generation term. A marching technique was employed which required iteration at each axial step in order to incorporate the temperature dependence of the UF$_6$ physical properties. Reference 8 gives a detailed description of the heat transfer modeling and computational techniques.

It was estimated that 9.7% of the reactor power would be deposited in the blanket. Consequently, for a power level of 1000 MWth, 903 MWth would be generated in the reactor core. The UF$_6$ inlet temperature was specified as 558°K and mass flow rate at 6320 kg per second. The core geometry was a right cylinder with a 100 cm radius and 200 cm length.

Figure 2 illustrates the radial dependence of UF$_6$ temperatures for various axial positions for the insulated wall boundary condition (Case 1). Temperatures reach a peak at the wall because the volumetric heat generation term is a maximum at the wall and, in particular, the fluid velocity at the wall is zero which means heat is transferred at that location only through conduction. Figure 3 illustrates core liner wall temperatures and UF$_6$ fuel temperatures at the core axis as a function of core length. As shown by the calculations, after 50 cm down the channel length the liner wall temperatures exceed 920°K, which is considered unacceptably high.

Figure 4 illustrates the radial dependence of UF$_6$ temperatures for various axial locations for the boundary conditions that liner wall temperatures not exceed 920°K (Case 2). The maximum UF$_6$ temperature occurs at the core exit and is 1220°K, which is far below temperatures required for substantial UF$_6$ ionization. Figure 5 illustrates core liner wall temperatures and UF$_6$ temperatures at the core axis as a function of core length.
The boundary condition that the liner wall temperature not exceed 920 K requires wall cooling after about 40 cm down the core length. Consequently, it is necessary to examine wall heat fluxes in order to determine the extent of the wall cooling. Figure 6 illustrates calculated liner wall heat fluxes as a function of channel length. The maximum heat flux occurs at the channel exit and has a value of 0.205 watt per square centimeter, which is a small heat flux for which it will be easy to provide wall cooling.

The blanket will be pressurized to the same pressure as the core (on the order of 100 bars). The core liner is designed to withstand a pressure difference of only 15 bars. The outside pressure vessel will need to be capable of containing the 100 bar pressure plus a 20% safety margin, or 120 bar total. These pressures are not extreme and can be easily accommodated. The reactor pressure vessel was designed according to specifications from the ASME Boiler and Pressure Vessel Code; Section III--Rules for Construction of Nuclear Power Plant Components. The core liner was selected at a thickness of 1.3 cm which is adequate for sustaining a 15 bar pressure difference at the reactor operating temperature for a 30-year lifetime. In case of a rapid depressurization of the blanket, the core liner can withstand a pressure difference of approximately 90 bars for a period of 6 minutes.

Many schemes were examined for energy conversion with gas core breeder reactors. The UF₆ can be used as a working fluid for either Brayton or Rankine cycles. However, in order to have reasonable efficiencies, a regenerator is necessary for either cycle. High efficiencies can be achieved using UF₆ in Rankine cycles for the operating temperatures selected for this study. For turbine inlet temperatures of 850°K and pressures of the order of 100 bars, Rankine cycle efficiencies will exceed 41%.

In order to reduce the inventory of UF₆ in the...
power plant system, it is desirable to employ another fluid as the working fluid in the energy conversion device. Because of the adverse chemical reaction of UF₆ with water, in the event of a rupture of a boiler tube, it is not advisable for UF₆ to exchange heat directly with water in a boiler. Consequently, a molten salt NaBF₄-NaF was selected as an intermediate coolant for transferring heat from UF₆ to water in a boiler. The power plant schematic is shown in Fig. 8. The molten salt has heat transfer characteristics similar to those of water and an additional desirable feature is that it contains boron which is a control material used in conventional reactors and would thus prevent the possibility of criticality inside the intermediate heat exchanger.

The intermediate salt will be used to produce superheated steam at a temperature of 460°C and a pressure of 100 bars. The steam will be passed through high pressure and low pressure turbines for energy extraction. Three feedwater heaters are employed for extracting moisture from the turbines and heating the feedwater before it enters the boiler. By extracting steam at optimum pressures for each feedwater heater stage, the overall cycle efficiency will be 37%.

VI. Conclusions

The design study has shown that it is possible to construct a gas core breeder reactor with a high breeding ratio, of the order of 1.2 or higher, and as overall efficiency of 37%. The plant will not require excessive temperatures or pressures and will use much of the technology already developed for the molten salt breeder reactor program.
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The axial component of the velocity measured in this way as a function of radial position is shown in Fig. 5. For both currents, the profiles are flat within experimental error out to 10 cm. Beyond this radius, the ion saturation current drawn by the probe drops rapidly to less than 10% of its centerline value, making velocity measurements impossible.

The observed axial and radial profiles thus indicate that a single measurement of centerline velocity 25 cm downstream of the anode should give a reasonable indication of trends in the average exhaust velocity, although any leakage of flow outside of the measureable 10 cm radius at lower velocities will clearly reduce the latter values somewhat.

Before presenting the results of the velocity vs current survey, it should be noted that the average exhaust velocity from an MPD discharge can also be expressed as the ratio of the total thrust to the propellant mass flow rate. The thrust is actually made up of two components, an electromagnetic component, as discussed in the introduction, and an electrothermal component derived from the arc chamber pressure. This electrothermal component was measured by Cory and found to be proportional to the current to the 1.5 power:

\[ T_{et} = \frac{c J^{1.5}}{m} \]  

(4)

where \( c \) is an experimentally determined coefficient equal to 5.3 \times 10^{-6} N.A^{-1.5} for argon flow of 6 g/sec. Thus, this average exhaust velocity may be expressed in two terms:

\[ \bar{u}_{em+et} = \frac{(b J^2 + c J^{1.5})}{m} \]  

(5)

Average exhaust velocities calculated from this expression, and also from only the electromagnetic term are both shown in Figs. 6 and 7 along with the experimentally determined exhaust velocities for the 2.5 cm and for the 10 cm cathodes, respectively.

The data for both cathodes lie above the calculated values, reflecting the expected profile loss from outer flow leakage. As the current is increased, however, the data and the calculated curves converge, implying a significant decrease in this loss. Indeed, ion saturation currents measured with the time-of-flight velocity probe for the 2.5 cm cathode indicate that as the current increases from 8 to 25 kA, the outer flow leakage drops to a small fraction of the total mass flow. For a current of 15.3 kA, Boyle(5) performed a more detailed experimental analysis of the total exhaust velocity profile and after accounting for the profile losses, concluded that a good average value of the full experimental profile is provided by the velocity calculated from Eq. 5. To this extent, then, the discrepancy between the data and the calculated curves of Figs. 6 and 7 simply reflects the difference between centerline and average exhaust velocities of the flow.

Note also that while the velocity data for the 10 cm cathode rise smoothly with current and gradually meet the calculated average velocity line, the data for the 2.5 cm cathode display a discernible change in slope at the known onset current, \( J^* \) of 16 kA. This fall-off beyond \( J^* \) is believed related to a spurious increase in mass flow rate due to ablation, which, for given thrust lowers the average exhaust velocity from its pure argon value. Since \( J^* \) for the 10 cm cathode lies virtually at the end of the data line (23 kA), a similar change in slope is not discernible in this case.

Additional evidence for increased ablation at the onset current can be seen in the voltage-current characteristics for the two cathodes, as shown in Figs. 8 and 9. Here, the extrapolated value of the terminal voltage for zero current is taken to represent the electrode fall voltage and has been subtracted from the terminal voltage data shown in the figures. This quantity, the terminal voltage less the electrode fall, represents the potential drop over the discharge plasma body and is made up of contributions from ohmic losses, Lorentz terms and others. For an MPD thruster operating in a pure electromagnetic mode, the Lorentz terms should dominate the plasma potential drop and scale with the exhaust velocity times the magnetic field. The self-magnetic field, in turn, scales with the current, and the exhaust velocity with the current squared, so that this component of plasma potential will be cubically dependent on the current. For a thruster operating in a pure electrothermal mode, in contrast, ohmic losses should dominate the plasma potential drop, which would then scale linearly with current. Any real thruster has both electromagnetic and electrothermal components to its thrust, so that the plasma potential drop should scale somewhere between a linear and a cubic dependence on current, according to the dominant process in any region. The data in Figs. 8 and 9 show this is indeed the case, with electromagnetic processes clearly favored over most of the regime studied.

The additional evidence for ablation beyond \( J^* \) appears in the discernible change of slope for the 2.5 cm cathode just above its onset current of 16 kA. Since the exhaust velocity is inversely proportional to the total mass flow rate for a given thrust, as ablation increases, the velocity should decrease. This decrease will be reflected in a drop in the Lorentz voltage term and hence, in the terminal voltage. The decay in the current \((V-V_d) vs J\) dependence beyond \( J^* \) in Fig. 8 thus correlates well with the similar decay in the \( u \) vs \( J \) slope in Fig. 6.
I. Introduction

The high level radioactive wastes generated in the operation of nuclear power plants contain both fission products and actinide elements produced by the non-fission capture of fissile and fertile isotopes. The fission products, atoms of medium atomic weight formed by the fission of uranium or plutonium, consist mainly of short term (30 years or less half-life) isotopes, including Sr$^{90}$ and Ca$^{137}$. Tc$^{99}$ and I$^{129}$ are long-lived fission products. The actinide components of radioactive wastes, including isotopes of Np, Am, Cm, and Pu and others are all very toxic and most have extremely long half-lives. The amount of long-lived radioactive material expected to be produced is substantial. Smith[1] has estimated that in 1977, 150 kg of Am$^{243}$, 150 kg of Am$^{241}$, and 15 kg of Cm$^{244}$ will be produced. The actinides cause waste management difficulties at two stages in the fuel cycle. Some are carried over with the fission products during fuel reprocessing, but also some dilute plutonium wastes will appear from fuel manufacturing plants. Thus at the entrance to the waste facility are found a mixture of transuranic actinides combined with shorter-lived and temporarily more hazardous fission products.

The safe disposition of the radioactive wastes is one of the most pressing problems of the nuclear industry. Any viable plan must meet the three requirements of

(1) technical soundness
(2) reasonable economics
(3) public acceptance.

II. Background

The strategies which have been suggested for high-level nuclear waste management encompass

(1) terrestrial disposal (geologic, seabed, ice sheet)
(2) extraterrestrial disposal, and
(3) nuclear transmutation,

or some combination of these methods, such as terrestrial burial of the short-lived fission products and extraterrestrial disposal or nuclear induced transmutation of the long-lived actinides. Papers discussing all of these methods were presented at the Waste Management Symposium in December 1974.[2] The technical soundness of terrestrial disposal is a controversial topic, and also public acceptance is questionable. Extraterrestrial disposal is costly. Hence, there is increasing interest in...
nuclear transmutation as a potential solution to the nuclear waste disposal problem. Figure 1 summarizes the nuclear waste management schemes which are under consideration.

Fig. 1 Schematic representation of schemes for nuclear waste management

The first published suggestion for the use of neutron-induced transmutation of fissile products was made in 1966 by Steinberg et al. who proposed themselves only with the transmutation of Kr85, Sr90, and Cs137. Their calculations assumed that the krypton and cesium fission product wastes had been enriched to 90% in Kr85 and Cs137. This was necessary due to the relatively small thermal neutron cross sections of these two nuclides and their small concentration with respect to their stable isotopes found in spent fuel. The Sr90 analysis was based on the presence of Sr90 and Sr89, which has a half-life of 33 years. If the strontium wastes are allowed to decay for one year before being returned to the reactor, then all the Sr90 portion will decay to Sr90 (stable) which can be chemically separated from the Sr89. However, even with these modifications to the waste isotopic composition, Steinberg et al. indicate that a thermal neutron flux of $10^{16}$ n/cm$^2$-sec is required before the halving time of Sr90 can be reduced from the normal half-life of 38.1 years to 1 year. A flux of $10^{17}$ n/cm$^2$-sec was indicated to be necessary before the halving time could be reduced from the natural half-life of 33 years to 1 year. The halving time describes the "total" time spent in a reactor for the inventory of a particular isotope to be reduced to half its value.

In another work, Steinberg and Gregory considered the possibility of fission product burnup (specifically Ca44 and Sr45) in a spallation reactor facility. In this scheme a nuclear power reactor is used to "drive" a high-energy proton accelerator with the resultant (p,n) spallation reactions of the proton beam with the target producing the extreme fluxes of $10^{17}$ n/cm$^2$-sec necessary for fission product burnup. However, in addition to economic disadvantages this concept faces serious mechanical and material design problems.

Claiborne was the first investigator to report detailed calculations of actinide recycling in light water reactors. Claiborne studied actinide recycling in light water reactors (LWR) operating on 3.3% U235 fuel cycle. He concluded that it was not practical to burn the fission products because the neutron fluxes were too low and developing special burner reactors with required neutron fluxes of $10^{17}$ n/cm$^2$-sec or in thermonuclear reactor blankets is beyond the limits of current technology.

For purposes of comparison, Claiborne expressed radioactive waste hazards in terms of the total water required to dilute a nuclide or mixture of nuclides to its RCG (Radiation Concentration Guide Value, also known as the Maximum Permissible Concentration, MPC). Using this criterion, the waste from a PWR spent-fuel reprocessing plant is dominated by fission products for about the first 400 years. After the first 400 years the actinides and their daughters are the dominant factor. The americium and curium components of the actinide waste are the main hazards for the first 10,000 years, after which the long-lived Np237 and its daughters become the controlling factor. These data assume that 99.5% of the U and Pu has been removed from the waste.

Claiborne indicates that, if 99.5% of the U and Pu is extracted, then a significant reduction in the waste hazard can be achieved by also removing 99.5% of the other actinides, mainly americium, curium, and neptunium.

For the purpose of calculations, Claiborne assumes that recycling takes place in a typical PWR fueled with 3.3% enriched U and operated with a burnup of 33,000 MWD/metric tonne of uranium. The burnup was assumed continuous at a specific power of 30 Wd/metric tonne over a three year period. The calculations also ignored intermittent operation and control rods and assumed that the neutron flux was uniform throughout the region. The recycled actinides were added uniformly to the 3.3% enriched fuel. The actual calculations were performed by a modified version of the nuclide generation and depletion code ORIGEN. The calculations are based on three energy groups (thermal, 1/E energy distribution in the resonance region, and a fast group) with three principal regions in the reactor. Each region was in the reactor for three years while being cycled from the outside to the center so that the innermost region is removed each year.

The "standard" that was used for comparing the effect of the actinide recycle on the actinide waste hazard was the waste obtained after removing either 99.5% or 99.9% of the U and Pu at 150 days after discharge and sending the remaining quantities to waste along with all the other actinides, and all actinide daughters generated since discharge from the reactor. The results of Claiborne's calculations are presented in the form of a hazard reduction factor which he defines as "the ratio of the water required for dilution of the waste to the MPC for the standard case to that required to dilute the waste after each successive irradiation cycle."

The contributions of the actinides, fission products, and structural materials to the total waste hazard are shown in Table 1. Table 2 shows the effect of recycling the actinides in terms of the hazard reduction factor for two cases of actinide extraction efficiency. Note that the values decrease asymptotically with increasing recycles. This is due to the buildup of actinides in the system until decay and burnup equal production, after about 20 cycles. Figures 2 and 3 compare the effect of recycling in a LWR versus no-recycle for the short and long time hazards.
Table 1  Relative contribution of actinides and their daughters to the hazard measure of the waste and of each actinide and its daughters to actinide waste with 99.5% of U + Pu extracted

<table>
<thead>
<tr>
<th>Nuclides to Waste</th>
<th>$10^2$</th>
<th>$5 \times 10^2$</th>
<th>$10^4$</th>
<th>$10^5$</th>
<th>$10^6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>All Components of Waste:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Actinides</td>
<td>0.3</td>
<td>94</td>
<td>94</td>
<td>98</td>
<td>99</td>
</tr>
<tr>
<td>Fission Products</td>
<td>99+</td>
<td>5</td>
<td>6</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Structural</td>
<td>0.04</td>
<td>1</td>
<td>0.2</td>
<td>0.03</td>
<td>$4 \times 10^{-4}$</td>
</tr>
<tr>
<td>Americium</td>
<td>51</td>
<td>56</td>
<td>24</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>Curium</td>
<td>41</td>
<td>37</td>
<td>59</td>
<td>9</td>
<td>1</td>
</tr>
<tr>
<td>Neptunium</td>
<td>0.2</td>
<td>0.3</td>
<td>12</td>
<td>80</td>
<td>89</td>
</tr>
<tr>
<td>0.5% U + 0.5% Pu</td>
<td>8</td>
<td>7.7</td>
<td>5</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>Other</td>
<td>$5 \times 10^{-3}$</td>
<td>$1 \times 10^{-3}$</td>
<td>$5 \times 10^{-2}$</td>
<td>$6 \times 10^{-3}$</td>
<td>nil</td>
</tr>
</tbody>
</table>

Using CFR RCGs and recommended default values for the unlisted nuclides. (8)

Table 2  Effect of recycle of actinides other than U and Pu on the hazard measure of waste from PWR spent fuel processing

<table>
<thead>
<tr>
<th>Recycle No.</th>
<th>$10^2$</th>
<th>$10^3$</th>
<th>$10^4$</th>
<th>$10^5$</th>
<th>$10^6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actinide Extraction Efficiency, 99.5%:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>12</td>
<td>15</td>
<td>18</td>
<td>28</td>
<td>52</td>
</tr>
<tr>
<td>1</td>
<td>9.3</td>
<td>12</td>
<td>13</td>
<td>20</td>
<td>46</td>
</tr>
<tr>
<td>2</td>
<td>8.2</td>
<td>10</td>
<td>11</td>
<td>18</td>
<td>44</td>
</tr>
<tr>
<td>3</td>
<td>7.6</td>
<td>8.4</td>
<td>9.3</td>
<td>17</td>
<td>43</td>
</tr>
<tr>
<td>4</td>
<td>7.2</td>
<td>7.4</td>
<td>8.3</td>
<td>17</td>
<td>42</td>
</tr>
<tr>
<td>5</td>
<td>6.8</td>
<td>6.6</td>
<td>7.5</td>
<td>17</td>
<td>42</td>
</tr>
<tr>
<td>10</td>
<td>5.8</td>
<td>4.7</td>
<td>5.8</td>
<td>17</td>
<td>42</td>
</tr>
<tr>
<td>20</td>
<td>5.1</td>
<td>3.8</td>
<td>4.9</td>
<td>17</td>
<td>42</td>
</tr>
<tr>
<td>30</td>
<td>5.0</td>
<td>3.6</td>
<td>4.6</td>
<td>17</td>
<td>42</td>
</tr>
<tr>
<td>Actinide Extraction Efficiency, 99.9%:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>58</td>
<td>73</td>
<td>89</td>
<td>137</td>
<td>256</td>
</tr>
<tr>
<td>1</td>
<td>44</td>
<td>59</td>
<td>64</td>
<td>96</td>
<td>224</td>
</tr>
<tr>
<td>2</td>
<td>38</td>
<td>48</td>
<td>52</td>
<td>87</td>
<td>213</td>
</tr>
<tr>
<td>3</td>
<td>36</td>
<td>40</td>
<td>44</td>
<td>84</td>
<td>210</td>
</tr>
<tr>
<td>4</td>
<td>33</td>
<td>35</td>
<td>39</td>
<td>83</td>
<td>209</td>
</tr>
<tr>
<td>5</td>
<td>32</td>
<td>31</td>
<td>36</td>
<td>83</td>
<td>208</td>
</tr>
<tr>
<td>10</td>
<td>27</td>
<td>22</td>
<td>27</td>
<td>83</td>
<td>207</td>
</tr>
<tr>
<td>20</td>
<td>--</td>
<td>18</td>
<td>22</td>
<td>82</td>
<td>206</td>
</tr>
<tr>
<td>30</td>
<td>--</td>
<td>17</td>
<td>21</td>
<td>82</td>
<td>206</td>
</tr>
</tbody>
</table>

Using CFR RCGs and recommended default values for the unlisted nuclides. (8)

Chemical processing assumed at 150 days after reactor discharge; one cycle represents 3 years of reactor operation.
The recycling of reactor actinide waste will increase radiation problems associated with chemical processing and fuel fabrication because of the increased radioactivity of the reactor feed and discharge streams. However, the increased actinide inventory in a reactor will probably have little effect on the potential danger in design basis accidents because the actinides are not volatile and, therefore, will not be significantly dispersed into the environment by any credible reactor accident.

Claiborne also states that the recycle of actinides in LMFBR's should produce even higher reduction factors because of the better fission-to-capture ratio of the actinides in the presence of a fast flux. He also states that the recycling of actinides is well suited for fluid fuel reactors, such as the MSBR, because of the on-stream continuous reprocessing.

A technical group at Battelle Northwest Laboratories (9) extended Claiborne's work to provide a detailed review of the alternative method for long term radioactive waste management. Section 9 of their report was devoted to Transmutation Processing and covered four categories: (1) accelerators, (2) thermonuclear explosives, (3) fission reactors, and (4) fusion reactors. The study identified recycling in thermal power reactors as a promising method and went on to state, "consideration should also be given to evaluating the merit of having special purpose reactors optimized for destroying actinides." (9)

As reported in a review paper by Raman, (10) evaluations made by Raman, Nestor, and Dobb (11) show that actinide inventories can be reduced further by recycling in a $^{233}$Th-$^{232}$U fueled reactor. This is made possible because neutron captures by the fertile $^{232}$Th produce the fissile $^{233}$U. Neutron capture by $^{233}$U results in higher U isotopes until $^{237}$U is reached. Plutonium and transplutonium isotopes are generated to a far lesser extent in a $^{233}$Th-$^{232}$U reactor than in a $^{235}$U-$^{238}$U reactor. Raman also stressed the need for more accurate cross section measurements.

The recycling of actinides in fast reactors has also been studied, (12,13,14,15) Greater actinide burnup is achievable in a fast reactor than in a thermal reactor because the fission-to-capture ratio is generally higher as shown in Table 3. In a 1973 review paper in Science, Kubo and Rose (16) suggested that recycling of actinides in an LMFBR has several advantages over recycling in a thermal reactor including the possibility that extreme chemical separations may not be required because fewer actinides are produced in a fast spectrum.

Paternoster, Ohanian, Schneider, Thom, and Schwene (17,18,19) have studied the use of the gas core reactor for transmutation of fissile products and actinide wastes. The fuel was UF$_6$ enriched to 6% in U$^{235}$. The four meter diameter core was surrounded by a reflector-moderator of D$_2$O with a thickness of 0.5 meter. The initial mass was 140 kg of U$^{235}$F$_6$. Adjustable control rods were located in the outer graphite reflector and the radioactive wastes were loaded in target ports. Figure 4 shows results of calculations, comparing both actinide and fission product waste in current LWR's with the gaseous fuel power reactor. Notice that after 800-1000 days, the actinide wastes in the gaseous core reactor are an order of magnitude less than those in a LWR.

In a study sponsored by NASA, Clement, Rust, and Williams (20,21) analyzed a gas core breeder reactor using a $^{233}$Th-$^{232}$U fuel cycle. One- and two-dimensional calculations were carried out for a UF$_6$ fueled core surrounded by a molten salt blanket. Figure 5 shows a diagram of the reactor. The medium fission energy in the core was found to be 300 keV, and there was some spectrum softening in the blanket.
**Table 3** Fission-to-capture ratios of actinides in fast and thermal reactors

<table>
<thead>
<tr>
<th>Isotope</th>
<th>Half-Life Years</th>
<th>Fast Spectrum</th>
<th>Thermal Spectrum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Np²³⁷</td>
<td>2.14 x 10⁶</td>
<td>0.213</td>
<td>1.26 x 10⁻⁴</td>
</tr>
<tr>
<td>Am²⁴¹</td>
<td>433</td>
<td>0.115</td>
<td>4.48 x 10⁻³</td>
</tr>
<tr>
<td>Am²⁴²m</td>
<td>152</td>
<td>4.85</td>
<td>1.12</td>
</tr>
<tr>
<td>Am²⁴³</td>
<td>7370</td>
<td>0.309</td>
<td>4.87 x 10⁻⁴</td>
</tr>
<tr>
<td>Oa²⁴⁴</td>
<td>17.9</td>
<td>1.25</td>
<td>0.068</td>
</tr>
</tbody>
</table>

**Table 4** is a brief summary of some important dates in the history of the GCATR. As previously stated, the burnup of fission products requires thermal neutron fluxes of the order of 10¹⁷ n/cm²-sec. In the United States, the two reactors with the highest neutron fluxes are the ORNL High Flux Isotope Reactor (HFIR) and the SRL High Flux Reactor (HFR), which have maximum neutron fluxes of 3 x 10¹⁵ and 5 x 10¹⁵ n/cm²-sec, respectively. Both of these reactors employ solid fuels and have essentially reached the upper limit in neutron fluxes because of heat transfer limitations. In addition, when operating at these neutron fluxes the refueling intervals are of the order of two weeks. The gas core reactor does not have the in-core heat transfer limitations posed by solid core reactors employing a coolant and, consequently, higher neutron fluxes should be achievable. In addition, reactor shutdown for refueling is not necessary because new fuel can be continuously added to the UF₆ during reactor operation. Therefore, a gas core reactor may be the only practical reactor for consideration of fission product burnup if such a scheme of waste disposal is considered desirable.

**Table 4** Some dates in the history of GCATR

<table>
<thead>
<tr>
<th>Year</th>
<th>Event Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1960-73</td>
<td>NASA sponsored research on gas-core reactor for rocket propulsion</td>
</tr>
<tr>
<td>1964</td>
<td>Steinberg first suggests neutron-induced transmutation</td>
</tr>
<tr>
<td>1972</td>
<td>Claiborne's studies of actinide recycling in LWR's</td>
</tr>
<tr>
<td>1973</td>
<td>Documentation of ORIGEN program</td>
</tr>
<tr>
<td>1974</td>
<td>Recycling studies in LWR's, LMFBR's, HTGR's by Croff, Raman, et al.</td>
</tr>
<tr>
<td>1974</td>
<td>Suggestion of GCATR by Paternoster, Ohanian, Schneider (University of Florida) and Thom (NASA)</td>
</tr>
<tr>
<td>1974-75</td>
<td>UF₆ breeder reactor study at Georgia Tech sponsored by NASA</td>
</tr>
<tr>
<td>1976</td>
<td>GCATR study at Georgia Tech sponsored by NASA</td>
</tr>
</tbody>
</table>

Table 5 summarizes some of the advantages of the GCATR which appear to make it an attractive candidate for actinide transmutation.

**Table 5** Some advantages of the gas-core reactor

1. The gaseous state of the fuel significantly reduces problems of processing and recycling fuel and wastes.
2. High neutron fluxes are achievable.
3. The possibility of using a molten salt in the blanket may also simplify the reprocessing problem and permit breeding.
4. The spectrum can be varied from fast to thermal by increasing the moderation in the blanket so that the trade-off of critical mass versus actinide and fission product burnup can be studied for optimization.
5. The U²³³-Th cycle, which can be used, is superior to the U²³³-Pu cycle in regard to actinide burnup.
III. GCATR Research Program

The overall objective of the NASA sponsored program is to study the feasibility, design, and optimization of a GCATR. The program involves three interrelated and concurrent tasks, as listed in Table 6.

Table 6 NASA sponsored GCATR research at Georgia Tech

<table>
<thead>
<tr>
<th>General Studies</th>
<th>Reactor and System Design</th>
<th>Economic Analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Update cross-sections</td>
<td>Design criteria</td>
<td>Comparison of GCATR with other strategies</td>
</tr>
<tr>
<td>Sensitivity analysis</td>
<td>Reactor subsystem</td>
<td></td>
</tr>
<tr>
<td>Parametric survey</td>
<td>(a) 233UF6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(b) plasma core</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Fuel and actinide insertion and recycling</td>
<td></td>
</tr>
</tbody>
</table>

A. Literature Survey and Cross Section Tabulation—A literature survey will be carried out and the best available cross sections of the fission products and actinides will be tabulated. Improved values will be used as they become available.

B. Implementation of a Versatile Depletion Program—ORIGEN(8) or a similar computer code will be implemented or developed. A depletion code which solves the equations of radioactive growth and decay and neutron transmutation for large numbers of isotopes is required. ORIGEN has been used previously for LWR's, LMFBR's, MSBR's, and HTGR's, and may also be suitable for the GCATR.

C. Parametric Survey Calculations—Parametric survey calculations will be performed to examine the effort of reactor spectrum, and flux level on the actinide transmutation for GCATR conditions. The sensitivity of the results to neutron cross sections will be assessed. These studies will be related to the nuclear analysis work of TASK 2. Specifically, the parametric calculations of the actinide transmutation will include the mass, isotope composition, fission and capture rates, reactivity effects, and neutron activity of the recycled actinides. Table 7 summarizes the most important parameters to be investigated.

Table 7 Most important parameters to be investigated

(1) The mass and composition of the actinides being recycled
(2) The rate at which the recycled actinides are fissioned and transmuted in the reactor
(3) The effect of the recycled actinides on fission reactor criticality and reactivity
(4) The effect of the recycled actinides on the out-of-reactor nuclear fuel cycle (i.e., fabrication, shipping, reprocessing, actinide inventory, etc.)

TASK 2 GCATR Design Studies

This task is a major thrust of the proposed research program. Four subtasks are considered:

A. Optimization Criteria Studies
B. Design Studies of the Reactor Subsystem
C. Design Studies of the Blanket and Fuel Reprocessing and Actinide Insertion and Recirculation System
D. System Integration

In subtask A, Optimization Criteria Studies, consideration will be given to understanding the trade-offs that are made to achieve a given result. For example, is the GCATR to be used only for actinide burnup? Should we also include breeding (U233-Th) or fission product transmutation? If we reduce the mean neutron energy to achieve faster fission product burnup, how much do we sacrifice in actinide burnup? Should the reactor also be used to produce power? If so, how much power? What are the optimization criteria?

In subtask B, Design Studies of the Reactor Subsystem, a multidisciplinary approach similar to that in Refs. 20, 21 will be carried out involving:

(1) Materials
(2) Nuclear Analysis
(3) Thermodynamics and Heat Transfer
(4) Mechanical Design.

Results of this task will be used iteratively with the parametric study described in TASK 1. In previous work(20, 21) one-dimensional and two-dimensional survey calculations were carried out for a UF6-fueled core surrounded by a molten salt blanket, and a preliminary mechanical design was developed. This work will be extended to include the insertion of fission products and actinides in various locations in the reactor. The effect of other reactor component changes such as using different reflector materials (carbon, beryllium, deuterium oxide) or modifying the molten salt reflector by the addition of moderator will also be evaluated. Best available cross section data from TASK 1 will be utilized. A preliminary reactor design will be developed taking into account thermal and mechanical design considerations.

In subtask C, a preliminary design of the UF6 and blanket reprocessing system (if molten salt) will be prepared and performance of the systems analyzed. Equilibrium fuel and blanket compositions including fission products and actinides will be computed. These results will provide necessary...
information on equilibrium core and blanket compositions for use in the nuclear analyses.

Subtask D, System Integration, involves putting all the sub-components together in a workable system taking account of criticality, shielding, and economic considerations.

TASK 3 Comparison of the GCATR with Other Nuclear Waste Management Strategies

The cost of the GCATR shall be evaluated in terms of mills/kw-hr. The cost can be broken down into the components:

1. solid and liquid storage
2. shipping
3. interim retrievable storage separations
4. separation
5. disposal or elimination in GCATR

The total cost of the management system will be computed and compared to the cost of alternate strategies presently being considered.

As of June 1976, the research program has been underway for only two months. Table 8 summarizes the status of the program at this time.

Table 8 Summary of Georgia Tech GCATR research program to date

<table>
<thead>
<tr>
<th>General Studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Actinide cross sections have been updated</td>
</tr>
<tr>
<td>2. ORIGEN has been implemented and modified</td>
</tr>
<tr>
<td>3. Some sensitivity results and parametric studies have been obtained</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Reactor Studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Series of nuclear design codes have been implemented</td>
</tr>
<tr>
<td>2. Several configurations of 233U fuel reactor are being analyzed</td>
</tr>
</tbody>
</table>
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APPLICATION OF GASEOUS CORE REACTORS FOR TRANSMUTATION OF NUCLEAR WASTE
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Abstract

An acceptable management scheme for high-level radioactive waste is vital to the nuclear industry. The hazard potential of the trans-uranic actinides and of key fission products is high due to their nuclear activity and/or chemical toxicity. Of particular concern are the very long-lived nuclides whose hazard potential remains high for hundreds of thousands of years. Neutron induced transmutation offers a promising technique for the treatment of problem wastes. Transmutation is unique as a waste management scheme in that it offers the potential for "destruction" of the hazardous nuclides by conversion to non-hazardous or more manageable nuclides. The transmutation potential of a thermal spectrum uranium hexafluoride fueled cavity reactor was examined. Initial studies focused on a heavy water moderated cavity reactor fueled with 5% enriched U235-F6 and operating with an average thermal flux of 6 x 10^14 neutrons/cm^2-sec. The isotopes considered for transmutation were I-129, Am-241, Am-242m, Am-243, Cm-243, Cm-244, Cm-245, and Cm-246.

Introduction

The proper management of high-level radioactive waste is an important issue with which the nuclear community must deal. In the face of rising social pressure, the identification of a satisfactory long-term management scheme is vital to the health of the industry.

A number of high-level, long-term waste management schemes have been proposed; none are entirely satisfactory. The ultimate standard against which any proposed management scheme must be judged is whether or not it will prevent any nuclear waste material from ever posing a threat to man's well-being. Management schemes are invariably aimed at accomplishing this goal by isolation of the waste material from man and from the environment for whatever period of time it remains hazardous. Transmutation is the only exception to the isolation rationale. Transmutation is unique in that it offers the potential of converting hazardous nuclides into non-hazardous forms by the same nuclear processes responsible for their creation.

Waste Characterization

Until recently, spent fuel reprocessing had been directed toward recovery of most of the uranium and plutonium present. Recovery fractions were governed by trade-offs between the value of the recovered metal and sharply increasing costs with higher recovery fractions. The remaining high-level waste was treated collectively by storage until future implementation of a long-term management scheme. With this technique, the entire high-level waste mass must be treated as though it had the half-life of the longest lived nuclide, the chemical toxicity of the most toxic nuclide, etc.

A recent study on waste management alternatives examined the requirements and potential benefits of separating the high-level waste stream into two fractions based on half-life. The short-lived fraction would contain only those nuclides which would decay to radiologically non-toxic levels in 1000 years. At the end of the 1000-year decay period, this fraction of the high-level waste would require no more control than that necessary from a chemical standpoint. The long-lived fraction would contain the actinides and a few key fission products not meeting the "short-lived" criteria. Different management techniques might then be employed for the two fractions. Some options, such as transmutation, might require additional separation by element or chemical groups of elements.

Fission Products

The fission products are characterized by high specific activity and relatively low neutron absorption cross sections. They are generally short-lived compared to the actinide elements. They are neutron rich and decay toward a stable neutron-proton ratio by successive beta decays. Typical decay chains are illustrated in Figure 1. For thermal fission of U-235, there is slightly less than 1\% fission yield into the 129 mass chain. There is negligible direct yield of xenon-129. The shorter-lived chain members rapidly decay into iodide-129 which has a half-life of 15.9 million years. Within the fission product group, a few long-lived nuclides, such as I-129, control the long-term waste hazard.

Actinides

The trans-uranic actinides are formed by those neutron absorption reactions in the fuel which do not result in fission. The most common such reaction competing with fission is radiative capture. The
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newly formed nuclide may then undergo spontaneous or neutron-induced fission, decay by particle emission, or another neutron absorption reaction such as radiative capture may take place. In this manner, higher and higher mass number trans-uranics are built up in the fuel.

The heavy metals present the most severe long-term management problems. They are characterized by high chemical toxicity and very long half-lives. The waste hazard associated with the heavy metals remains high for hundreds of thousands of years. In general, the actinides possess substantial neutron reaction cross sections.

Transmutation

Transmutation is any process by which a nuclide is changed into another nuclide. The decay of a radioactive nuclide is a natural transmutation process, but it may not occur on a sufficiently short time scale to be useful for waste management. Transmutation may also be artificially induced by neutrons, photons, or charged particles. Of the known methods of artificially inducing transmutation, only neutron induced transmutation appears to offer near-term technical and economic feasibility.

Transmutation of the long-lived waste fraction will involve treatment of the actinides and some key fission products. For the fission products, the motivation for treatment is illustrated by considering iodine-129. The I-129 decay bottleneck illustrated in Figure 1 may be relieved by irradiation. Radiative capture reactions in the I-129 will drive it to I-130. The short-lived (12.4 hours) I-130 will then beta decay to xenon-130 which is stable and non-hazardous. The very slowly decaying nuclides in a particular mass chain are shifted to a more rapidly decaying chain.

A number of competing reactions may also occur. The major reaction paths are indicated in Figure 2. Table 1 contains a symbol key for the figure. For I-130, radiative captures producing I-131 compete with the natural beta decay producing Xe-130. Similar competitive reaction paths may be readily observed for other nuclides. In general, the rate at which the transmutation proceeds will be governed by the magnitude of the neutron flux. The reaction rate may also be altered, sometimes substantially, by tailoring the neutron spectrum to exploit neutron absorption resonances. Particular reaction paths can be enhanced by altering the spectrum. The eventual distribution of nuclides is strongly dependent on the neutron spectrum.

The final nuclide distribution will be very significant from a waste management standpoint. The variety of possible reaction paths generally precludes prediction of the final distribution by observation. The effect of a spectral change must be evaluated by following the isotopic balance as a function of time during the irradiation and subsequent decay periods. Nuclide concentrations, transmutation rates, and the waste hazard may then be calculated.

For the actinides, the transmutation rationale is different. Contrary to the fission products, there is little to be gained by radiative capture reactions in the actinides. To build even higher actinides from them is of questionable value. The ultimate objective is to induce fission. Actinide fission cross sections generally decrease with increasing energy, but at a faster rate for most actinides. Therefore, fission can be promoted over radiative capture by the employment of a harder neutron spectrum. As with the fission products, the optimum spectrum cannot be predicted by simple observation and detailed calculations must be performed.

A number of transmutation schemes have been proposed for waste management. Detailed transmutation calculations indicate that actinide recycle in currently operating light water reactors (LWR) would be effective in reducing the long-term hazard associated with the actinide wastes. The liquid metal fast breeder reactor (LMFBR) may prove even more effective for actinide recycle. Transmutation of most fission product wastes is not feasible for either the LWR or the LMFBR. Both the attainable fluxes and the fission product cross sections are too low for practical application. Neutrons produced in a CTR device would be most effective for transmutation of both actinides and fission products, but near term implementation is not possible.

The requirements for very high neutron fluxes and the desirability of spectrum tailoring make the cavity reactor a logical candidate for transmutation of both fission product and actinide wastes. A uranium hexafluoride fueled heavy water moderated cavity reactor was considered in initial studies. The reactor was assumed
to operate at an average thermal flux of approximately $6.4 \times 10^{14}$ neutrons/cm²-sec for a five-year period. The assumed fuel enrichment was 5%. The transmutation rates of several waste isotopes present in the discharged fuel from currently operating light water reactors were studied using the isotopic generation and depletion code ORIGEN.²

The isotopes selected for evaluation of the gas core transmutation potential were I-129, Am-241, Am-242m, Am-243, Cm-243, Cm-244, Cm-245, and Cm-246. Americium and curium were chosen since they control the actinide waste hazard for very long decay times. The fission product iodine-129 was chosen since it is a major contributor to the long-term waste hazard. The amounts of the initial waste loading were determined by the composition of 20 typical light water reactor fuel loads stored for a decay interval of ten years. The waste quantities employed in the study are therefore approximately equivalent to that

![Figure 2: Iodine-129 Transmutation Reaction Paths](image)

### Table 1: Transmutation Figure Symbol Key

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>El</td>
<td>element symbol</td>
</tr>
<tr>
<td>A</td>
<td>mass number</td>
</tr>
<tr>
<td>Z</td>
<td>atomic number</td>
</tr>
<tr>
<td>e⁻</td>
<td>electron emission</td>
</tr>
<tr>
<td>e⁺</td>
<td>positron emission</td>
</tr>
<tr>
<td>(Tᵢ*)</td>
<td>excited state half-life</td>
</tr>
<tr>
<td>(T₉)</td>
<td>ground state half-life</td>
</tr>
<tr>
<td>sigₗₗ</td>
<td>thermal cross section for (n,γ) absorption</td>
</tr>
<tr>
<td>sigᵲₗ</td>
<td>resonance integral for (n,γ) absorption</td>
</tr>
</tbody>
</table>

**NOTE:** designates an isomorphic transition; the fraction of excited state decays by isomorphic transition is $1 - [B⁺] - [B⁻] - [B⁺⁻]$
generated in 60 reactor years of operation.

As previously indicated, the transmutation rates and the final isotopic balances are strong functions of the neutron spectrum. For this study, three reference spectra were employed. A relatively hard spectrum typical of that expected in the core and a thermal spectrum typical of that present in the heavy water moderator were used. In addition, an intermediate spectrum typical of that found in light water reactors was used for comparison purposes. It is emphasized that only the spectra is typical of the LWR; the magnitude of the flux in the gas core is substantially higher than that attainable in the light water reactor.

Gas Core Transmutation Results

Iodine-129

The initial loading of the I-129 was 400 kilograms. The mass of I-129 remaining as a function of irradiation time for the three reference spectra is shown in Figure 3. The curve labeled $\phi_3$ corresponds to irradiation in the core spectra and $\phi_1$ to irradiation in the moderator spectra.

Ameriacium

Curves for the transmutation of the americium isotopes in the spectrum present in the reflector-moderator are shown in Figure 4. The initial loadings of the three americium isotopes considered are indicated. The Am-243 concentration approaches a steady state value after approximately two years. This behavior is due to Am-243 production by successive radiative captures and beta decays in the U$^{238}$ present in the reactor fuel.

The effect of the neutron spectrum on the transmutation of Am-243 is illustrated in Figure 5. The reflector-moderator is indicated by the subscript 1 and the core by the subscript 3.

Curium

The curium transmutation calculations are illustrated in Figure 6. The significance of the neutron spectrum employed is most vividly illustrated in the case of
curium-244. After an irradiation period of approximately six months, the Cm-244 waste masses differ by a factor of 30 depending on whether the core or moderator spectrum is employed.

Higher Actinide Build-Up

Successive radiative captures and beta decays in both the reactor fuel and the isotopes to be transmuted can produce significant quantities of higher mass number actinides. The production curves for significant transmutation by-products are shown in Figure 7.

Waste Hazard Reduction

The success of a particular transmutation scheme can be judged in terms of the overall reduction in the waste hazard. The relative inhalation hazard (RIIH) is defined as the volume of air (cubic meters) required to dilute the radioactivity in the waste to the Radiation Concentration Guide levels listed in Title 10 of the Code of Federal Regulations. Similarly, the relative ingestion hazard (RIGH) is defined in terms of the volume of water required for dilution. The primary hazard associated with long-term waste disposal is the danger of dissolution in ground water or dispersal in the atmosphere and subsequent uptake by man. The quantity of air or water required to dilute the waste to a concentration low enough for unrestricted use can be used as a crude measure of the waste hazard.

The relative ingestion hazard associated with the americium and curium wastes is illustrated in Figure 8. The top curve represents the no irradiation case and the lower three curves, irradiation by the three reference spectra. The lower curves represent the hazard measure of the actinides to be transmuted, the by-products of the transmutation, and the new wastes generated by operation of the reactor for five years.

Conclusions

Transmutation of I-129 by a five-year exposure to a thermal neutron flux of $6.4 \times 10^{14} \text{n/cm}^2 \cdot \text{sec}$ results in nearly order-of-magnitude reductions in the waste inventory of this nuclide. A five-year transmutation of americium and curium wastes produces order-of-magnitude decreases in the overall hazard potential of actinide wastes generated in 60 reactor years of LWR operation.

For this study, no attempt was made to optimize transmutation rates. Current studies are examining the transmutation potential of a fast spectrum cavity reactor. Other fuel cycles will be considered and an attempt made to optimize the irradiation time.
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DISCUSSION

T. S. Latham: Have you looked at what the secular equilibrium buildup of actinide becomes as a function of the reprocessing time in the UF₆ itself? This suggests a class of reactor that may make most of the actinide problem go away.

B. G. Schnitzler: We did look at the actinide buildup in a typical light water reactor as opposed to the actinide buildup in the gas core. There is very little difference in the fission product buildup, but as for the actinides, they will level out, and we can only assume that the entire UF₆ mass was recirculated.
GAS CORE REACTORS FOR COAL GASIFICATION*

By

Herbert Weinstein
Illinois Institute of Technology
Chicago, IL 60616

Abstract

The use of nuclear process heat for coal gasification is a subject of considerable interest today. The concepts presently under study employ a process heat stream limited in temperature by the maximum allowable temperature of the reactor fuel elements. Because of this temperature limitation, the rates of the gasification reactions must be enhanced by the use of catalysts. The chemical plant associated with the production of either coal gas or hydrogen then becomes complex and expensive.

In this paper, the concept of using a gas core reactor to produce hydrogen directly from coal and water is presented. It is shown that the chemical equilibrium of the process is strongly in favor of the production of H₂ and CO in the reactor cavity, indicating a 98% conversion of water and coal at only 1500°K. At lower temperatures in the moderator-reflector cooling channels the equilibrium strongly favors the conversion of CO and additional H₂O to CO₂ and H₂. Furthermore, it is shown that H₂ obtained per pound of carbon has 23% greater heating value than the carbon so that some nuclear energy is also fixed. Finally, a gas core reactor plant floating in the ocean is conceptualized which produces H₂, fresh water and sea salts from coal.

Introduction

It has become apparent in recent years that the United States must utilize its coal resources more effectively to offset the problems caused by dwindling petroleum and natural gas resources. Some of the more attractive processes proposed for coal utilization are gasification—the production of synthetic natural gas—and hydrogen production. The problems associated with these processes are being worked on today. These problems include low efficiency and the complexities brought on by the use of very large scale catalytic reactors. It has been projected for gasification processes in which the coal is also used to generate process heat that the maximum possible efficiency is 67%, which means that one-third of the heating value of the coal is lost in processing and must be disposed of as waste heat.

The concept of utilizing nuclear energy for coal gasification can be traced back to the early 1960's. Currently, this concept has seen renewed interest in Europe. Most of the related research is directed towards the utilization of process heat from high temperature gas cooled reactors (HTGCR). The maximum temperatures reached by the coolant gas in these reactors is less than 1500°K. Because of this temperature limitation, the chemical rates of the gasification reactions must still be enhanced by the use of catalysts.

It would appear that both coal gasification and hydrogen production could be done more directly and more efficiently in a gas core cavity reactor than in any indirect process heat application. There are several factors that make this approach seem promising. In the gas core reactor, the pulverized coal and steam would flow along together directly through the thermal radiation field from the fissioning plasma. In fact, the coal would provide the necessary shielding from thermal radiation required to protect the cavity walls. The resultant temperature of the steam-coal mixture can be high enough for the direct pyrolysis of water. The coal will combine with the oxygen as the mixture is cooled after leaving the reactor. However, the coal-steam mixture need be heated only to 1500°K to 2000°K at a 500 psi cavity pressure to effect the production of hydrogen and CO without the use of catalysts. The temperature of the mixture in the cavity should in fact be such as to obtain the most desirable mixture of H₂, CO, CO₂, H₂O and other organic compounds at the reactor exit.

The most straightforward application of this concept would be in the production of hydrogen. The idea of using hydrogen as a new type of clean fuel has been gaining acceptance. The potential of this process as discussed here is for producing fuel hydrogen in massive quantities. It should be noted that there also is potential for producing other valuable organic compounds directly in a gas core reactor.

The object of this work is to present the concept of using a gas core reactor to produce hydrogen from water and coal. The chemical equilibria is shown to be favorable for this reaction at modest gas core reactor temperatures. The chemical kinetics are not discussed because non-catalytic rate data is not readily available in the literature. An entire process is conceptualized in order to point out that the elements of the process appear feasible. The areas where intensive investigation is required are pointed out. The particular scheme chosen is one where the plant is floating in the ocean, using distilled sea water for the process and the ocean as a waste heat sink. The hydrogen and fresh water obtained from the waste heat are piped directly to the mainland. The sea salts obtained in the process can be returned to the mainland on the barges that bring coal to the plant.

Chemistry

The Heating Values of Products.

The resulting products of the water-coal reactions in the gas core reactor can be strongly influenced by the choice of temperature path for the reactant stream. The choice of products is based on the desirability of the fuel and the amount of nuclear energy that is chemically fixed in the fuel. It is desirable to fix as much nuclear energy as possible not only to increase our energy resources
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TABLE I

Candidate Chemical Reactions

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Fuel</th>
<th>Lower heating value per mole of fuel</th>
<th>Fixed Nuclear energy per mole C</th>
<th>% Increase in HV of Coal</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) ( \text{H}_2\text{O}(l) = \text{H}_2 + 1/2 \text{O}_2 )</td>
<td>( \text{H}_2 )</td>
<td>57.8</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>(2) ( \text{C} + 2\text{H}_2\text{O}(l) = \text{CH}_4 + \text{O}_2 )</td>
<td>( \text{CH}_4 )</td>
<td>191.8</td>
<td>118.8</td>
<td>104%</td>
</tr>
<tr>
<td>(3) ( 2\text{C} + 2\text{H}_2\text{O}(l) = \text{CH}_4 + \text{CO}_2 )</td>
<td>( \text{CH}_4 )</td>
<td>95.9 (a)</td>
<td>12.4</td>
<td>2%</td>
</tr>
<tr>
<td>(4) ( \text{C} + \text{H}_2\text{O}(l) = \text{CO} + \text{H}_2 )</td>
<td>( \text{CO} + \text{H}_2 )</td>
<td>125.4</td>
<td>41.9</td>
<td>33%</td>
</tr>
<tr>
<td>(5) ( \text{C} + 2\text{H}_2\text{O}(l) = 2\text{H}_2 + \text{CO}_2 )</td>
<td>( \text{H}_2 )</td>
<td>115.6 (b)</td>
<td>42.6</td>
<td>23%</td>
</tr>
</tbody>
</table>

(a) 191.8/2    (b) 2 x 57.8

but also to minimize the waste heat disposal problem. Candidate reactions are listed in Table 1 along with the fixed nuclear energy data. The fixed nuclear energy is expressed in two ways. First, as the number of kilocalories fixed per mole of carbon and second, as the resultant percentage increase in the heating value of carbon. The first two reactions are presented just to demonstrate the maximum possible fixed energy yields. The first of these is the pyrolysis of water without the use of coal to scavenge the oxygen. All of the fuel heating value is fixed nuclear energy. The second reaction is for the production of methane and oxygen from coal and water. Again coal is not used to scavenge \( \text{O}_2 \) and the increase in heating value of the coal is about 100%. However, this methane formation reaction is more truly represented by reaction 3. In this case the amount of fixed nuclear energy is negligible. Reaction 4 shows the production of a \( \text{CO} + \text{H}_2 \) fuel gas. The percent of nuclear energy fixed per pound of carbon heating value is 33%. While this is a significant increase, the problems associated with \( \text{CO} \) as a fuel make it an unlikely prospect as a final product. The last reaction is the production of \( \text{H}_2 \) and \( \text{CO}_2 \) and is the one used in this report because it represents a reasonable compromise of fuel utility and fixed nuclear energy. It will, however, occur as a two step process with reaction 4 being the first step. This is discussed in the next section.

Chemical Equilibrium Calculations

At elevated temperatures (>1500°K), the principal products in a \( \text{C-H-O} \) system are \( \text{H}_2, \text{CO}, \text{CO}_2 \). Methane formation is suppressed above 1000°K. Since the effects of nuclear radiation and the plasma field are neglected, only these products are considered. The overall reaction is:

1) \( \text{N}_2\text{O}_5 + \text{bc} + \text{CH}_2\text{O} + 4\text{C} + \text{H}_2 + 6\text{CO} + 4\text{CO}_2 \) and the basic reaction steps are:

2) \( \text{CO} + \text{H}_2\text{O} \rightarrow \text{CO}_2 + \text{H}_2 \)
3) \( \text{C} + \text{H}_2\text{O} \rightarrow \text{CO} + \text{H}_2 \)

The equilibrium equations are:

\[ K = \frac{a_{\text{CO}} a_{\text{H}_2}}{a_{\text{C}} a_{\text{H}_2\text{O}}} \] \[ a_{\text{N}_2\text{O}_5} a_{\text{bc}} a_{\text{CH}_2\text{O}} a_{4\text{C}} a_{4\text{CO}} a_{4\text{CO}_2} \]

\[ K = \frac{a_{\text{CO}_2} a_{\text{H}_2}}{a_{\text{CO}} a_{\text{H}_2\text{O}}} \]

\[ a_{\text{CO}_2} a_{\text{H}_2} a_{4\text{CO}} a_{4\text{CO}_2} \]

Here, \( a \) is chemical activity, \( N \) is number of moles, \( P \) is pressure and Subscript \( T \) stands for total. The activity of carbon is taken as one.

An \( \text{H}_2 \) balance and an \( \text{O}_2 \) balance complete the equation set

\[ (\text{N}_2\text{O}_5)_{\text{initial}} = \left( \text{N}_2\text{O}_5 + \text{N}_2\text{H}_2 \right)_{\text{eq.}} \]

\[ (\text{N}_2\text{O}_5)_{\text{initial}} = \left( 2 \text{N}_2\text{CO} + \text{N}_2\text{H}_2 + \text{N}_2\text{O} \right)_{\text{eq.}} \]

Solving these equations with the \( K \) values of reference 6, and a total pressure of 500 psi yields the results shown in Figure 1. This value of pressure should be high enough for criticality and pressure level only affects in a small way the temperature at which conversion is completed. Equilibrium calculations below 900°K were not carried out because of the complexity of the calculations. Without these results it is impossible to determine the gas quenching paths required to yield the maximum value of the product stream. However, the reaction rates for the reverse reactions which would return the system to the initial reactant concentrations are certainly slow enough so that quenching is possible.

The results are presented for two cases. Figure 1a is for equimolar feed and Figure 1b is for a feed ratio of 2 moles \( \text{H}_2\text{O/mole C} \). It is seen that for the equimolar case the equilibrium is such that conversion to \( \text{CO} \) and \( \text{H}_2 \) can be essentially complete above 1500°K. Chemical reaction rates at these temperatures are expected to be extremely large so that this equilibrium concentration should exist in the reactor cavity. For the case of molar feed ratio of 2, the coal is completely converted.
to CO and CO₂ with about 57% of the water converted to hydrogen. It can be seen from the equilibrium constant data that as the percentage excess of steam is increased, the fraction of coal converted to CO₂ increases. The trade off becomes then, either separating large amounts of steam from the product stream for separating the CO and recycling it with a second steam feedstream. The chemical equilibrium of the latter case can be investigated:

\[ CO + H_2O \rightleftharpoons CO_2 + H_2 \]

and the equilibrium equation is:

\[ K_4 = \frac{N_{CO_2} N_{H_2}}{N_{H_2O} N_{CO}} \]

The results of these calculations are shown in Figure 2 for molar feed ratios of steam to CO of 1 and 2. The equilibrium for this reaction is favored by lower temperatures, however, methane formation becomes significant below 900°K. It is apparent from the graph that between 900°K and 1000°K, conversions of 70% are readily attained. Again, increasing the steam-to-CO ratio favors the conversion but the same separations problem is involved. This temperature range is compatible with what would be expected in the moderator-reflector cooling channels close to the cavity. The second stage of the conversion process could be effected in passages next to the cooling channels. This reaction is exothermic however, and would add to the heat load on the cooling channels in this region of the reflector, but the problem should not be significant.

The Process Concept

The conceptual application of the process is described in this section. The fissioning plasma reactor station is fixed in the ocean, off shore of the continent. The off-shore location is chosen mainly for safety and environmental protection reasons. Coal is barged to the facility and sea water enters directly. The hydrogen and fresh water are piped directly to shore. Waste heat is disposed of to the ocean and sea salt resulting from the desalination is returned to shore in the barges. See Figure 3.

Figure 4 is a schematic of the various process elements which are described below. The choice of method for accomplishing the transformation in each element is not an optimal one but rather the one most obvious to the author.

Gas Core Reactor

The temperature field required for the chemical reactions is modest in the context of proposed gas core reactors. It should be readily achieved in either an open or closed cycle reactor. Therefore, both the coaxial flow GCR and the "light bulb" GCR are compatible concepts. Further, it does not appear that breeding of fuel or magnetohydrodynamic power generation are precluded from also being carried out along with the hydrogen production in the reactor facility.

The seeding of the working fluid in the cavity to make it opaque to thermal radiation is not an added complexity in this application. The pulverized coal reactant will be a very suitable seeding material. Because coal contains a large amount of volatile hydrocarbons, absorbing gases will be evolved at very low temperatures. In fact the steel itself will begin to strip some of them if the coal is soft enough. Furthermore, the coal in the large amounts present may have some neutron moderating effect, decreasing the critical mass requirements.

Water Supply and Cooling Requirements

No attempt has been made to estimate the energy generation rate in the GCR. There will, however, be a large excess of energy generated over that actually fixed chemically in the fuel. This excess will come from cooling of the moderator-reflector as well as the reaction products to suitable temperatures. It is expected that some of this waste heat will be used to obtain the process steam by distillation. Distillation is chosen rather than some less energy-expensive desalination process in order to keep the reactor cavity as free of salt as possible. The rest of the waste heat is used for desalination of sea water by some less expensive process. The final heat sink for the reactor heat as much useful work as possible has been obtained in the ocean.

Process Elements

There are many process elements such as heat exchangers, and physical separations processes that make up the facility along with the reactor. They are described briefly according to alphabetic key on Figure 3. (a) Distillation of seawater for reactant steam. This should be a multiple distillation process in order to obtain a reactant steam which is as salt-free as possible. (b) Just downstream of the reactor is a heat exchanger in which fuel, and possibly some coal ash, is condensed. (c) A cyclone follows the condenser in which the spent fuel and coal ash are removed. (d) The product gases, still relatively hot, are cooled in a gas turbine. Electrical power for facility use is generated from the power derived. (e) The cold gases are filtered to remove any remaining solids. (f) The gases are cooled to room temperature in another heat exchanger and excess steam is condensed and passed to the CO stream. (g) The cool gases are passed through a refrigerated charcoal bed to remove radioactive gases such as iodine. Two beds, operating in flip-flop fashion, can be used. One operates in an adsorbing mode while the other is being regenerated. (h) The hydrogen is removed in a pair of molecular sieves operating in flip-flop fashion and piped to the mainland. (i) The CO stream from separator II meets the condensed water steam from (f) and a make up steam stream from the distillation unit and is piped to the reactor reflector. The product stream from the reflector goes to a heat exchanger where the gases are cooled and excess water condensed. (j) The hydrogen in the cooled gases is removed in separator III. This is another pair of molecular sieve units operating in flip-flop fashion. The CO₂ and CO remaining is then vented to the atmosphere.

Every element is not described in the above section. The heat removed in the heat exchangers along with heat removed in the reflector is used in the distillation column and an ancillary desalination plant.
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Closure

The concept described in this paper is crudely formulated and presented. However, the basic idea is very sound,8,9,10 The high temperatures of the gas core reactor can be used to effect valuable, endothermic chemical reactions in a non-catalytic manner. The example used here was chosen because of its great current interest. However, many other reactions for the production of a whole range of important organic compounds can be carried out instead of or along with the production of hydrogen.
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Figure 1. Equilibrium Conversion vs. Temperature for a C-H-O System at 500 psi.
Equilibrium temperature, °K

Figure 2. Equilibrium Conversion vs. Temperature for the reaction \[ \text{CO} + \text{H}_2\text{O} = \text{CO}_2 + \text{H}_2. \]

Figure 3. Gas Core Reactor Coal Gasification Facility

Figure 4. Schematic of Hydrogen Production Facility.
DISCUSSION

R. T. SCHNEIDER: In Europe last year, I saw an open peat lignite mine in Germany which had just been started. Forty five percent of German electricity is generated with lignite. The pits they have started at this rate will last them 500 years. The mining company was looking into gas cooled reactors to do what you have just said. Someone asked the question, "Why do you want to save 20% of the coal if you have that much?" That is the question they will want to ask you perhaps.

H. WEINSTEIN: That is not that damning a question. The environmental impact of burning peat and low grade coal is sizeable, and it would be easy to show that the hazards involved in large-scale power production around the world with coal is greater than with nuclear energy. The whole idea of producing important and expensive organics can be treated with a gas core very nicely. Hydrogen is the easiest thing to make.
CONSIDERATIONS TO ACHIEVE DIRECTIONALITY FOR GAMMA RAY LASERS

S. Jha* U. of Cincinnati, Cincinnati, OH
J. Blue, NASA-Lewis Research Center, Cleveland, OH

Abstract

This study concerns a method of alignment of nuclei for a gamma ray laser and a means of achieving preferential emission of radiation along the crystal axis. These considerations are important because it probably is not possible to achieve reflection of gamma radiation in order to have photons make multiple passes through an active region. Atomic alignment has been achieved by materials researchers who have made composite structures composed of needle-like single crystals all with the same orientation and all pointing in the same direction contained in a matrix of cobalt or nickel. The proposed method of preferential emission of radiation along the aligned needles is to have a symmetric field gradient at the nucleus and a sequence of excited levels of spin and parity 2\textsuperscript{+} and 0\textsuperscript{+}. The proposed scheme will reduce the density of excited states required for lasing and reduce the linewidth due to inhomogenous broadening. Mossbauer absorption experiments intended to test these ideas are outlined.

I. Introduction

Historical Review

Recent review articles have indicated the substantial difficulties that exist in achieving a gamma ray laser.\textsuperscript{1,2} The state of knowledge of the interactions of the nucleus and its surroundings was insufficient to allow those who conceived the concept of the gamma ray laser to foresee many of the problems.\textsuperscript{3,4}

Perhaps the most difficult of the originally perceived problems, how to obtain a density of inverted states sufficient to have lasing, is still with us. There is, however, no known fundamental limitation to achieving high densities and man's continuing effort to make his power sources (fission reactors, fusion reactors and particle accelerators) more powerful may someday solve the intensity problem.\textsuperscript{5}

An originally unappreciated problem, that fluctuating nuclear interactions with the surroundings that broaden nuclear levels to the extent that resonant absorption and stimulated emission are unlikely, is the subject of this paper. The static interaction of the nuclear quadrupole moment with an internal electric field gradient is considered as a means to achieve:

1) energy level splitting
2) desirable directivity of the emitted gamma radiation
3) a practical physical material with geometry suitable for a laser.

The conclusion of this paper unfortunately will not give a solution to all of these problems but is rather a suggestion as to what nuclear energy level configuration is desirable for a gamma ray laser. These considerations will serve to guide our future experimental research studies.

General Considerations for Population Inversion

To achieve population inversion of nuclear levels is not difficult if one takes advantage of beta decay and nuclear isomerism. This is illustrated with the decay of \(^{113}\text{Sn}\).

A freshly separated source of \(^{113}\text{Sn}\) will decay into the isomeric level of \(^{113}\text{In}\) and population inversion will exist for several hours; eventually the ground state population increases and exceeds that of the isomeric level.

Population inversion can be achieved by nuclear reactions as shown by the example:

\[ \sigma_c = 8b \quad 50d \]
\[ \sigma_c = 4b \quad 79 \text{ keV} \quad 72s \]

*supported by NASA Grant: NSG 3091
Energy Requirements

The energy of the isomeric level is a consideration since the parasitic absorption by atomic electrons is decreased for more energetic photons whereas the cross section for stimulated emission is proportional to $E^2$ and therefore favors low energy transitions. Another consideration favoring low energies is that photon energies must not be decreased by the recoil of the emitting nucleus. The so-called recoilless fraction decreases exponentially with increasing energy, becoming negligible above 150 keV. In this note we are proposing the use of only certain kinds of nuclear levels because one can thereby achieve: 1) unidirectional transmission of gamma rays. 2) by removing level degeneracy, photons with less spread in energy than otherwise and 3) an energy matching of the photon with the levels that are to undergo stimulated emission.

II. Proposal

Electric Quadrupole Transitions

Gamma radiation emitted between nuclear levels of spin and parity $2^+$ and $0^+$ or $0^+$ and $2^+$ actually involves transitions to or from sublevels of the $2^+$ state since that level splits into $m = \pm 2, \pm 1$ and 0. If there is an electric field gradient $q$ which is axially symmetric with respect to the crystal axis then the sublevels split as shown in figure 1, and the three transitions $\Delta m = \pm 2, \Delta m = \pm 1$, and $\Delta m = 0$ are shifted in energy as shown.

\[
W(\theta) = \frac{3}{2} (\cos^2 \theta + 4 \cos 4\theta) \text{ for } \Delta m = 0
\]

These radiation patterns are shown in figure 2.

Combining the information of the two figures shows that the $\Delta m = \pm 1$ component is emitted along the crystal axis with an energy $E - 1/2e^2qQ$. If the energy of the gamma ray is not too high and the Debye temperature of the solid is appropriate then there may exist a large fraction of recoilless photons. When one of these photons interacts with another nucleus in the isomeric state then stimulated emission will occur. However, only the $\Delta m = \pm 1$ transition will have an energy match with the incident photon. The gamma rays arising from the other two transitions would emerge perpendicular to the symmetry axis.

These ideas have been tested by carrying out Mossbauer absorption experiments for the $2^+ \rightarrow 0^+$ transition. The absorption of the recoilless photon in a WS$_2$ single crystal (hexagonal close packed) which has an electric field gradient along the c axis at each tungsten nucleus gave the results shown in figure 3a. Only a single component, $\Delta m = \pm 1$, is resonantly absorbed when the incident photon is oriented along
c axis. A similar result is shown in figure 3b for the photon of the $2^+ - 0^+$ transition in $^{17}$Hf, which was absorbed in single crystal of hafnium metal.

Fig. 3a  Mossbauer transmission experiment of the $2^+ - 0^+$ transition in WS$_2$ for the case when the incident photon is aligned with c axis of the crystal.

Fig. 3b  Same as 3a except the $2^+ - 0^+$ transition is transmitted in Hf metal single crystal.

In both cases the results confirmed that the $\Delta m = \pm 1$ transition is absorbed parallel to the symmetry axis.

Filamentary Alignment of the Nuclear Isomers

It was recognized by the inventors of the gamma ray laser concept that the alignment of the active atoms on a single axis could solve the problem of the non-existence of mirrors with which to form a cavity. Whisker crystals were suggested as a possible materials configuration.

The idea of the whisker configuration can be combined with the anisotropic distribution of the $\Delta m = \pm 1$ quadrupole transition. What is required to do this is an electric field gradient along the whisker filament and the crystal structure of the filament to be symmetric about the whisker axis. The concept is shown in figure 4.

Fig. 4  Schematic illustration of nuclei in isomeric states $^{*}*$, aligned in filaments and emitting quadrupole radiation when an electric field gradient is present and is in the filamentary direction.

Most of the photons from $\Delta m = \pm 2$ and $\Delta m = 0$ transitions will be emitted out of the whisker; those few emitted along the whisker axis will be shifted in energy from the $\Delta m = \pm 1$ photons. The axially directed, $\Delta m = \pm 1$ photons will have less energy spread than would photons from a degenerate $2^+$ level.

Directionally Solidified Eutectics (DSE)

Materials scientists are working on the development of reinforced materials where the strengthening members are filaments or lamellae of a precipitated eutectic. The precipitates are single crystal and aligned and are often spaced in a rather regular array in the matrix alloy. Such a material is shown in figure 5, a SEM view of a directionally solidified rod of nominal composition Co-15 Cr-20 Ni-10.5 Hf-7.5; prepared by V. G. Kim of NASA's Lewis Research Center. In this case the precipitate is HfC and the matrix material has been etched away to show the protruding HfC filaments.
Additional considerations favor the $0^+ + 2^+$ sequence, i.e., the isomeric state should be the $0^+$ and the lower state $2^+$ and both states should be above the ground state. With this arrangement, there will be no nuclear absorption of the recoilless gamma rays and there will be no broadening of the $0^+$ level due to the stochastic field gradient or magnetic fields at the nucleus since a $0^+$ state has no moment. The only factor then broadening the $0^+$ level will be the inhomogenous isomer shift. We prefer the $2^+$ level to be short-lived, then its natural width will be far larger than the isomer shift, thus an energy match between the recoilless gamma ray and the energy difference between $0^+ + 2^+$ is assured and stimulated emission can occur.

The question as to whether the preferred nuclear level arrangement exists can only be answered by research studies in isomerism. A number of known $0^+ + 2^+$ isomers are given below.

<table>
<thead>
<tr>
<th>Element</th>
<th>Spin</th>
<th>Energy (MeV)</th>
<th>Lifespan</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{20}_{42}$Ca</td>
<td>$0^+$</td>
<td>1.836</td>
<td>0.3ns</td>
</tr>
<tr>
<td>$^{72}_{34}$Se</td>
<td>$0^+$</td>
<td>0.937</td>
<td>22.8ns</td>
</tr>
<tr>
<td>$^{70}_{32}$Ge</td>
<td>$0^+$</td>
<td>1.2158</td>
<td>3.6ns</td>
</tr>
<tr>
<td>$^{188}_{86}$Hg</td>
<td>$0^+$</td>
<td>0.824</td>
<td>4.1ns</td>
</tr>
</tbody>
</table>

Isomeric states with longer lifetimes should be sought for the gamma ray laser. In addition to the traditional islands of isomerism, many quasiparticle states, bandheads of decoupled bands and nuclear levels with large changes in nuclear shape may provide the longer-lived isomeric state of the $0^+ + 2^+$ type.

**Preferred Level Arrangement**

As we have indicated, a long-lived isomer having a spin sequence of levels $2^+ + 0^+$ or $0^+ + 2^+$ in a host having an axially symmetric field gradient will provide directed gamma radiation.

---

Fig. 5: Structure of directionally solidified TaC-15Cr-20Ni-Co alloy.
Conclusion

The rationale for searching for a nuclear isomer with a $0^+$ spin and parity and decaying by means of a $0^+\rightarrow2^+$ transition has been given. At this point no suitable isomer is known. The directionality of emission which a laser requires can be achieved in filamentary structures with symmetry about the filamentary axis. Materials research in directionally solidified, precipitate reinforced, alloys should be watched for developments which may have the symmetry and electric field gradient required to achieve directional gamma ray emission.
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DISCUSSION

R. T. SCHNEIDER: Is there such a thing as stimulated emission in a crystal?

S. JHA: In the nuclear case, stimulated emission has not been experimentally demonstrated. But there is no reason why there should not be stimulated emission. If the nucleus is so strongly bound that it excites without recoiling, the gamma ray leaves with full energy; if it now meets an atom which is so strongly bound that it can accept this gamma ray without recoiling, then stimulated emission should take place.

J. BLUE: Nuclear resonant absorption has been observed, and isn't it probable that spontaneous emission has happened but not been observed? If a nucleus is going to resonantly absorb a photon to an upper level, then we know the fraction of nuclei excited to that level, that should return emitting photons.

S. JHA: It is possible to create conditions, given appropriate energy and appropriate materials that will have 100% recoilless emission, such that all the gamma rays will be recoilless.
In the past several years, gas-core uranium plasma generation and confinement studies have centered on two major reactor schemes -- the vortex-stabilized uranium hexafluoride (UF₆) plasma contained in an argon buffer gas, which is a closed-cycle system, and the coaxial open-cycle gas core reactor. Significant progress has been made on vortex-stabilized confinement of UF₆ injected into an argon plasma. Long-term (≥ 40 min) operation at high uranium particle densities has produced encouraging results with respect to the degree of deposition on the fused-silica walls of the container. However, considerable work remains in this area before a high-power closed-cycle plasma core reactor experiment is performed.

The advancement of both open- and closed-cycle gas core reactor research might be aided by more complete understanding of the complex fluid dynamics and its coupling with radiative transport phenomena in the reactor cavity.

Proposed Goals and Research Directions:

Major directions recommended for the proposed research on gas core plasma confinement are:

1. The fissioning uranium plasma
2. Transparent materials research

The Fissioning Plasma

Analytical and experimental research should be continued to determine the dominant physical processes relevant to the fluid dynamics and radiative heat transfer both within and at the edge of the fissioning plasma region. Development of a high-pressure vortex-stabilized optically-thick uranium plasma is a central feature to such an endeavor.

Priority in future research should be given to the vortex-stabilized concept over the coaxial concept for the following reasons:

1. The virtual nonexistence of potentially attractive terrestrial applications for the coaxial flow concept; the coaxial concept being better suited to the design of a nuclear rocket for space missions requiring high thrust densities and high specific impulses.
2. The higher levels of uranium confinement achieved using the vortex scheme.
3. The apparent absence of a "restoring force" in the fuel region of the core for the coaxial scheme.

Reactor experiments should be complemented by concurrent experiments aimed at establishing empirical values of nonequilibrium transport coefficients for fissioning plasmas potentially suited to nuclear pumped laser applications.

Transparent Materials Research

Closed-cycle gas core reactors require use of transparent materials that remain optically-transparent over a wide spectral region and retain mechanical integrity at high temperatures while subjected to intense nuclear radiation. Currently most research has focused on very pure fused silica which appears to be a potentially attractive confinement material. Two areas of focus are suggested in future research:

1. Radiation damage and color center formation studies should be extended to much higher temperatures, radiation levels, and neutron and electron fluxes appropriate to the highest power fissioning plasmas. Such studies should be aimed at predicting the absorption and mechanical properties of the confining material, as well as gauging its lifetime and reliability.
2. The possibility of using materials other than fused silica such as single crystal beryllium oxide should be investigated.

New Concepts and Directions:

The National Aeronautics and Space Administration conducts and sponsors considerable research in fissioning plasma reactors. To complement this research, it is suggested that accelerator experiments be considered to evaluate UF₆ radiation decomposition by fission fragments, to obtain spectra of emitted radiation and to study materials problems. Accelerator experiments with heavy particles bombarding transparent windows may be useful for investigation of transparency under conditions analogous to reactor conditions where there are significant numbers of displaced atoms in the window material.
GROUP II

PLASMA CHARACTERISTICS

Chairman: J. H. Lee
Group Members: C. K. Choi, N. L. Krascella, D. Williams

Status of the Field:

At the present time, the available information on \( \text{UF}_6 \) and Uranium plasma characteristics under non-equilibrium conditions is limited (Ref. H. Helmick, LASL). The analytical investigation of the transport of radiation and the distribution of energy within reactor systems is hampered by a lack of accurate knowledge on such essentials as cross sections and radiative lifetimes for transitions involving electronic, vibrational and rotational excitation and also on the dissociation of \( \text{UF}_6 \) molecules by fission fragment impact. While some elastic cross sections for electron-molecule \( \text{UF}_6 \) collision processes are known (see the paper by S. Trajmar et al. in this Proceedings), little work is done for inelastic cross sections, involving ionization excitation, etc.

Similarly, although a significant amount of data exists on spectral emission characteristics of Fissioning uranium plasmas under equilibrium conditions, non-equilibrium radiation effects due to deposition of large quantities of fission fragment energy into the fissioning \( \text{UF}_6 \) plasma have not been extensively examined on either a theoretical or an experimental basis. In addition, it is of paramount importance that the spatial and spectral content of radiation emitted by the fissioning plasma be known to aid the design of in-reactor experiments as well as the design and feasibility assessment of plasma core reactor applications. The above comments apply particularly strongly to nuclear pumped laser research, which cannot go forward as rapidly in the absence of detailed knowledge of non-equilibrium plasma characteristics.

In particular, more extensive work is required in the future regarding in-core measurements of density, temperature and neutron fluxes with both space and time resolution. At the present time, there are well established techniques for measuring all of these quantities but only in a spatially and temporally averaged form. Density measurements reported so far have tended to be confined to regions near the axis of the flowing \( \text{UF}_6 \) system. Profiles of density do exist for unenriched \( \text{UF}_6 \) but it is of some use to measure such profiles in a reacting system which includes the effect of a neutron flux on the density.

In summary, substantial data exists for low pressure, low temperature \( \text{UF}_6 \) plasmas. However, such data lacks certain essential features of non-equilibrium plasmas and is also not compiled in a comprehensive manner. It would be of great benefit to the plasma core reactor research community to obtain a comprehensive compilation of all of the relevant data on \( \text{UF}_6 \) plasma characteristics.

For the progress toward the ultimate goal of U-235 plasma-core reactor, basic studies on a metallic U-235 plasma are also necessary. The emission characteristics of metallic uranium plasma in UV and soft x-ray ranges have been reported (see the paper by M. D. Williams, et al. in this Proceedings). However, the effect of fissioning has not been observed due to the low reaction rate in the plasma. A study of metallic uranium plasma in a high-flux neutron field is desired.

Proposed Goals and Research Directions:

The proposed research on fissioning \( \text{UF}_6 \) and uranium plasma characteristics may be divided into four areas:

a) Measurement of inelastic cross-sections, vibrational and rotational energy levels, and dissociation by fission fragments for both \( \text{UF}_6 \) and its decomposites.

b) Measurement of the Spectral Emission from fissioning \( \text{UF}_6 \) plasmas. Initial Los Alamos Scientific Laboratory (LASL) reactor experiments will probably not operate at temperatures sufficient to produce appreciable emission in the fissioning \( \text{UF}_6 \). Therefore, simulation experiments utilizing the GODIVA-Ballistic Piston combination should be accelerated to provide initial \( \text{UF}_6 \) spectral emission data in a fissioning gas over a range of temperatures and pressures as well as neutron fluxes. These initial experiments would provide valuable baseline data for the design of similar subsequent experiments in various cavity reactor programs. Finally, the ultimate goal of this research should be to incorporate extensive radiation emission studies in the actual fissioning gaseous \( \text{UF}_6 \) experimental series.

c) To complement the X-ray diagnostic techniques at United Technologies Research Center, in-core measurements should be made of density, temperature and neutron fluxes with space and time resolution. These measurements are essential to the
understanding of reactor start-up dynamics and to evaluate the effects on plasma parameters of neutron coupling. A good diagnostic would be a pulsed laser which can be focused down from a rather large aperture to spots throughout the volume of the (UF₆) tank. The back scattering of this coherent radiation yields temperatures and densities of various species throughout the plasma. The pulse shape will provide temporal resolution. Other diagnostics may also be readily applied to complement the above.

d) Study on a metallic uranium plasma, as a long-range program, should be continued. Especially the non-thermal effect of fissioning in the uranium plasma should be determined to obtain a reference data for reactor development and nuclear pumping of lasers in the plasma reactor.

e) Assignment of a special task group for the purpose of compilation and review of (UF₆) and U²³⁵ plasma data. The group will also conduct revisions using new data as it becomes available. The group may identify and recommend necessary measurements.

New Concepts and Directions:

The use of tunable dye lasers is suggested for determination of (UF₆) plasma characteristics, especially under reactor conditions. Electron beam probes may also complement the laser diagnostics.
GROUP III
NUCLEAR PUMPED LASERS

Chairman: F. Hohl

Status of the Field:

The potential for achieving high power density, low wavelength lasers by direct nuclear pumping has been keeping the area of nuclear pumping active since about 1961. Several reviews of the field have appeared recently (Thom, K.; and Schneider, R. T.: AIAA J. 10, 400 (1972); Schneider, R. T.; and Thom, K.: Nuclear Tech. 27, 34 (1975)). However, it has only been in the past 2 years that considerable progress has been made toward achieving high-power direct nuclear-pumped lasers. Present research uses neutrons from high flux reactors to induce nuclear reaction in either 235U or 210Po laser tube wall coatings, or in He 3 mixed with the laser gas (see the paper by R. De Young, et al. in this Proceedings).

The first two nuclear pumped lasers using 235U wall coatings were demonstrated in 1974 by researchers at Sandia Laboratories (McArthur, D. A.; and Tollefsrud, P. B.: Appl. Phys. Lett. 26, 187 (1975) and at the Los Alamos Scientific Laboratory (Helmick, H. H.; Fuller, J.; and Schneider, R. T.: Appl. Phys. Lett. 26, 327 (1975)). The Sandia group observed lasing of CO at the 5.24 and 5.6 µm vibrational bonds. At present they have achieved outputs of 100 watts at relatively high efficiencies. The Los Alamos group achieved lasing of a He-3-Ar laser at 3.5 µm. The lowest wavelength and lowest neutron threshold for a nuclear pumped laser has been achieved by the University of Illinois group (De Young, R. J.; Wells, W. E.; Miley, G. H.; and Verdeyen, J. T.: Appl. Phys. Lett. 28, 194 (1976)). They achieved lasing of a Ne-N 2 system at 8629 A and 9393 A. The first volume pumped laser was achieved only recently by the NASA-Langley Group (Jalufka, N. W.; DeYoung, R. J.; Hohl, P.; and Williams, M. D.: Appl. Phys. Lett. 28, (1976)) who used the He 3(n,p) 3H volumetric reaction to pump a He 3-Ar system which lased at 1.79 µm. Table I summarizes the nuclear-pumped laser results as of June 1976.

In addition to experimental work, considerable progress is being made in modelling nuclear pumping of lasers. Energy deposition, electron distribution, and excitation of various laser transitions are being predicted. Details of that work are given in the Proceedings.

It should be noted that all results achieved so far demonstrate only "proof of principle." What must be demonstrated next is that high-power nuclear-pumped laser can be competitive with more conventional lasers.

Proposed Goals and Research Directions:

Broadly speaking, the goals for Nuclear Pumped Laser Research fall into two categories:

1) To demonstrate the advantages of using nuclear pumping over other possible pumping mechanisms;

2) to determine what limitations, if any, are imposed on the lasing system by the characteristics of the pumping source, i.e., the fissioning plasma.

More specifically, the research goals may be summarized as follows:

a) To achieve high efficiency combined with high power CW laser output;

b) to extend the lasing wavelength range to shorter wavelengths such as the visible or even ultraviolet regions of the spectrum;

c) to investigate the possibility of volumetric pumping using Uranium Hexafluoride (UF 6 ) - gas mixtures;

d) to investigate the compatibility of laser threshold flux requirements with the actual reactor flux levels.

Special recommendations for research aimed at achieving the above goals are as follows:

1) Identify laser media that are most amenable to nuclear pumping.

2) Conduct experiments to establish how well, electron-beam pumping of a laser medium simulates nuclear pumping.

3) Obtain valuable kinetic data such as on radiative processes, electron collision processes and charge transfer processes. Use such data to model candidate laser systems. Analytical modelling should of course run concurrently with ongoing experimental research.

4) Investigate the relative merits of selfcritical and externally driven neutron pumping schemes.

5) Identify the kinetics of the Carbon Monoxide nuclear pumped laser with a view to optimizing and scaling this laser to higher powers.
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6) Investigate the advantages of nuclear pumping of noble gas-excimer laser media.

7) In a carefully diagnosed nuclear pumped laser system, compare volumetric versus surface-coated pumping sources for different laser media.

8) Conduct further detailed investigations of the effects of electric fields on the performance characteristics of nuclear pumped lasers.

New Concepts and Directions:

Nuclear pumped laser research has made significant progress in the past two years. The feasibility of producing a laser pumped by fission fragments has been clearly demonstrated. Spurred by these successes, nuclear pumped laser research may now continue in many potentially fruitful directions. A variety of concepts and innovative research directions may be actively pursued.

Whereas it is highly desirable to have a critical laser-reactor using UF₆ as a fuel, such a system is complicated by the low vapor pressure of UF₆ at temperatures appropriate for lasing. It is therefore of interest to study other possible fuels such as the transuranic elements whose nuclei offer much higher fission cross sections, or liquids which contain the transuranic elements. Since fusion reactors are potential sources of neutron and charged particle fluxes, their application to nuclear pumped lasers should be investigated.

Nuclear radiation enhancement of an electrically pumped laser has been experimentally demonstrated. Preliminary studies at Los Alamos Scientific Laboratories on the effects of an electric field on a nuclear pumped laser indicate the potential for substantial enhancement of the laser output at a minimal cost of electrical energy. It is therefore of great interest to investigate further the physics and economics of electric field enhancement of nuclear pumped lasers.

Finally, nuclear pumped flowing gas and gas dynamic lasers are also worthy of further research. While such laser systems do suffer the inefficiencies of foil excitation, they do offer the possibility of making very large lasers for which there are many potential applications.

Table 1. Summary of Nuclear-Pumped Laser Results

<table>
<thead>
<tr>
<th>Nuclear Pumped Lasers (May 1976)</th>
<th>Wavelength</th>
<th>Pressure (Torr)</th>
<th>Thermal Flux Threshold (n/cm²·sec)</th>
<th>Energy Deposited (J/μs)</th>
<th>Duration of Laser Output</th>
<th>Peak Power Deposited (W)</th>
<th>Peak Laser Output (W/cm²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Y-Pumped HF Laser Los Alamos</td>
<td>5.1-5.6 μm</td>
<td>100</td>
<td>8×10⁻¹⁶</td>
<td>200</td>
<td>50</td>
<td>1.3×10⁶</td>
<td>2 - 6</td>
</tr>
<tr>
<td>Y-Pumped Xe Amplified spontaneous emission Livermore</td>
<td>3.0-4.2 μm</td>
<td>200</td>
<td>3×10⁻¹⁵</td>
<td>50</td>
<td>235</td>
<td>3.3×10⁵</td>
<td>&gt; 0.1</td>
</tr>
<tr>
<td>Fission Fragment CO Laser Sandia Labs</td>
<td>862 µm</td>
<td>75-400</td>
<td>1×10⁻¹⁵</td>
<td>313 to 1000</td>
<td>6</td>
<td>3×10⁴</td>
<td>1.5×10⁻³</td>
</tr>
<tr>
<td>Fission Fragment He-Xe Laser Los Alamos</td>
<td>1.79 µm</td>
<td>200-700</td>
<td>1.4×10⁻¹⁶</td>
<td>24 to 270</td>
<td>550</td>
<td>1.6×10⁵</td>
<td>0.05</td>
</tr>
</tbody>
</table>
GROUP IV

REACTOR CONCEPTS, SYSTEMS, AND APPLICATIONS

Chairman: H. Weinstein
Group Members: T. S. Latham, M. Suo, E. Maceda, S. Chow, H. Helmick

Status of the Field:

Plasma-Core Nuclear Reactor concepts may be conveniently divided into closed cycle and open cycle systems. Open cycle systems are predominantly of the coaxial flow type in which wall jet injection of propellant keeps the fissioning plasma in the central region of the cavity surrounded by a moderator-reflector shell and high pressure buffer gas. Closed cycle systems, such as the Nuclear Light Bulb, confine the fissioning fuel by means of a tangentially injected swirl flow of a buffer gas. In both cases the transfer of power from the fissioning fuel to the propellant or buffer gas is by radiative heat transfer. Obviously, in the coaxial system, such transfer can go unimpeded, whereas, in the closed cycle system, limited transparency of the confining cell limits radiative energy fluxes. On the other hand, the closed cycle concept offers complete fuel confinement, while in the coaxial open flow system, flow mixing can lead to fuel losses and furthermore, the efflux from the reactor of radioactive material relegates this concept to solely space power application with no realistic terrestrial power applications.

The fuel used in these reactors may be a pure fissionable fuel, a compound such as Uranium Hexafluoride (UF₆) or perhaps a hybrid composed of a solid fuel-UF₆ combination.

At the present time there are few enough concepts and no well established basis for ordering them in terms of probability of success. Consequently, all concepts should be vigorously investigated. The real basis of priority for a given concept derives from its applicability to a particular mission, be it ground-based or space-based.

The applications for plasma-core nuclear reactor systems are numerous. They fall into three major categories:

  a) Space propulsion and power
  b) Terrestrial power concepts
  c) Indirect applications

Space Propulsion and Power

The gas-core nuclear reactor is rather versatile in that it can provide (for example in a coaxial flow configuration) direct propulsion for a spacecraft by acceleration of propellant to high velocities resulting in thrust levels and specific impulses for exceeding those attainable by conventional chemical rockets. Simultaneously the nuclear power plant can also supply electrical power for the maintenance of spacecraft functions. Alternatively, a closed cycle system may be used to generate electrical power for use in ion thrusters or magnetoplasma-dynamic gas accelerators or even to generate a high power laser beam which may then be used either to transmit power to other regions in space or else to provide thrust via a laser-heated thrust chamber.

Terrestrial Power Concepts

The closed cycle reactor system is best suited to ground-based power needs. Gas-core nuclear reactors offer a new technology for the use of high temperature (~4000 K) working fluids. There is also the attractive possibility of direct coupling of the radiant energy in the reactor to output laser radiation and other direct conversion schemes. The compactness of feasible gas-core fissioning reactor systems combined with their efficient operation at temperatures of order 4000 K make them viable alternatives to fusion reactor systems which are necessarily burdened by mammoth dimensions and plasma temperatures in excess of 10⁶ K.

Indirect Applications

The gas-core nuclear reactor system is an excellent source for indirect power conversion such as radiochemical, thermochemical, and photochemical schemes, since it produces radiant power over a very wide and easily tunable bandwidth of the electromagnetic spectrum. Not necessarily being restricted to power conversion schemes, the gas-core reactor is also an excellent source of high temperature process heat for metallurgical uses and also for photochemical production processes.

An Ideal Fission Power Reactor must satisfy the following requirements:

1) Low Critical Mass ~ 10kg
2) Small Units Possible (MW range)
3) Fuel Circulation and On-Site Processing
4) Burnup of Transuranium Actinides and Certain Fission Fragments
5) Increased Fuel Utilization

(Karlheinz Thom, "Gaseous Fuel Nuclear Reactor Research" invited paper at 1976 IEEE International Conference on Plasma Science, May 24-26, 1976, held at Austin, Texas.)
f) High Efficiency Power Generation

g) Breeding of U-233 from Thorium

h) Low Fission Fragment Inventory

i) High Temperatures for Process Heat (coal gasification, steel and hydrogen production, etc.)

j) Non-equilibrium Radiation for Photochemistry and Hydrogen Production

k) Nuclear Pumped Lasers

l) Advanced Propulsion in Space

m) Nuclear Safeguards - Non proliferation of Atomic Weapons

The Gaseous Fuel Reactor is ideally suited to all of these requirements and is worthy of considerable attention in the future. Figures 1 and 2 summarize the essential features of Conventional Nuclear Power Plants and Gaseous Fuel Reactors and highlight the advantages of developing Gaseous Fuel Reactors in preference to present day nuclear power plants.

Proposed Goals and Research Directions:

In planning a well balanced program of research into cavity reactor systems, the basis of priority should be on the most suitable system concept for a particular application. There are few enough concepts at the present time and no well established basis for ordering them in terms of probability of success, so that all concepts should be vigorously investigated. The priorities for program planning may be classified as follows:

a) Maintenance of a program of research in baseline technology such as cavity reactor experiments, fluid mechanics, fuel handling, laser pumping aspects, and plasma experiments of fundamental nature on, for example, plasma characteristics, etc.

b) Choice of a set of reference systems that are competitive with other systems for particular applications.

c) Maintenance of an effort into the development of a broad spectrum of innovative reactor concepts to supplement current ideas.

d) Maintenance of a program to develop supporting technology such as in materials, handling, fuel recycling, etc.

e) Total benefit evaluation of different concepts. Such an evaluation must take into account the following considerations:

(i) minimal environmental impact

(ii) nuclear safeguards

(iii) efficient energy resource utilization

(iv) exploitation of low grade nuclear fuels and breeding possibilities.

Based on these priorities and program goals, research should revolve around five key areas as outlined below:

a) Materials

b) Plasma Confinement and Radiative Heat Transfer

c) Fuel Recycling and Processing

d) System Confinement and Radioactive Material Separation

e) Integrity of the boundary of the reactor flow system -- Mechanical Design Features.
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