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ABSTRACT

A proposed Satellite Solar Power System (SSPS) may have a number of deleterious effects on the life support functions of the earth's magnetosphere. A preliminary study has been carried out in order to define the scope of detailed analysis and perform preliminary analysis which will be necessary to assess the impact of the SSPS on these life support functions. The following subjects have been investigated:

1) Thruster effluent effects on the magnetosphere
2) Biological consequences of SSPS reflected light
3) Impact on Earth Bound Astronomy
4) Catastrophic Failure and Debris
5) Satellite Induced Processes
6) Microwave Power Transmission

A number of important impacts have been identified and recommendations for further detailed studies are provided.
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1. SUMMARY AND RECOMMENDATIONS

1.1 BACKGROUND

Serious proposals are currently under consideration to deploy an array of very large (100 km²) spacecraft to collect solar energy, convert it to microwaves, and transmit them to earth to be converted into electricity for terrestrial use. Each such spacecraft would produce approximately $10^{10}$ watts. As many as 200 solar power satellites (SPS's) would be placed in geosynchronous orbit.

The study upon which this report is based had the goal of surveying the total system and isolating areas of potential hazard to the biological support properties of the magnetosphere, as well as hazards to space activity within the magnetosphere. This report represents the first attempt to prepare such a study independently from the proposing agencies. Only initial inquiries were made into the various identified areas to determine whether or not further study was warranted. At this time we can safely say that within the mission parameters that are now being considered several hazards have been identified. On the other hand, certain potential hazards have been eliminated from further study based on general considerations. Proper action might be able to ameliorate adverse effects, but in all cases further study is recommended. The approach has been to consider first the function that is being performed (e.g. putting large masses into orbit) then to consider the particular proposals (e.g. use of argon ion propulsion devices).

The SSPS is a large complex system with several possible types of environmental impacts. As is well known simply raising the necessary mass to low earth orbit will introduce large amounts of pollution to the atmosphere and much noise to Florida. The further raising of each SPS to
geosynchronous orbit will result in the introduction of more mass into the magnetosphere than is naturally there.

In addition the microwaves might interact with the ionosphere in a variety of deleterious modes.

However all possible impacts which directly affect terrestrial, atmospheric, and ionospheric activities without the mediating influence of the magnetosphere are beyond the scope of this study. For the most part we will consider the effects of the deployment and possible construction or assembly of the SPS at low earth orbit on the natural plasma. We continue to study the SPS as it is raised to operating orbit, placed in operation and eventually dies. Certain classes of catastrophic failure are considered along the way.

An exception to this area of study is the consideration given in Section 2.2 and 2.3 to the possible terrestrial effects of light and other electromagnetic radiation reflected from or produced by the SSPS. Attempts are made to assess possible impacts on all lifeforms in the biosphere due to the sudden appearance of very bright new "stars" at the equator, and impacts on ground based astronomy.

1.2 METHOD

As was mentioned above, this is an initial study. Many potential problem areas have been explored to attempt to identify those most needing additional attention. The general approach has been to consider the effects of assembling and raising an SPS from low earth orbit to geosynchronous, assuming normal operation. Then we consider the effect of normal operation of one SPS. Then generalizations are made to the whole SSPS, still assuming normal operation. To the extent possible we try to make statements
which are configuration independent. Then we consider various abnormal modes (such as catastrophic failure of the station-keeping mechanism). Non-plasma contaminants are also considered. However we do not directly address such problems as disruption of satellite communications or compromising of the geosynchronous orbit for purposes other than the generation of power. While these are important and worthy subjects, they are beyond the scope of this study.

1.3 SUMMARIES, CONCLUSIONS AND RECOMMENDATIONS

According to the preceding discussion we have divided the report into six sections. In the following a brief description and summary of each section is provided, along with the statement of important results. Following each we provide a list of recommendations for further study, with a priority level attached: (1) = highest, (3) = lowest.
2.1 Thruster effluent effects on the magnetosphere

The operation of ion or chemical thrusters for raising the SPS to geosynchronous orbit and keeping it on station during operation will release large amounts of effluent gases into the magnetosphere. We have made a preliminary survey of possible alteration of the physics of the magnetosphere by the effluents. The material may be released as both neutral atoms and ionized plasma. The neutrals may in some circumstances return quickly to the lower atmosphere, or they may drift in orbit until they are photoionized and become part of the ambient plasma inventory. Crude estimates show that the amount of material deposited by the orbit raising of one SPS is equal to that already present. Thus loss mechanisms and convection rates come immediately to the forefront. An estimate of stationkeeping effluent deposition has indicated the possibility that the steady state density perturbation near geosynchronous orbit may be small.

Alteration of the low energy plasma density can affect the operation of "wave particle instability" mechanisms. These regulate the populations of high energy radiation belt particles and are implicated in such environmentally important natural phenomena as magnetospheric substorms, the aurora, radio noise and perturbation of the earth's magnetic field. There exist both well-known environmental consequences as well as the potential for weather modification.

The overall conclusions are that the magnetosphere is complicated, and still poorly understood after twenty years of in situ observation. We cannot safely predict the absence of major changes in its composition and the plasma dynamics that control it if the SSPS is deployed. This could have effects on the life-support functions of the natural environment, but with few exceptions we are unable yet to predict with any degree of
confidence the effects of these manmade changes on the biosphere.

By its very nature any adverse change in the magnetosphere produced by man will be truly global in extent. Consider the public outcry generated by the threat posed to the ozone layer by supersonic aircraft and by the use of fluorodated hydrocarbons. The net decrease so far is less than the normal variation, yet this has been considered to be very important. With the SSPS the pollutants could completely dominate the natural plasma. This domination might very well have a much more severe effect than partial depletion of the ozone layer.

For the above reasons we strongly urge continued study of magnetospheric-ionospheric-atmospheric coupling in both the natural state and in possible altered states. We feel that the most important near term goal is the quantitative determination of the modification of the magnetospheric low energy average plasma density, and its affect on magnetospheric dynamics. Also important is a preliminary survey of phenomena to be expected from the localized deposition of high density plasma in the region near the thrusters. It should be kept in mind that definitive answers will not be easily found because the magnetosphere is still poorly understood.

RECOMMENDATIONS

1. Calculate plasma distributions resulting from photoionization, and directly deposited plasma, taking convection and transport mechanisms into account. Choose a specific SSPS mission program and one or two thruster alternatives.-- (1)

2. Use effluent profiles to assess effect on aurora, radiation belts, magnetic substorms and radio noise. Calculate material fluxes returning to upper atmosphere. -- (1)
3. Literature review of following subjects: a) magnetospheric, plasmaspheric and polar wind convections; b) processes affected by effluent type plasma, c) transient process triggered by localized plasma deposition. -- (2)

2.2 Biological effects of SSPS reflected light

Extra light in the night sky produced by SPS's may affect photoperiodicity of plants and animals, celestial orientation, and several animal behaviors correlated with night illumination. Effects on photoperiodic synchronization of daily and seasonal cycles are considered the most important due to the wide-spread use by both plants and animals of low-intensity light levels as reference points in their daily cycles, and the resulting economic implications for agriculture. Some of these effects, especially those on plants and small animals, can be relatively easily estimated through controlled simulations with artificial lights. Measuring photoperiodic effects on larger species will be difficult.

Some confusion in orientation and migration may result in animals which use the night sky as a compass. This effect is thought to be minor because many species have been shown to have other orientation mechanisms at their disposal. Many of these effects can be easily studied with simulations in a planetarium.

There may be some effects on nocturnal predation and other behaviors related to night illumination. Salmon fry for instance have been shown to be more vulnerable on moonlit nights. Insect sexual and other activity is sometimes light-dependent. These particular effects may be small for the light levels likely to be produced by SSPS's, but more information is needed. Gathering this information for large nocturnal predators will be difficult.
The priority ratings and time estimates for further study of each of the discussed biological effects are presented below.

RECOMMENDATIONS

1. Photoperiodicity
   a. Daily (1)
   b. Seasonal (1)

2. Celestial orientation (3)

3. Nocturnal behavior affected by moonlight
   a. Predator-prey balance (2)
   b. Pest activity and reproduction (2)
   c. Other light-dependent nocturnal activity (3)

Base and Time-estimate for Further Studies

1. Photoperiodicity
   a. Daily — easy for plants and small animals, 2-6 months; difficult for larger animals, 3-12 months.
   b. Seasonal — moderate for plants and small animals, 1-2 years, difficult for larger animals, 1-2 years.

2. Celestial orientation — easy, 2-6 months.

3. Nocturnal behaviors affected by moonlight — easy to difficult depending on species (smaller, more localized species generally easier), 2-12 months.

2.3 Impact of SPSs on earth-bound astronomy

A single SPS may have a light collecting area of order 140 km² for converting solar energy to microwaves. The total flux over this area is almost 200 gigawatts. The microwave beam would carry a power of order 10-20
gigawatts to the collecting array at the earth's surface, whose area would be of order 100 km$^2$. A portion of the power intercepted by the satellite would be scattered or reflected by its surface (probably about 10% of the incident flux) which could easily make it the brightest celestial object in the night sky, discounting the moon. Most of the collected power would be re-radiated diffusely in the far infrared region of the spectrum, making the SPS very bright at far infrared wavelengths as well. In this study we have considered the potential impact of these satellites on ground-based astronomical observations. We discuss four main considerations:

(A) The intensity of visible sunlight scattered or reflected by the SPS; (B) diffuse night sky illumination by this scattered light, (C) the intensity of diffuse thermal radiation emitted by the SPS at far infrared wavelengths; and (D) interference with radio observations.

On the basis of this study it is anticipated that the dependence of the western hemisphere on a large number of orbiting solar power generators for electrical power will present two main potential problems concerning ground-based astronomy which need to be studied at some length.

(1) Diffuse illumination of the night sky at visible wavelengths sufficient to compete with faint diffuse extraterrestrial sources, and

(2) possible interference at microwave frequencies due to side-band noise and harmonics of the transmission frequency emitted by the microwave transmitter, as well as unavoidable interference at the fundamental transmission frequency due to side-lobes of the transmitting antenna.

This study is by no means exhaustive; the subject of orbiting solar power generators should be explored more carefully and at greater length.
for further considerations regarding astronomy.

RECOMMENDATIONS

We recommend a more detailed study of the following more specialized areas of technology for their concern with aspects of problems we have discussed here.

1. Possible methods of reducing the diffuse reflectivity of all exposed surfaces on the SPS to well below 1% (1)

2. Effects of the space environment on reflecting surfaces, and degradation of optically smooth (specularly reflecting) surfaces (2)

3. Microwave side band noise and harmonics emitted by transmitters being considered for use on the SPS (1)

4. Possible effects on the ionosphere of transmitting a considerable amount of microwave power through it, and the implications of those effects to radio astronomers (1)

2.4 Catastrophic failure and debris

We have considered perturbation of the magnetospheric environment due to the dispersal of debris. This could result from satellite failure, and will certainly result from predictable degradation mechanisms such as meteoroid impact and sputtering. In considering catastrophic modes of failure the SPS must be examined for sources of uncontrollable momentum. We have considered propellant tank rupture as one source and believe it should be considered further. We have also pointed out the possible importance of waste particulate matter in SPS operations. Since meteoroid erosion is an important source of particulates we feel that careful calculation of this should be undertaken. This is also clearly important
for the reason that SPS power collection requires the use of optical surfaces that will undergo erosion. Preliminary evaluation has yielded two tentative conclusions: (1) Not enough material will be eroded to obscure sunlight or other electromagnetic radiation, and (2) the density of eroded material in the vicinity of geosynchronous orbit could approach that of the natural meteoroids, but the velocities of the material should be on the average substantially less than that of the primary meteoroids. Therefore we feel that small particulates and other ejected waste material could be important when many SPS' are operating in close conjunction with one another. We do feel that problems of this nature are amenable to technical solution.

RECOMMENDATIONS

1. Studies of details of SPS geosynchronous orbits to determine collision avoidance techniques and also to determine the probability of collision as a function of uncontrollable momentum applied in a catastrophic incident. (1)

2. Study of cryogenic propellant storage systems to determine failure probability, momentum impulse, and propellant dispersal due to failure. Examine possibility of solid cryogenic storage. (3)

3. Study of meteoroid impact, sputting and other known processes both as surface degrading processes and as sources of waste particulate matter. Attempt to construct a particulate "source function." (1)

4. Study of orbits of SPS waste particulate matter to determine quantitatively densities that will build up. (1)

5. Consider scenarios for the disposition of SPS' after their useful life is over. (3)
2.5 Satellite Induced Processes

The physical motion of a satellite through the magnetospheric and atmospheric charged and neutral particle environment alters the medium particle distributions. Associated with the altered charged particle distribution are electric and magnetic disturbances. That is, the satellite produces a "wake". The intensity of these wakes depends on the size of the satellite and thus should be evaluated carefully for solar power satellites. We have made a very preliminary assessment of wake to be expected from SPS operations and have not uncovered any serious electromagnetic noise problem. This should be studied further, however.

Associated with the satellite motion and wake production are satellite drag forces. These forces are generated by the impact of neutral atoms and charged particles on the satellite front surface, the deflection of charged particles, and by the current induced in an electrically conducting satellite by its motion through a magnetized plasma. Given the large surface area to mass ratio of SPS, these could be very important in low earth orbit operations. We believe that since drag forces and wake production are intimately related physical phenomena it would be most efficient to consider them together in the next level of study. The following recommendations may be summarized simply by stating that the general examination begun in section 2.5 should be continued in more detail.

RECOMMENDATIONS

1. Calculation of Drag Forces and Torques on a chosen "model SPS" in low orbit configuration. Careful examination of induction drag in geosynchronous orbit. (1)

2. Calculation of wake structure from very large satellites. Evaluate EM noise from wake and compare with "magnetosphere noise spectrum." (2)
3. Review literature on instability of and dissipation of satellite wakes. (2)

4. Examine proposals for "induction propulsion" to assess applicability to SSPS (3)

2.6 Microwave Power Transmission

The microwave power transmission system used by an SPS will interact with the magnetospheric plasma. MAYA has identified two potential impacts associated with these interactions. First non-linear interactions, known as parametric instabilities, occur when a sufficiently intense electromagnetic wave propagates through a plasma. MAYA has performed an extensive bibliographic review of the literature of parametric instability. To date no serious impact upon either the magnetosphere or the microwave power transmission system has been shown to result from parametric instability. In addition, we have expended substantial effort, outside of the scope of this contract, on ionospheric interactions with the microwave beam, and while the case is much less clear-cut and deserves more study, no insurmountable problems have appeared.

A second impact which may be more problematic demands more study. In the operation of the self-phasing antenna system, it is assumed that the propagation medium is reciprocal and that its properties do not change significantly during a round trip transit time for a microwave signal. This round trip transit time is 0.3 seconds for an SPS at GSO. The total electron content and hence the plasma contribution to the index of refraction may exhibit significant change in 0.3 seconds. These changes may result from magnetic storms, solar x rays or micropulsations in the PC 1 band. Since the proper functioning of the self-phasing antenna system is essential to the success of an SSPS this problem is of the very highest priority.
RECOMMENDATIONS

1. Perform further assessment of non-linear plasma interactions which may result from microwave transmission through the magnetosphere, especially scattering off of modes which are naturally amplified by the magnetosphere such as whistlers.(3)

2. Develop a computer simulation model in order to determine the dynamic response of the self-phasing antenna system to fluctuations in the intervening plasma. Highest possible priority.(1+)
2. TECHNICAL DISCUSSION

2.1 THRUSTER EFFLUENT EFFECTS ON THE MAGNETOSPHERE

INTRODUCTION

We have made a preliminary survey of possible alteration of the physics of the magnetosphere by the effluent of thrusters that will raise solar power satellites from low earth orbit to geosynchronous orbit, and keep them in position during normal operation. Alteration of certain magnetospheric densities could potentially have environmental consequences, both on the earth and in space. In this short study it has not been possible to reach any final answers. Thus we shall recommend further explicit calculations to determine with some confidence alterations of charged particle densities and possible consequences.

In the following we provide background to the problem and indicate important considerations for further work. In Sections A, B we describe the mission requirements, describe some of the thruster alternatives, and discuss some implications of these alternatives. In Section C we consider the special properties of neutral particles that would be emitted, in relation to the neutral particle dynamics of the upper atmosphere. It is argued that this is important to the magnetosphere mainly because of the potential for neutral particles to change into charged plasma. Another important factor is the re-entry of the effluent particles into the ionospheric and denser upper atmospheric regions, where collisions and chemical transformations, such as alteration of the ozone layer, are important. We have not specifically considered this region because it is being studied by other groups in relation to operations at low earth orbit and below. We feel that in this regard one output of future magnetospheric study should be prediction of the distribution of effluent particles.
returning from the magnetosphere to this lower level. It will probably turn out reasonable to assign the heights where magnetospheric study leaves off and ionospheric and atmospheric study begins to be those levels, called critical levels, above which collisions are a small perturbation and below which they contribute importantly to particle dynamics. In Section D we provide a short qualitative description of the physical functioning of the magnetosphere. Section E contains discussion of some known and suspected environmental implications of magnetospheric functioning. In Section F we briefly describe how it is that certain magnetospheric mechanisms bearing on environmental effects tend to be regulated by the type of plasma that will result from SSPS operations. A program for further study is discussed.

A. MISSION INFORMATION

To begin to assess the effect of propellant deposition on the magnetosphere (MS) it is necessary to obtain some rough idea of the amount and properties of effluent deposited. We shall see that it is possible that the amount of material deposited in the MS by only one SPS will exceed that normally present. In this sense the effluent is not strictly a pollutant but could change drastically its normal functioning. For this reason loss and convection rates are important. It should also be pointed out that the propellants under consideration and their byproducts (H, O, H2, O2, H2O, Argon) will not constitute a chemical pollutant as they reenter the atmosphere in that they are its normal constituents.

The magnitude of any environmental problems created in the magnetosphere by the SSPS transportation system may well be related to the specific system chosen. This is true because the alternative systems differ greatly in the amount and type of effluent deposited. Estimates presented here are
based primarily on the Johnson Space Flight Center (JSC) SSPS study of propulsion alternatives. There are basically two types of missions required in the construction and operation of SSPS in the MS. These are the orbit raising of the partially assembled solar power satellite (SPS) from low earth orbit (LEO), circular and of altitude ~500 Km, to geosynchronous orbit (GSO) at altitude 35,800 Km, and the transport of personnel and priority cargo on the personnel orbital transfer vehicle (POTV) from LEO to GSO. The orbit raising mission considered will be of the low thrust type, due to the structural requirement of low acceleration forces on the structure, to be carried out either by chemical or ion thrusters. The amount of mass deposited for a given momentum imparted to the SPS is inversely proportional to the exit velocity $v_{ex}$ of the propellant. For the MPD arcject thruster this velocity is ~20 Km/sec, for a chemical thruster typically 2-4 Km/sec, and ~40-80 Km/sec for ion engines. Thus in a given radius interval the chemical thruster deposits 5-10 times the effluent as the MPD thruster. The POTV missions are to be carried out with high thrust chemical rockets. We have found by using the JSC program projections that the amount of effluent deposited from POTV missions per SSPS is only some 20% of that minimum deposited by the MPD thruster orbit raising. It is thus most likely negligible for the purpose of crude estimates.

In the following we describe the low thrust orbit raising mission. It is potentially important that for the low thrust mission the thrust $\vec{F}$, is approximately tangential to a slowly expanding circular orbit. The magnitude of $\vec{F}$ is given by $F = \dot{M}v_{ex}$ where $\dot{M}$ is the exhaust mass flow rate. The equations describing a circular orbit may be found by balancing centrifugal force against gravitational force

$$\frac{Mv^2}{r} = \frac{KM}{r^2}$$

(1)
where M, v and r are the SPS mass, speed, and geocentric distance and 

\[ K = GM_{\text{earth}} = 3.99 \times 10^{20} \text{ dyne cm}^2 \text{ gm}^{-1} \] (we shall typically work in cgs units and where appropriate express results in mks). From (1) the SPS speed angular momentum and total energy are found to be

\[ v = \sqrt{\frac{K}{r}} \]  \hspace{1cm} (2a)

\[ L = M \sqrt[K]{Kr} \]  \hspace{1cm} (2b)

\[ E = \frac{1}{2} \frac{KM}{r} \]  \hspace{1cm} (2c)

We assume that the force \( \hat{F} \) makes an angle \( \theta \) with the velocity \( \hat{v} \) which is perpendicular to the radius vector. In time \( \Delta t \) the SPS total energy changes by

\[ \Delta E = \hat{F} \cdot \Delta r = \hat{F} v \Delta t \cos \theta + F \Delta r \sin \theta = \frac{1}{2} \frac{KM}{r^2} \Delta r, \]  \hspace{1cm} (3)

the second equation being obtained by differentiating (2c). The change in angular momentum is

\[ \Delta L = \frac{M \sqrt[K]{Kr} \Delta r}{2 \sqrt{r}} = r F \cos \theta \Delta t \]  \hspace{1cm} (4)

Substituting (4) in (3) to eliminate \( \Delta t \) we find

\[ \sin \theta = 0, \]  \hspace{1cm} (5)

or

\[ \theta = 0. \]  \hspace{1cm} (6)

Circular spiral-type orbits are maintained by tangential thrusting; normal thrust introduces additional ellipticity.
To calculate the rate of ascent we set $\theta = 0$. Putting $\cos \theta = 1$ in (4) enables us to calculate $r(t)$ as the solution to

$$\frac{dr}{dt} = \frac{2a}{\sqrt{K}} r^{3/2}$$

whose solution may be expressed inversely as

$$t(r) = \frac{\sqrt{K}}{a} \left( \frac{1}{\sqrt{r_1^3}} - \frac{1}{\sqrt{r}} \right)$$

where $r_1 = r(t=0) = r_{\text{LEO}} \approx 6.9 \times 10^8$ cm. Using $r_2 = r_{\text{GEO}} = 4.22 \times 10^9$ cm we find the time trip $T \approx 160$ days. This time is proportional to $M$ and inversely proportional to the thrust $F$.

Using the orbit equations we may calculate the amount of effluent ejected as a function of $r$. This is of course only preliminary to establishing what subsequently happens to the effluent. We define $m(r)\,dr$ to be the mass of effluent deposited during time $dt$. It is given by

$$m(r)\,dr = \dot{M} dt = \dot{M} \frac{dt(r)}{dr} \, dr,$$

or

$$m(r) = \dot{M} \frac{dt(r)}{dr}.$$  \hspace{1cm} (9)

From (8) we find

$$m(r) = \dot{M} \frac{\sqrt{K}}{2a} \frac{1}{r^{3/2}} = \frac{\sqrt{K}}{2} \frac{M}{v_{\text{ex}}} \frac{1}{r^{3/2}}$$

Note that $m(r)$ depends only on the SPS mass and $v_{\text{ex}}$, and not on the trip time (this assumes that the mass expended is small compared to $M$, for the above mission the propellant mass is about $0.1M$). Using $M = 47 \times 10^6$ Kg we find finally,
\[ m(r) = \beta \left( \frac{2.35 \times 10^{14}}{r^{3/2}} \right) \text{ gm/cm.} \quad (11) \]

\( \beta \) is an adjustable parameter we have inserted to take approximate account of the various thruster alternatives;

\( \beta = 1 \) for the MPD thruster, \( \beta \sim 0.5 \) for ion thrusters, \( \beta = 5-10 \) for the chemical mission, and \( r \) is expressed in cm. (For chemical thruster orbit raising the equation would in fact be modified to take into account the large mass of propellant). \( m(r) \) and \( \int_{LEO}^{r} m(r) dr \) are plotted in Figure 2.1.1.

Using JSC estimates that station-keeping would require a total velocity increment to an SPS of 50 meters per second per year we calculate that the mass per year that is ejected at GSO is \( 1.2 \times 10^{8} \beta \) gm/year. The total mass required to raise the SPS is

\[ \Delta M = \int_{r_1}^{r_2} m(r) \, dr = 4.7 \times 10^{14} \beta \left( \frac{1}{\sqrt{r_1}} - \frac{1}{\sqrt{r_2}} \right) = 1.07 \times 10^{10} \beta \text{gm.} \]

Over a thirty year period the station keeping propellant would amount to about 35% of the orbit raising propellant. A more useful comparison might be to note that stationkeeping requires \( 3.3 \times 10^{5} \beta \) gm per day, whereas we calculate that orbit raising in the vicinity of GEO requires \( 6.75 \times 10^{7} \beta \) gm per day. Thus it is probably the case that any untoward effects that result from stationkeeping of 100 SPS at GEO would show up in an analysis of the simple orbit raising mission for one SPS, however the long-term nature of stationkeeping could modify this.

B. PLUME CHARACTERISTICS

The next major factor to be considered is the properties of the thruster exhaust plume. Some important distinctions can be based on certain general properties of the thruster alternatives. Of course it may be ultimately necessary to understand the detailed plume properties of the thruster.
Figure 2.1.1 Effluent Deposition Profile
operating in space, and it may be that information will be found reliably only by resorting to space experiments.

The most important gross effluent characteristics seem to be the charge of the particles and their speed. If fully ionized plasma is emitted its individual particles will move in tight spirals on the earth's magnetic field lines on which they were emitted, spreading in latitude up and down that field line and then drifting off the field line in a direction determined by the ambient electric field. If neutrals are emitted they will move on ballistic trajectories at the higher altitudes. These two statements depend on the fact that the MS is so rarified that collisions may be neglected. The neutrals run the risk of being photoionized by solar ultraviolet radiation, at which time they become part of the ionized plasma inventory. We shall argue later that it is ionized effluent that has the potential for causing environmental disruption.

In Figure 2.1.2 we show rough plots of photoionization cross-sections for the various possible neutral exhaust products. Since Ar has the largest cross-section we use it to estimate the lifetime $\tau_1$. Using a value for the solar spectral radiance in the ultraviolet of $20 \text{ ergs cm}^{-2}\text{sec-micron}^{(2,4)}$ as an average value somewhere between solar minimum and solar maximum, we estimate the photon energy flux between 800Å and 300Å to be $1.2 \text{ erg cm}^{-2}\text{sec}^{-1}$. The photon energies lie between $6.6 \times 10^{-11} \text{erg}$ and $2.5 \times 10^{-11} \text{erg}$, giving a photon flux of $2 \times 10^{10} \text{cm}^{-2}\text{sec}$ to $5 \times 10^{10} \text{cm}^{-2}\text{sec}$. Using for the cross-section $30 \times 10^{-18} \text{cm}^2$, Ref. 3, we find the lifetime $\tau_i = 1.7 \times 10^6 \text{sec} - 6.7 \times 10^5 \text{sec}$ or $\tau_i \sim 8 - 20 \text{ days}$. $\tau_i$ is somewhat longer for $\text{H}_2\text{O}$, the principal constituent of the chemical thruster exhaust. These numbers are important for two reasons. In the first place, $\tau_i$ might be long enough for a large fraction of the slow neutrals from a chemical thruster to
Figure 2.1.2. Photoionization Cross Sections (Ref. 2)
be absorbed in the denser lower atmosphere. In the second place, tests of the MPD thruster have indicated that the fast ions and electrons, which constitute ~90% of the effluent, in the beam recombine almost completely in a time of about .25 msec. With \( v_{ex} \approx 20 \text{ km/sec} \) we find that the net actual velocity of the neutral Ar is greater than earth escape velocity at its point of emission by a factor ranging from 1.2 at LEO to 3.9 at GSO. Since the plume is directed tangentially to the orbit this raises the possibility that most of the neutral Ar can escape completely before being turned into charged plasma. The neutrals will be discussed further in the section on the exosphere.

It is interesting to compare the density of deposited material with the ambient density in the MS. We shall see that only one orbit raising could deposit an amount of material in the MS equal to that normally present. This should not be taken too seriously since normally material is circulated on a rapid time scale. To make the comparison it is necessary to make some assumption as to the form of the effluent. It is simplest to assume that the total amount is deposited as ionized plasma in the earth's magnetic field, taken to be that of a dipole. This might apply to the bombardment ion thruster whose plume does not quickly recombine or to that fraction of effluent from an MPD thruster that does not recombine.

We assume that all the plasma deposited between \( r \) and \( r + dr \) in the equatorial plane spreads uniformly up and down the field lines and uniformly in longitude, filling the flux shell, Figure 2.1.3. We note that if the ions have a small cone angle velocity distribution they will tend to remain near the equator since they will be reflected by the increasing B field. If there were no atmosphere or ionosphere most of the particles would bounce back and forth in latitude, without hitting the
Figure 2.1.3 Flux Shell Volume In Dipole Field.

\[ r(\theta) = r \cos^2 \theta \]
earth, as they would be reflected by the converging B field. The flux shell
volume (using $R_e$ as the limit of the volume) is

$$V(r) \, dr = 4\pi R_e^2 \, N(x)$$

where $x = r/R_e$, $V(r) \, dr$ is the volume contained between the flux shells
intersecting $r$ and $r + dr$ at $\theta = 0$.

$$N(x) = 2x \left[ x^2 \left( \frac{3}{7} q^{7/2} - \frac{6}{5} q^{5/2} + q^{3/2} \right) + x \left( \frac{1}{2} q^{5/2} - q^{3/2} + \frac{1}{2} q^{1/2} \right) \right]$$

and $q = (1 - \frac{1}{x})$.

The mass density is given by (putting $\beta = 1$ in (11))

$$\rho(r) = \frac{m(r)}{V(r)} = \frac{2.8 \times 10^{-18}}{x^{3/2} N(x)} \text{ gm/cm}^3$$

which, assuming singly ionized Ar, translates to

$$n(x) = \frac{\rho(x)}{M_{Ar}} = \frac{4.73 \times 10^4}{x^{3/2} N(x)} \text{ ions, electrons/cm}^3$$

$n(x)$ is plotted in Figure 2.1.4 along with a crude plot of the total
ambient electron number density. We see that for the most of the range
from LEO to GSO it exceeds the ambient density, in some places by more than
an order of magnitude.

Finally we summarize the thermal properties of the effluent. The Ar
ions have velocity $2 \times 10^6$ cm/sec, determined by the acceleration forces
in the thruster. The electrons are observed to have temperatures in the
range of 1-5 eV, corresponding to velocity $6 \times 10^7$ cm/sec - $1.3 \times 10^8$ cm/sec.
The neutral Ar temperature seems to be commonly about $500^\circ$K, corresponding
to velocity $5 \times 10^4$ cm/sec. This means their actual velocities will lie in
Figure 2.1.4 Plasma Density Profile.
a range close to the SPS velocity which ranges from $7.6 \times 10^5$ cm/sec at LEO to $3 \times 10^5$ cm/sec at GSO. They will probably then form a ring around the earth, see Appendix A and Figure A.1, until they collide with ambient particles or are photoionized. A major factor that can be deduced from the electron and ion speeds and the known magnetospheric electric and magnetic fields is that the electric EXB drift velocity is much greater than the VB drift velocity. This may allow a fairly simple determination of the plasma motion perpendicular to B in regions where collisions are unimportant, which is the case above about 1000-2000 Km altitude. In the plasmasphere region, that is out to about 3-4 $R_e$, EXB motion is just co-rotation with the earth, and the effluent plasma depletion takes place along field lines, the plasma being essentially absorbed by the much denser atmosphere and ionosphere at low altitudes. An unimpeded ion takes on the order of 10-20 minutes to hit the earth whereas a typical SPS rotation period might be 150 minutes or longer. This could mean that plasma deposited will equilibrate with the low altitude atmosphere along field lines before the SPS makes a complete revolution to deposit more on the same field line. It is probably difficult but should be possible to calculate this process. This is important because it could be determined whether or not the ambient low energy plasma density tends to increase or remain the same on the average as the satellites are raised. The importance of low energy plasma densities will be pointed out in the discussion of magnetospheric processes.

C. NEUTRAL EFFLUENT AND THE EXOSPHERE

In contrast to the charged plasma emitted the neutral atoms and molecules assume ballistic trajectories until they suffer a collision, or a reaction which changes their form. The most important reaction is
photoionization by solar photons. We feel that the neutrals as such at high altitude could not have any environmental consequences since it is the charged particle populations that govern magnetospheric processes. At atmospheric densities neutrals of course do have important functions, for example the attenuation of UV solar radiation. It will be important to see if the neutrals such as H₂O, returning to the atmosphere could change the relative molecular abundances and energy balance enough to upset these functions.

To discuss the fate of neutral effluent it is useful to review the properties of the natural neutral atmosphere at high altitudes. The density of a species i decreases exponentially according to

\[ n_i(h) = n_i(h_0)e^{-m_i(g(h-h_0))/kT} \]  

where \( m \) is the mass and \( T \) is the temperature. Figure 2.1.5 is a plot of species densities. If one species dominates over a range of \( h \) the total number density here will fall exponentially. It is usually reasonable to represent the total number density also as an exponential

\[ n(h) = n(h_0)e^{-(h-h_0)/H}, \]

where \( H \) is a slowly varying scale height, which depends on temperature and other factors such as the variability of gravity with height.

Since the number density decreases with altitude the mean free path for collision will increase, until at some altitude it exceeds the scale height \( H \). A particle traveling upward from this point will travel much farther than a particle traveling downward. Most upward going particles will turn around and return without having a collision. This outermost region where collisions are negligible is called the exosphere. The base of the exosphere is an altitude from which collisions send up particles
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and down into which they fall after a few minutes of free flight.

In discussing the exosphere it is usual to introduce the concept of critical height \( h_c \). This is an altitude determined by the condition that a fraction \( \frac{1}{e} \) of fast particles moving upward at \( h_c \) at high speed will experience no collision as they proceed to infinitely great height. \( h_c \) must depend on \( H \), whose value is assumed known. The probability that the particle collides in the range \( dh \) is \( 4\pi a^2 n(h) \, dh \), where \( a \approx 1.5 \times 10^{-8} \) cm is a typical particle radius, and \( n(h) = n(h_c) e^{-(h-h_c)/H} \). The number of the fast particles that suffer a collision in \( dh \) is thus

\[
dN(h) = -N(h) \, 4\pi a^2 n(h_c) e^{-(h-h_c)/H} \, dh
\]

leading to the condition

\[
-\log \frac{N(\infty)}{N(h_c)} = \log e = 1 = \int_{h_c}^{\infty} 4\pi a^2 n(h_c) e^{-(h-h_c)/H} \, dh
\]

or

\[
n(h_c) = \frac{1}{4\pi a^2 H}.
\]

This density at \( h_c \) must be consistent with the scale height at \( h_c \). The density plots indicate \( h_c \approx 500 \) km at which the density of the predominant species, \( O \), is about \( 2 \times 10^7/cm^3 \), and \( H \approx 100 \) km. It is interesting to note that (4) implies that \( h_c \) is the altitude at which the mean free path for a horizontally travelling particle equals the scale height, and this happens to coincide with LEO. The distribution of particles at very high altitudes must be the same as at lower altitudes because of Liouville's theorem. This says that the density in phase space is the same along particle trajectories. The Maxwellian form established by collisions at low altitude must hold at high altitude where there are no collisions. The
lighter particles, He and H, whose energy $kT$ gives them a large velocity should predominate at high altitudes according to (1) and this is observed. Also the temperature $T$ of the exospheric particles should equal approximately that at low altitudes and this too is observed.

The nature of the exospheric critical level might be important in future more detailed analyses of neutral effluent effects. We show in Appendix A, Figure A.1 that neutral effluent from the chemical orbit raising mission might fall in such a manner that if unimpeded it would simply hit the earth. It is tempting to say that if this is the case the particles are immediately absorbed. However we note that if a particle collides elastically at the critical level it would be just as likely to bounce back out again if it and the target particle had roughly equal speeds. An H$_2$O molecule dropped from GSO would be travelling at about 10Km/sec. At 1300°K an oxygen atom with which it is most likely to collide, would be travelling at about 1Km/sec. This would mean that the collision products would tend to be directed downward. For this effluent the absorption picture could be correct. It would take a more detailed analysis to determine if reflection from the critical level would build up the density of the exosphere. It is doubtful even so that this would do much for the following reason. Photoionization of H at the ambient exospheric density of say 100/cm$^3$ produces plasma ions at the rate of about $10^{-4}$/cm$^3$-sec. On the other hand, taking a conservative corotation drift speed of $3 \times 10^5$ cm/sec and plasma number density 1/cm$^3$ we see that $3 \times 10^5$ particles stream through a 1 cm$^3$ volume in 1 sec. Thus photoionization of the exosphere would appear to be a negligible source.

The energy content of these falling neutrals should be considered. Their number is about 1% the number of UV solar photons hitting the
atmosphere, and at 10 Km/sec their energy is approximately 19 eV. This does not necessarily mean, however, that they can ionize atmospheric atoms because there exists a threshold "activation energy" (26) below which ionization is very improbable. This question would have to be considered in detail if chemical thrusters were used for orbit raising.

As shown in Appendix A and Figure A.1, very slow neutrals would tend to form a sheet consisting of concentric rings deposited as the SPS spirals outward. In this case, their density might build up to the point where they would constitute an important localized plasma source. This could probably be determined by a straightforward numerical computation given detailed knowledge of MPD thruster characteristics.

The major potential consequence of the slow neutrals emitted from chemical thrusters would be their deposition of energy and contaminants in the upper atmosphere. However, this would not be localized as in the case of heavy lift launch vehicle emissions. It should not be difficult to perform reliable trajectory calculations using anticipated thruster characteristics to determine if any possible perturbation on the upper atmosphere could result. It is already believed(1) that heavy lift launch vehicle (HLLV) operations will not significantly perturb the upper atmosphere, although this viewpoint is not universally held.

D. THE MAGNETOSPHERE

To facilitate the discussion of the consequences of large amounts of extra cold plasma in the MS we provide here a short discussion of its geometry and functioning. (8,9,10,11) No major conclusions are presented in this section, thus it may be bypassed by the reader familiar with magnetospheric phenomenology. It should be kept in mind that even in some of its gross features the MS is not fully understood and the interpretation of many of the observed phenomena is controversial. In
particular, we shall focus on phenomena relating to plasma loss and flow in order to discuss the fate of additional deposited plasma.

The MS consists of charged particle populations interacting with magnetic field $B$, Figures 2.1.6,7. The $B$ field lines outline its gross geometry and divide it more or less into various functional regions which are distinguished by the types of particle populations present. The $B$ field of the earth itself is essentially that of a dipole placed at its center, tilted with respect to the earth-sun line, the currents generating this dipole flowing in the earth's core. Impinging on this dipole field, which acts as an obstacle, is the "solar wind", a cold, dilute, supersonic ($T_{\text{electron}} \approx 20-100\text{eV}, n \approx 5/\text{cm}^3, v_s \approx 400\text{ Km sec}^{-1}$) plasma emanating from the sun. The balance of solar wind directed pressure against the $B$ field pressure $B^2/8\pi$ yields the observed boundary form, an elongated teardrop, pointing away from the sun at all times, outside of which $B=0$. This boundary is known as the magnetopause and in an ideal fluid description no plasma will cross it. This analysis indicates that the magnetopause in the sunward direction lies at about $10$ earth radii, $R_e$, geocentric distance and this is observed. It also would indicate that the MS would close at a point about $15 R_e$ in the direction away from the sun (anti-sunward) but it is in fact found that the tail extends for hundreds of earth radii. This is attributed to "vicous drag" forces exerted by the solar wind across the magnetopause, which stretch out the field lines.

In addition to the dipole field the MS is immersed in the "interplanetary magnetic field" (IMF) a weak approximately uniform field whose direction depends on the rotational position of the sun from whence it emanates. Many workers in the field feel that the IMF plays an important role in the functioning of the MS. For example it combines with the dipole
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to create regions on the earth where the B field lines lead directly to interplanetary space (open field lines) allowing the easy exchange of plasma between the ionosphere and distant regions.

Surrounding the magnetopause at distances of the order of $2-3 \, R_e$ from it lies what is known as the bow shock front. This is a boundary within which the solar wind has changed from a cold smoothly flowing plasma to the hotter turbulent magneto sheath plasma. The shock front is analogous to that which occurs when an ordinary fluid such as air or water flows supersonically past an obstruction. Within this front the directed energy of the flow has been converted into randomly directed turbulent and thermal energy.

The observed complex phenomenology of the MS involves the interaction of the solar wind and IMF with its particle populations via the electric fields set up and electric currents flowing. Referring to Figures 2.1.6, 7 and Table 2.1.1, we take note of three main charged particle reservoirs. The plasmasphere is cold and dense by magnetospheric standards ($n \sim 100-1000 \, cm^{-3}, \, T \sim 1-1 \, eV$) and consists of electrons, protons and heavy ions which boil up out of the ionosphere. There is a large amount of particle interchange between the plasmasphere and ionosphere proceeding continuously. Referring to Eqn. 11 of section B we note that $\sim 50\%$ of the effluent from the orbit raising mission is deposited in the plasmasphere. The effluent plasma bears close resemblance to the ambient plasma and may participate in magnetospheric processes in a similar manner (except possibly for fast ions from bombardment ion thrusters).

The plasma sheet is a broad region of "dilute, "warm" ($n \sim 1 \, cm^{-3}, \, T \sim 1-5 \, KeV$) plasma about 5-10 Re thick lying in the equatorial plane extending from the dawn side to the dusk side of the tail and many earth
<table>
<thead>
<tr>
<th>Area</th>
<th>Magnetic Field (gauss)</th>
<th>Approximate Particle Energy (eV)</th>
<th>Particle Density (cm⁻³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Magnetopause</td>
<td>5x10⁻⁴</td>
<td>1000</td>
<td>10</td>
</tr>
<tr>
<td>Solar Wind</td>
<td>5x10⁻⁵</td>
<td>100 (electrons)</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1000 (protons)</td>
<td></td>
</tr>
<tr>
<td>Plasmasphere</td>
<td>3x10⁻³</td>
<td>1</td>
<td>100</td>
</tr>
<tr>
<td>Ionosphere</td>
<td>.5</td>
<td>1</td>
<td>10⁵</td>
</tr>
<tr>
<td>Van Allen Belts</td>
<td>--</td>
<td>10⁶ (electrons)</td>
<td>10⁻⁴</td>
</tr>
<tr>
<td>Ring Current Belt</td>
<td>2x10⁻³</td>
<td>5000</td>
<td>1</td>
</tr>
<tr>
<td>Plasmasheet</td>
<td>5x10⁻⁴</td>
<td>1000</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 2.1.1 Magnetospheric Parameters (Ref. 10)
radii down the tail. At its earthward end it terminates in a horseshoe shaped region with the tips reaching into the northern and southern auroral zones of the ionosphere. The plasma sheet plasma is regarded as originating mostly as solar wind plasma that has by various mechanisms penetrated the magnetopause and heated, although some scientists feel that it may be fed by the ionosphere. During times of magnetic disturbance some of the plasma sheet drifts directly toward the earth, gaining energy and ending up populating the third major particle reservoir, the trapped particle belts. The belts contain, in addition to the ever-present low energy plasma of ionospheric origin, high energy particles (~1 keV - \(>100\) MeV) which are magnetically trapped, bouncing back and forth along B field lines and drifting in longitude around the earth, Figure 2.1.6. The very high energy (\(>30\) MeV) trapped particles are deposited when neutrons produced by high energy collisions of cosmic ray particles with the atmosphere decay into protons and electrons. The population of the trapped particle belts varies in time. During geomagnetically active periods hot plasma sheet particles are energized and injected, and perhaps local particles are energized, and are trapped. Some of them become untrapped and precipitate into the atmosphere. Some continue to diffuse earthward, gaining energy in the process. The inner region, which contains the protons of cosmic ray origin plus these energetic plasma sheet particles is rather stable in time and is known as the Van Allen Belt, Figure 2.1.7.

The radiation environment in this region is intense enough to be damaging to life and materials, such as solar cells and thus any process that might modify the radiation would be important. In 1965 an atomic bomb was exploded in the Van Allen region\(^{12}\) (Project Starfish) and the high energy electrons from this explosion persisted for many years, far longer than anticipated.
Finally there is the polar cusp plasma reaching the earth on magnetic field lines leading directly from interplanetary space. It flows down from the plasma mantle, a thin sheet of plasma lying just inside the magnetopause.

The electric currents flowing in the MS determine the B field through Ampere's law

\[ \mathbf{V} \times \mathbf{B} = \frac{4\pi}{c} \mathbf{J} \]

The strong deviation from a dipole field may be regarded as due to these currents. On the other hand, knowing the magnetic field, it is possible to infer the currents. Likewise electric fields \( \mathbf{E} \) are related to the flow velocity \( \mathbf{v} \) of low-energy plasma by

\[ \mathbf{V} = c \frac{\mathbf{E} \times \mathbf{B}}{B^2} \]

Currents and flows during undisturbed times are approximately orthogonal to \( \mathbf{B} \) because trapped plasma rapidly comes to equilibrium along \( \mathbf{B} \) lines, which must therefore be equipotentials.

There exists at present only a crude picture of the currents that must exist. The magnetopause current varies strongly with time because the polar wind and the B field just outside the magnetopause is highly variable. On the average it is directed from dawn to dusk on the day side. This current must exist to account for the difference in B inside and outside the magnetopause. How the current is closed is not known for sure. It may join up with the neutral sheet current system. The neutral sheet is a very thin region lying in the equatorial plane and dividing the tail into its northern and southern halves. Current must be flowing from dawn to dusk to account for the different directions of B in the northern and southern regions. It presumably flows around the magnetopause forming two
closed loops when looked at endwise.

One theory of this current depends on the E field that must exist in interplanetary space due to the motion of the solar wind plasma through the IMF given by

\[ E = \frac{-v_s \times B_{IMF}}{c} \]

and which points in the dawn to dusk direction. It is surmised that this induction field penetrates the MS and causes current to flow on loops of non zero conductivity. Current can flow across the neutral sheet because there \( B = 0 \), which allows current flow parallel to \( E \). This current flow may also be supported by plasma density gradients. It then joins with the surface currents flowing across the top and bottom of the tail. In a sense we can regard the MS as a load on the solar wind electric dynamo, and current flow across the neutral sheet constitutes a loss mechanism, Figure 2.1.8. The cross tail E field is considered to be very important in the creation of the energetic particle populations. One mechanism for particle energization says that the small net northward B component combined with \( E \) can \( E \times B \) drift the plasma toward earth. This drift energizes a particle of charge \( q \) adiabatically because the magnetic moment

\[ q \frac{W}{B} \]

where \( W = \frac{1}{2} m v_{\perp}^2 \) (\( v_{\perp} \) is the particle velocity component normal to \( B \)) must remain constant and \( B \) increases on approaching earth. The plasma flow pattern may be summarized by saying that plasma flows down the tail near the surface and back towards earth in the plasma sheet within the tail as shown schematically in Figure 2.1.9.

The third major current system is the ring current, Figure 2.1.6. It is doughnut shaped and flows around the earth in circles lying parallel to the equatorial plane. This current flows from dusk to dawn on the sunward
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Figure 2.1.9 Large Scale Plasmasheet Convection.
side and thus tends to cancel the magnetopause current and add to the neutral sheet current. The current carriers are 1-20 keV charged particles, protons, electrons and some alpha particles, trapped on closed B lines and it flows because particles slowly drift, compared to their bounce motion parallel to B, around the earth longitudinally due to the fact that B is not uniform. The protons and electrons drift in opposite directions but the protons drift faster, and in the direction opposite to the E x B drift. This is because the gradient B drift speed of particles depends on their Larmor radius which is much larger for protons than for the electrons since the protons are much heavier.

The field aligned or Birkeland currents, Figures 2.1.8, 10 flow down field lines from the plasma sheet to the ionosphere during times of geomagnetic activity. They will be discussed in the section on magnetic storms.

The magnetospheric electric field pattern in the equatorial plane, insofar as it is known, is represented by the equipotential plots such as that shown in Figure 2.1.11. These equipotential lines are also the flow lines for very low energy plasma since for this plasma

$$\vec{V} = \frac{c}{B^2} \left( E \times \vec{B} \right) = -c \frac{\phi \times \vec{B}}{B^2}.$$ 

The flow paths above and below the equator may be inferred by noting that B field lines are equipotentials, at least during quiet times. The gross features of this pattern can be understood by superposing a uniform dawn to dusk E field with the radial co-rotational E produced by the rotation of the earth's dipole field given by $E = -\frac{r \Omega \times B}{c}$ where r is the distance from the rotation axis and $\Omega$ is the rotation frequency. The dotted segments in Figure 2.1.9 indicate only possible flow paths as these areas
Figure 2.1.10  Field Aligned Currents.
Figure 2.1.11  Magnetosphere Electric Equipotentials (Ref. 14).
are not well understood. In particular it is not known whether there exist closed loops in the pattern outside of the plasmasphere region. This could be an important issue because the density of cold plasma continuously deposited on them might tend to build up over a period of time. The natural mechanisms for deposition into and loss from the magnetospheric convection pattern are not presently well known and thus it is not possible to determine with certainty the ultimate fate of large amounts of artificially injected plasma. Some conjectures are given immediately below.

The electric field pattern of Figure 2.1.11 is basically responsible for the non-circular shape of the plasmasphere boundary, the plasmapause. Outside the plasmapause the plasma is diffuse and hot \((n \approx 1 \text{ cm}^{-3}, T \text{ in KeV region})\) due to heating while it is convecting in from the far tail regions or due to local heating mechanisms. Cool populations can also be found here. On the other hand the dense, cold \((n \approx 100-1000 \text{ cm}^{-3}, T \approx \text{eV})\) plasmasphere plasma corotates with the earth on closed equipotentials.

The sharp inward boundary of the hot convecting tail plasma occurs because the increasing \(B\) field keeps energetic particles from approaching too closely to the earth since their drift motion is in part determined by \(B\). There exists a so-called forbidden region, Figure 2.1.12. The sharp density decrease of the cold plasma pause plasma is another matter. This may be explicable by reference to the so-called "polar wind." The polar cap is defined as the ionospheric region which intercepts field lines leading far down the tail and ultimately into interplanetary space. This allows ionospheric plasma to escape rather easily, the polar wind flow, and would result in a sharp density gradient at the boundary between the closed lines and the open lines, thus explaining the plasmapause. In fact, the plasmapause is equatorward of the closed field line boundary. Due to
Figure 2.1.12 Forbidden Region.
the lack of symmetry in the polar region E field plasma can be convected from closed B lines to open B lines, Figure 2.1.13. It's input from the ionosphere is not rapid enough to refill these lines, and the density remains low. We mention this because the same process could constitute a rapid loss mechanism for plasma effluent deposited on the closed lines outside the plasmapause, particularly at geosynchronous orbit.

The magnetic substorm is the single most important instability of the magnetosphere. The MS gradually stores in its tail some $10^{22}$ ergs of energy drawn from the polar wind and earth's rotation and releases it rather explosively into the polar atmosphere. This results in the well-known auroral phenomena\textsuperscript{15}, intense magnetic activity and intense fluxes of high energy particles at high altitudes (e.g. GSO). All of these could have environmental consequences which are discussed in Section E. Thus it will be important to understand in what way effluent deposition might offset substorm activity.

Substorms occur as isolated events, every few days or hours, or may occur in rapid sequence. They can result from a shock wave triggered by a solar flare, a change in the solar wind pressure, or a change in the IMF. During quiet times normal fluctuations in the southward component of the IMF and in the solar wind fluxes generate corresponding fluctuations in the ionospheric current system, and plasmasheet particles are precipitated at a steady rate into the ionosphere. Many scientists believe some substorms are triggered when the IMF turns southward, in turn increasing the cross tail E field. Or it may be that when the IMF is directed more southward substorms are more likely to be triggered by solar wind fluctuations. In any case, a southward turning of the IMF and solar wind fluctuations are certainly correlated with substorms.
Figure 2.1.13 Electric Equipotentials In North Polar Cap Region (Ref. 7).
The release of energy in a substorm results essentially from the non-balance of convection rates on time scales shorter than the typical quiet time reaction times of the MS-ionosphere system. To understand substorm phenomena it may be helpful to focus on the large scale MS current systems, which carry current in response to the \( \mathbf{v}_s \times \mathbf{B}_{IMF} \) solar wind electric dynamo, Figure 2.1.8. An increase in the driving voltage increases the currents. But it may also overload the circuit in the sense that instabilities are caused which can drastically increase the resistivity in a local region. This may cause a large release of energy in this region. Also the disruption of the current flow will cause voltages to be developed across other paths that normally do not carry much current.

Substorms tend to proceed in well-defined stages although this is not always the case. There may be a "growth phase" in which the magnetosphere is compressed due to increased solar wind pressure, the sunward magnetopause is pushed towards earth, and the tail B field lines are stretched. This B field deformation stores energy. On many occasions this energy may be dissipated and nothing drastic happens. However, if a certain not-well-understood threshold is reached, an explosive chain of events may be triggered. There exists controversy as to whether a well-defined growth pattern exists. This starts the "expansion phase", called that because the dipolar part of the B field expands. This seems to be triggered by the disruption of the previously enhanced neutral sheet current whose collapse begins near earth and propagates down the tail. It is thought that the neutral sheet current is redirected along B lines down to the auroral region of the ionosphere, Figure 2.1.8, 10, and back out again. The current segment that is set up in the ionosphere is known as the
auroral electrojet. The existence of field aligned currents was originally inferred by Birkeland who noted that they would explain the magnetic disturbance pattern caused by the auroral electrojet. This current path diverts energy down to the atmosphere causing optical radiation from atoms excited by incoming electrons, increased ionization and heating. At the same time plasma sheet particles are convected towards earth and their energy can increase by many tens of KeV. Fluxes of KeV particles observed at geosynchronous altitude are sufficient to cause spacecraft charging with the possibility of malfunction. Some of the plasma sheet particles that gain energy as they are convected towards earth become trapped on closed field lines. (Those at higher latitudes can be precipitated in the auroral region). These, plus others that may have been energized due to local acceleration processes, increase the ring current. This new current tends to reduce the B field which had been previously compressed during the growth stage; it is said that the field "expands". Finally a "recovery phase" sets in. The ring current decays because the extra particles are precipitated into the atmosphere. This causes B to return to normal.

In section F we shall discuss the sort of local processes involved in substorm activity which might be affected by plasma effluent.

E. THE MAGNETOSPHERE AND THE ENVIRONMENT

We shall identify here some environmental consequences of certain processes of the MS. In the following section we point out possible ways in which these processes may be influenced by SSPS effluent.

Perhaps the main environmental function of the MS is the shielding of the atmosphere from direct collisional interaction with the solar wind. About 98% of the solar wind energy is deflected. It also shields the
stratosphere from high energy proton fluxes from solar flares. However, as has been explained, this deflection is accomplished by the earth's dipole field, whose source is currents deep within the earth. Thus this major function would not be impaired by effluent. There do exist, however, many environmental consequences of magnetospheric processes. These divide into effects on spacecraft and personnel in the vicinity of earth, and terrestial effects. The high level of radiation in the Van Allen belt is injurious to life and degrades parts of satellites, and solar cells. The hard component of Van Allen radiation, which lies rather close to earth, remains fairly constant during substorm activity. Below 30 MeV the radiation belts are filled with particles that have drifted in or been energized during substorm activity. These populations are affected by diffusion processes that depend on the ambient cold plasma density. It has been suggested theoretically that increased cold plasma density lowers the maximum number of trapped particles, and thus the radiation level might be reduced. Also during substorm activity intense fluxes of hot plasma (10 KeV) are observed to be generated. These cause satellites to charge up, which is detrimental to their operation. Finally it has been pointed out that density changes in the upper atmosphere due to auroral activity could alter the drag forces on low polar orbit satellites, affecting their orbital stability.

The terrestial effects of magnetospheric activity are many; some are harmful and some beneficial. These seem mostly to be associated with processes that deposit particles and energy in the atmosphere. A beneficial effect is that precipitation of particles in the polar regions keeps the ionization level high enough so that polar communication continue during winter darkness, when solar ionization is reduced. On the other hand,
during storm activity the ionization level at lower latitudes can be increased enough to impair shortwave communications. Also the magnetic perturbations at the earth's surface during storm activity have been known to affect power networks. Distances inferred by aircraft navigation aids are affected by substorms.

The above effects are well known and can be understood in terms of the magnetospheric activity that generates them. However, there exists an increasing body of evidence that atmospheric weather is affected by geomagnetic activity, which is in turn affected by solar activity. The studies in this area have been predominantly correlative, and there exists very little in the way of known mechanisms which could be analyzed in terms of their modification by SSPS effluent. In view of the potential seriousness of weather modification effects we shall discuss some of the evidence for their existence.

Study of the correlation between solar activity and the weather goes back many years. The supposed correlations might result from variations in the solar photon flux hitting the earth directly and over which the magnetosphere would have no influence. They might also result from variations in the solar wind, particle flux or solar magnetic field as mediated by the magnetosphere. Since the solar wind energy flux is very small compared to that from solar photons, it is reasonable to ask how the solar wind could possibly influence atmospheric activity, which is known to respond to the photon energy flux. The answer might be that large amounts of potential energy are stored in the atmosphere owing to the pressure, temperature and moisture gradients that are continually being built up and dispersed. Thus there is the possibility that relatively small amounts of energy deposited locally could trigger the release of stored
energy if the atmospheric configuration there were not very stable.

An interesting historical study of solar activity and the weather was performed by Jack Eddy of the University of Colorado\textsuperscript{18}. Historical evidence shows that during a seventy year period beginning about 1645 sunspot activity was almost zero. This period is known to solar physicists as the "Maunder Minimum". During this time the solar corona, that is the cloud of ionized gas that surrounds the sun and expands outward forming the solar wind was also missing, and there was very little auroral activity. This period was also very cold, and is referred to as the "little ice age."

There are many recent studies showing direct correlations between atmospheric weather and magnetic activity. An interesting example is the work of W. O. Roberts and R. H. Olson\textsuperscript{19} who studied the development of low pressure trough systems in the North Pacific and North American region. They find that troughs which enter (or are formed in) the Gulf of Alaska two to four days after a sharp rise in geomagnetic activity tend to be of larger than average size. The intensity of a trough is measured by its "vorticity area index", which is the area of the trough over which the absolute vorticity $\geq 20 \times 10^{-5}$/sec plus the area over which the vorticity $\geq 24 \times 10^{-5}$/sec. Some results of this study are shown in Figure 2.1.14. During the three to five days after the "geomagnetic key day" the troughs preceded by a sharp rise in geomagnetic activity have on the average some 40% larger vorticity area index than troughs preceded by a ten day geomagnetically quiet period. Other investigators have found similar results. Roberts and Olson\textsuperscript{20} have suggested a possible mechanism for the observed effects. They think that the intense fluxes of particles precipitated in the auroral zone during geomagnetically active periods could cause ionization in the upper atmosphere. The ions could form the nuclei of
Figure 2.1.14. Atmospheric Vorticity and Geomagnetic Activity.
(Ref. 19, 20)
accreting water particles which would form high altitude cirrus clouds. These clouds would blanket the earth, reflecting radiation coming from the ocean, and heating the area with energy that normally would be radiated into space. Thus a small energy input could release a large amount of energy.

These indications of weather perturbations resulting from geomagnetic or its associated auroral activity are presently rather subtle, and causal relationships barely established. On the other hand, their long-term significance might be very great. In view of the fact that weather effects could result from magnetospheric activity, and many ionospheric, atmospheric and terrestrial magnetic effects are known to result from this activity it would seem very important to focus on how SSPS plasma effluent might alter this activity. In our view this is a most crucial area for further study.

F. PLASMA EFFLUENT CONVECTION AND INTERACTION

It is widely held that the density $N_c$ and ions species of ambient cold plasma of the type that will be deposited by SSPS thrusters have much to do with magnetospheric functioning and substorm phenomena in particular. The most common type of mechanism which affects magnetospheric behavior is called wave particle interaction, or instability. What happens here is that particles within the trapped hot particle population can have velocities parallel to $\mathbf{B}$ of such a value that they interact reasonantly with a plasma wave propagating along $\mathbf{B}$. The result can be that these hot particles may become untrapped, and precipitate into the ionosphere. Since the wave velocities depend on $N_c$, this density tends to have control over these precipitation phenomena. Indeed experiments have been proposed to trigger wave-particle instabilities simply by releasing small amounts of cold plasma from satellites.
In seeking the relationship between cold plasma deposition and magnetospheric activity it will be worthwhile to keep in mind some general questions. We recall that the occurrence of substorms is strongly correlated with a southward turning of the interplanetary magnetic field and an increase of the solar wind flux, both of which apparently build up the energy stored in the MS. Then for some reason the energy is very suddenly released. On the other hand, the time scale of some important processes involving wave particle interaction, such as the establishment of an equilibrium distribution of ring current protons in the trapped particle belts, is a few hours. Thus an important question would seem to be whether the effluent will change the quiet time large-scale particle fluxes and electric currents. Changes in these could affect both the sensitivity of the MS to solar wind perturbations, and the intensity of the response once a substorm begins.

We feel that the next logical step in analyzing the effect of effluent on the MS is to attempt to establish a realistic plasma effluent density profile and its fluctuations in time and space. For this it will be necessary to pick a particular thruster, probably the MPD arcjet, and determine as well as possible its plume properties. It will also be necessary to choose a sequence of missions, for example, the one proposed in the JSC Study. From these it should be in principle possible to determine a source function for ionized plasma, that deposited directly plus that deposited by photoionization of neutrals.

This plasma will then disperse in response to electric fields, pressure gradients, collisions and so forth. As a first step, one might consider separately convection within and outside of the plasmasphere, treating the plasmapause as fixed in space and time, which it is not. It
seems likely that plasma deposited outside will disperse rapidly being convected to and perhaps lost, through the magnetopause boundary and being spread over a large volume. The situation within the plasmasphere would be different. Deposited plasma tries to come to equilibrium with the ionosphere. In this case one might have a critical height similar to that occurring in the exosphere above which the plasma responds only to the average electric and magnetic fields, and below which collisions with neutrals become important. There has been recent theoretical effort in solving this type of problem and this should be applicable to the effluent.

The effects caused by effluent could be of two types: response to a long-term and probably smoothly varying cloud of plasma that develops over a period of time from more than one SPS, and local effects that could take place as an SPS passed by and deposited a dense cloud of plasma. The long-term ambient cold plasma could alter quiet time magnetospheric parameters, such as trapped particle fluxes, and could also modify wave particle processes during substorms. A scenario for a localized process might be as follows. We take note of the fact that there may exist small quiet time currents along B field lines. If cold plasma is suddenly deposited, an unstable spectrum of waves could grow up due to resonant wave particle effects or due to the local inhomogeneity created. This wave spectrum might increase the resistivity at this point ("anomalous resistivity"). This can cause a large voltage drop to develop quickly along the B field here, the deposition of LI² circuit energy in this localized region, and consequent possible disruption of the current flow. Or the potential drop might simply accelerate particles. It would seem that the best way to approach this type of phenomena would be to keep
track of plasma deposition experiments and calculations as they are carried out. It appears that this will be an active area of research.

Large-scale changes due to modification of $N_c$ are probably amenable to calculation. One type of calculation would be directed towards determining modifications of high energy particle fluxes. These tend to be determined by $N_c$ through "pitch angle diffusion". Right-hand polarized electromagnetic whistler waves exchange energy with trapped electrons of appropriate speed. Left-hand polarized ion-cyclotron waves exchange energy with protons. These interactions are possible whenever the frequency of the wave as seen by the bouncing particle is an integral multiple of the particle's cyclotron frequency. This can lead to an instability in the behavior of trapped particles with the wave amplitude growing exponentially while the particles undergo pitch angle scattering in such a way as to line up with $B$ and precipitate into the atmosphere. This process continues until the flux of resonant particles levels off at a certain maximum value permitted for stable trapping; this value is proportional to $N_c^2$. For this wave particle instability to develop two conditions must be met: the hot particle pitch angle distribution must be anisotropic, peaking at 90° to $B$, and the particles' initial energy must surpass a critical value $E_c$ given roughly by

$$E_c = B^2/(8\pi N_c).$$

This demonstrates that as $N_c$ increases the number of susceptible particles increases. Figure 2.1.15 shows a plot of $E_c$ as a function of altitude using the natural $N_c$. The above formula indicates that $E_c$ increases as $N_c$ increases which indicates that slower particles would be untrapped. This may be true for electrons. The correct analysis shows that if one adds cold plasma with heavy ions the wave particle instability is quenched.
Figure 2.1.15 Critical Energy For Wave-Particle Instability (Ref. 25).
which raises the trapped proton flux. This comes about because the wave phase velocity for important frequencies can be increased by the heavy ions. Learning how curves such as Figure 21.15 are modified by the effluent plasma would be a worthwhile goal for theoretical analysis.

In the following we estimate very crudely the alteration in plasma density in the vicinity of GSO due to photoionization of the slow neutrals deposited by stationkeeping. The amount of slow neutrals deposited by 100 SPS is, Section A,

\[
\frac{dN}{dt} = (3 \times 10^5) (\beta \sim 1) (100) \text{ gm/day} = 5.78 \times 10^{23} \text{ atoms/sec}
\]

A rough estimate of the volume over which they might be spread can be made by referring to Fig. A.1. Assuming a velocity of \(10^4\) cm/sec the neutrals' orbits would probably distribute them in a tubular ring of major radius that of GSO, \(r \sim 4 \times 10^9\) cm, and minor radius \(a \sim 2.5 \times 10^8\) cm. The ring has volume \(V = 2\pi ra^2 \sim 5 \times 10^{27}\) cm\(^3\). Thus neutrals are deposited at the rate

\[
S_n = 1.15 \times 10^{-4} / \text{cm}^3 \cdot \text{sec}
\]

The rate equations describing the densities of neutrals and ions are

\[
\frac{\partial n}{\partial t} = S_n - \frac{n}{\tau_i}
\]

\[
\frac{\partial n_i}{\partial t} = \frac{n}{\tau_i} - \frac{V}{a} n_i
\]

The ratio \(V/a\) represents crudely the amount of time a typical ion remains in the volume, and \(\tau_i\) is the photoionization time. The largest characteristic velocity for these particles is the \(E \times B\) drift velocity \(V \sim 10^6\) cm/sec. In equilibrium \(\frac{\partial}{\partial t} \rightarrow 0\) and the ion, electron density is
\[ n_i = \frac{\alpha}{v} s_3 n \sim 3 \times 10^{-2} / \text{cm}^3. \]

This is safely below the ambient density. However the estimate is very crude and we have not answered the question of where the plasma goes after it is created. This calculation illustrates some considerations that will be involved in a correct calculation, and hopefully indicates the type of answer that will be found.


APPENDIX A -- Orbits of Neutral Effluent

In this appendix we analyze the orbits of neutral effluent atoms whose velocities are less than escape velocity. These remain on bound elliptical orbits.

It is assumed that the neutral atoms are emitted from an SPS in a circular orbit of radius $r$, whose velocity is thus $v_{SPS} = \sqrt{K/r}$. The tangential velocity of the neutral atom is

$$v_n = v_{SPS} - v_{ex} \cos \theta,$$

where $v_{ex}$ is the speed of the effluent and $\theta$ is its angle of emission with respect to the SPS motion. The minimum and maximum radial extent of the neutral atom orbit is

$$r_{max, min} = a \left(1 \pm \epsilon\right),$$

where $\epsilon$ is the ellipticity

$$\epsilon = \left(1 + \frac{2EL^2}{m^3v^2}\right)^{1/2},$$

and

$$\epsilon = \left|\frac{K}{2E}\right|.$$

The formulas for $E$ and $L$ are

$$E = \frac{1}{2} m v^2 - \frac{K}{r} = \frac{1}{2} m \left\{\left(v_{SPS} - v_{ex} \cos \theta\right)^2 + v_{ex}^2 \sin^2 \theta - \frac{K}{r}\right\},$$

$$L = mrv_\theta = mr \left(v_{SPS} - v_{ex} \cos \theta\right).$$

For particles emitted tangential to the SPS orbit $r_{max}$ is equal to $r$. In Fig. A.1 we show the range in radius of the orbits of neutral atoms emitted tangentially. The outer point of each radial bar is where the particle is emitted and the inner point is the minimum. We find that these ranges are
Figure A.1. Neutral Effluent Trajectories. The outer limit of a bar is at the radius at which the effluent is deposited, and the inner limit is at the minimum radius.
not substantially altered with angles of emission $\theta$ up to 15°. The high velocity orbits ($v_e = 3, 4, 5 \times 10^5$ cm/sec) correspond to chemical thrusters of specific impulse $I_{sp} = 306, 408, 510$. The low velocity orbits would be typical of the slow neutral argon atoms emitted by the MPD thruster.

Fig. A.1 makes the point that the chemical thruster neutrals might hit the atmosphere on the first orbit, whereas the slow MPD neutrals would be deposited in a disc coinciding with the orbital plane. These results will have to be checked using more realistic models of the exhaust plumes.
2.2 BIOLOGICAL CONSEQUENCES OF SPS REFLECTED LIGHT

INTRODUCTION

A proposed group of space solar power satellites (SPS's) would appear as stationary light sources in the night sky. Each SPS would appear approximately as bright as the planet Venus; 100 of them may have a total light reflection with intensity up to that of a half-moon. In addition, each single SPS may briefly (for a few minutes up to an hour) reflect with the brightness of a full moon or more during orbit maneuvers. In this section of the report, some possible biological consequences of these additional light sources are discussed. (A) Effects on the daily and seasonal photoperiodicity of plants and animals, (B) effects on celestial orientation of migrating birds and other users of the night sky patterns, and (C) effects on animal behaviors such as nocturnal predation which correlate with the available intensity of light. Following the description of each effect, the significance of the effect is discussed. A preliminary evaluation of the effect is made, and some further studies are suggested.

A. PHOTOPERIODICITY

Description of the effect

Plants and animals undergo daily cycles of activity. The correct timing of these cycles depends on sampling the intensity of available light, although other features of the environment, for example temperature, may provide additional information. The light levels used as reference points are not the bright levels of the day (greater than 100 lux) but rather the dim levels (1 to 10 lux) before sunrise and after sunset (Bünning, 1972). These light levels are the least sensitive to weather factors such as cloudiness and are therefore reached at nearly the same time in each solar day.
Bunning (1972) theorizes that the light threshold of 1 lux found in many plants may have evolved to avoid interference from moonlight which can reach levels up to 1 lux. Additional nocturnal light sources contributing a few tenths of a lux or more (such as the SSPS's) could add enough to the lunar light to trigger the daily "clock" of plants and animals.†

Plants and animals also measure day-length to initiate seasonal behaviors such as reproduction and migration. The mechanism for photoperiodic regulation of budding in some plants has been described (Wareing, 1953). Extra light from SSPS's could appear to these organisms as longer days, delaying the recognition of an approaching winter or prematurely signaling the onset of spring. Some plants may, for instance, be fooled into budding too early in the year, before the danger of frost is past. The light levels used as reference points are again in the range of 1 to 10 lux and may be of short duration. For instance it has been shown that the eclosion time of fruit flies can be affected by 15-minute pulses of light in the 1 to 10 lux range (Chandrashekaran & Loher, 1969).

Significance

Disruption of daily and/or seasonal cyclic activity in some plants or animals could have a large impact, especially in agriculture. There could be confusion in daily cycles leading to less than optimal use of sunlight for growth and development. There may be a general loss of synchrony in some reproductive cycles leading possibly to more disperse fruition times. In the extreme, premature germinations or buddings could occur, leading to losses of entire crops or harvests.

† Several animals have light intensity thresholds of 0.1 lux (e.g., the sparrow, (Menaker, 1968)). These animals presumably avoid moonlight interference by reacting in dark places at night (Bunning, 1972).
Disruption for animals in the wild would mean confusion in daily wake-up time, and possible wrong cues for mating or migration times. The daily vertical migration of many plankton is synchronized by reference light intensities (Enright, 1967). The importance of these organisms to the marine food chain makes disruption of their normal migratory pattern a serious consideration.

Evaluation

Some comparison can be made with animals and plants living in arctic regions where in summer months the light intensities never reach the normal reference levels of 1 to 10^7 lux. These organisms are still capable of using light intensity information in conjunction with the dramatic temperature changes to coordinate their daily cycles (Swade and Pittendrigh, 1967). Yet they are not capable of the time coordination required for more complex developmental processes which take place in other latitudes (Bünning, 1972). It should be noted that successful arctic adaptations are the result of a slow selective process rather than a sudden environmental change as could be produced by the SSPS's.

Other useful comparisons can perhaps be made with plants and animals already living in an environment with extra light sources, such as near cities.

Further studies

More information is needed on the light intensity thresholds for photoperiodic regulation of various plants and animals. Agricultural simulations could presumably be done both in the field and under more controlled laboratory conditions. In either case, different intensities and durations of artificial light could be tested for their effect on daily and seasonal photoperiodic regulation.

Measuring these effects on animals in the wild will be much more
difficult. Laboratory simulations on plankton and small mammals should give some idea of the magnitude of the problem. Again, attention needs to be given to both daily and seasonal photoperiodic regulation.

B. CELESTIAL ORIENTATION AND NAVIGATION

Description of the effect

Several animal species make use of the night sky for migration and orientation. Migrating birds use star information as part of their navigation system (Emlen, 1975) Beachhoppers apparently use the lunar arc as a reference for correctly moving parallel to the water line (Enright, 1972). Several intertidal organisms probably use moonlight for tide synchrony—definite moonlight responses have been found in the marine insect Clunio (Neumann, 1972) -- although a careful distinction must be maintained between tidal and moonlight effects. Additional nocturnal light sources could interfere with the mechanisms of navigation and migration in some of these celestially-orienting species.

Significance

A disruption of the navigational mechanism in any migrating species could threaten the existence of that species. Continuously incorrect orientation in species like the beachhopper would put those species at a severe disadvantage.

Evaluation

In migrating species, the pattern of the night sky is only part of the navigational system. Many birds make substantial use (many researchers believe primary use, e.g., Wiltschko, et. al., 1971 and 1975) of the earth's magnetic field for navigational information, although this is still open to some
question (Emlen, 1970). There is recent evidence that some night-migrating birds can orient in the absence of both star information and magnetic field information (Rabol, 1975). Star information apparently adds to the information gained from the earth's magnetic field (and possibly other information), but is not crucial to successful orientation. (Bird-migration would otherwise be totally dependent on clear skies).

Other species may also have back-up orientation systems. Research at Scripps Institute of Oceanography has shown that beachhoppers can make use of stationary floodlamps for orientation in preference to use of their lunar tracking system (Hartwick, 1975).

Further studies.

Some research on bird orientation using artificial star patterns has already been done (Wallraff, 1969, Terhune, 1972). Simulations could easily be done in a planetarium using the proposed distribution of SSPS's as they may appear in the spring and fall skies.

C. NOCTURNAL BEHAVIORS AFFECTED BY MOONLIGHT

Description of the effect

Much of the behavior of nocturnal animals can be expected to be affected by the visibility of the environment. In the case of moonlight this has been shown to be true in many species, influencing behaviors such as predation, reproduction, and general activity levels. Additional light sources such as SSPS's can also be expected to affect these light-sensitive behaviors.

Moonlight increases the vulnerability of salmon to both trout (Ginetz and Larkin, 1976) and sculpin (Patten, 1971). Other observations on salmon have shown that salmon will cease spawning during a lunar eclipse (Reimers, 1967) -- this suggests the possibility that "false moonlight" could instigate a spawning period. Some crustaceans apparently synchronize their molting
with a lunar light cycle (Reaka, 1976).

Moonlight seems to make some smaller mammals inactive, perhaps due to fear of predation. Woodrats (Wiley, 1971), kangaroo rats (Lockard and Owings, 1974), and 12 nocturnal species of desert rodents (O'Farrell, 1974) were all shown to be less active on moonlit nights. No such effect was found in the activity of white-tailed deer in Texas (Michael, 1970). Some nocturnal mammals respond to moonlight with heightened activity rather than diminished activity (Erkert, 1974).

Insects show several moonlight-dependent behaviors. The number of insects caught in traps will generally depend on moonlight. Species studied include the bullworm moth (Nemec, 1971) and scarab beetle (Gruner, 1975) both of which were trapped less frequently on moonlit nights. Sexual activity in the bullworm moth was also inhibited by moonlight (Nemec, 1971). On the other hand, more Prays Citri males were caught in female-baited traps on moonlit nights (Sternlicht, 1974). Mosquito biting has a complex relationship with moonlight (Davies, 1975).

Plankton can apparently make use of lunar light to avoid predation (Cheng and Enright, 1973).

**Significance**

Several insect pests are among those animals affected by moonlight. The possibility that reflected light from SSPS's may affect their reproduction or flight activity must be considered.

Effects on plankton, because of their food-chain importance, must also be carefully considered.

Depletion of economically important species (e.g., salmon) by increased nocturnal predation is a serious possibility. Shifts in the
predator-prey balance for many species, ranging from plankton to the big cats, may result from a significant increase in nocturnal light.

**Evaluation**

Care should be taken to differentiate lunar effects produced specifically by increased nocturnal illumination from other lunar effects resulting from physical interactions other than light. Many lunar effects on marine species can be attributed to tidal relationships rather than moonlight (e.g., Pearse, 1972). Gerbils show a lunar-day periodicity which is a result of sensing weak geoelectromagnetic fields produced by lunar phase (Stutz, 1974). Obviously, additional nocturnal light sources will have no effect on animal behaviors dependent only on lunar position.

**Further studies**

More information is needed on the intensity (and duration) thresholds of those behaviors which are correlated to moonlight levels. A more precise relationship between light levels and success of predation for nocturnal hunters is needed. The light-dependence of reproduction and other activity needs to be more clearly defined for insects and other animals.
TABLE 2.2.1

Biological Effects of SSPS Light Reflection

A. Priority Rating (1 = highest, 3 = lowest)

1. Photoperiodicity
   a. Daily (1)
   b. Seasonal (1)

2. Celestial orientation (3)

3. Nocturnal behavior affected by moonlight
   a. Predator-prey balance (2)
   b. Pest activity and reproduction (2)
   c. Other light-dependent nocturnal activity (3)

B. Ease and Time-estimate for Further Studies

1. Photoperiodicity
   a. Daily - easy for plants and small animals, 2-6 months, difficult for larger animals, 3-12 months.
   b. Seasonal - moderate for plants and small animals, 1-2 years; difficult for larger animals, 1-2 years.

2. Celestial orientation - easy, 2-6 months.

3. Nocturnal behaviors affected by moonlight - easy to difficult depending on species (smaller, more localized species generally easier), 2-12 months.
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2.3 IMPACT OF THE SSPS ON EARTH-BOUND ASTRONOMY

INTRODUCTION

Considerable study has been devoted to the feasibility of proposals to place as many as one hundred satellite power stations into geosynchronous orbit over the western hemisphere by the year 2020 to meet a substantial portion of the projected power requirements of the United States at that time. A single such SPS may have a light collecting area of order 140 km$^2$ for converting solar radiation to microwaves which would be directed onto a collecting "rectenna" on the earth's surface$^1$.

The total flux of solar radiation over this light collecting area is almost 200 gigawatts. The microwave beam would carry a power of order 10-20 gigawatts to the collecting array at the earth's surface whose area would be of order 100 km$^2$. A portion of the power intercepted by the satellite would be scattered or reflected by its surface (probably about 10% of the incident flux) which could easily make it the brightest celestial object in the night sky discounting the moon. Most of the collected power would be re-radiated diffusely in the far infrared region of the spectrum, making the SPS very bright at far infrared wavelengths as well.

In this study we will consider the potential impact of these satellites on ground-based astronomical observations. We discuss four main considerations: (1) The intensity of visible sunlight scattered or reflected by the SPS, (2) diffuse night sky illumination by this scattered light; (3) the intensity of diffuse thermal radiation emitted by the SPS at far infrared wavelengths; and (4) interference with radio observations.

It is anticipated that proposed SPS systems will present serious problems of night sky illuminations for astronomers working at visible and shorter wavelengths, and possibly more serious problems at radio wavelengths.
Further study of these problems is recommended in areas enumerated in the summary and conclusions of this study.

A. Visual Brightness of the SPS

A single SPS in geosynchronous orbit 35870 km above the earth's surface with a cross-section area of 140 km$^2$ viewed normally to its collecting surface occupies a solid angle

$$\Omega = 1.1 \times 10^{-7} \text{ ster} = 1.3 \text{ (arc min)}^2.\$$

The fraction of light it reflects can vary considerably, but may be as low as 10%, for example for silicon treated with antireflection dielectric coatings. If the reflection is completely diffuse, so that the specific intensity of the reflected light is independent of the viewing angle, then this specific intensity is given by

$$I = \frac{L_0 A}{(2\pi r_0)^2} = 43 \frac{\text{Watt}}{\text{m}^2 \text{ ster}}.\$$

Here $L_0$ is the solar luminosity, $3.83 \times 10^{26}$ watts, $A$ is the diffuse reflectivity of the collecting surface (assumed to be 10%) and $r$ is the distance from the sun to the SPS (taken to be the earth-sun distance of $1.5 \times 10^{11}$ m). Note that we are treating the specific intensity as the amount of power over the entire solar spectrum incident on a unit surface area per unit solid angle of directions from which the radiation comes — those directions being assumed about normal to the receiving surface.

Then, multiplying by the solid angle, $\Omega$, occupied by an SPS, we see that a single SPS viewed normally will illuminate the earth's surface with a flux of

$$F = \Omega I = 4.7 \times 10^{-6} \text{ watt m}^{-2}.\$$
If we assume the reflectivity of the SPS to be independent of the wavelength of the incident radiation, then its color will be identical to that of the sun. The rule for computing the apparent magnitudes of the SPS from those of the sun is

\[ M_{\text{SPS}} = M_\odot + 21.15 \]

The U, B, and V magnitudes of the SPS would be

- \( U = -4.91 \)
- \( B = -5.04 \)
- \( V = -5.69 \)

For comparison, the values for Venus at elongation are²

- \( U = -2.93 \)
- \( B = -3.43 \)
- \( V = -4.22 \)

The bolometric magnitude (corresponding to the integrated flux of \( 4.7 \times 10^{-6} \text{ watt/in}^2 \)) of one SPS is -5.67.

A single SPS of the sort we have considered would therefore appear brighter than any other celestial object in the night sky with the exception of the moon which, when full, has a visual magnitude of \( V_\odot = 12.73 \).

The integrated light from about a hundred such objects distributed across the celestial equator in the western hemisphere would scatter sufficient light to illuminate the night sky noticeably. If distributed evenly over 12 hours in longitude they would scatter 64 times as much light into the earth's atmosphere as a single SPS viewed normally at the anti-solar position. The integrated magnitude of these would be 4.5 less (thus brighter) than that of the single one. For example,

\[ V (100 \text{ SPS's}) = -10.19 \]

which is about the same magnitude as a first-quarter moon, or about a tenth the brightness of a full moon.
B. **Night Sky Illumination**

The main concern of earth-based astronomy at visible wavelengths regarding the SPS is night sky illumination due to Rayleigh scattering of light (reflected to the earth from the SPS) by air molecules, and diffuse scattering by aerosols and dust. These effects are strongly dependent on atmospheric conditions and vary strongly with wavelength. In relatively clean dry air, continuum extinction due to scattering is at least 15% at 5500 Å (the effective wavelength of the V filter) and about 40% at 4250 Å (a standard photographic effective wavelength). About half of this scattered light propagates toward the ground to form the diffuse sky illumination, the other half is scattered back into space. (Only a minor portion of the atmospheric opacity is due to absorption.)

In Figure 1 we compare the night sky brightness increase due to the SPS with that of the unilluminated night sky, the sky illuminated by the full moon, and the surface intensity due to the Milky Way and other sources. We express these intensities in units of the equivalent intensity of a single tenth magnitude star per square degree of solid angle; (a tenth-magnitude star is about the faintest star one can see through a good pair of six-power binoculars, and the full moon occupies a solid angle of about 0.2 square degrees.)

While the sky brightness due to a large number of SPS's is perhaps an order of magnitude less than that due to the full moon, it is several times that of the unilluminated night sky. The problem is more serious at the blue end of the spectrum, and no doubt even more serious for the ultraviolet region for which we do not have an estimate here. It is, of course, more serious yet for air that is not particularly clean in which case scattering at the red end of the spectrum becomes more significant.
Figure 2.3.1. Diffuse Sky Light.
The albedo of the earth's surface has been taken to be zero in the foregoing considerations. In places where it is high, for example large snow-covered regions, the sky illumination will be perceptibly greater than the values we have shown.

C. Suppression Techniques

Diffuse sky illumination from a large number of SPS's will certainly cause serious problems for ground-based astronomy unless the diffuse reflectivity of the SPS can be reduced by at least one or two orders of magnitude. The use of anti-reflection techniques may be unable to reduce the total reflectivity of the light-collecting surfaces to less than 10%. However, it should be possible to reduce the diffuse reflectivity considerably by making all reflecting surfaces optically smooth, so that reflection is primarily specular, and flat enough that this reflection can be directed away from the earth with only small adjustments in orientation. It would be desirable to reduce the diffuse reflectivity of a single satellite to as small as 0.1% if possible, giving it a visual magnitude of -0.5 which is about the same as the brightest stars in the night sky.

It should be noted that if the specularly reflected light from a single SPS were directed onto the earth's surface (as may happen inadvertently during passage through the anti-solar point near the equinoxes) then it could become as bright as \( V = -14.7 \), about six times as bright as the full moon.

Such an intense source could conceivably damage the eye if looked at directly for many seconds.

Another possible consideration would be the length of time over which a surface can retain optical smoothness in the space environment.
The practical limit to how low the diffuse scattering from a surface can be probably depends almost entirely on how clean it can be kept from surface blemishes, either caused during manufacture or by subsequent degradation in the space environment.

D. **Thermal Emission at Infrared Wavelengths**

A single SPS absorbs about 170 gigawatts of radiant energy from the sun, about 7% of which is radiated to the earth in microwaves. The remaining 160 gigawatts must be disposed of by means of diffuse thermal emission — most efficiently by black-body radiation at infrared wavelengths. The black-body temperature necessary for radiating this amount of energy from an area of 280 km² (140 km² on each side) is determined by the Stephen-Boltzmann law to be about 320°K. The black-body spectrum corresponding to this temperature reaches a maximum at a wavelength of about 9μ.

The specific intensity of radiation emitted by such a black body into a narrow wavelength band of width Δλ is given by the Planck function:

\[ B_\lambda(T)\Delta\lambda = \frac{2hc^2}{\lambda^5} \left( \exp\left[\frac{hc}{\lambda kT}\right] - 1 \right)^{-1} \Delta\lambda. \]

For T = 320°K this takes the form

\[ B_\lambda(320°K)\Delta\lambda = 10.05 \frac{\Delta\lambda}{\lambda^5} \left( \exp\left[\frac{45}{\lambda}\right] - 1 \right)^{-1} \text{Watt m}^{-2} \text{(arc min)}^{-2} \]

where the wavelengths λ and Δλ must be expressed in microns. For wavelengths considerably longer than 10μ the Rayleigh-Jeans approximation becomes accurate:

\[ B_\lambda(320°K) \approx 0.196 \frac{\Delta\lambda}{\lambda^4} \text{Watt m}^{-2} \text{(arc min)}^{-2} \]
In Table 1 we show the intensities of this radiation for various wavelengths in bandwidths, $\Delta \lambda$, for which $\Delta \lambda / \lambda = 0.2$ (typical of broadband filters used in far infrared photometry). Here $I$ is the specific intensity of the radiation integrated over the band $\Delta \lambda$ which is centered about the wavelength $\lambda$ (that is, the intensity emitted by a square-arc-minute solid angle of the source's area); $F$ is the total radiation flux emitted in the band $\Delta \lambda$, $m$ is the total infrared magnitude of the source, and $m'$ the magnitude of a portion of the source viewed with a 10 arc sec $\times$ 10 arc sec aperture (which is typical of the focal plane apertures used in present infrared astronomical techniques).

Since present-day far-infrared detectors can easily detect a power of $10^{-12}$ watt in less than a second, the sources shown here would be easily seen even by a small telescope. The SPS would once again be the brightest night sky object with the exception of the moon at $10 \mu$. The moon has a specific intensity about equal to that of the SPS throughout the infrared, but it occupies a much greater solid angle.

Even many hundred SPS's should not be expected to cause a detectable sky illumination at far infrared wavelengths. The main component of sky radiation in this region of the spectrum is thermal emission from the lower atmosphere; the Rayleigh scattering cross-section of air molecules and particles in many orders of magnitude less than at visible wavelength. (Even the solar $10 \mu$ flux does not illuminate the sky detectably at that wavelength, so that when visual references are not needed, far-infrared photometry can be done in the daytime).

The effect of alternative power generating schemes in which the waste heat is radiated from either a smaller area, or a less emissive surface is to raise the effective temperature of the surface, so that the
### Table 2.3.1

**SPS Infrared Fluxes**

<table>
<thead>
<tr>
<th>$\lambda (\mu m)$</th>
<th>$\Delta \lambda (\mu m)$</th>
<th>$\frac{F}{m^2 (arc min)^2}$</th>
<th>$\frac{F}{m^2}$</th>
<th>$m'$</th>
<th>$m''$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>1</td>
<td>$3.96 \times 10^{-7}$</td>
<td>$4.68 \times 10^{-7}$</td>
<td>-11</td>
<td>-7</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
<td>$2.23 \times 10^{-6}$</td>
<td>$2.90 \times 10^{-6}$</td>
<td>-16</td>
<td>-12</td>
</tr>
<tr>
<td>20</td>
<td>4</td>
<td>$1.48 \times 10^{-6}$</td>
<td>$1.92 \times 10^{-6}$</td>
<td>-18.5</td>
<td>-14</td>
</tr>
<tr>
<td>1000</td>
<td>200</td>
<td>$4.5 \times 10^{-11}$</td>
<td>$5.85 \times 10^{-11}$</td>
<td>-24</td>
<td>-20</td>
</tr>
<tr>
<td>Total</td>
<td>$\infty$</td>
<td>$1.82 \times 10^{-5}$</td>
<td>$2.36 \times 10^{-5}$</td>
<td>-7.4</td>
<td>-3.2</td>
</tr>
</tbody>
</table>
power is radiated predominantly at shorter wavelengths. Of course, the total power radiated is the same for a given collecting surface.

E. Radio Astronomy

It is in radio astronomy that the SPS seems bound to have the greatest negative impact. At the contemplated transmission frequency, $2.45 \times 10^9$ Hz, an isotropic source emitting monochromatically a small fraction of a watt from geosynchronous orbit is quickly detected. Thus it appears that a single $10^{10}$ watt source would be large enough to affect the entire radio band if even only a small fraction of its power were distributed throughout it.

As an example we consider a radio telescope with a beam solid angle of 100 (arc min)$^2$ and a system temperature of 200 K receiving over a bandwidth $\Delta v = 10$ MHz at or near the frequency $v = 2.45 \times 10^9$ Hz. Such a system should detect a black body which occupies a solid angle about equal to that of the beam and whose temperature is equal to the system temperature with a signal to noise of about unity in a time $t = 1/\Delta v = 10^{-7}$ sec. The flux produced by such a black body is determined by the Rayleigh-Jeans formula to be

$$B_v(T)\Delta v = \frac{2kT^2}{c^2} \Delta v \Omega = 3 \times 10^{-18} \text{ Watt m}^2$$

This is about $10^{-4}$ times the total solar flux in this same 10 MHz band. A satellite in geosynchronous orbit radiating isotropically a power of only 0.05 watt would produce this flux at the earth's surface.

Even if the antenna is not pointed directly at the source, it sees a small fraction of the former signal through diffraction side-lobes and scattering. We assume that the antenna response when pointed far from the source is of order $2 \times 10^{-6}$ times the main beam response. (This would mean
that about 80% of the power received from an isotropic background was received through the main lobe.) Then we see that a flux of $1.5 \times 10^{-12}$ watt/m$^2$ in the receiving band would be detected in $\sim 10^{-7}$ seconds regardless of where the antenna were pointed. (If we assume the ground to have a reflectivity of unity for microwaves, then we find that a 12 kilowatt isotropic source in geosynchronous orbit would produce this flux at the earth's surface.)

However, if one integrates the power received for a much longer time interval than $1/\Delta v$, the interference threshold becomes considerably lower. The threshold for detection is proportional to $(\tau \Delta v)^{-1/2}$, where $\tau$ is the integration time, so the interference flux for a 10 second integration time is $1.5 \times 10^{-16}$ watt/m$^2$ which would be provided by a 1.2 watt isotropic source in geosynchronous orbit. (For antennas of comparable beam width, but greater side-lobe responses the interference flux can be lower; for an isotropic antenna it would be $3 \times 10^{-17}$ watt/m$^2$, one fifth of the value above for which we assumed that only 20% of the power received from an isotropic background came in from outside the main beam.) Since the transmitter is a coherent source, possibly fluctuating with time, and moving across the celestial sphere, and the side-lobes of radio antennae fluctuate spatially, one cannot treat this interference as random noise which can be accounted for statistically by integrating for a long time. We expect that a transmitter emitting isotropically only a few tenths of a watt from geosynchronous orbit will interfere with detection of sources at the transmitter frequency which normally require more than 10 seconds of integration time to detect.

Glaser et al. (1974) have estimated the noise flux levels from the SPS in the neighborhood of the fundamental which they assume to be at
3300 MHz. They assume the noise from a single amplitron to be radiated coherently over the one meter dimension of an amplitron. So instead of being radiated isotropically, the noise is beamed toward the earth with a gain of order $10^3$. With present-day technology it appears inevitable that the noise flux even from a single SPS would inundate the entire band between 2200-4200 MHz. In the band ±100 MHz about the intended transmission frequency the noise flux would be about $10^9$ times the $1.5 \times 10^{-16}$ watt/m$^2$ threshold for a 10 MHz band.

The loss of this large segment of the radio spectrum clearly cannot be welcome amongst radio astronomers. Thus a high priority should be assigned to developing the technology to reduce this loss-band to a more acceptable level. According to Glaser et.al., expected improvement in filter design will reduce this noise flux by many orders of magnitude, narrowing the loss-band to as small as 200 MHz. In their summary they anticipate that the interference with radio astronomy will be slight (with the parenthetical qualification of < 2700 MHz). In fact it is doubtful that the permanent loss of the 3200-3400 MHz window of the microwave spectrum will be this well received, but if this projection is not overly optimistic then it can conceivably be considered acceptable.

Besides sideband noise in the neighborhood of the fundamental transmission frequency, one needs to consider harmonics. The second and third harmonics of the fundamental transmitted by the amplitron are expected to be of order $10^{-5}$-$10^{-6}$ the power of the fundamental. Therefore one would expect these to exceed the threshold in some bandwidth, probably narrower than that about the fundamental, unless they can be properly filtered. The actual behavior of these and higher harmonics depends on
their phase coherence with the harmonic emission of other amplitrons.

In summary, the problems presented by the SSPS to radio astronomy are potentially quite serious and deserve serious consideration. Particular emphasis should be placed on reducing sideband noise to well below the levels attainable with present technology, and to minimizing emission of harmonics.
5. W. Coles, Private Communication.
2.4 CATASTROPHIC FAILURE AND DEBRIS

INTRODUCTION

Here we consider possible magnetospheric environmental perturbations resulting from a failure in the SSPS system. It is difficult to see how SSPS failure might affect the magnetospheric environment other than by the dispersal of materials resulting from the failure of a single SPS or as the result of collision with another SPS or different type of satellite. Another possibility is the electromagnetic radiation pollution that might result from the uncontrolled broadcasting of an SPS with disabled control system. This problem and its remedy are probably best left to groups studying microwave system design and radio interference. Since we shall then focus on the debris problem it is natural to include in this discussion debris that might result from normal SSPS operation and from construction.

In considering the "pollution of space" two general goals for further work are important. One is to delineate the effects of particles of various sizes and compositions on the magnetosphere, on other SPS', and on other satellites. Qualitative aspects of such a division are present in Section A. A second important factor to be addressed is the subsequent concentration or dispersal of the materials emitted. This is discussed in Section D, where we consider effects of some of the forces affecting the orbits of emitted particles.

In addition to the above, we consider briefly SPS collision, Section B, effects of rupture of argon propellant tank, Section C; small particles, their orbits, optical effects and methods of controlling their dispersal, Section D.

A. PARTICULATE PROPERTIES

An important objective of theoretical and experimental study as SSPS development proceeds should be to identify sources of particulate emissions and their effects on SPS' and other satellites. For example, one goal of space
construction experiments should be to determine the pollution potential of the various alternative technologies. It could well turn out that small particulate emissions will constitute virtually no problem at all. Experienced NASA personnel have suggested that this may be the case on the basis of experience with the Apollo and Skylab projects. On the other hand, the SSPS system involves many large satellites in close proximity, over a period of at least thirty years. It seems evident that as the use of space for industrial purposes becomes more commonplace, problems concerning orbital debris will have to be addressed. Some work to examine these problems is under way at Langley Research Center. 

In the following we consider qualitatively sources and effects of materials that might be emitted in SSPS operations, mainly in terms of size. Composition is also an important factor. Quantitative estimates of some materials are made in Ref. 2,13. The general types of particles are:

1. Large chunks of material that can collide with an SPS and disable some important apparatus, penetrate a living space or fuel tank, or damage some important surface. These might result from collision, or breakage in construction or docking operations.

2. Smaller size particles that might become inserted in the works of some mechanical device causing either undue friction and wear in the case of very small particles or jamming of moving parts by larger particles. An example of the second would be the failure of a docking hatch to seal properly because of particles deposited on a joining surface. Sources of these particles might be the same as in item 4.

3. Liquid droplets and frozen liquid droplets. These might be frozen Argon pellets from a fuel spill, low volatility components of
spilled lubricants or residues of effluent from certain types of chemical thrusters, and perhaps waste liquids dumped into space. The effects of such liquids might be either physical damage in the case of frozen pellets, the coating of optical surfaces, or sticking of mechanical apparatus by heavy residues.

4. Very small particles result from a meteoroid impact, sputtering from charged particle impact, mechanical friction, erosion of surfaces due to thermal and mechanical stresses, erosion of ion thruster electrodes; construction processes such as welding, sawing, grinding and filing. These might stick to optical surfaces, marring their ability to transmit or reflect light. Examples might be solar energy concentration and absorption surfaces and windows which must remain transparent. In this connection we note that tests have demonstrated that solar cells can still function well even after being coated with residues or suffering surface degradation such as caused by meteoroids. This is because the light is scattered at the damaged surface but still transmitted. On the other hand, similar degradation of surfaces that are supposed to provide specular reflection, such as solar collectors, could be more serious. Very small particles could conceivably form a cloud around the SPS, cutting off some fraction of the sunlight. We shall present estimates showing that emission of enough material to do this is very unlikely.

5. Single atoms, molecules, and charged particles are in profusion by chemical and ion thrusters. They also result from evaporation of liquids and outgassing and sublimation of solids. The neutrals can charge exchange within the thruster beam forming a plasma which can cause solar arrays to draw excessive electron current. This
problem is currently under study by NASA Lewis Research Center; possible effects in the context of SSPS operations should be analyzed. Whether this process can cause two SPS' to interact should be examined; it probably cannot since they are some 350 km apart.

Neutral atoms and molecules might stick to cold shaded surfaces. The effect of atomic particles on the magnetosphere itself is the subject of Section 2.1.

The quantitative assessment of particle type, sizes and effects is an important object for further study.
The type of catastrophic failure we consider is that in which violent physical damage is in some way involved. Another type of catastrophic failure might be that in which the power collection or broadcasting systems are disabled but the SPS poses no danger to itself or any other SPS. The first type will naturally require a large source of energy and momentum, and the SSPS must be examined for such sources. Possibilities are rupture or penetration of a pressure vessel, breakage of structural members that operate under stress, extra stresses that might result if some structural component fails due to its heating up because of loss of thermal control. Probably the most likely source of extraneous momentum is the failure of the stationkeeping thruster system, which must reliably provide well controlled impulses during the whole time the SPS is in orbit. In this regard there are several important questions concerning SSPS design. These are:

1) Is SPS attitude and orbit control independent of control of the power broadcasting system?  
2) Will each cluster of thrusters be controllable separately from the others?  
3) Will each cluster of ion thrusters (if these are used) obtain its electric power and propellant locally, and independently of the others?  
4) Could "space tugs" be developed to take over control of a disabled SPS in time to avert collision?  
5) Would independently operable "one shot" chemical thrusters for collision avoidance be a workable concept? Calculations combining the SPS orbit equations with the probability of thruster failure will be required.

The problem of collision avoidance has been recognized in several SSPS studies. In particular, solar radiation pressure causes variations in the eccentricity of the orbit. An optimum eccentricity $e \approx 0.04$ has been proposed in Ref. 5. Viewed by an observer on the earth, a satellite with eccentricity $e$ will appear to move across the sky on a "small" ellipse of major axis...
length \( \ell = 4r_E \cdot 6746 \) km, where \( r \) is the radius of GSO (see below). Since the SPS' are only about 370 km apart a change of .0043 or -10% in \( \varepsilon \) could cause the orbits to intersect. A simpler example of a collision scenario is the following. Imagine the SPS' are all in circular orbits, and an extraneous momentum is applied to one along the direction of motion, tending to decrease its velocity and raise the orbit by an amount \( \Delta r \). At GSO \( v = \sqrt{k/r} = 3.075 \times 10^5 \) cm/sec. If we ask that the orbit be raised by an amount that collision can occur and the SPS not pass one another we should take \( \Delta r \approx 10 \) km. The velocity is lowered by about 36 cm/sec which would cause the SPS to collide in about 260 hours, probably time enough to take corrective action. The size of momentum impulse \( \Delta P_{\text{coll}} \) required for this collision can be calculated from the change in angular momentum of the orbit

\[
\Delta L = r \Delta P = \Delta (Mvr)
\]

which gives \( \Delta P_{\text{coll}} \approx 1.7 \times 10^{12} \) dyne-sec. This is only about .8% of the yearly station-keeping requirement of \( \Delta P_0 \approx 2.16 \times 10^{14} \) dyne-sec (\( \Delta v \approx 46 \) m/sec), and one could easily imagine it being applied during some catastrophic incident. It corresponds to ten MPD thrusters (\( \dot{m} = 15.6 \) gm/sec, \( v_{\text{ex}} = 20 \) Km/sec) operating for about 1.5 hours. An important point is that since stationkeeping requirements are small the extraneous impulse that might cause collision is also small.

SPS orbits viewed in earth rotating frame.
C PROPELLANT TANK RUPTURE

The rupture of a liquid propellant tank and release of propellant into vacuum can transfer momentum to the SPS. We attempt to ascertain here what AP the rupture of a vessel containing liquid argon might provide. We also consider what then might happen to the argon released. We have not examined the situation where propellants such as H₂ and O₂ which can chemically react are released.

We assume that Ar could be stored in liquid form at atmospheric pressure if it could be kept out of the sunlight, properly insulated and perhaps refrigerated. Its temperature might be somewhere near the atmospheric pressure boiling point T = 87.3° K. We also assume that for some reason the tank ruptures and some fraction of its surface area is directly exposed to the nearly perfect vacuum of outer space. The escaping Ar will exert an impulse which we shall attempt to estimate by two methods. If liquid Ar had very large thermal conductivity (which is not the case), or were in a container that could easily conduct heat to all regions such as a pipe, the momentum transfer would be provided by the boiling off of individual atoms at the exposed surface. This would progress until heat removal caused the freezing of the Ar at −83.8°K; the vapor pressure then decreases rapidly. For an example we have taken 1.0 m³ of Ar and assumed a hole 100 cm². (This is about 640 pounds and represents −.64% of the yearly stationkeeping propellant requirement of −10⁵ pounds). The energy and particle fluxes may be estimated by assuming they are given by a half-Maxwellian distribution emerging from the surface, corresponding to temperature T and with particle density \( n_0 = \frac{P_v}{kT} \cdot 8.33 \times 10^{19} \) cm⁻³, where \( P_v \) is the vapor pressure at atmospheric pressure, \( P_v \sim 10^6/\text{dyn/cm}^2 \), and does not vary much between boiling and freezing. We are thus using a detailed balance argument to obtain the efflux of particles which really depends
only on the liquid temperature. We are overlooking the effect of collisions which cause some particles to bounce back to the liquid and thus probably overestimating the net fluxes. The number and energy fluxes are

\[ \Gamma_{n,e} = n_0 \left( \frac{m}{2\pi kT} \right)^{3/2} \int_0^\infty v^2 dv \int_0^{2\pi} \int_0^\pi \frac{1}{2}mv^2/kT (v \cos \theta) \]

\[ \times \{1, \frac{1}{2}mv^2\} \quad (2.4.2) \]

or

\[ \Gamma_n = \frac{n_0 v_0}{\sqrt{\pi}}, \quad \Gamma_e = \frac{2kT}{\pi} n_0 v_0 \quad (2.4.3) \]

where \( v_0 = \sqrt{\frac{2kT}{m}} = 1.9 \times 10^4 \) cm/sec.

Using \( T = 87^\circ K \) we obtain the numerical values \( \Gamma_n = 8.93 \times 10^{23} \) atoms/cm\(^2\) -sec, \( \Gamma_e = 2.27 \times 10^6 \) erg/cm\(^2\) -sec. Assuming surface area 100 cm\(^2\) and using the density of liquid Ar 1.4 gm/cm\(^3\) and its heat capacity \( c \sim 6 \) calorie/mole \(-^\circ K = 6.23 \times 10^6 \) erg/gm \(-^\circ K \) (Ref. 7) one finds that enough heat is carried away to freeze the whole tank in \( T \sim 135 \) seconds, during which 0.005 of the fluid is evaporated. The momentum transfer during this period is \( \Delta P \sim mv_0^2 \Gamma \sim P \cdot 100 \) cm\(^2\) \( \cdot T = 1.35 \times 10^{10} \) dyne-sec, or about 1% of the \( \Delta P_{coll} \) computed in B. This calculation assumed very good heat conductivity so that the surface does not freeze while the rest remains liquid, and that no heat flows in from external sources.

The heat flow equation

\[ \nabla^2 T = \frac{cp}{K} \frac{\partial T}{\partial t} \quad (2.4.4) \]

where the heat conductivity \( K \sim 125 \) mwatt/meter \(-^\circ K = 1.25 \times 10^4 \) erg/sec-cm\(-^\circ K \) gives the scale time for temperature equilibration

\[ \tau \sim \frac{cpL^2}{K} \sim 700 \text{ L}^2 \text{ sec.} \quad (2.4.5) \]
For $L = 1$ meter $\tau \sim 7 \times 10^6$ sec $>> T$. This can have two consequences. First, the fluid near the rupture may freeze rapidly, because energy is being extracted only from the fluid near the rupture, and perhaps seal it. Also fluid in the warmer regions can boil because the static pressure is released. Both of these phenomena are observed when liquids are pumped on for cooling purposes. An interesting illustration of the effect of thermal conductivity occurs when liquid He\(^4\) is pumped on. Above the $\lambda$ point at 4.2°K the liquid actively boils, but when the $\lambda$ point is reached it immediately becomes quiet due to the large increase in heat conductivity.

Another way to estimate the momentum impulse is to assume that the fluid in the tank farthest from the rupture remains at its original temperature and vapor bubbles form which drive the rest of the fluid out. A crude model would say that all of the fluid is driven out under atmospheric pressure. In this case the energy expended is given to fluid kinetic energy, i.e.,

$$P \cdot A \cdot L = \frac{1}{2} MV^2 \quad \text{(2.4.6)}$$

where $A = 10^4 \text{cm}^2$, $L = 100 \text{ cm}$ and $M = 1.4 \times 10^6 \text{ gm}$. This gives $V = 1.2 \times 10^3 \text{ cm/sec}$ and $\Delta P = MV = 1.7 \times 10^9 \text{ dyne-sec}$.

The maximum of the $\Delta P$ we have estimated is only about 1\% of $\Delta P_{\text{coll}}$. On the other hand we have only guessed at the relevant parameters and made only a first attempt at understanding the physics of the situation. Thus we feel that propellant tank rupture as a source of uncontrollable momentum transfer should be examined further. If problem areas are uncovered, storage of argon in solid form might be considered; since its freezing temperature is close to the boiling point the extra effort to store it this way might be small and the reduction in dispersal worth the extra effort. Also if liquid storage is used it might be worthwhile to provide good thermal connection between all parts of the vessel to reduce boiling so that less fluid is expelled.
Frozen argon droplets associated with a fuel spill could be a hazard to the SPS where they originate or to another SPS. We present here some very tentative analysis of this possibility.

Consider a just frozen argon sphere of radius \( r \) and mass \( m = \frac{4}{3} \pi r^3 \rho \), and assume that it absorbs some fraction \( \gamma \) (50\% say) of the solar flux \( f = 0.14 \) watt/cm\(^2\) hitting it. At the same time it loses energy and mass due to sublimation at the surface. We shall assume again large heat conductivity although this is probably not correct for droplets larger than a few millimeters (Eq. 2.4.5). The rate of change of temperature is

\[
\frac{dT}{dt} = \frac{1}{Mc} \left( \frac{dQ_s}{dt} + \frac{dQ_e}{dt} \right) = \left( \frac{4}{3} \pi r^3(t) \right)^{-1} \left( \frac{dQ_s}{dt} + \frac{dQ_e}{dt} \right) \tag{2.4.7}
\]

with the heat fluxes given by

\[
\frac{dQ_s}{dt} = \pi r^2 \gamma f \tag{2.4.8}
\]

\[
\frac{dQ_e}{dt} = -4\pi r^2 r^2 \sqrt{\frac{2kT}{m}} \tag{2.4.9}
\]

\( P(T) \) is the vapor pressure at temperature \( T \). Note that both heat flux terms have the same \( r \) dependence. Mass evaporates off at the rate

\[
\rho \frac{d}{dt} \left( \frac{4}{3} \pi r^3(t) \right) = -4\pi r^2 m P(T) = -4\pi r^2 \frac{m}{\sqrt{\pi}} \left( \frac{P(T)}{kT} \right) \sqrt{\frac{2kT}{m}} \tag{2.4.10}
\]

These equations may be summarized as

\[
\frac{dr}{dt} = -\frac{m}{\rho \sqrt{\pi}} \sqrt{\frac{2kT(t)}{m}} \frac{P(T)}{kT} \tag{2.4.11}
\]

\[
\frac{dT}{dt} = \frac{3}{\rho c r(t)} \left( \frac{1}{4} \gamma f - \frac{2}{\sqrt{\pi}} P(T) \sqrt{\frac{2kT(t)}{m}} \right) \tag{2.4.12}
\]

and can be solved analytically if a form for \( P(T) \) is given. Near the freezing point, where \( P \sim 0.1 \) atm., the evaporation term dominates the temperature equation. By consulting vapor pressure tables we find that the heat
absorption balances the evaporation term somewhere in the neighborhood of 

\( T_0 = 40^\circ K \) \( (P \sim 10^{-5} \text{ atm} = 10 \text{ dyne/cm}^2) \). If the pellet is hotter in the center, heat will convect to the surface and be expelled by an increase in the evaporation term until the whole droplet reaches a quasi-equilibrium at \( T_0 \). Then

\[
\frac{dV}{dt} = \frac{-m}{\rho \sqrt{\pi}} \sqrt{\frac{2kT_0}{m}} \frac{P(T_e)}{kT_e} \sim -5.7 \times 10^{-4} \text{ cm/sec},
\]

(2.4.13)
giving a time 2.4 hours for a 10 cm diameter sphere to evaporate. If it had been expelled in a fuel tank rupture with \( V \sim 10^3 \text{ cm/sec} \sim 40 \text{ km/hr} \) (Eq. 2.4.6) it would take ~ 9 hours to reach another SPS. More detailed analysis in the future will show whether a fuel spill incident might cause damage to an adjacent SPS. If the velocity \( V \) we have used is correct such pellets could apparently damage the SPS of origin.

Two other effects of spilled argon should be considered. As has been discussed in Section 2.1 neutral argon is converted to plasma by photoionization, with possible consequences for magnetospheric functioning. A second possibility is adhesion of argon to cold shaded surfaces such as windows. If there were no heat input its vapor pressure would become so low that it might stay around for a long time, and special measures would be required to remove it.
Solid particulates could constitute a long term impairment to the functioning of an SPS for reasons mentioned in A. There are four important areas that must eventually be investigated quantitatively:

1. Sources, types, and quantities of particulates emitted;
2. the concentrations that will build up and possible dispersal effects,
3. effects of particles of various size and composition on operation of SPS and other satellites; and
4. possible methods of control of particulates should they turn out to be a problem.

There is little, if any, knowledge concerning items 1. and 3., since even the grossest features of the SSPS have not been decided.

On the other hand, it is not too early to become aware of the issue and to analyze SSPS alternatives in terms of particulate effects. It is in principle possible to calculate particulate distributions in space if a given source distribution is assumed. The source might be estimated by theoretical analysis, and experimental data as it becomes available.

Possibly whatever is deposited will tend not to disperse, but to concentrate in GSO. A cloud of dust and debris in a perfectly spherical $1/r$ potential will, over a long period of time, dissipate energy due to viscous drag forces, at the same time conserving angular momentum. The minimum energy configuration has all matter moving with the same speed in a thin circular ring (in this configuration there are no longer any drag forces). Also along the GSO orbits there exist shallow potential wells in the earth rotating frame arising from the non-spherical corrections to the shape of the earth. This causes the SPS' to oscillate about a stable equilibrium point in the rotating frame and might also have the effect of trapping particulates in the
longitudinal direction. On the other hand, the other perturbations such as luni-solar effects and radiation pressure might disperse the particles. For example solar radiation can push very small particles, \( r \sim 10^{-5} \text{ cm} \), completely out of the solar system.\(^8\) Due to the unique nature of the GSO stable points it will probably be appropriate to consider space here as an important and limited resource.

For very small bits of material that acquire charge electric forces could play a role. We consider three possibilities: 1) They might be affected by the magnetospheric electric field. 2) Charged particulates might interact with an SPS that is itself charged due to magnetospheric substorm activity. 3) Electrostatic methods might be used to clean up particulates.

To examine 1) we consider aluminum spheres, \( \rho \sim 2.7 \text{ gm/cm}^3 \), of mass \( M \) which have acquired charge from 10V to 10kV, during a magnetospheric substorm. Their radius as a function of mass is

\[
r = \left( \frac{3M}{4\pi\rho} \right)^{\frac{1}{3}} \approx 445M^{\frac{1}{3}} \text{ (gm)}
\]

and their charge is given by

\[
q = r\phi = 14.7M^{\frac{1}{3}} \text{ esu at } \phi = 10kV.
\]

A typical value of the magnetospheric electric field is 1 mV/meter = \( 3.33 \times 10^{-8} \text{ stat volt/cm} \),\(^{14}\) so the electric force on the particle if \( F_e = 4.9 \times 10^{-7} M^{\frac{1}{3}} \text{ dynes.} \)

The earth's gravitational force at GSO and the sun's gravitational force at 1 a.u. are

\[
F_{g-e} = 22.4M \text{ dynes and } F_{g-s} = 0.593M \text{ dynes.}
\]

The solar radiation pressure at 1 a.u. is

\[
\text{watt/cm}^2 = 4.67 \times 10^{-5} \text{ dyne/cm}^2 \text{ giving for the radiation force } F_{sp} = 2.9 \times 10^{-5} M^{2/3} \text{ dynes.}
\]

In Figure 2.4.1 accelerations of particles as a function of radius are plotted. We see that only for very small particles do the radiation pressure and electric forces become important. For a 10kV particle the earth gravitational force and electric force become equal at \( r \sim 6.6 \times 10^{-5} \text{ cm.} \) Such a particle accelerated through 50kV, roughly the
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voltage that exists across the magnetosphere, would acquire velocity $5 \times 10^5 \text{ cm/sec}$ in about 5.5 hours. This is of the order of orbital velocities and is smaller than typical meteoroid velocities of $2-4 \times 10^6 \text{ cm/sec}$. The rate of charge deposition on a surface by magnetospheric electron fluxes is at most $-10^{-9} \text{ amp/cm}^2 = 3 \text{ esu/cm}^2 \text{-sec}$ giving a time 15 hours for the above particle to charge to 10kV. Before it could be charged to 10kV it would most likely be exposed to sunlight where the surface photoemission is important. This rate is something like $12.5 \text{ esu/cm}^2 \text{-sec}$, meaning that a 10kV particle would discharge in a few hours. In general it does not appear that the voltages necessary for particulate motion to be strongly affected by magnetospheric electric fields can be attained. On the other hand, Figure 2.4 1 indicates that electric and radiation forces could be a significant perturbation for particles less than a micron in size and charged in the neighborhood of 100V.

In the absence of intense electron fluxes particulates can charge positive by photo emission to energies of the order of the emitted electrons $\sim 10V$. Although they would not be strongly affected by the magnetospheric electric field they might tend to migrate towards negatively charged SPS surfaces. We leave open the question of how the particulates might be charged positive near a negatively charged SPS surface. They could perhaps drift to a shaded region from a sunlit region after a substorm has subsided. We assume that the SPS surface is charged to 1 kV with respect to the surrounding plasma, its electric field extends out a Debye length, $\sim 100 \text{ m}$, from the surface. This field is a factor $10^4$ greater than the magnetospheric electric field. Again with the assumption of aluminum density we have calculated the perpendicular outward velocity a particle of radius $r$, charged to 10 V, would need to escape the SPS finding $V_{es} = 0.139/r \text{ (cm) cm/sec}$. It seems that only very small particles are affected very much. Further consideration may show that even though they tend
to migrate towards surfaces other processes intervene to remove them.

If particulates are emitted in a localized region, such as in the operation of some construction machine, electrostatic methods might be used to control them. If aluminum spheres charged to 1 kV, say by an electron gun, pass between parallel plates charged to 1 kV the maximum time for them to be drawn to one of the plates is 142.7 r (cm) sec. This indicates that fairly large particles, perhaps up to .01 cm, could be collected efficiently at the source. We have also examined the possibility of using electrostatics to collect particles from large distances. The 100 m Debye length is a limiting factor. Charging particles with an electron beam and attracting them to a small three-dimensional region appears impractical due to the $1/r^2$ falloff of the Coulomb field. Very large, light planar sweeping grids, propelled by thrusters, might be a workable method. Another possibility is to use high power lasers to destroy debris that threatens the SPS.

Aside from contact interaction with satellite surfaces and mechanisms, particulate matter will interact with the various forms of electromagnetic radiation present. These include solar radiation, the SPS microwave power beam and its attendant phase control reference beam, radio communications signals, radar ranging apparatus, and possibly laser beams for communications and ranging. Estimates below indicate that such problems will be minimal.

There exists a large well-developed body of knowledge concerning the scattering and absorption of electromagnetic radiation by bits of matter. This theory could be applied to virtually any distribution of particulates once the distribution is given. The ability of a particle to remove power from the incident wave is described by its extinction cross section $\sigma = \varepsilon/I_0$ where $I_0$ is the incident intensity and $\varepsilon$ is the power removed. It is the sum of the scattering cross-section $\sigma_s$, describing power redirected by the particle, plus
the absorption cross-section $\sigma_a$ describing power absorbed and converted into thermal energy. In the limit of incident wavelength long compared to particle size the scattering cross-section reduces to the Rayleigh cross-section

$$\sigma_R = \frac{8\pi}{3} \frac{2\pi}{\lambda} \frac{4}{|\alpha|^2} \xrightarrow{\lambda \to \infty} 0$$

where $\alpha$ is the electric polarizability of the particle. The polarizability depends on the particle properties and exhibits large values at the resonance frequencies. This is responsible for oscillations with frequency of the magnitude and polarization of the scattered wave. Extinction cross-sections tend to maximize for particle size of the order of the incident wavelength at a value of the order of the geometrical cross-section. For spheres it asymptotically approaches $2\pi r^2$ as $\lambda \to \infty$. The actual energy removed from the beam is $\pi r^2 I_0$, the factor of two discrepancy being known as the extinction paradox

Using the geometrical cross section it is possible to assess crudely three phenomena that might disrupt SPS operations: the extinction of sunlight by particulates, scattering of the microwave beam, and the heating of bits of material in the beam. We imagine the particles are spherical of aluminum density. Their projected area in terms of their mass is $\sigma = \pi r^2 = (3M/4\pi \rho)^{2/3} = 0.623 M^{2/3}$. We ask what mass of these particles is required to extinguish 10% of the sunlight. If there are $N$ of them in a 1 cm$^2$ column we require $N \sigma = 0.1$. Their mass is $M_N = \frac{1M}{\sigma} = 0.16M^{1/3}$ gm/cm$^2$, or taking the SPS area to be 100Km$^2$ the total mass is $M_b = 1.6 \times 10^{13} M$ gm.

Even using particles with radius $5 \times 10^{-5}$ cm, a typical sunlight wavelength, we find the total mass required to reduce the sunlight by 10% to be about
$1.8 \times 10^6$ Kg. This is about 4% of the SPS mass. If this much mass had been eroded from the SPS, they would be inoperable anyway.

Erosion of surfaces by meteoroids and sputtering are two sources of particulates. It can be seen fairly easily that they will not produce anything like the above amount if dispersed uniformly. These processes do, however, degrade optical surfaces and their ejecta could impair the SPS in other ways.

The impact of meteoroids on a surface erode some one hundred times the mass of the meteoroids themselves. The flux is given by

$$\log_{10} I(m) = -17.0 - 1.70 \log_{10} m,$$

where $I(m)$ is the average number of impacts/m$^2$-sec by particles of mass greater than $m$ grams (it is a sensitive function of altitude). This translates to $I(m) = 10^{-17}m^{-1.7}$, which when differentiated gives for the flux of particles of mass $m$

$$dI(m) = -1.7(10^{-17})m^{-2.7} dm$$

To find the total mass we multiply by $m$ and integrate from $m = 10^{-10}$ to $m = 10^{-5}$, giving for the total mass impacting

$$\frac{dM}{dt} = -1.7 \times 10^{-17} \int_{10^{-10}}^{10^{-5}} m^{-1.7} dM \sim 2.5 \times 10^{-10} \text{ gm/m}^2\text{-sec}.$$ 

Using twice the SPS frontal area and the ratio 100 for the ejecta mass we find the total mass ejected to be $1.5 \times 10^5$ kgm/year. This number could in ten years become roughly comparable to that given above. However the ejecta will emerge with an angular distribution; it seems unlikely that enough would collect in the column above the light collecting surface to obscure the sunlight. Nevertheless it seems like a large amount, $\sim 400$ kgm/day, and its
fate will have to be determined.

Sputtering, the removal of minute chunks of matter from a surface by charged particle impact, also constitutes a source of particulates. A typical rate for the sputtering of iron by solar wind particles at 1 a.u. is $0.48 \times 10^{-8} \text{ cm/year}$. This might be increased somewhat for the softer SPS materials exposed to magnetospheric conditions. At this rate about 50 kgm/year would be ejected. Erosion of material by meteoroid impact and sputtering is probably more significant for its direct effect on the SPS, than for optical extinction by the eroded material.

We can make a simple estimate of the density of ejected material and compare it to the ambient density of meteoroid material. The average meteoroid velocity is $v \sim 2 \times 10^6 \text{ cm/sec}$. The flux as calculated above is

$$\frac{dM}{dt} = 2.5 \times 10^{-14} \text{ gm/cm}^2\text{-sec} = \rho_m v_m$$

giving $\rho_m \sim 10^{-20} \text{ gm/cm}^3$. The mass ejected from 100 SPS per year is $\sim 10^{10} \text{ gm}$. If we assume the meteoroid energy is uniformly distributed among the ejecta we find the debris velocity $v_d = 0.1v_m = 2 \times 10^5 \text{ cm/sec}$. We shall attempt a crude estimate of the volume over which they might distribute themselves. If they were emitted tangentially to the SPS trajectory their radial range might be something like 5 earth radii, Section 2.1 - Figure A.1. We imagine that they fill a donut-shaped region of minor radius $a = 2.5R_e = 1.6 \times 10^9 \text{ cm}$, and major radius $r = 4R_e = 2.5 \times 10^9 \text{ cm}$. The volume they fill is thus

$$V \sim (2\pi r) (\pi a^2) = 10^{29} \text{ cm}^3.$$  

Thus debris density builds up at the rate $\dot{\rho}_D \sim 10^{-19} \text{ gm/cm}^3\text{-year}$, compared to $\rho_m = 10^{-20} \text{ gm/cm}^3$. This might indicate that SSPS operations would give rise to a fairly dense man-made "meteoroid belt". Further study should be carried out to determine the correct density and velocity distributions.
Finally we consider effects on the microwave power beam. From the above it is clear that very small particles will not affect the beam if their amount is anything like what we have calculated above. It is hard to imagine how, during normal operation, material straying into the beam would be sufficient to deflect or extinguish it.

We can roughly estimate the maximum temperature to which foreign bodies might heat due to exposure to the beam. At the maximum temperature of the body thermal emission equals energy absorption. The absorption we assume to be a factor $a$ of the total incident energy, where $a$ is the absorbtivity of the material at microwave frequency. The heat flow balance condition is

$$ a \, I_0 \, \pi \, r^2 = 4\pi \, r^2 \, e \sigma T^4, $$

or

$$ T = \left( \frac{I_0 a}{4 \sigma e} \right)^{1/4} = 258 \left( \frac{a}{e} \right)^{1/4} \circ K, $$

where $e$ is the average emissivity over a black body spectrum, $I_0 \approx .1$ watt/cm$^2$, and $\sigma = 5.67 \times 10^{-5}$ erg/(cm$^2$-sec-$^\circ K^4$) is the Stefan-Boltzmann constant. For dielectric materials, paints and rough surfaces, $e$ is in the region of .3-1. If we assume that the absorption is maximum, $a = 1$, we find $T \sim 350^\circ K$.

Polished metals have small $e \sim .02 - .08$ but their absorption is small as well. It is given by $a = \frac{\omega a}{c}$ where $\delta \sim 10^{-4} - 10^{-3}$ cm is the skin depth at 3 GHz and $c$ is the speed of light. Substitution shows that polished metals will tend to remain cool, the heat input being dominated by the solar flux. There appears to be no danger that stray materials would melt in the microwave beam.


14. During a substorm the field could go as high as 10 mV/meter; this fact will not change the commentary in the text.
2.5 SATELLITE INDUCED PROCESSES

INTRODUCTION

There are three ways in which a satellite can influence the environment through which it travels, aside from the deposition of material. 1) It may produce directly electromagnetic radiation; 2) its physical motion through the surrounding medium, plasma and neutral, alters the medium particle distributions, and 3) this can then generate plasma electromagnetic disturbances. The direct EM radiation, typically microwave power beam and communication signal frequencies will be high enough to pass through the plasma, barely affecting it. Whether or not this is the case for the power beam passing through the ionosphere is still problematical, and we discuss this in Section 2.6. The type of processes we shall discuss here are the "satellite induced processes", those caused by the motion of the satellite through the medium.

Two possible "environmental" consequences of these processes are the alteration of the particle environment in the vicinity of other satellites by emission of disturbances by an SPS, and the production of electromagnetic interference. Consequences for the SPS itself are changes in its particle environment, and forces and internal stresses on the SPS physical structure. These forces, known as "drag forces" because they act opposite to the direction of motion, have been studied for a long time in connection with smaller satellites. They are caused by a number of different physical mechanisms. These are the same that produce the plasma disturbance. Momentum and energy extracted from the satellite motion goes into plasma motion. For this reason it will probably be most efficient in the future to study satellite induced processes not only as an environmental problem, but also at the same time to examine effects on
the SPS itself. We feel that the environmental consequences of satellite induced processes could be minimal. The drag forces on an SPS during construction in low earth orbit and during orbit raising may be important.

There are basically three types of drag force exerted on a satellite by the surrounding medium. 1) Neutral drag\(^1,2\) (or aerodynamic drag), the force that results from the impact of neutral particles on the front surface. 2) Charged particle drag\(^2,3,4,5\) the force that results from direct impact of charged particles on the front surface, plus that resulting from the deflection of charged particles by electric fields surrounding the satellite. This second is sometimes called "coulomb drag", or "electrohydrodynamic drag". 3) Induction drag\(^3,5,6,7,8,9\) currents induced by satellite motion through magnetic field and fed by the surrounding plasma interact with the magnetic field producing a drag force.

A. PARTICLE DRAG FORCE AND WAKE

As a satellite with velocity \(V\) moves through a stationary medium more particles impact on the front side with higher velocity than on the rear. These particles may be reflected, absorbed, or perhaps reemitted with a different velocity. In any case the satellite experiences a drag force. This force is most simply understood when the background gas is neutral and \(V\) is extremely large compared to the thermal speed \(v_n = \sqrt{\frac{2kT_n}{m_n}}\) of the neutrals. In this case the satellite simply sweeps up all the particles in its path leaving a tubular void behind it. Eventually the void fills in due to the thermal motion. Results of density calculations for \(V/v_n = 8\) (Ref. 2, p. 58) for satellites of various shapes are shown in Figure 2.5.1. The calculations have assumed that the neutral particle mean free path is large compared to the satellite size. This is fairly
Figure 2.5.1 Density Perturbation Near Fast Moving Body (Ref. 2)
well satisfied for the neutrals at LEO (Table 1). A simple approximate expression for the neutral drag force $F_n$ may be derived by assuming that all the particles impact the front surface with velocity $-V$. The momentum transfer to the satellite is

$$ F_Dn = n_n m_n AV^2 C_D. $$

$A$ is the satellite frontal area, $n_n$ and $m_n$ are the particle number density and mass, and $C_D$ is the "drag coefficient", a number of order unity. At LEO the neutral density is some 500 times that of the charged particles and they account for most of the drag.

As altitude increases the neutral density decreases more rapidly than the ion density, they become equal at about 1200 km. The motion of the charged particles is more complicated than that of the neutrals owing to the earth magnetic field and satellite electric field. In Table 1 we show important particle properties at three altitudes. We see that at 500 and 1000 km $v_i, v_n < V << v_e$ and at GSO $V ~ v_n, v_i, v_e >> V$. At GSO the particle drag forces are essentially nonexistent, due both to the rarity of the neutrals, and the rarity and high speed of the charged particles.

In the regions where $V < v_i$ the charged particle drag formula is almost the same as that for the neutrals

$$ F_{DC} = m_i n_i V^2 A', $$

the drag being provided by the massive ions. $A'$ is a modified area that depends on the floating potential of the satellite $\phi_s^{3,5}$

$$ A' \approx A \left[ 1 + \left( \frac{2e\phi_s}{m_i V^2} \right) \right]. $$

It takes account the modification of ion motion due to the electric field surrounding the satellite. $\phi_s$ is acquired because of the difference in
<table>
<thead>
<tr>
<th>Alt(km)</th>
<th>Num. Density</th>
<th>Mass Density</th>
<th>Satellite Speed(cm/sec)</th>
<th>Temp. °K</th>
<th>Thermal Speed(cm/sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>500</td>
<td>6.9x10^8</td>
<td>6x10^7</td>
<td>2x10^5 O</td>
<td>1.3x10^-15</td>
<td>5.3x10^-18</td>
</tr>
<tr>
<td>1000</td>
<td>1.4x10^8</td>
<td>2x10^5 O</td>
<td>7x10^3 O</td>
<td>5.3x10^-18</td>
<td>1.9x10^-19</td>
</tr>
<tr>
<td>5000</td>
<td>1.14x10^9</td>
<td>2x10^3 H</td>
<td>5x10^3 H+</td>
<td>3.3x10^-21</td>
<td>8.3x10^-21</td>
</tr>
<tr>
<td>10000</td>
<td>1.34x10^9</td>
<td>5x10^2 H</td>
<td>5x10^3 H+</td>
<td>8.3x10^-22</td>
<td>8.3x10^-21</td>
</tr>
<tr>
<td>15000</td>
<td>2.14x10^9</td>
<td>2x10^2 H</td>
<td>2x10^3 H+</td>
<td>3.3x10^-22</td>
<td>3.3x10^-21</td>
</tr>
<tr>
<td>35800</td>
<td>4.22x10^9</td>
<td>30 H</td>
<td>1-5 H+</td>
<td>5.0x10^-23</td>
<td>&gt;4x10^-24</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Debye Length(cm)</th>
<th>Magnetic Field(gauss)</th>
<th>Drag Force*(dynes)</th>
<th>Solar Pressure</th>
</tr>
</thead>
<tbody>
<tr>
<td>500</td>
<td>.5</td>
<td>10^8</td>
<td>4.7x10^6</td>
</tr>
<tr>
<td>1000</td>
<td>3.0</td>
<td>3x10^5</td>
<td>4.7x10^6</td>
</tr>
<tr>
<td>5000</td>
<td>3.5</td>
<td>3x10^5</td>
<td>4.7x10^6</td>
</tr>
<tr>
<td>10000</td>
<td>3.5</td>
<td>8.3x10^-3</td>
<td>4.7x10^6</td>
</tr>
<tr>
<td>15000</td>
<td>5.5</td>
<td>1.1x10^-3</td>
<td>4.7x10^6</td>
</tr>
<tr>
<td>35800</td>
<td>4.2</td>
<td>1.1x10^-3</td>
<td>4.7x10^6</td>
</tr>
</tbody>
</table>

*Drag forces computed using A 10km^2.

Table 2.5.1 Drag Forces and Magnetospheric Parameters.
flux of electrons and ions, and is also influenced by photoemission. Its value is typically \(-0.3 \pm 0.6\) volts at lower altitudes compared to \(\frac{1}{2} m \ V^2\) \(-5\text{eV}\). Detailed calculations\(^5\) have shown that potential corrections to the drag force on large satellites are typically a few percent. Thus it is reasonable for estimates to set \(A' = A\).

The most apparent effect on a satellite of the drag force is its decrease of radius, which speeds up the satellite and increases the drag force. The rate of change of radius depends on \(F_D\) divided by the mass \(M\), and so drag forces are most effective for very light satellites with large frontal area, such as the SPS. The collector area of an SPS is some 100 km\(^2\). For purpose of discussion we note that on the average it will not always be facing in the direction of motion and in LEO and during orbit raising may not be fully erected. Thus we take \(A \sim 10\text{ km}^2\) as the frontal area and \(M = 50 \times 10^6\) kg. A typical research satellite might have \(A \sim 1\text{m}^2\) and \(M \sim 250\) kg. The area to mass ratios are respectively \(2 \text{ cm}^2/\text{gm}\) and \(4 \times 10^{-2}\) cm\(^2/\text{gm}\). It would seem that drag forces could easily be 50 times more effective on an SPS. Also if the center of mass did not coincide with the center of area torques could develop. At LEO the neutral drag dominates. The force on a 10 km\(^2\) area is \(F_D \sim 1.5 \times 10^8\) dyne. This corresponds to 5 MPD thrusters \((\dot{M} = 15.6\text{ gm/sec}, v_{\text{ex}} = 20\text{ km/sec})\) operating continuously and would change the radius at a rate \(-5\text{ km/day}\). A quantitative assessment of the drag forces as a function of altitude using a realistic SPS construction scenario and realistic SPS dimensions should be an object of further study.

When moving through the medium at supersonic speed the satellite leaves a characteristic "Vee" shaped wake, Fig. 2.5.2, which viewed in the satellite frame appears stationary. Its opening angle in the case of a
Figure 2.5.2. Far Zone Wake.

\[ \alpha = \tan^{-1} \left( \frac{v_s}{V} \right) \]
charged particle medium is \( \alpha = \tan^{-1} \frac{V_s}{V} \). \( V_s = \sqrt{\frac{kT_e}{m_i}} \) is the ion sound speed. With this disturbance is associated an electric field that should be considered. The "sonic boom" in the neutral medium should also be considered, but is probably not important since collisions will diffuse it. It is an interesting fact that in the case of a charged particle medium one finds a similar wake structure whether the mean free path is large or small \(^\text{10}\) (that is whether the particles behave independently, or are in local thermodynamic equilibrium).

Extensive calculations have been performed on such wakes and the techniques could be adapted to SPS dimensions and surface properties. The ion trajectories are directly computed, including the magnetic field and some times satellite E field perturbations. Since \( v_e >> V \) it is assumed that the electrons are in thermal equilibrium \( n_e = n_i e^{\phi/kT} \). Results of measurements of a near zone wake on the satellite Ariel \(^{12,11}\) are shown in Fig. 2.5.3.

A long distance from the satellite the behavior of the wake depends strongly on whether or not a magnetic field is present. Figure 2.5.4 is a plot of the far zone on axis density perturbation with and without magnetic field. The formulas are respectively \(^2\)

\[
\frac{\Delta n_e}{n_e} = - \frac{\pi R^2 V}{r r_L V_i} B_H \left( \theta, \frac{V}{V_i} \right) \quad \text{for} \quad B \neq 0 \tag{1}
\]

\[
\frac{\Delta n_e}{n_e} = \frac{R^2 V^2}{r^2 V_i^2} B_0 \left( \theta, \frac{V}{V_i} \right) \quad \text{for} \quad B = 0 \tag{2}
\]

The satellite dimension is \( R \), \( r \) is the distance, and \( r_L \) is the ion Larmor radius. The functions \( B_{0,H} \) give the angular dependence measured with
Figure 2.5.3 Near Zone Density Perturbation (Ref. 2,11)

Figure 2.5.4 Far Zone On-Axis Density Perturbation (Ref. 2)

$H_0 =$ Magnetic Field
respect to the satellite motion. Plots of the electric field are shown in Fig. 2.5.52 where the field is plotted on a radial plot as a function of angle. Since the wake is essentially an ion sound wave disturbance its propagation depends on the ratio of electron to ion temperature. For large $T_e/T_i$, the "Mach cone" is sharp and for $T_e = T_i$ it becomes more diffuse, Fig. 2.5.6. The figures provided are intended to illustrate the phenomena only qualitatively.

The electric field in the wake may be found by noting that in an ion wave disturbance the potential is given by

$$\phi(\hat{r}) = \frac{kT_e}{e} \frac{\delta n}{n}$$

Differentiating Eqn. 1 we find the electric field signal strength

$$|E| = |\nabla \phi| = \frac{kT_e}{e} \frac{\pi R^2}{r^2 r_{Li}^2} \frac{V}{V_i} F(\theta) .$$

The function $F(\theta)$ is shown in Fig. 2.5.5(c), its maximum value being about 4.0. The field has a rather complicated petal like structure. Using SPS and low earth orbit plasma parameters we find a field strength maximum $(F(\theta) + 4)$ of $E \sim 80/r^2$ volt/meter, where $r$ is expressed in km. At $r = 100$ km the signal strength is of the order of 8 millivolt/meter. The static corotational E field

$$E_{CR} = -\frac{\Omega \times B}{c} r_{LEO}$$

is of the order of 7 millivolt/meter. This is the order of magnitude that is typically observed by sophisticated scientific instruments. Thus the far zone wake may be observable but should not be an important electromagnetic interference source. A more thorough evaluation should be made.
Figure 2.5.5 Angular Behavior of Far Zone Electric Field (Ref. 2)
Figure 2.5.6 Effect of Temperature on Far Zone Angular Dependence (Ref. 2).

Figure 2.5.7 Equipotentials Around Slow Moving Satellite (Ref. 2)
At the altitude of GSO the situation is considerably different. The neutral particle density is about 100/cm$^3$, too low to exert any appreciable drag. The charged particle density is also very low here, $\sim 1$/cm$^3$. The ion velocity here is of the order $10^7$ cm/sec $\gg V$, so that rather than a cone-shaped wake one gets simply a distortion of the spherical equipotentials surrounding a stationary object, along the line of motion. Calculations have been performed for the case of a sphere of radius $R > \lambda_d$, the Debye length. These give a disturbance of the form

$$\frac{n_e}{n_0} = \frac{n_e(r)}{n_0} + \frac{V}{V_1} f \left( \frac{r}{R}, \frac{e\Phi_s}{kT} \right) \cos \theta.$$  

$n_e(r)$ is the perturbed density that would obtain for a stationary satellite. Sample plots of the equipotentials are shown in Fig. 2.5.7, ($\frac{V}{V_1}$ at GSO is much smaller than used for this calculation).

It would appear that at GSO neutral and charged particle drag is negligible and the electrostatic potential perturbations will not propagate away from the satellite. These perturbations are very important on scientific satellites because they can distort measurements of the ambient plasma properties.

B. **INDUCTION DRAG AND ALFVEN WAKE**

When a conducting satellite moves through the earth's magnetic field

$$\mathbf{E} = -\frac{1}{c} \mathbf{V} \times \mathbf{B}$$  

is induced in the satellite, polarizing it electrically, Fig. 2.5.8. Since the satellite is moving through a plasma current can flow in one end and out the other. This current $\mathbf{I}$ interacts with $\mathbf{B}$ producing the induction drag force.
Figure 2.5.8  Moving Satellite and Alfvén Wake (Ref. 7)
\[ \text{\boldsymbol{F}}_{\text{DI}} = \frac{\mu}{c} \text{\boldsymbol{I}} \times \text{\boldsymbol{B}}, \]

where \( \mu \) is the length of the current path. We assume that \( \text{\boldsymbol{V}} \) is perpendicular to \( \text{\boldsymbol{B}} \). The direction of \( \text{\boldsymbol{F}}_{\text{DI}} \) implies that the direction of current flow is opposite to \( \text{\boldsymbol{E}} \). This can be understood by noting that \( \text{\boldsymbol{E}} \) is produced because plus and minus charges are separated by the \( \text{\boldsymbol{V}} \times \text{\boldsymbol{B}} \) force, that is \( \text{\boldsymbol{E}} \) is a Hall field. Current flows when an external load is connected. In our case the plasma is the load. Positive ions impact preferentially on the more negative part of the satellite and electrons on the positive part. This reduces \( \text{\boldsymbol{E}} \) and the \( \text{\boldsymbol{V}} \times \text{\boldsymbol{B}} \) forces tend to restore \( \text{\boldsymbol{E}} \).

Calculation of the current \(^{5,6,8}\) depends on a number of factors, such as the satellite geometry, the ratio \( v_1/V \), the satellite potential \( \phi_s \), and surface properties. At low altitude the ions move on essentially straight lines and impinge principally on the front portion of the satellite. The electrons travel along \( \text{\boldsymbol{B}} \) and impinge principally on the more positive surfaces. The current is qualitatively indicated in Fig. 2.5.9. Detailed analysis \(^{3,5,8}\) for the low altitude case reveals that \( I \) flowing through the satellite is \( (V >> v_1) \)

\[ I = n_i eV A, \]

that is just the ion current impinging on the front surface. The drag force is

\[ F = \frac{1}{c} n_i eV A B. \]

The current density \( neV \approx 70 \) esu/cm\(^2\)-sec. For satellite dimensions at LEO we take \( A = 10 \) km\(^2\) (see Section A) and \( \ell \approx 500 \) m. With these parameters we find \( F_{\text{DI}}(\text{LEO}) \approx 1.7 \times 10^6 \) dyne. This is about \( 1\% \) of the neutral drag. Both drags are sensitive to the presented satellite area which we have no way of knowing. However the ratio is probably more or less correct.
Figure 2.5.9. Induction Current Distribution (Ref. 5).
At GSO the current might have a maximum characteristic of the photo-emission current $10$ esu/cm$^2$-sec. If we simply substitute this in place of neV, multiply by 10 to take account of the fully erected area, and use $B = 7 \times 10^{-4}$ gauss at GSO we find $F_{DI}$ (GSO) $\sim 10^5$ dynes. This is probably an overestimate since the current calculated exceeds the theoretical maximum proposed by Drell et al. (Ref. 7, p. 3136) by a factor of $\sim 10$. In any case $10^4-10^5$ dynes is fairly small. It represents a momentum transfer of about $0.2\%-2\%$ of that required for stationkeeping.

As the satellite moves along the polarization disturbance of the plasma that results from the satellite electric field and current propagates away from the satellite, along $\mathbf{B}$ in the satellite reference frame, Fig. 2.5 8. In the fixed frame the disturbance makes an angle $\alpha = \tan^{-1} \left( V/V_A \right)$, where the Alfvén velocity

$$V_A = \sqrt{\frac{B^2}{4\pi \rho_i m_i}} \sim \begin{cases} 1.8 \times 10^7 \text{ cm/sec, LEO} \\ 6.8 \times 10^7 \text{ cm/sec, GSO} \end{cases}$$

Thus $\alpha$ is very small. In the ideal situation discussed by Drell, et al. the electric field disturbance equals the induced $E$ in the satellite

$$E \sim \frac{VB}{c} \sim \begin{cases} 0.1 \text{ volt/meter, LEO} \\ 2 \times 10^{-4} \text{ volt/meter, GSO} \end{cases}$$

The frequency typical of the disturbance is given by $V$ divided by the satellite dimension, or something like $0.3$/sec-$15$/sec, depending on satellite orientation. This is very low. Alfvén waves, which are what this wake is made up of, can penetrate to ground level after coupling to ordinary electromagnetic waves. Again the wake would probably be observable, but not a significant noise source. We do however recommend a review of the literature on observations of satellite wakes.
Finally we note that Drell, et. al. \textsuperscript{7,13} have pointed out that if an external power source is available the current flow could be reversed and the induction force used for propulsion and maneuvering. This seems like an interesting possibility considering the large area to mass ratio of the SPS, and a quantitative assessment would be interesting.

C. ADDITIONAL TOPICS

There are two additional effects that may be of importance, and which we have not had time to investigate. 1) The wake structures produced may be unstable\textsuperscript{2}, and their decay could be a source of turbulence and EM signals of higher frequency than produced by the original wake, and 2) the charge disturbance may be a very effective radar scatterer\textsuperscript{2} of cross-section much larger than that of the SPS itself. This could possibly impair precise radar ranging, 3) Selective amplification of certain wave modes due to the regular spacing of the SPS's could be a major problem. One result could be continual auroras at the foot of each SPS field line, and none elsewhere. This could upset magnetospheric dynamics and the flow of energy into the upper atmosphere at auroral latitudes.
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2.6 MICROWAVE POWER TRANSMISSION

INTRODUCTION

The microwave power transmission system used by an SPS will interact with the magnetospheric plasma. MAYA has identified two potential impacts associated with these interactions. First, non-linear interactions, known as parametric instabilities, occur when a sufficiently intense electromagnetic wave propagates through a plasma. MAYA has performed an extensive bibliographic review of the literature of parametric instability. To date, no serious impact upon either the magnetosphere or the microwave power transmission system has been shown to result from parametric instability. In addition, we have expended substantial effort, outside of the scope of this contract, on ionospheric interactions with the microwave beam, and while the case is much less clear-cut and deserves more study, no insurmountable problems have appeared.

A second impact which may be more problematic demands more study. In the operation of the self-phasing antenna system, it is assumed that the propagation medium is reciprocal and that its properties do not change significantly during a round trip transit time for a microwave signal. This round trip transit time is 0.3 seconds for an SPS at GSO. The total electron content and hence the plasma contribution to the index of refraction may exhibit significant change in 0.3 seconds. These changes may result from magnetic storms, solar x rays or micropulsations in the PC 1 band. A computer simulation of the phased antenna and intervening magneto-ionospheric plasma would enable a thorough study of these problems to be performed. (See Figure 2.6.1) Such a computer model would be a useful tool for the analysis of design trade-offs involved in the detailed
The microwave beam wavefront is distorted by passage through the magneto-ionicospheric plasma. The self-phasing array is capable of restoring the wave phase distortions caused by spatial variations of the plasma. Dynamic response of the system to temporal variations of the plasma with periods of 0.3 sec or less must be examined.
design of such an antenna system. The model would draw heavily upon previous
work by Johnson Space Center, JPL, and Raytheon for antenna and electronic
systems definition but would include detailed modeling of the intervening
temporal and spatial plasma variations as prescribed by MAYA.

A. PARAMETRIC INSTABILITY

Parametric Instability of an Intense Microwave Beam in the Magnetosphere

A decade of research has established theoretically and experimentally that
many materials are unstable to the propagation of very intense electromagnetic
radiation. A plasma is no exception. Parametric instability of an
electromagnetic wave propagating through a plasma has been studied by a
large number of physicists with interests in laser fusion, the heating of
magnetically confined fusion plasmas, ionospheric modification and
astrophysics. An extensive bibliography of the literature describing these
parametric instabilities is included at the end of this section.

When an intense electromagnetic wave (the pump) is incident upon a
plasma it will excite two new waves. If the amplitude of the incident wave
is above a calculable threshold then those waves will grow unstably.
Schematically we may consider two processes:

Case 1. ("parametric decay")

\[ t \rightarrow \lambda + \lambda', \text{ the incident transverse electromagnetic}
\text{wave } t \text{ decays into two longitudinal plasma waves }
\lambda \text{ and } \lambda'. \]

Case 2. ("stimulated scattering")

\[ t \rightarrow t' + \lambda, \text{ the incident transverse electromagnetic}
\text{wave } t \text{ scatters into another transverse electromagnetic}
\text{wave } t' \text{ and a longitudinal plasma wave } \lambda \]

Consider a model equilibrium consisting of a uniform plasma and an external
wave of amplitude \( E_0 \) and frequency \( \omega_0 \). Now if one perturbs this equilibrium
with a density fluctuation
characterized by \((\omega, k)\) then these fluctuations will be carried about by
the oscillating electric field \(E_0\) and will lead to currents at \(\omega_0 \pm \omega\) and \(k_0 \pm k\).
Thus the low frequency fluctuations interact with the pump wave \(E_0\) to produce
sidebands about \(\omega_0\) and \(k_0\). The sideband modes interact back upon the pump
and produce forces acting at \((\omega, k)\) upon the original perturbations. If
the amplitude of the pump is greater than some threshold value (to be
determined by calculation) then one finds that the perturbations grow
exponentially. Energy is transferred from the pump into the plasma modes
at \((\omega, k)\) and into the sideband modes at \((\omega_0 \pm \omega, k_0 \pm k)\). Such a linear
calculation defines thresholds and illustrates the basic mechanism of
instability. To determine the ultimate amplitude perturbations one must
proceed to a nonlinear calculation and allow for either plasma
nonlinearities, such as trapping, or pump depletion or both.

In Appendix B.1 we go through the details of this sort of linear
calculation. Using these formulae we note that the wave energy is far above
that necessary to stimulate either Brillouin or Raman scattering in a
homogeneous plasma. We also indicate the growth rates which would obtain
for these instabilities.

When a magnetic field is included a plasma admits to a formidable
bestiary of different modes, e.g. electron Bernstein modes, ion cyclotron
modes, upper and lower hybrid modes, etc. and each of these is a potential
candidate for stimulated scattering. Even without the magnetic field
there are the self-focusing, or filamentation modes to be considered. In
this case plasma density striations are created in the direction
perpendicular to the beam direction. Such striations have been observed in
the ionospheric modification experiments and explained on the basis of
parametric instability.
d. Linear Equations in a Spatially Homogeneous Plasma.

Consider a large amplitude plane polarized electromagnetic pump wave
\[ E_o = E_0 e^{i \omega_o t} \cos (k_0 x - \omega_0 t) \]
propagating in a homogeneous plasma. This wave will satisfy the usual homogeneous plasma dispersion relation
\[ \omega_0^2 = \omega_p^2 + c^2 k_0^2 \]
where \( \omega_p = \frac{4 \pi n_0 e^2}{M_e} \) is the plasma frequency. The equilibrium consists of electrons oscillating at the "quiver" velocity, \( v_0 = \frac{eE_o}{M_0 \omega_0} \), and of essentially stationary ions.

These processes come about because of the resonant interactions which can occur between three waves. Three wave resonant interactions are important whenever the phase matching conditions
\[ \omega_0 = \omega_1 + \omega_2 \]
\[ k_0 = k_1 + k_2 \]
are satisfied.

In general, the decay into longitudinal modes described by Case 1 will be important whenever the incident electromagnetic wave frequency, \( \omega_o \), is near to the frequency of a plasma mode, e.g. \( \omega_0 = \omega_p \). If, however, \( \omega_o \gg \omega_p \) as is the case for a microwave beam propagating in the ionosphere, then Case 2 is important and we may anticipate enhanced scattering.

Case 2, enhanced scattering, may be further subdivided into categories according to the particular longitudinal plasma wave off of which the transverse wave is scattering. These are:

Case 2a) Scattering off of an electron plasma oscillation, known as Stimulated Raman Scattering (SRS)
Case 2b) Scattering off of an ion acoustic mode of the plasma, known as Stimulated Brillouin Scattering (SBS)

The microwave energy densities proposed by proponents of microwave energy transmission are well above the threshold for the production of both SRS and SBS in a spatially homogeneous plasma. As we shall show, it seems likely that the spatial inhomogeneity will quench the backscattered modes.

b. Effects of spatial inhomogeneity.

The spatial variation of the magnetospheric plasma can significantly modify the stability of the plasma to parametric excitation by a high frequency microwave beam. One has the geometry:

Figure 2.6.2 Microwave Beam Incident upon the magnetospheric plasma
where the resonance conditions are \( \omega_0 = \omega_1 + \omega_2 = \omega + (\omega_0 - \omega) \) and 
\[ k = k_1 + k_2 = k + (k_0 - k) \]
which is satisfied for all \( k \) lying upon a sphere of radius \( |k_0| \) and origin at the foot of \( k_0 \) as shown above.

The magnetosphere is radially stratified as indicated by \( \nabla \mathbf{v} \) and thus the resonance conditions will generally be satisfied at only one point in space. As one moves away from that point the spatial variation of the magnetospheric plasma causes the energy transfer between the pump wave and the scattered waves to become nonresonant and hence to decrease. Thus the plasma and beam have a finite region of strong interaction. If now the instability which is excited is convective, then it will propagate out of the region of strong interaction and thus its growth will be substantially reduced.

The effects of convective instability and mismatch of the resonance conditions have been treated in some detail by Rosenbluth and by Liu et al. \( ^{33} \). We note here that each effect is characterized by a scale length

1) the convective scale length

\[ L_c = \left( \frac{V_1 V_2}{\gamma_0} \right)^{1/2} \]

where

\[ V_1 = \frac{\partial \omega_1}{\partial k_1}, \quad V_2 = \frac{\partial \omega_2}{\partial k_2} \]

are the group velocities of waves 1 and 2 and \( \gamma_0 \) is the homogeneous plasma growth rate of the instability

2) the mismatch scale length

\[ L_m = (k')^{-1/2} \]

where \( k' = \frac{\partial \Delta k}{\partial \lambda} \) with \( \Delta k = k_0 - k_1 - k_2 \) the WKB shift in wave number which develops as one moves away from that point in the plasma where \( k_0 = k_1 + k_2 \).
Analysis shows that waves will be amplified by a factor of $e^\lambda$ where 
\[ \lambda = \left( \frac{L_m}{L_C} \right)^2. \]
Thus for instability one requires $\lambda > 1$, i.e., the wave must grow convectively more rapidly than it mismatches. It would appear (see Table 2.1) that mismatch rather effectively quenches the backscattered instabilities.

<table>
<thead>
<tr>
<th>MODE</th>
<th>STABILITY CONDITION</th>
<th>RESULT FOR MAGNETOSPHERE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stimulated Brillouin</td>
<td>$L &lt; \left( \frac{V_e}{V_0} \right)^2 \left( \frac{\omega_e}{\omega_p} \right)^2 \frac{8}{K_0} \sim 10^6 - 10^8$ Km</td>
<td>Stable</td>
</tr>
<tr>
<td>Scattering</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stimulated Raman</td>
<td>$L &lt; \left( \frac{c}{V_0} \right)^2 \frac{2}{K_0} \sim 4 \times 10^5$ Km</td>
<td>Stable</td>
</tr>
<tr>
<td>Scattering</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stimulated Bernstein</td>
<td>$L &lt; \left( \frac{c}{V_0} \right)^2 \frac{1}{2K_0} \sim 10^5$ Km</td>
<td>Stable</td>
</tr>
<tr>
<td>Scattering</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2.6.1

Critical Scale Lengths for Quenching of Parametric Instabilities in the Magnetosphere.
Appendix B - Basic Equations

In this appendix we develop the basic equations describing Stimulated Raman Scattering (SRS). Similar derivations, differing mostly in the inclusion of more plasma phenomena into the low frequency equations are used to describe a vast array of parametric interactions between a high frequency transverse electromagnetic wave and a plasma. The presentation is meant only to be illustrative of the basic ideas and is in no way a complete treatment of even SRS.

1.1 The scattering process

The high frequency wave \((\omega_o,k_o)\) scatters off of a low frequency wave \((\omega,k)\) and produces two sideband modes \((\omega^+,k^+) = (\omega+\omega_o,k+k_o)\) and \((\omega^-,k^-) = (\omega-\omega_o,k_o-k)\).

Typically one of the sideband modes will be much larger than the other thus the process reduces to the three wave resonant interaction which involves only the \((\omega^-,k^-)\) sideband.
1.2 Eqns for the high frequency transverse modes:

\[ \nabla \times E = -\frac{1}{c} \frac{\partial B}{\partial t} \]  
(1)

\[ \nabla \times B = \frac{4\pi}{c} \frac{J}{\partial t} + \frac{1}{c} \frac{\partial E}{\partial t} \]  
(2)

thus

\[ \frac{\partial^2 E}{\partial t^2} + c^2 \nabla \times (\nabla \times E) = -4\pi \frac{\partial J}{\partial t} \]  
(3)

only the electrons respond at high frequencies

so

\[ J = -nev , \frac{\partial E}{\partial t} = -e \frac{\partial}{\partial t} = -\frac{ne^2}{m} \]  
(4)

therefore

\[ \frac{\partial^2 E}{\partial t^2} + c^2 \nabla \times (\nabla \times E) = \frac{4\pi ne^2}{m} \]  
(5)

or in final form

\[ \frac{\partial^2 E}{\partial t^2} + c^2 \nabla \times (\nabla \times E) = \omega^2 \frac{n}{n_o} E \]  
(6)

where \( \omega_o = \sqrt{\frac{4\pi n_o e^2}{m}} \) is the plasma frequency

1.3 Equations for the low frequency longitudinal modes

A. The pondermotive force

An average low frequency force, called the pondermotive force, is exerted upon a plasma by a spatially inhomogeneous high frequency field. A simple derivation of the force which results is given in Chen(39). The pondermotive force is

\[ F = -\frac{e^2}{m\omega_o} \nabla \frac{1}{2} E \cdot E > \]  
(7)
where the $<$ > denotes an average over the phase of the high frequency field. The physical basis for this force is in the fact that as the particle oscillates back and forth in a spatially inhomogeneous field it will see an average force which tends to push it into regions of weaker field.

B. The low frequency equations

Most generally we simply add the pondermotive force to the full equations for the low frequency motion of a plasma.

A simple example is the electron plasma, for which

$$\frac{\partial n}{\partial t} + \nabla \cdot n \mathbf{v} = 0$$  \hspace{1cm} (8)

$$\frac{\partial n}{\partial t} = - \frac{n e}{m} \mathbf{E} - \frac{n e^2}{m^2 \omega_o^2} \mathbf{v} \mathbf{v} \cdot \mathbf{E} >$$  \hspace{1cm} (9)

$$\mathbf{v} \cdot E = - 4\pi n e$$  \hspace{1cm} (10)

Combining these equations there results

$$\frac{\partial^2 \delta n}{\partial t^2} + \left( \frac{\omega_p}{\omega_0} \right)^2 \left( \frac{\delta n}{n_0} \right) \mathbf{v} \cdot \mathbf{E} \left( \frac{n}{n_0} \right) \mathbf{v} \mathbf{v} \cdot \mathbf{E} >$$  \hspace{1cm} (11)

where $\delta n$ is the electron density perturbation $\delta n = n - n_0$.

1.4 Solutions - the example of Stimulated Raman Scattering

Equations (6) and (11) form a basic coupled system describing the scattering processes outlined in section 1.1. Enough physics has been included in the low frequency equation to describe the process called Stimulated Raman Scattering (SRS) in the limit of weak damping.

We wish to study the stability of linearized perturbations about an electromagnetic pump at $(\omega_0, k_0)$. Thus we substitute into
equations (6) and (11) the basic ansatz for the high frequency field.

\[ E = E_o \cos (k_o \cdot x - \omega_o t) + \delta E_+ \cos (k_+ \cdot x - \omega_+ t) + \delta E_- \cos (k_- \cdot x - \omega_- t) + \delta E_0 \]

\[ n = n_0 + \delta n \cos (k \cdot x - \omega t) \]

where \( k = k_o \pm k \), \( \omega = \omega_o \pm \omega \)

From equation (6) we obtain

\[ \omega_o^2 = c^2 k_o^2 + \omega_{po}^2 \]

the pump dispersion relation and

\[ \left( k^2 - \frac{1}{c^2} (\omega^2 - \omega_{po}^2) \right) \delta E_\pm = -\frac{1}{2} \left( \frac{\omega_{po}}{c^2} \right) \left( \frac{\delta n}{n_o} \right) E_o \]

which may be inverted to obtain

\[ \delta E_\pm = -\frac{1}{2} \omega_{po} \frac{\delta n}{n_o} M^{\pm} \cdot E_o \quad (12) \]

where

\[ M^{\pm} = \frac{e^{\pm} e^{\pm} - \frac{1}{2}}{D^{\pm}} = \frac{e^{\pm} e^{\pm}}{\omega^2 - \omega_{po}^2} \quad (13) \]

with the unit vectors

\[ e^{\pm} = \frac{k^{\pm}}{|k^{\pm}|} \]

and \( D^{\pm} = \omega^2 - c^2 k^{\pm}^2 - \omega_{po}^2 \)
From equation (11) we obtain

\[(\omega^2 - \omega_{p0}^2) \delta n = \frac{k^2}{8\pi m} \left( \frac{\omega_{p0}}{\omega_0} \right)^2 \left( E_0 \cdot \delta E_+ + E_0 \cdot \delta E_- \right) \]

Inserting (12) we obtain

\[(\omega^2 - \omega_{p0}^2) \delta n = - \frac{k^2}{16 \pi m} \left( \frac{\omega_{p0}}{\omega_0} \right)^2 \left( \frac{\delta n}{n_0} \right) \left( E_0 \cdot M_+ \cdot E_0 + E_0 \cdot M_- \cdot E_0 \right) \]  

(14)

For Stimulated Raman Scattering (SRS) the backscattered wave is dominant, thus

\[D_- = \omega_-^2 - c^2 k_-^2 - \omega_{p0}^2 = 0\]

In this instance the right hand side of equation (14) will be dominated by that term in \(M_-\) in which has \(D_-\) as its denominator. Equation (14) then reduces to

\[(\omega^2 - \omega_{p0}^2) (\omega_-^2 - c^2 k_-^2 - \omega_{p0}^2) = \frac{1}{4} k^2 v_0^2 \omega_{p0}^2 \]

(15)

where \(v_0 = \left( \frac{eE_0}{m_0} \right)\) is the quiver velocity of an electron in the field of the pump. This dispersion relation has unstable solutions describing the growth of SRS. The growth rate obtained from (15) is

\[\gamma = \frac{1}{\sqrt{2}} k_0 v_0 \left( \frac{\omega_{p0}}{\omega_0} \right)^{1/2}, \text{ SRS growth rate.} \]

(16)

If in setting up the low frequency plasma response we allow for ion dynamics then a similar analysis will lead to the dispersion relation

\[(\omega^2 - k^2 c_s^2) (\omega_-^2 - c^2 k_-^2 - \omega_{p0}^2) = \frac{1}{4} k^2 v_0^2 \omega_{p1}^2 \]

(17)

where \(c_s = \left( \frac{T_e}{m_i} \right)^{1/2}\) is the ion acoustic speed.
\[ \gamma = \frac{1}{\sqrt{2}} \left( k_0 \nu_x \right) \frac{\omega_{p1}}{(\omega_0 \omega_s)^{1/2}} \], SBS growth rate \hspace{1cm} (18) \]

where \( \omega_s = k c_s \) is the ion acoustic mode frequency.

Quite similar results are obtained for the much more general case of a Vlasov plasma with a uniform magnetic field background. For such a plasma the electrons are described by

\[ \frac{\partial f}{\partial t} + \nu \cdot \nabla f + \left( -\frac{e}{m} \mathcal{E} + \frac{1}{m} \mathcal{F} - \frac{e}{m c} \mathbf{V} \times \mathbf{B} \right) \cdot \frac{\partial f}{\partial \mathbf{V}} = 0 \hspace{1cm} (19) \]

where \( \mathcal{F} \) is given by equation (7).

Using this Vlasov equation one finds a general dispersion relation of the form (15)

\[ \frac{1}{X_e(k, \omega)} + \frac{1}{X_i(k, \omega)} + 1 \]

\[ = k^2 \left( \frac{|k_- \times \nu_o|^2}{k_-^2 D_-} - \frac{|k_- \cdot \nu_o|^2}{k_-^2 \omega_- e_-} + \frac{|k_+ \times \nu_o|^2}{k_+^2 D_+} \right) \]

\[ - \frac{|k_+ \cdot \nu_o|^2}{k_+^2 \omega_+ e_+} \hspace{1cm} (20) \]

where

\( X_e, i \) are the susceptibility and \( \varepsilon \) is the electron dielectric polarizability.
B. Phase Distortion and the Microwave Transmission System

A low density magnetized plasma is characterized by a frequency dependent index of refraction \( N \) given by

\[
N^2 = 1 - X \left[ 1 - \frac{Y_T^2}{2(1-x)} \pm \left( \frac{Y_T^4}{4(1-x)^2} + Y_L^2 \right)^{1/2} \right]^{-1}
\]

where

\[
X = \left( \frac{\omega_p}{\omega} \right)^2
\]
\[
Y = \left( \frac{\omega_p}{\omega} \right)^2, \quad Y_T = Y \sin \phi, \quad Y_L = Y \cos \phi
\]

and

\[
\omega_p = \left( 4\pi n_o e^2/m_e \right)^{1/2}, \text{ plasma frequency}
\]
\[
\omega_c = \left( eB/m_ec \right), \text{ cyclotron frequency}
\]
\[
\omega_c = k \cdot B
\]

For the magneto-ionospheric plasma \( Y_{\text{max}} = 2.5 \times 10^{-4} \) and \( X_{\text{max}} = 1.4 \times 10^{-7} \) for an SPS transmitting at a frequency \( f_0 = 3.3 \times 10^9 \) Hz.

Thus a useful approximation is

\[
N = 1 - \frac{1}{2} X
\]

and for most purposes the magnetic field corrections can be neglected.

( Exceptions are polarization effects, e.g., Faraday rotation).

In the approximation of geometric optics waves propagate through a spatially inhomogeneous medium along a trajectory given by

\[
\frac{d}{ds} N \frac{dr}{ds} = \nabla N
\]

where \( s \) is the distance along the ray. Along this path the wave phase (apart from a common factor \( \omega t \)) will vary as

\[
\phi = \frac{\omega}{c} \int_0^s ds N(s)
\]

where the integral is understood to be along the ray trajectory \( r(s) \).
The difference in phase caused by the presence of the plasma is

\[ \Delta \phi = \phi - \phi_{\text{free space}} \]

\[ = \frac{\omega}{c} \int_{0}^{S} ds \left(N-1\right) \]

\[ = - \left(\frac{\omega}{c}\right) \left(\frac{2\pi e^2}{m_0 c^2}\right) \int_{0}^{S} ds \, n \]

The quantity \( \int_{0}^{S} ds \, n \) is called the total electron content and is ordinarily measured by Faraday rotation techniques.

For an SPS

\[ \Delta \phi = -9.2 \times 10^{-14} \int_{0}^{S} ds \, n \]

Typical values for the total electron content and \( \Delta \phi \) are shown in Figure 2.6.3, which is taken from Lanzerotti, et al. We note that typically the phase shifts are fractional but may exceed \( 2\pi \) during mid-afternoon. Phase shifts are also enhanced by the enhanced total electron content associated with storms. The effect of this phase shift is to cause the wavefront incident upon the rectenna to be distorted in an irregular fashion as is shown in Figure 2.6.1.

A selfphasing antenna system has been proposed as a means of restoring the wavefront phase distortion which is caused by the intervening plasma. In the operation of the selfphasing antenna, which is illustrated in Figures 2.6.1 and 2.6.4, it is assumed that the propagation medium is reciprocal; that is, its properties do not depend upon the direction of propagation. Also, it is further assumed that the medium does not change.
Figure 2.6.3. Total electron content as measured by stations at Hamilton, Massachusetts and Arecibo, Puerto Rico. The resulting phase shift in an SPS microwave beam is indicated (Lanzerotti, et al., 1975)
Figure 2.6.4. One element, or subaperture, of the selfphasing array
character over the system response time, which can be no less than the round trip transit time through the critical part of the propagation path.

For an SPS in GSO the round trip transit time is approximately 0.3 seconds. Thus any significant change in the total electron content occurring on such time scales could cause the antenna system to lose its phase coherence. To illustrate this consider the four relevant signals at the \( i \)th subaperture

1) source signal = \( A_0 \cos(\omega_0 t + \phi) \)

2) signal received = \( A_1 \cos(\omega_0 (t-T_d) + \phi) \)

3) signal radiated = \( A_2 \cos(\omega_0 (t+T_d) - \phi) \)

4) signal returned to source = \( A_3 \cos(\omega_0 t - \phi + \omega_0 (T_d-T_u)) \)

where \( T_d = \) transit time on downlink

\( T_u = \) transit time on uplink

For a time stationary, reciprocal medium where both uplink and downlink propagate over the same path \( T_d = T_u \) and hence the signal radiated by the selfphasing subaperture is independent of the transit time. Note though that if the medium changes on a time comparable to the round trip transit time, \( T_r = T_u + T_d = 0.3 \) secs for an SPS at GSO, that \( T_u \) will not equal \( T_d \) and the phase of the radiated signal will be dependent upon \( \Delta T = T_d - T_u \) and hence upon the properties of the intervening medium.

During magnetic storms, eclipses and other infrequent but recurring phenomena the total electron content may exhibit changes with characteristic periods of 0.3 seconds. Wave phenomena may also perturb the intervening medium with periods of 0.3 seconds. For instance, the P1 micropulsations characterized by periods in this range. A model should be constructed which will allow the simulation of these effects and the impact of medium time variation studied with this model.
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