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CHAPTER 1
REVIEW OF PROBABILITY

1.1 INTRODUCTION
The concept of probability is used in a wide variety of scientific fields, such as genetics, control, communication, econometrics, and many others. In what follows the fundamental concepts of probability are discussed. References [1] – [10] were utilized in the composition of this chapter.

1.2 SAMPLE SPACE, EVENTS, AND BASIC CONCEPTS OF PROBABILITY

1.2.1 Sample Space
Consider an experiment denoted by \( \mathcal{E} \). By sample space, we mean the set of all outcomes of \( \mathcal{E} \), which is denoted by \( S \). The set \( S \) is also called the universal set.

Example 1
Let \( \mathcal{E} \) be the experiment of tossing a die and observing the number shown on top. The sample space \( S \) is given by:

\[ S = \{1,2,3,4,5,6\} \]

1.2.2 Events
An event \( A \) is a subset of \( S \), i.e., \( A \) is a set of some outcomes which are members of \( S \). Note that if \( A \) and \( B \) are events, so are \( A \cup B \), \( A \cap B \), etc.
1.2.3 Basic Concepts of Probability

Let $S$ be a sample space associated with the experiment $\mathcal{E}$. With each event $A$ we associate a real number denoted by $P(A)$ and define it as the probability of $A$. The following conditions must be satisfied:

1. $0 < P(A) < 1$
2. $P(S) = 1$
3. If $A \cap B = \emptyset$, then
   
   \[ P(A \cup B) = P(A) + P(B) \]

4. If $A_1, A_2, \ldots$ are mutually exclusive events, then
   
   \[ P\left( \bigcup_{i=1}^{\infty} A_i \right) = P(A_1) + P(A_2) + \ldots = \sum_{i=1}^{\infty} P(A_i) \]

1.2.4 Some Important Results

The following conditions are true and are left as exercises:

1. $P(\emptyset) = 0$
2. $P(A) = 1 - P(A)$, where $\bar{A}$ is the complement of $A$
3. $P(A \cup B) = P(A) + P(B) - P(A \cap B)$

1.3 CONDITIONAL PROBABILITY, TOTAL PROBABILITY, BAYES' THEOREM, AND STATISTICAL INDEPENDENCE

1.3.1 Conditional Probability

Let $A$ and $B$ be two events. Then $P(A|B)$ is denoted as the probability of event $A$ such that $B$ has occurred and is defined as:

\[ P(A|B) = \frac{P(A \cap B)}{P(B)} \quad \text{if } P(B) \neq 0 \]

(1.1)
1.3.2 Total Probability and Bayes' Theorem

Given a sample space $S$ associated with the experiment $\mathcal{E}$ and given events $A_1, A_2, \ldots, A_k$, we say $A_1, A_2, \ldots, A_k$ represents a partition if the following conditions are satisfied:

1. $A_i \cap A_j = \emptyset$, if $i \neq j$
2. $\bigcup_{i=1}^{k} A_i = S$
3. $P(A_i) > 0$, for all $i = 1, \ldots, k$

Now, let $A$ and $B$ be events. Then we can easily show that:

$$P(B) = P(B \mid A_1) P(A_1) + P(B \mid A_2) P(A_2) + \ldots + P(B \mid A_k) P(A_k)$$

$$= \sum_{i=1}^{k} P(B \mid A_i) P(A_i) \tag{1.2}$$

The above result is called the theorem of total probability.

Utilizing the definition of conditional probability and taking advantage of Eq. (1.2), we now get:

$$P(A_j \mid B) = \frac{P(A_j \cap B)}{P(B)} = \frac{P(B \mid A_j) P(A_j)}{\sum_{i=1}^{k} P(B \mid A_i) P(A_i)} \tag{1.3}$$

The above result is called Bayes' theorem.

Example 2

An electronic company producing transistor radios has three plants producing 15%, 35%, and 50% of the entire output, respectively. Assume the probabilities that a radio produced by these plants is defective are 0.01, 0.05, and 0.02, respectively. If a radio is chosen at random from the entire company, what is the probability that it is defective?
Solution

Let

\[ B = \{ x \text{ (radio): } x \text{ is defective} \} \]
\[ A_i = \{ x: x \text{ is chosen from plant } i \} \]

Using Eq. (1.2) yields:

\[ P(B) = \sum_{i=1}^{3} P(B|A_i) P(A_i) = 0.01 \times 0.15 + 0.05 \times 0.35 + 0.02 \times 0.5 = 0.029 \]

Example 3

Assume a radio chosen at random is found to be defective. What is the probability that it comes from plant 2?

Solution

From Bayes' theorem given via Eq. (1.3),

\[ P(A_2 | B) = \frac{P(B|A_2) P(A_2)}{\sum_{i=1}^{3} P(B|A_i) P(A_i)} = \frac{0.05 \times 0.35}{0.029} = 0.503 \]

1.3.3 Statistical Independence

Two random events \( A \) and \( B \) are independent if and only if

\[ P(A \cap B) = P(A) P(B) \]

In what follows, we shall define random variables, and probability distribution and density functions.

1.4. RANDOM VARIABLES AND PROBABILITY DISTRIBUTION AND DENSITY FUNCTIONS

1.4.1 Random Variables

Let \( \mathcal{E} \) be an experiment and \( S \) be the corresponding sample space. Then a random variable is a real function \( X(\cdot) \) from \( S \) into the set of real numbers, i.e., for every \( \xi \in S \), \( X(\xi) \) is real.
The choice of the term "random variable" is not very appropriate because \( X(\cdot) \) is a function, not a variable. However, we shall use the terminology in order to be consistent with the literature. In general, the random variables may be real or complex; however, unless specified otherwise, \( X(\cdot) \) is assumed to be real. The random variable may be continuous or discrete.

Example 4

A fair coin is tossed three times. The sample space \( S \) is now considered to be:

\[
S = \{HHH, HHT, HTH, HTT, THH, THT, TTH, TTT\}
\]

where \( H \) denotes head and \( T \) denotes tail. Define \( X(\cdot) = \) number of heads. Thus, \( X(HHH) = 3, X(HHT) = 2, \) etc. The random variable so defined is discrete.

1.4.2 Probability Distribution and Density Functions

Let \( X(\cdot) \) be a continuous (piecewise continuous) random variable. Then the distribution function corresponding to \( X(\cdot) \) is defined as:

\[
F_X(\alpha) = P(\xi \in S : X(\xi) \leq \alpha)
\]

where \( \alpha \) is a real number.

Before continuing the discussion, let us define the following notations:

1. \( [X \leq x] \triangleq \{\xi \in S : X(\xi) \leq x\} \)
2. \( [X > x] \triangleq \{\xi \in S : X(\xi) > x\} \)
3. \( [a < X < b] \triangleq \{\xi \in S : a < X(\xi) < b\} \)

Thus, \( F_X(\alpha) \) can now be written as:

\[
F_X(\alpha) = P_X[X \leq \alpha]
\]

It is obvious that \( F_X(\alpha) \) is a nondecreasing function.
Let us single out those random variables such that there exists a function $f_x(x) > 0$, where

$$F_x(x) = \int_{-\infty}^{x} f_x(t) \, dt$$

(1.6)

The function $f_x(x)$ is called the probability density function (p.d.f.). If $f_x(x)$ is continuous (piecewise continuous), utilizing the Fundamental Theorem of Calculus, we obtain:

$$f_x(x) = \frac{dF_x(x)}{dx}$$

(1.7)

$f_x(x)$ is sometimes defined via Eq. (1.7).

It is also easy to verify the following properties:

1. $P[a < X < b] = \int_{a}^{b} f_x(t) \, dt = F_x(b) - F_x(a)$

2. $F_x(\infty) = \int_{-\infty}^{\infty} f_x(t) \, dt = 1$

3. $F(-\infty) = 0$

4. If $f_x(x)$ is continuous, then

$$P[x \leq X < x + \Delta x] = \int_{x}^{x + \Delta x} f_x(t) \, dt = \Delta x f_x(x)$$

where $\Delta x > 0$ and $x \leq \xi < x + \Delta x$ (using the Mean Value Theorem of Integrals).

5. $P[X > x] = 1 - P[X \leq x] = 1 - F_x(x)$

6. If $X(\cdot)$ is discrete, then $P(X_i) > 0$ and $\sum_{i=1}^{\infty} P(X_i) = 1$
Let us now define $F_X(\cdot)$ for the case where $X(\cdot)$ is a discrete random variable:

$$F_X(x) = P[X \leq x] = \sum_{x_i \leq x} p(x_i)$$

Henceforth, we shall drop the subscript $X$ from $F_X(\cdot)$ and $f_X(\cdot)$ if there is no ambiguity about the random variable $X(\cdot)$.

Some examples of common continuous distributions are given below.

(1) Uniform

$$f_X(x) = \begin{cases} \frac{1}{b - a}, & a \leq x \leq b \\ 0, & \text{otherwise} \end{cases}$$

$$F_X(x) = \begin{cases} 0, & x < a \\ \frac{x - a}{b - a}, & a \leq x \leq b \\ 1, & x > b \end{cases}$$

(2) Gaussian or Normal

$$f_X(x) = \frac{1}{\sqrt{2\pi} \sigma} \exp \left[ -\frac{(x - m)^2}{2\sigma^2} \right]$$

$$F_X(x) = \int_{-\infty}^{x} f_X(\alpha) \, d\alpha$$

where $m$ and $\sigma$ are parameters.

(3) Rayleigh

$$f_X(x) = \begin{cases} 0, & x < 0 \\ \left(\frac{x}{\alpha^2}\right) \exp \left[-x^2/(2\alpha^2)\right], & x \geq 0 \end{cases}$$
If there are two random variables $X_1(\cdot)$ and $X_2(\cdot)$ with possible outcomes $x_1$ and $x_2$, then a two-dimensional joint distribution function is defined as:

$$F_{X_1,X_2}(x_1,x_2) = P(X_1 \leq x_1 \text{ and } X_2 \leq x_2) \quad (1.8)$$

Similar to the one-dimensional case, the two-dimensional probability density function $f_{X_1,X_2}(x_1,x_2)$ is a function such that:

$$f_{X_1,X_2}(x_1,x_2) = \frac{\partial^2 F_{X_1,X_2}(x_1,x_2)}{\partial x_1 \partial x_2} \quad (1.9)$$

whenever $\partial^2 F/\partial x_1 \partial x_2$ exists. It can be easily shown that:

$$F_{X_1,X_2}(x_1,x_2) = \int_{-\infty}^{x_1} \int_{-\infty}^{x_2} f_{X_1,X_2}(x_1,x_2) \, d\alpha_1 \, d\alpha_2 \quad (1.10)$$

The following properties are true for joint distributions:

1. $F_{X_1,X_2}(\infty, \infty) = 1$, $F_{X_1,X_2}(-\infty, -\infty) = 0$

2. $F_{X_1,X_2}(x_1, x_2)$ is nondecreasing with respect to each argument

3. $F_{X_1,X_2}(\infty, x_2) = F_{X_2}(x_2)$ and $F_{X_1,X_2}(x_1, \infty) = F_{X_1}(x_1)$

4. $f_{X_1,X_2}(x_1, x_2) \geq 0$, for all $x_1$ and $x_2$

5. $\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f_{X_1,X_2}(x_1,x_2) \, d\alpha_1 \, d\alpha_2 = 1$

The distribution and the probability density functions $F_{X_1}(x_1)$ and $f_{X_1}(x_1)$ are called marginal probability distribution and density functions (statistics), respectively, and that:

$$F_{X_1}(x_1) = F_{X_1,X_2}(x_1, \infty)$$

$$f_{X_1}(x_1) = \frac{\partial F_{X_1}(x_1)}{\partial x_1}$$
The marginal statistics $F_{X_2}(x_2)$ and $f_{X_2}(x_2)$ are defined in a similar manner.

Let $A$ and $B$ be events such that:

$A = [X_1 < \alpha]$ and $B = [\beta_1 < X_2 < \beta_2]$

Then from Eq. (1.11),

$$P(A|B) = \frac{P(A \cap B)}{P(B)} = \frac{\int_{\beta_1}^{\beta_2} \int_{\beta_1}^{\beta_2} f_{X_1}(x_1, x_2) \, dx_1 \, dx_2}{\int_{\beta_1}^{\beta_2} f_{X_2}(x_2) \, dx_2}$$

where $P(B)$ is assumed to be $\not= 0$.

Now, as $\beta_2 \to \beta_1 = \beta$,

$$F_{X_1}(\alpha|X_2 = \beta) = P(A|B) = \frac{\int_{\alpha}^{\beta} \int_{\beta_1}^{\beta_2} f_{X_1}(x_1, \beta) \, dx_1}{f_{X_2}(\beta)}$$

(1.12)

The conditional p.d.f. $f_{X_1}(\alpha|X_2 = \beta)$ is given by:

$$f_{X_1}(\alpha|X_2 = \beta) = \frac{\partial F_{X_1}(\alpha|X_2 = \beta)}{\partial \alpha}$$

(1.13)

Utilizing Eq. (1.12) yields:

$$f_{X_1}(\alpha|X_2 = \beta) = \frac{f_{X_1}(\alpha, \beta)}{f_{X_2}(\beta)}$$

(1.14)

In a similar manner, we can show:

$$f_{X_2}(\beta|\alpha) = \frac{f_{X_2}(\alpha, \beta)}{f_{X_1}(\alpha)}$$

(1.15)
By combining the last two equations,

\[ f_{X_1}(\alpha | \beta) = \frac{f_{X_2}(\beta | \alpha) f_{X_1}(\alpha)}{f_{X_2}(\beta)} \]  

(1.16)

The last expression is called the Bayes' theorem for probability density functions and it is similar to the Bayes' theorem stated for the probability.

The conditional density concepts can easily be extended to the vector case.

1.5 FUNCTIONS OF RANDOM VARIABLES

For the sake of simplicity we shall discuss the function of a single random variable and then extend it to multivariables.

Let \( X(\cdot) \) be a random variable and let \( g(\cdot) \) be a real valued function such that

\[ y = g(x) \]

and suppose \( F_X(x) \) and \( f_X(x) \) are given. Let us find \( F_Y(y) \) and \( f_Y(y) \). We shall give the results via the following theorem.

Theorem 1

Let \( g(x) \) be a piecewise continuously differentiable function and that for every \( y \) there exists \( m \) points \( x_1, x_2, \ldots, x_m \) such that

\[ y = g(x_k), \quad k = 1, 2, \ldots, m \]

and

\[ g'(x_k) \neq 0, \quad k = 1, 2, \ldots, m \]

Then the following will hold:

\[ f_Y(y) = \frac{f_X(x_1)}{|g'(x_1)|} + \ldots + \frac{f_X(x_m)}{|g'(x_m)|} \]  

(1.17)
Let $X$ and $Y$ be random variables such that

$$Y = aX + b$$

where $a$ and $b$ are real constants. Assuming $F_X(x)$ and $f_X(x)$ are known, let us obtain $F_Y(y)$ and $f_Y(y)$.

Solution

$$F_Y(y) = P[Y \leq y] = P[aX + b \leq y]$$

$$= P[X \leq \frac{y - b}{a}] = F_X\left(\frac{y - b}{a}\right)$$

so $f_Y(y)$ can be obtained via Eq. (1.17). Thus,

$$f_Y(y) = \frac{f_X(x)}{|g'(y)|} \left| \frac{y - b}{a} \right|$$

"\*\* means "for all."
Example 6

Let $X$ and $Y$ be random variables such that:

\[ Y = g(X) = X^2 \]

Obtain $F_Y(y)$ and $f_Y(y)$ assuming $F_X(x)$ and $f_X(x)$ are known.

Solution

$F_Y(y) = P[Y < y] = P[X^2 < y] = P[-\sqrt{y} < X < \sqrt{y}] = F_X(\sqrt{y}) - F_X(-\sqrt{y})$

If $y > 0$, $f_Y(y)$ can be calculated as:

\[ f_Y(y) = \frac{f_X(x_1)}{|g'(x_1)|} + \frac{f_X(x_2)}{|g'(x_2)|} = \frac{f_X(-\sqrt{y})}{2(-\sqrt{y})} + \frac{f_X(\sqrt{y})}{2(\sqrt{y})} \]

Thus,

\[ f_Y(y) = \begin{cases} \frac{1}{2\sqrt{y}} [f_X(-\sqrt{y}) + f_X(\sqrt{y})], & \text{if } y > 0 \\ 0, & \text{otherwise} \end{cases} \quad (1.18) \]

which completes the problem.
Let $X$ and $Y$ be random variables with the joint p.d.f. $f_{XY}(x,y)$ and let

$$z = g(x,y) \quad \text{and} \quad w = h(x,y)$$

be real and continuous differentiable functions. We can obtain $f_{ZW}(z,w)$ in terms of $f_{XY}(x,y)$. For the sake of simplicity, let us assume that $g(x,y)$ and $h(x,y)$ are one-to-one functions. Then, it can be shown that:

$$f_{ZW}(z,w) = \frac{f_{XY}(x,y)}{|J(x,y)|}, \quad \text{assuming } J(x,y) \neq 0 \quad (1.19)$$

where $x$ and $y$ must be solved in terms of $z$ and $w$, and $J(x,y)$ is given by:

$$J(x,y) = \begin{vmatrix} \frac{\partial g(x,y)}{\partial x} & \frac{\partial g(x,y)}{\partial y} \\ \frac{\partial h(x,y)}{\partial x} & \frac{\partial h(x,y)}{\partial y} \end{vmatrix} \quad (1.20)$$

If there are

$$(x_1, y_1), \ldots, (x_m, y_m)$$

ordered pairs such that

$$z = g(x_i, y_i) \quad \text{and} \quad w = h(x_i, y_i), \quad i = 1, 2, \ldots, m$$

then Eq. (1.20) can be generalized by:

$$f_{ZW}(z,w) = \sum_{i=1}^{m} \frac{f_{XY}(x_i, y_i)}{|J(x_i, y_i)|}, \quad \text{assuming } J(x_i, y_i) \neq 0, \quad \text{for all } i \quad (1.21)$$

The result can be extended to the general case, where we are dealing with an $n$-random vector $X$. 
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Let \( X = (X_1, \ldots, X_n) \) and \( Y = (Y_1, \ldots, Y_n) \) be random vectors such that:

\[
Y = h(X)
\]  

(1.22)

and, for the sake of simplicity, assume \( h \) is one-to-one, i.e., invertible.

Let \( g \) be the inverse function given by:

\[
X = g(Y) = g(h(X))
\]

(1.23)

Let \( A \) and \( B \) be events such that \( B = [Y < y] \) and \( A = [X < g(y)] \). Remember that the notation \([Y < y]\) means \( \{x \in S : y_j(x) < y_j \text{ for all } i = 1,2,\ldots,m\} \). It is obvious that

\[
F_Y(y) = F_X(g(y))
\]

since they both represent the same probability. Thus,

\[
\int_{-\infty}^{y} f_Y(x) \, dx = \int_{-\infty}^{g(y)} f_X(\beta) \, d\beta
\]  

(1.24)

The last integral is actually:

\[
\int_{-\infty}^{y_1} \cdots \int_{-\infty}^{y_n} f_{Y_1} \cdots f_{Y_n}(y_1, \ldots, y_n) \, dy_1 \cdots dy_n = \\
\int_{-\infty}^{\beta_1} \cdots \int_{-\infty}^{\beta_n} f_{X_1} \cdots f_{X_n}(\beta_1, \ldots, \beta_n) \, d\beta_1 \cdots d\beta_n
\]  

(1.25)

If we differentiate Eq. (1.24) or (1.25) integrals with respect to each component of \( y \), we obtain:

\[
f_Y(y) = f_X(g(y)) \left| \frac{\partial g(y)}{\partial y} \right|
\]

(1.26)
where $\frac{\partial g(y)}{\partial y}$ is the determinant of the Jacobian:

$$
\begin{bmatrix}
\frac{\partial g_1}{\partial y} & \frac{\partial g_1}{\partial y} \\
\frac{\partial g_2}{\partial y} & \frac{\partial g_2}{\partial y} \\
\vdots & \vdots \\
\frac{\partial g_n}{\partial y} & \frac{\partial g_n}{\partial y}
\end{bmatrix}
$$

Equation (1.25) can also be rewritten as (assuming $\frac{\partial g(y)}{\partial y} \neq 0$):

$$
f_y(y) = \frac{f_x(g(y))}{\left(\frac{\partial g(y)}{\partial y}\right)^{-1}} = \frac{f_x(g(y))}{J(x)}
$$

Equation (1.27)

where

$$
J(x) = J(x_1, \ldots, x_n) =
\begin{vmatrix}
\frac{\partial h_1}{\partial x_1} & \frac{\partial h_1}{\partial x_n} \\
\frac{\partial h_2}{\partial x_1} & \frac{\partial h_2}{\partial x_n} \\
\vdots & \vdots \\
\frac{\partial h_n}{\partial x_1} & \frac{\partial h_n}{\partial x_n}
\end{vmatrix} = \left(\frac{\partial g(y)}{\partial y}\right)^{-1}
$$

If $h$ is not a one-to-one function, the result can be extended in a manner similar to Eq. (1.21).
1.6 SOME USEFUL DEFINITIONS AND CONCEPTS

Let $X$ be a random variable and $g(\cdot)$ be a real function. Then the "expectation" or the "mean" of $g(x)$ is defined as the Stieltjes integral:

$$E[g(x)] = \int_{-\infty}^{\infty} g(x) \, dF_X(x)$$

(1.28)

If the reader is not familiar with the Stieltjes integral, then Eq. (1.28), when $F_X(x)$ is differentiable, would reduce to:

$$E[g(x)] = \int_{-\infty}^{\infty} g(x)f_X(x) \, dx$$

(1.29)

which is used in most engineering books.

The "variance" of $X$ is denoted as $\sigma^2_X$ and is defined as:

$$\sigma^2_X = E(X - m)^2$$

(1.30)

where $m = EX$, and $\sigma_X$ is called the "standard deviation." It can be shown that:

$$\sigma^2_X = E(X^2) - m^2$$

(1.31)

We shall also have the simple but useful inequalities:

$$P[|X| \geq K] \leq \frac{E|X|^n}{K^n}$$

and

$$P[|X - m| \geq K\sigma_X] \leq \frac{1}{K^2}$$

where $K$ is a positive number and $n$ is any integer such that $E[|X|^n] < \infty$. 
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If \( X(\xi) \) is a random vector, then

\[
X(\xi) = (X_1(\xi), X_2(\xi), \ldots, X_n(\xi))
\]

where \( \xi \in S \). The case where \( n = 2 \) and \( X(\xi) = (X_1(\xi), X_2(\xi)) = (x_1, x_2) = x_1 + \beta x_2 \) is defined as the complex random variable and it can be shown that:

\[
E |X_1 X_2| \leq (E |X_1|^p)^{1/p} (E |X_2|^q)^{1/q}
\]

(1.32)

where \( p \) and \( q \) are greater than 1 and \((1/p) + (1/q) = 1\). The above equation is called the Hölder inequality.

For the special case, where \( p = q = 2 \), we get:

\[
E |X_1 X_2| \leq (E |X_1|^2)^{1/2} (E |X_2|^2)^{1/2}
\]

(1.33)

Equation (1.33) is called the Schwarz inequality and will be used often.

### 1.6.1 Covariance and Correlation Coefficient

Let \( m_i \) and \( \sigma_i^2 \) be the mean and the variance of \( X_i \), and let us define

\[
\mu_{ij} = E [(X_i - m_i)(X_j - m_j)]
\]

Then from the definition it is obvious that \( \mu_{ii} = \sigma_i^2 \), and, for \( i \neq j \), we call \( \mu_{ij} \) the covariance of \( X_i \) and \( X_j \) and \( \rho_{ij} \) defined by:

\[
\rho_{ij} = \frac{\mu_{ij}}{\sigma_i \sigma_j}
\]

(1.34)

as the correlation coefficient between \( X_i \) and \( X_j \). It can be checked that \(-1 \leq \rho_{ij} \leq 1\) or, equivalently, \(|\rho_{ij}| \leq 1\).
The matrix \( \Lambda_X \) is defined by:

\[
\Lambda_X = \begin{bmatrix}
\mu_{11} & \mu_{12} & \cdots & \mu_{1n} \\
\mu_{21} & \mu_{22} & \cdots & \mu_{2n} \\
\vdots & \ddots & \ddots & \vdots \\
\mu_{n1} & \mu_{n2} & \cdots & \mu_{nn}
\end{bmatrix}
\]  

(1.35)

\( \Lambda_X \) is called the covariance matrix. Note that \( \mu_{ij} = \mu_{ji} \); thus \( \Lambda_X \) is a symmetric matrix and, using the Schwarz inequality given by Eq. (1.33), we have:

\[
|\mu_{ij}| \leq \sigma_i \sigma_j = |\mu_{ij}|^{1/2} |\mu_{ij}|^{1/2}
\]  

(1.36)

which verifies \( |\rho_{ij}| \leq 1 \). If \( |\Lambda_X| \neq 0 \) or, equivalently, the matrix \( \Lambda_X \) has the rank \( n \), we say \( \Lambda_X \) is nonsingular.

1.6.2 Convergence

Let \( X_1, X_2, \ldots, X_n, \ldots \) and \( X \) be random variables defined from \( S \to \mathbb{R} \). Then the set \( A = \{ \xi : X_n(\xi) \to X(\xi) \} \) is an event (that is, \( A \subset S \)). Thus the probability that \( X_n \) converges to \( X \) is defined.

There are several criteria of convergence. The following modes are defined for both real and complex valued random variables as \( n \to \infty \):

1. \( X_n \) converges in probability (or P-measure) to \( X \), if for any given \( \epsilon > 0 \),

\[
\mathbb{P}(|X_n - X| > \epsilon) \to 0 \quad \text{as } n \to \infty.
\]

2. \( X_n \) converges in quadratic mean or mean square (m.s.) to \( X \) if \( \mathbb{E}(|X_n - X|^2) \to 0 \).

3. \( X_n \) converges with probability one or "almost everywhere" to \( X \) if

\[
\mathbb{P}(X_n \not\to X) = 0, \quad \text{or equivalently, } \mathbb{P}(X_n \not\to X) = 0.
\]
The most important distribution is the normal distribution. The normal p.d.f. $f_X(x)$ is defined as:

$$f_X(x) = \frac{1}{\sqrt{2\pi}\sigma} \exp\left[-\frac{1}{2}\left(\frac{x - m}{\sigma}\right)^2\right]$$ (1.37)

where $X$ is a random variable (one-dimensional).

The error function $\text{erf}(x)$ is defined as:

$$\text{erf}(x) = \frac{1}{\sqrt{2\pi}} \int_0^x \exp\left[-\frac{y^2}{2}\right] dy$$ (1.38)

It can be easily verified that:

$$F_X(x) = \frac{1}{2} + \text{erf}\left[\frac{x - m}{\sigma}\right] = \frac{1}{2} + \frac{1}{\sqrt{2\pi}} \int_0^{(x-m)/\sigma} \exp\left[-\frac{y^2}{2}\right] dy$$ (1.39)

Note that if we take the derivative of $F(x)$ we get $f(x)$, i.e.,

$$f_X(x) = 0 + \frac{1}{\sqrt{2\pi}} \exp\left[-\frac{1}{2}\left(\frac{x - m}{\sigma}\right)^2\right] \left(\frac{d}{dx}\left(\frac{x - m}{\sigma}\right)\right)$$

$$= \frac{1}{\sqrt{2\pi}\sigma} \exp\left[-\frac{1}{2}\left(\frac{x - m}{\sigma}\right)^2\right]$$

as asserted.

Note that in the above equation we have used the Fundamental Theorem of Calculus, which states: If

$$G(x) = \int_{h(x)}^{h(y)} g(y) dy$$
where \( h_1 \) and \( h_2 \) are differentiable and \( g \) is continuous, then

\[
\frac{dG(x)}{dx} = g(h_2(x)) \left( \frac{dh_2}{dx} - g(h_1(x)) \frac{dh_1}{dx} \right)
\]

From the above equation, we get:

\[
F_x(x) - F_\lambda = \text{erf} \left[ \frac{x - m}{\sigma} \right] - \text{erf} \left[ \frac{x - m}{\sigma} \right]
\]

It can be verified that for the normal distribution, the p.d.f. is symmetric about the mean \( m \) and

\[
E(||X||^n) = \begin{cases} 
0, & n \text{ odd} \\
1 \cdot 3 \cdot 5 \cdots (2k - 1) \sigma^{2k}, & n = 2k \text{ (even)}
\end{cases}
\]

Also, it can be shown that if \( X_1 \) and \( X_2 \) are independent normal random variables, with respective \((m_1, \sigma_1)\) and \((m_2, \sigma_2)\), then their sum \( X = x_1 + x_2 \) is also normal with mean \( m = m_1 + m_2 \) and variance \( \sigma^2 = \sigma_1^2 + \sigma_2^2 \). Thus, the summation of independent normal random variables produces a new normal random variable. However, the "Central Limit Theorem" states (under fairly wide conditions) that the sum of a large number of independent random variables is approximately normally distributed, even though each individual random variable may not be normal.

### 1.7.1 The Vector Case

Let \( X = (X_1, X_2, \ldots, X_n)^T \), where \( T \) is the transpose, be a normally distributed random vector; thus,

\[
f_X(x_1, x_2, \ldots, x_n) = \frac{1}{(2\pi)^{n/2} \sqrt{|\Lambda|}} \exp \left\{-\frac{1}{2} (x - m)^T \Lambda^{-1} (x - m)\right\}
\]

\[(1.41)\]
where \( \Lambda \) is the covariance of \( X \), i.e., \( \Lambda \equiv \mathbb{E}[(x - m)(x - m)^\top] \). \( |\Lambda| \) is the determinant of \( \Lambda \), and

\[
\mathbf{m} = \begin{bmatrix}
m_1 \\
\vdots \\
\vdots \\
m_n
\end{bmatrix} = \mathbb{E}(X)
\]

It can be shown that \( \Lambda \) can also be written as

\[
\Lambda = \mathbb{E}(XX^\top) - mm^\top
\]

Notationally we can write \( f_X(x) = G(x, m, \Lambda) \), which means the Gaussian density of \( X \) has the mean \( m \) and the covariance \( \Lambda \).

In order to derive some important properties in the normal random vectors, we need some basic definitions.

### 1.8. THE CHARACTERISTIC FUNCTION

Recalling from the one-dimensional random variable, let \( X \) be a (one-dimensional) random variable. Then the characteristic function of \( X \) is defined as:

\[
C(u) = \mathbb{E}[\exp(\textit{j}uX)] = \int_{-\infty}^{\infty} \exp(\textit{j}ux)f_X(x)\,dx
\]

It is seen that the characteristic function is the Fourier transform of \( f_X(x) \); however, the positive sign in the exponent simply means that we must use the negative sign in finding the inverse. Thus, the density function \( f_X(x) \) can be obtained from (using the Fourier transform pair):

\[
f_X(x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} C(u) \exp(-\textit{j}ux)\,du
\]
For a discussion of the Fourier transforms, see Appendix C.

It can be shown that

\[ C(u) = \sum_{k=-\infty}^{\infty} \left( \frac{iu}{k!} \right)^k m_k \]

using Eq. (1.42) where

\[ m_k = \int_{-\infty}^{\infty} x^k f_X(x) dx \]

and making use of

\[ m_k = (-i)^k \frac{d^k C(u)}{du^k} \bigg|_{u=0} \]

The most useful property of the characteristic function is that it relates the sum of independent random variables. It is also used to simplify calculations.

1.9. DEFINITION EXTENDED TO RANDOM VECTORS

The characteristic function of a random variable \( X = (X_1, \ldots, X_n)^T \) is defined as:

\[
C(u) = C(u_1, \ldots, u_n) = E[\exp (iu^T X)]
\]

\[
= \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} \exp (iu^T x) f_X(x_1, \ldots, x_n) dx_1 \cdots dx_n
\]

Now let us apply the definition given by Eq. (1.44) to the Gaussian random vector \( X = (X_1, \ldots, X_n)^T \) and make the following claim:
Theorem 2

The characteristic function of the random vector $X$ is given by:

$$C(u) = \exp \left[ \mu^T m - \frac{1}{2} u^T \Lambda u \right]$$

Proof

Left as an exercise.

Theorem 3

If two normal vectors $X$ and $Y$ are Gaussian with respective means (vectors) $m_X$ and $m_Y$ and are also uncorrelated, then they are statistically independent.

Proof

Let $X$ be $n$-dimensional and $Y$ be $m$-dimensional with respective covariances $A_X$ and $A_Y$.

Define a vector

$$Z = \begin{bmatrix} X_1 \\ X_2 \\ \vdots \\ X_n \\ Y_1 \\ Y_2 \\ \vdots \\ Y_m \end{bmatrix}$$

$$= \begin{bmatrix} X \\ Y \end{bmatrix}$$
Define $\Lambda_{XY}$ (cross-covariance):

$$\Lambda_{XY} = E[(X - m_X)(Y - m_Y)^T]$$

Before proving the assertion, observe that $\Lambda_{XY}^T = E[(Y - m_Y)(X - m_X)^T] = \Lambda_{YX}$. Let us now calculate $\Lambda_Z$:

$$\Lambda_Z = E[Z - m_Z](Z - m_Z)^T = E\left\{ \begin{bmatrix} X - m_X \\ Y - m_Y \end{bmatrix} \begin{bmatrix} X - m_X \\ Y - m_Y \end{bmatrix}^T \right\} = \begin{bmatrix} \Lambda_X & \Lambda_{XY} \\ \Lambda_{YX} & \Lambda_Y \end{bmatrix}$$

Then

$$f_{XY}(x,y) = f(x_1, \ldots, x_n, y_1, \ldots, y_m) = G\left( \begin{bmatrix} x \\ y \end{bmatrix}, \begin{bmatrix} m_X \\ m_Y \end{bmatrix}, \begin{bmatrix} \Lambda_X & \Lambda_{XY} \\ \Lambda_{YX} & \Lambda_Y \end{bmatrix} \right) = \left( \frac{1}{(2\pi)^{\frac{m+n}{2}} \sqrt{\Lambda_Y}} \right) \cdot \exp \left( -\frac{1}{2} \begin{bmatrix} X - m_X \\ Y - m_Y \end{bmatrix}^T \begin{bmatrix} \Lambda_X & \Lambda_{XY} \\ \Lambda_{YX} & \Lambda_Y \end{bmatrix}^{-1} \begin{bmatrix} X - m_X \\ Y - m_Y \end{bmatrix} \right)$$

If $X$ and $Y$ are uncorrelated, then $\Lambda_{XY} = 0$; hence

$$\begin{vmatrix} \Lambda_X & \Lambda_{XY} \\ \Lambda_{YX} & \Lambda_Y \end{vmatrix} = \begin{vmatrix} \Lambda_X & \Lambda_{XY} \\ \Lambda_{YX} & \Lambda_Y \end{vmatrix} = \begin{vmatrix} \Lambda_X & 0 \\ 0 & \Lambda_Y \end{vmatrix} = (\det \Lambda_X)(\det \Lambda_Y)$$

This substituted in $f(x,y)$ yields: $f(x,y) = f_X(x)f_Y(y)$. Done!
Theorem 4

If $X$ and $Y$ are specified as in Theorem 3, then we claim:

$$E(X|Y) = E(x_1, \ldots, x_n) \mid (y_1, \ldots, y_m) = m_X + \Lambda_X \Lambda_Y^{-1} (Y - m_Y)$$

and the conditional covariance matrix $\Lambda_{X|Y}$ is defined by:

$$\Lambda_{X|Y} = \{E(X - E(X|Y)X - E(X|Y)^T\} = \Lambda_X - \Lambda_X \Lambda_Y \Lambda_Y^T \Lambda_Y \Lambda_X$$

The proof is simple but lengthy and has been omitted.
EXERCISES

1.1 An urn contains 4 green and 6 blue marbles. Two marbles are drawn out together. One of them is tested and found to be blue. Find the probability that the other one is also blue.

1.2 Let A and B be independent events associated with an experiment. If the probability that A or B occurs is 0.7, while the probability of occurrence of A is 0.3, determine the probability of occurrence of B.

1.3 Three dice are thrown. Find the probabilities of the events of obtaining the sum of 10, 11, and 12 points.

1.4 A continuous random variable $X$ has the distribution function:

$$F_X(x) = \begin{cases} 1 - (1 + \alpha x) \exp(-\alpha x), & \text{if } x > 0 \\ 0, & \text{if } x \leq 0 \end{cases}$$

(a) Find the characteristic function.

(b) Find the mean and the standard deviation.

1.5 Let the joint probability density function of the random vector $(X,Y)$ be given by:

$$f_{X,Y}(x,y) = \begin{cases} xy \exp\left[-(x^2+y^2)/2\right], & \text{if } x \text{ and } y \geq 0 \\ 0, & \text{otherwise} \end{cases}$$

(a) Find $f_X(x), f_Y(y), f(x|y), \text{ and } f(y|x)$.

(b) Are the random variables $X$ and $Y$ independent?

1.6 In the previous problem, if in addition we have the random variables $Z$ and $W$ given by:

(a) $Z = aX + bY$, $W = cX + dY$

(b) $Z = XY^2 \ U(X), \ W = XY^2 \ U(Y)$

where $U(\cdot)$ is a unit step function, find $f_{Z,W}(z, w)$.

1.7 Find the probability density functions of $Z$ and $W$. Given:

$$f_{X,Y}(x,y) = 2 \exp\left[-x^2 + 3xy + 2y^2\right]$$
(a) Determine the mean and the variance of the random variable $Z = XY$.

(b) Determine the mean and the variance of the random variable $W = X^2 + Y$.

1.8 If $X$ and $Y$ are independent random variables such that:

$$f_X(x) = \begin{cases} \frac{1}{\pi} \frac{1}{(1-x^2)^{1/2}}, & \text{if } |x| < 1 \\ 0, & \text{otherwise} \end{cases}$$

$$f_Y(y) = \frac{2}{k^2} \exp \left[ -\frac{y^2}{2k^2} \right] U(y)$$

where $U(y)$ is a unit step function. Show that the random variable $W = XY$ is normal with mean zero and variance $k^2$.

1.9 If in a vector case of a normal random vector, $n = 2$, $m_1 = m_2 = 0$ and $\mu_{11} = \mu_{22} = 1$, show that:

$$f(x_1, x_2, \rho) = \frac{1}{2\pi(1-\rho^2)^{1/2}} \exp \left[ -\frac{x_1^2 + x_2^2 - 2\rho x_1 x_2}{2(1-\rho^2)} \right]$$

where $\rho = \mu_{21} = \mu_{12}$.

1.10

(a) If $A$ is an $m \times n$ matrix such that

$$Z = \begin{bmatrix} Z_1 \\ Z_2 \\ \vdots \\ Z_n \end{bmatrix}, \quad X = \begin{bmatrix} x_1 \\ x_2 \\ \vdots \\ x_m \end{bmatrix}$$

where $X$ is the input vector and $Z$ is the output vector.
show that if $X$ is normal so is $Z$. Use the property of characteristic equations given by Theorem 2. That is, show that the characteristic of $Z$ is:

\[ C(t; m_Z, \Lambda_Z) = \exp \left[ j(t^T m_Z) - \frac{1}{2} (t^T \Lambda_Z t) \right] \]

where $t = \begin{bmatrix} t_1 \\ t_2 \\ \vdots \\ t_n \end{bmatrix}$

(b) Show that $\Lambda_X = A \Lambda_Z A^T$. 
CHAPTER 2
STOCHASTIC PROCESSES

2.1 INTRODUCTION

Very often we are interested in observations that are made over a period of time and that are affected by random chance. This situation is termed a stochastic process and is defined below.

2.2 DEFINITIONS AND EXAMPLES

Definition 1

A stochastic process \( X(t, \omega) \) is a function of two variables, where \( \omega \) is an element of the sample space and \( t \) is a parameter (time) which belongs to a set \( T \) (time interval).

Definition 2

For every \( \omega \in S \) (sample space), the function \( X(t, \omega) \) is called a sample function of the process.

The process \( X(t, \omega) \), in general, can be complex, but, without any loss of generality, we shall discuss \( X(t, \omega) \) when it is real. Thus, to each sample point \( \omega \in S \) (sample space), we are assigning a waveform \( X_t \), which is the function of \( t \) (time) such that:

\[
X_t: \omega \rightarrow X(t, \omega)
\]

Hence, each sample space will have a collection of waveforms, each assigned to a member \( \omega \in S \). The collection of all of these waveforms (as many as the
cardinality of $S$) is called an ensemble. Thus, each individual member of the ensemble is a sample function.

**Example 1**

Assume that we toss a coin twice in succession. Then, our sample space $S$ is the collection of four outcomes:

$$S = \{HH, TT, HT, TH\}$$

$$\omega_1 \omega_2 \omega_3 \omega_4$$

There exist four sample points $\omega_1$, $\omega_2$, $\omega_3$, and $\omega_4$. The probability of each occurrence is $1/4$ (the coin is a fair one).

Let us now define a function $X_k(\cdot): S \rightarrow R$ such that:

$$X_k(\omega_k) = X(t, \omega_k) = \sin kt$$

Thus, the ensemble consists of four elements (as many as the cardinality of $S$, which is 4). Let us denote the ensemble by $\mathcal{E}$. Thus,

$$\mathcal{E} = \{\sin t, \sin 2t, \sin 3t, \sin 4t\}$$

and the probability assigned to each waveform is also $1/4$.

**Remark 1.** The cardinality (number of sample points) corresponding to the sample space $S$ may be finite, numberably infinite or dense.

**Remark 2.** For a stochastic process $X_k(\omega)$ or $X(t, \omega)$ is an appropriate designation. However, in common practice the process is represented by $X(t)$, which actually means $X(t, \omega)$.

### 2.2.1 More Words About $X(t)$

The notation of $X(t, \omega)$ may be better understood by the physical phenomenon. Consider a system such as a radar antenna receiver. Suppose the noise signal at the output is of interest. Each time we turn on the system, it
will yield a different noise waveform. The collection of all of the noise waveforms is the ensemble of this process (see figure below).

It is important to mention that each sample function (waveform) is assigned to a single point \( \omega \in S \). Thus, after \( \omega \) is specified, the waveform is deterministic (not random). The randomness is associated with each sample being chosen (occurrence of a sample).

**Example 2**

Suppose a receiver (antenna) detects signals of the form:

\[
X(t) = a \cos (\omega t + \Theta)
\]

where \( a \) (amplitude) and \( \Theta \) are both random. Suppose by some sort of practical experience we know the distribution functions of \( \Theta \) and \( a \) (for example, \( \Theta \) or \( a \) could be Poisson, Gaussian, uniform, or any other probability density function).

Let us assume \( a \) is Gaussian and \( \Theta \) is uniform over the open interval \((0, 2\pi)\).

Then,

\[
f_a(\beta) = \frac{1}{\sigma \sqrt{2\pi}} \exp \left[ -\frac{(\beta - m)^2}{2 \sigma^2} \right]
\]
and

$$f_{\omega}(\theta) = \begin{cases} \frac{1}{2\pi}, & \theta \in [0,2\pi] \\ 0, & \text{elsewhere} \end{cases}$$

Corresponding to each sample function, \(a\) and \(\Theta\) are assumed to be constant, but they definitely vary from one sample function to the other.

Example 3

Consider

$$X(t) = at + b$$

where \(a\) is a random variable, and \(b\) is a constant.

Remark 3. For the one-dimensional case \(X(t, \omega)\) becomes a random variable for each fixed \(t = t_1\), since \(X(t_1, \omega)\) becomes a function of \(\omega\) only, i.e.,

$$X(t_1, \omega): S \rightarrow R$$

which is the definition of the random variable.
Remark 4. Remember that we use the notation $X(t_1, \omega)$ (or $X_{t_1}(\omega)$) by either $X_1$ or $X(t_1)$.

### 2.3 FIRST-ORDER STATISTICS

The distribution of a real process $X(t)$ for a fixed $t = t_1$ is defined:

$$F_X(x, t_1) = P\{X(t_1) \leq x\} \quad (2.1)$$

Remember: $\{X(t_1) \leq x\} = \{\omega \in S: X(t_1, \omega) \leq x\}$.

**Definition 3**

The first-order statistics are those items of information that can be completely determined from $F_X(x, t)$, such as $EX(t) = E[X(t)]^2$, $\sigma^2_X(t)$, etc.

**Definition 4**

A nonnegative function $f_X(x, t) \geq 0$, such that

$$F_X(x, t) = \int_{-\infty}^{x} f_X(x, t) \, dx \quad (2.2)$$

is called the probability density function (p.d.f.). If $F_X(x, t)$ is differentiable, then, from Eq. (2.2):

$$\frac{\partial F_X(x, t)}{\partial x} = f_X(x, t) \quad (2.3)$$

Note that condition (2.2) is a weaker condition than that of (2.3), because $f(x, t)$ may exist even though $F_X(x, t)$ may not be differentiable.

Note that:

$$E[X(t)] = \int_{-\infty}^{\infty} x f_X(x, t) \, dx$$

will be denoted as either $m(t)$ or $\eta(t)$ in what follows.
Example 4

Let us continue example 3, \( X(t) = at + b \), where \( t > 0, b \) is a constant, and \( a \) is a Gaussian random variable:

\[
f_a(a) = \frac{1}{\sqrt{2\pi}} \exp \left[-\frac{a^2}{2}\right]
\]

Find the first-order p.d.f. \( f_X(x, \cdot) \).

Solution

From \( X(t) = at + b \), we get \( a = \frac{1}{t} (X - b) \). We know:

\[
f_X(x, t) = \frac{f_a(a)}{\left| \frac{dx}{da} \right|}
\]

Now \( dx/da = t \); since \( t > 0 \), we have

\[
\left| \frac{dx}{da} \right| = t
\]

and

\[
a = \frac{1}{t} (x - b)
\]

Hence,

\[
f_X(x, t) = \frac{\exp \left[-\frac{(x - b)^2}{2t^2}\right]}{\sqrt{2\pi} t} = \frac{1}{t \sqrt{2\pi}} \exp \left[-\frac{(x - b)^2}{2t^2}\right]
\]

Important Reminder. From now on, we shall drop the subscript \( X \) from \( F_X(x, t) \) and \( f_X(x, t) \) whenever it is appropriate.

Example 5

Obtain the mean and the variance of \( X(t) \).
Solution

\[ EX(t) = m(t) = tE(a) + E(b) = t \cdot 0 + b = b \]

Note: From Eq. (2.1) it is obvious that \( E(a) = 0, \, a^2 = 1 = E(a^2) \).

Since

\[ \sigma^2_{X(t)} = E[X^2(t)] - E^2[X(t)] \]

then we must calculate \( E[X^2(t)] \):

\[ E[X^2(t)] = E[(at + b)^2] = E[t^2a^2 + b^2 + 2tab] \]

\[ = t^2E(a^2) + b^2 + 2tE(a)b = t^2(1) + b^2 = t^2 + b^2 \]

Hence,

\[ \sigma^2_X = (t^2 + b^2) - E^2(X) = (t^2 + b^2) - b^2 = t^2 \]

Remark 5 Regardless of the parameter \( t \), the mean of \( X(t) \) is \( b \); however, both \( E(X^2(t)) \) and \( \sigma^2_{X(t)} \) are dependent on \( t \).

Example 6

Consider the random process \( X(t) \) given by:

\[ X(t) = A \cos (\omega_0 t + \Theta) \]

where \( \Theta \) is a random variable which is uniformly distributed over \([0, 2\pi]\) and the amplitude \( A \) is constant.

Obtain the following first-order statistics:

(a) Probability density function

(b) \( m(t) \)

(c) The variance of \( X \)
Solution

(a) We can consider the sample function $x$ to be

$$x = A \cos (\omega_0 t + \theta)$$

where $x$ and $\theta$ denote the parameters (possible values of a random variable $X$ and $\Theta$, respectively). Since $\Theta$ is uniformly distributed, we get:

$$f_\Theta(\theta) = \begin{cases} 
\frac{1}{2\pi}, & \theta \in [0,2\pi] \\
0, & \text{otherwise}
\end{cases}$$

The probability density function $f_X(x,t)$ can be obtained as follows:

$$f_X(x,t) = \frac{\frac{d x(\theta_1)}{d \theta}}{\frac{d x(\theta_1)}{d \theta}} + \frac{\frac{d x(\theta_2)}{d \theta}}{\frac{d x(\theta_2)}{d \theta}}$$

because there are two values of $\theta \in [0,2\pi]$ such that $x = A \cos (\omega_0 t + \theta)$, one value of $\theta$ is obtained where $0 \leq \omega_0 t + \theta \leq \pi$ and the other is obtained where $\pi \leq \omega_0 t + \theta \leq 2\pi$.

Now

$$\frac{dx}{d\theta} = -A \sin (\omega_0 t + \theta) = -A \sqrt{1 - \cos^2 (\omega_0 t + \theta)}$$

$$= -\sqrt{A^2 - x^2}, \text{ for } 0 \leq \omega_0 t + \theta \leq \pi \text{ and } |x| < A$$

and

$$\left| \frac{dx}{d\theta} \right|_{\theta = \theta_1} = \left| \frac{dx}{d\theta} \right|_{\theta = \theta_2}$$
\[ f_x(x,t) = \frac{1}{2\pi} \int_{\theta_1}^{\theta_2} \frac{1}{\sqrt{A^2 - x^2}} \, d\theta \]

\[ = \frac{1}{\pi \sqrt{A^2 - x^2}}, \quad \text{for } |x| < A \]

\[ f_x(x,t) = \begin{cases} 
\frac{1}{\pi \sqrt{A^2 - x^2}}, & |x| < A \\
0, & \text{otherwise}
\end{cases} \]

(b) \( m(t) = E[X(t)] = A \int_{-\infty}^{\infty} \cos(\omega_0 t + \theta) f(\theta) \, d\theta \)

\[ A \int_{0}^{2\pi} \cos(\omega_0 t + \theta) \frac{1}{2\pi} \, d\theta = 0 \]

Alternatively,

\[ m(t) = E[X(t)] = \int_{-\infty}^{\infty} x f(x,t) \, dx \]

\[ = \int_{-A}^{A} x \frac{1}{\pi(A^2 - x^2)^{1/2}} \, dx = 0 \]

(c) \( E(X(t)^2) = \int_{0}^{2\pi} \left[ \frac{x^2(\theta)}{A^3 \cos^2 (\omega_0 t + \theta)} \right] \frac{1}{2\pi} \, d\theta = \]

\[ \frac{A^2}{4\pi} \int_{0}^{2\pi} [1 + \cos 2(\omega_0 t + \theta)] \, d\theta = \frac{A^2}{4\pi} (2\pi) - \frac{A^2}{2} \]

\[ \therefore \sigma_X^2 = E(X^2(t)) - (E[X(t)])^2 = \frac{A^2}{2} - 0 = \frac{A^2}{2} \]
Remember that:

\[\sigma_x^2 = E(X^2) - E^2(X) = E(X^2)\]

\[= \int_{-\infty}^{\infty} x^2 f(x, t) \, dx = \int_{-A}^{A} x^2 \frac{1}{\sqrt{1 - x^2}} \, dx\]

\[= \frac{2}{\pi} \int_{0}^{A} \frac{x^2}{\sqrt{1 - x^2}} \, dx = \frac{A^2}{2}\]

\[\left(\int \frac{x^2}{\sqrt{1 - x^2}} \, dx = \left[-\frac{x}{2} \sqrt{1 - x^2} + \frac{1}{2} \sin^{-1} x \right]\right)\]

### 2.4 Second and Higher Order Statistics

For any arbitrary set of \(t\)-values \(t_1, t_2, \ldots, t_n\) and random variables \(X(t_1) = X_1, \ldots, X(t_n) = X_n\), we define the \(n\)-dimensional joint distribution as:

\[F(x_1, x_2, \ldots, x_n, t_1, t_2, \ldots, t_n) = P(X_1 < x_1, \ldots, X_n < x_n)\]

and the p.d.f. \(f(x_1, x_2, \ldots, x_n, t_1, \ldots, t_n)\) is a function such that:

1. \(f(x_1, \ldots, x_n, t_1, \ldots, t_n) \geq 0\), for all \(x = (x_1, \ldots, x_n)^T\) and \((t_1, \ldots, t_n)\)

2. \(F(x_1, \ldots, x_n, t_1, \ldots, t_n) = \)

\[\int_{-\infty}^{x_1} \cdots \int_{-\infty}^{x_n} f(x_1, \ldots, x_n, t_1, \ldots, t_n) \, dx_1 \cdots dx_n\]

Again, if \(F\) has a partial derivative with respect to \(x_1, \ldots, x_n\), then:

\[f(x_1, \ldots, x_n, t_1, \ldots, t_n) = \frac{\partial^n F(x_1, \ldots, x_n, t_1, \ldots, t_n)}{\partial x_1 \partial x_2 \cdots \partial x_n}\]
2.4.1 Autocorrelation; Covariance

The correlation between two waveforms from the same ensemble gives some useful information about the waveform. The first-order statistics do not yield all the information about the random process, since the first-order p.d.f. cannot indicate the dependence of the random process (signal) at two different times (remember that \(X(t_1)\) and \(X(t_2)\) are two different random variables). Thus, it would be advantageous to obtain a measure of relating the process \(X(t_1)\) to \(X(t_2)\).

For the real process \(X(t)\), the autocorrelation function \(R_X(t_1, t_2)\) is defined as:

\[
R_X(t_1, t_2) = E[X(t_1)X(t_2)] = \int \int x_1x_2 f(x_1, x_2, t_1, t_2) dx_1 dx_2 \quad (2.5)
\]

and it can easily be seen that it is a function of \(t_1\) and \(t_2\).

The corresponding covariance (autocovariance) of \(X(t)\) is defined as:

\[
C_X(t_1, t_2) = E\left\{[X(t_1) - m_1][X(t_2) - m_2]\right\} \quad (2.6)
\]

Note that:

\[
C_X(t_1, t_2) = E\left\{X(t_1)X(t_2)\right\} - m_1m_2 = R_X(t_1, t_2) - m_1m_2
\]

Thus, from (2.6), it is obvious that if \(t_1 = t_2 = t\), then:

\[
C_X(t, t) = \sigma^2_X(t)
\]

More Definitions

If \(X(t)\) and \(Y(t)\) are two processes that (one or both) could be complex, then Eqs. (2.5) and (2.6) are generalized as follows:

\[
R_X(t_1, t_2) = E\left\{|X(t_1)X^*(t_2)|\right\} \quad (2.7)
\]

\[
C_X(t_1, t_2) = E\left\{|X(t_1) - m_1||X^*(t_2) - m_2^*|\right\}
\]
\[ R_x(t_1, t_2) = m_1 m_2^* \]  
(2.8)

where \(^*\) denotes the complex conjugate.

The cross-correlation between \(X(t)\) and \(Y(t)\) is defined as:

\[ R_{XY}(t_1, t_2) = E[X(t_1)Y^*(t_2)] \]  
(2.9)

and its corresponding cross-covariance as:

\[ C_{XY}(t_1, t_2) = E[(X(t_1) - m_X)(Y^*(t_2) - m_Y^*)] \]

\[ = R_{XY}(t_1, t_2) - m_X m_Y^* \]  
(2.10)

It is obvious that the \(n\)th order p.d.f. contains all the information about the first \((n - 1)\) p.d.f. For example, we shall illustrate this point by the second-order p.d.f. Let \(f(x_1, x_2, t_1, t_2)\) be given, then:

\[ f(x_1, x_2, t_1, t_2) = f(x_1, t_1) f(x_2, t_2 | x_1, t_1) \]

We know that

\[ f(x_1, t_1) = \int_{-\infty}^{\infty} f(x_1, x_2, t_1, t_2) dx_2 \]

and the conditional p.d.f. can be obtained as the ratio of \(f(x_1, x_2, t_1, t_2)\) over \(f(x_1, t_1)\).

The correlation coefficient between \(X(t_1)\) and \(X(t_2)\) is defined as:

\[ \rho_{12} = \frac{C_{X}(t_1, t_2)}{\sigma_{x_1} \sigma_{x_2}} \]  
(2.11)

as expected.
2.5 STATIONARY PROCESSES

Definition 5

A stochastic process \( X(t) \) is said to be strictly stationary if the entire family of its finite-dimensional distributions are invariant under a translation in \( t \). That is, for given \( t_1, t_2, \ldots, t_n \) time points, the distribution of \( X(t_1 + \tau), X(t_2 + \tau), \ldots, X(t_n + \tau) \) (for \( X(\cdot) \) real or complex) is independent of \( \tau \).

\[
\therefore F(x_1, x_2, \ldots, x_n, t_1, \ldots, t_n) = F(x_1, x_2, \ldots, x_n, t_1 + \tau, \ldots, t_n + \tau) \tag{2.12}
\]

for all \( n \). Thus, we need to check Eq. (2.12) for all finite \( n \). For \( n = 1 \), since \( F(x, t) = F(x, t + \tau) \) or \( f(x, \tau) = f(x, t + \tau) \) (if \( F \) is differentiable), then:

\[
EX(t) = EX(t + \tau), \text{ for all } \tau \tag{2.13}
\]

which implies \( EX(t) \) must be constant. For example, let \( \tau = -t \), since \( EX(t) = EX(t + \tau) = EX(t - t) = EX(0) = \text{constant} \) (that is, \( EX(t) = EX(0) \) for all \( t \) as well).

Conclusion 1

For a strictly stationary process \( EX(t) \) is constant and is independent of time \( t \).

Now if \( R_X(t_1, t_2) \) exists for all \( t_1 \) and \( t_2 \), then by definition of \( R_X(t_1, t_2) \):

\[
R_X(t_1, t_2) = E[X(t_1) X^*(t_2)] = E[X(t_1 + \tau) X^*(t_2 + \tau)] \tag{2.14}
\]

Equation (2.14) is true for any \( t_1, t_2 \) and \( \tau \). For the special case where \( \tau = -t_1 \), then \( R_X(t_1, t_2) \) in Eq. (2.14) becomes:

\[
R_X(t_1, t_2) = E[X(t_1) X^*(t_2)]
\]

\[
= E[X(t_1 + \tau) X^*(t_2 + \tau)]
\]

\[
= E[X(t_2 - t_1) X^*(-\tau + \tau)]
\]

\[
= E[X(t_2 - t_1) X^*(0)] \tag{2.15}
\]
Thus, we have shown that $R_x(t_1, t_2)$ is a function of time difference $t_2 - t_1$ (for the strictly stationary case).

Conclusion 2

It turns out that for the strictly stationary case we have $R_x(t_1, t_2)$ as a function of the time difference $t_2 - t_1$. From now on, when this condition prevails, we shall write $R_x(t_1, t_2)$ as $R(t_2 - t_1)$.

Conclusion 3

For strictly stationary processes, we have:

$$EX(t) = \text{constant} = m \quad (2.16a)$$

$$EX(t_1) X^*(t_2) = R(t_2 - t_1) \quad (2.16b)$$

The condition given by Eq. (2.16) is a consequence of a strictly stationary property (a necessary condition). In a strictly stationary process, we must have at our disposal all of the joint distribution functions for $k = 1, \ldots, n$ (finite $n$) and, in addition, they must satisfy:

$$F(x_1, \ldots, x_k, t_1, \ldots, t_k) = F(x_1, \ldots, x_k, t_1 + \tau, \ldots, t_k + \tau)$$

for all $k = 1, \ldots, n$ and all $\tau$.

The above condition is very stringent. It turns out that very often the second-order statistics are sufficient to characterize many physical situations, which leads us to define some important terms.

Definition 6

The process $X(t)$ is stationary in the wide sense, if conditions (2.16a) and (2.16b) are satisfied.

2.5.1 Some Important Properties for the Wide-Sense Stationary Process $X(t)$

1. $R(t_2 - t_1) = R^*(t_1 - t_2)$ or, equivalently, $R(t) = R^*(-t)$, since $R(t_2 - t_1) = E[X(t_1) X^*(t_2)] = E[X(t_2) X^*(t_1)]^* = R^*(t_1 - t_2)$.

2. Since $E[|X(t)|^2] = E[X(t) X^*(t)] = R(0)$, then, $\sigma_{X(t)}^2 = R(0) - m^2$, which is independent of time $t$. 
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(3) From the Cauchy-Schwarz inequality:

\[ E[|X(t_1) X(t_2)|^2] \leq E[|X(t_1)|^2] E[|X(t_2)|^2] \Rightarrow |R(t)| \leq R(0), \]

for all \( t \)

**Example 7**

A quantized process has associated sample functions, where each sample function consists of sequences of pulses of unit width.

The pulse amplitudes take the binary numbers \( +1 \) and \( -1 \) with equal probability. The successive amplitudes are independent. Assume that the starting point of each sample function is random and uniformly distributed over a unit interval (denote the starting time as \( \theta \)). Find the correlation function of \( X(t) \).

**Solution**

The random processes have discrete values of \( +1 \) and \( -1 \). Let \( X(t_1) = i \) and \( X(t_2) = j \), where \( i \) and \( j \) could be \( +1 \) or \( -1 \). Then,

\[ R(t_1, t_2) = E[X(t_1) X(t_2)] = \sum_i \sum_j x_i x_j P(i,j) \]
where

\[ P(i, j) = P(X(t_1) = i \text{ and } X(t_2) = j) \]

\[ R(t_1, t_2) = (1)(1) P(1,1) + (1)(-1) P(1,-1) \]

\[ + (-1)(-1) P(-1,-1) + (-1)(1) P(-1,1) \]  \hspace{1cm} (2.17)

Now if we obtain \( P(i, j) \) for \( i \) and \( j \) corresponding to +1 or -1, we will be done. These probabilities are obtained as follows:

\[ P(1,1) = P[X(t_2) = 1 \mid X(t_1) = 1] P[X(t_1) = 1] \]

For a sample function, let \( \theta \) be the starting point of the pulse in which \( t_1 \) occurs (uniformly distributed, see part (c) of the above figure). Now \( t_2 \) either takes place during the same pulse as \( t_1 \) (case 1) or during another pulse; we now write:

\[ P[X(t_2) = 1 \mid X(t_1) = 1] = P[t_2 < \theta + 1] + \frac{1}{2} P[t_2 > \theta + 1] \]

(The 1/2 is used because outside the pulse, given \( X(t_1) = 1 \), it is equally likely that \( X(t_2) \) be either +1 or -1.)

Now \( P(1,1) \) can be written as:

\[ P(1,1) = \left\{ P[t_2 < \theta + 1] + \frac{1}{2} P[t_2 > \theta + 1] \right\} \sqrt{\frac{1}{2}} \frac{1}{2} \]

\[ = \frac{1}{2} \left\{ P[t_2 < \theta + 1] + \frac{1}{2} P[t_2 > \theta + 1] \right\} \]

\[ = \left\{ \frac{1}{2} \left[ - (t_2 - t_1) + \frac{1}{2} (t_2 - t_1) \right] \right\}, \quad \text{if } t_2 - t_1 < 1 \]

\[ = \left\{ \frac{1}{2} \left[ 0 + \frac{1}{2} \right] \right\}, \quad \text{if } t_2 - t_1 > 1 \]
Note that

\[ P[t_2 < \theta + 1] = P[\theta > t_2 - 1] = 1 - P[\theta < t_2 - 1] = 1 - F(t_2 - 1) \]

and remember that \( F(t) = t - (t_1 - 1) = t_1 + 1 \)

\[ \therefore F(t_2 - 1) = t_2 - 1 - t_1 + 1 = t_2 - t_1 \text{ for the case } t_2 - t_1 \leq 1. \]

Because of symmetry, \( P(1,1) = P(1,-1) \). In a similar manner, we will find:

\[
P(1,-1) = P(-1,1) = \begin{cases} 
\frac{1}{4}(t_2 - t_1), & \text{if } t_2 - t_1 \leq 1 \\
0, & \text{if } t_2 - t_1 > 1 
\end{cases}
\]

Now, for \( \tau = t_2 - t_1 \) (\( t_1 \) could be larger than \( t_2 \)), the general case \( R_x(\tau) \) can be found (see Eq. 2.17):

\[
R_x(\tau) = \begin{cases} 
1 - |\tau|, & \text{if } |\tau| \leq 1 \\
0, & \text{if } |\tau| > 1 
\end{cases}
\]

\[ \therefore R_x(\tau) \]

Henceforth, throughout the text, unless specified otherwise, by the stationarity of a process \( X(t) \) we mean stationarity in the wide sense.
Definition 7

Two processes \(X(t)\) and \(Y(t)\) are uncorrelated if, given any \(t_1\) and \(t_2\), we have:

\[
E[X(t_1)Y(t_2)] = m_X(t_1)m_Y(t_2)
\]  
(2.18)

As a consequence of condition (2.18), we have:

\[
C_{XY}(t_1, t_2) = E\{|X(t_1) - m_X(t_1)| |Y(t_2) - m_Y(t_2)|\}
\]

\[
= E[X(t_1)Y(t_2)] - m_X(t_1)m_Y(t_2)
\]

\[
= m_X(t_1)m_Y(t_2) - m_X(t_1)m_Y(t_2) = 0
\]

Definition 8

If \(E[X(t_1)Y(t_2)] = 0\), then we say \(X(t)\) and \(Y(t)\) are orthogonal.

Note that \(C_{XY}(t_1, t_2) = 0\) implies that \([X(t_1) - m_X(t_1)]\) and \([Y(t_2) - m_Y(t_2)]\) are orthogonal processes.

2.6 CONTINUITY AND DIFFERENTIABILITY

The continuity of the process \(X(t)\) with respect to \(t\) is restrictive. However, the continuity in the quadratic mean (mean square) is not as restrictive. We say the process \(X(t)\) is continuous at \(t = t_0\) in the quadratic mean (q.m.) if

\[
E[|X(t_0)|^2] \text{ exists for } t = t_0,
\]

and

\[
\lim_{\epsilon \to 0} E\left|\frac{1}{2}|X(t_0) - X(t_0 + \epsilon)|^2\right| = 0, \text{ for every } \epsilon
\]  
(2.19)

If condition (2.19) holds for every \(t \in [a, b]\), then we say \(X(t)\) is continuous in the quadratic mean (mean square) in \([a, b]\). If condition (2.19) holds for \(t \in (-\infty, \infty)\), we say \(X(t)\) is continuous (in the q.m.) everywhere.

It is left as an exercise to verify the following claims.

Claim 1. \(X(t)\) is continuous in the q.m. at \(t = t_0\), if and only if the covariance \(R(t_1, t_2)\) is continuous at every \(t_1 = t_2 = t_0\) (diagonal point or element).
Note: In order to prove the above claim, we need to verify the important relationship:

$$E[|X(t+\varepsilon) - X(t)|^2] = R(t+\varepsilon, t+\varepsilon) - R(t, t+\varepsilon)$$

$$- R(t+\varepsilon, t) - R(t, t)$$

(2.20)

The continuity in the q.m. is much weaker than the sample continuity. A classical counter example is the Poisson process:

$$P[X(t) = k] = \frac{(\lambda t)^k}{k!} \exp[-\lambda t]$$

where $X(t)$ is a staircase type and, therefore, discontinuous; however, $R(t_1, t_2) = \lambda \min(t_1, t_2)$, for all $t_1$ and $t_2$, is continuous, which implies $X(t)$ is continuous in the q.m. even though $X(t)$ is not continuous as a sample function.

If $X(t)$ satisfies:

$$\lim_{\varepsilon \to 0} E \left[ \left| \frac{X(t+\varepsilon) - X(t)}{\varepsilon} - X'(t) \right|^2 \right] = 0$$

(2.21)

We say $X'(t)$ is the derivative of $X(t)$ in the q.m. and we write:

$$\frac{X(t+\varepsilon) - X(t)}{\varepsilon} \xrightarrow{\varepsilon \to 0}^{\text{q.m.}} X'(t)$$

We can verify that (use Eq. 2.20):

$$E \left[ \frac{X(t+\varepsilon_1) - X(t)}{\varepsilon_1} \frac{X(t+\varepsilon_2) - X(t)}{\varepsilon_2} \right]$$

$$= \frac{R(t+\varepsilon_1, t+\varepsilon_2) - R(t+\varepsilon_1, t) - R(t, t+\varepsilon_2) + R(t, t)}{\varepsilon_1 \varepsilon_2}$$

(2.22)
Claim 2. The derivative $X'(t)$ of $X$ exists in the q.m. if and only if
\[
\frac{\partial^2 R(t_1, t_2)}{\partial t_1 \partial t_2}
\]
exists and is finite for $t_1 = t_2 = t$ (see Eq. 2.22) because, as $\epsilon_1$ and $\epsilon_2 \to 0$, Eq. (2.22) becomes the second partial for $t_1 = t_2 = t$. Thus, the autocorrelation of $X(t)$ is given by:
\[
R_{X'X'}(t_1, t_2) = \frac{\partial^2 R_{XX}(t_1, t_2)}{\partial t_1 \partial t_2} \tag{2.23}
\]

By direct calculation, it can also be shown that:
\[
R_{X'X'}(t_1, t_2) \triangleq E[X(t_1) X'(t_2)] = \frac{\partial R_{XX}(t_1, t_2)}{\partial t_2} \tag{2.24}
\]
\[
R_{X'X'}(t_1, t_2) \triangleq E[X'(t_1) X'(t_2)] = \frac{\partial R_{XX}(t_1, t_2)}{\partial t_1} \tag{2.25}
\]
\[
R_{X'X'}(t_1, t_2) \triangleq E[X(t_1) X'(t_2)] = \frac{\partial R_{XX}(t_1, t_2)}{\partial t_1} \tag{2.26}
\]

If $X(t)$ is stationary, and utilizing $\tau = t_1 - t_2$, as well as Eqs. (2.24) (2.26), we get:
\[
R_{X'X'}(\tau) = \frac{d^2 R_{XX}(\tau)}{d\tau^2} \tag{2.27}
\]

From which:
\[
R_{X'X'}(0) = E[|X'(0)|^2] = \frac{d^2 R_{XX}(0)}{d\tau^2} \tag{2.28}
\]
2.7 ERGODICITY AND STOCHASTIC INTEGRALS

In order to obtain the complete statistics of a process, the ensemble of sample functions is needed. Loosely speaking, a process is called ergodic if the complete statistics can be determined from any of the sample functions in the ensemble. Thus, a single member of the ensemble is assumed to represent the entire ensemble. Before giving a basic definition of ergodicity, the concept of stochastic integration is needed. Thus, we shall talk about the stochastic integrals.

2.8 STOCHASTIC INTEGRALS IN QUADRATIC MEAN

For the great majority of applications, we do not need the most general form of the stochastic integrals. Thus, we shall only consider two cases of integrals: Riemann integrals of the form:

\[ A_1 = \int_a^b g(t) X(t) \, dt \quad (2.29) \]

and Stieltjes integrals of the form:

\[ A_2 = \int_a^b g(t) dX(t) \quad (2.30) \]

where \([a, b]\) is the closed interval and is finite, \(g(t)\) is a deterministic function, and \(X(t)\) is a random process. For the sake of simplicity, assume \(EX(t) = 0 = m(t)\). Thus,

\[ R_X(t, u) = C_X(t, u) \]

Suppose \(I = [a, b]\) is finite, and let the points \(\alpha_1, \alpha_2, \ldots, \alpha_{m+1}\) define a partition, that is:

\[ a = \alpha_1 < \alpha_2 < \ldots < \alpha_{m+1} = b \]

Let \(S_1\) and \(S_2\) denote the sums corresponding to \(A_1\) and \(A_2\), respectively:

\[ S_1 = \sum_{j=1}^{m} g(\alpha_j) X(\alpha_j)(\alpha_{j+1} - \alpha_j) \quad (2.31) \]
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Since $S_1$ and $S_2$ are summations of random variables, $S_1$ and $S_2$ are also random variables with $E(S_1) = E(S_2) = 0$ (because $EX(t) = 0$ by assumption for all $t$).

Now as $m \to \infty$ and the maximum of $(a_{j+1} - a_j) \to 0$, the limits of $S_1$ and $S_2$ exist (in the quadratic mean), that is,

\[
q.m. \quad A_1 = \lim S_1 \quad (2.33)
\]

\[
q.m. \quad A_2 = \lim S_2 \quad (2.34)
\]

where

\[m \to \infty \text{ and } \max (a_{j+1} - a_j) \to 0 \quad (2.35)\]

**Remark 6.** From the above, we mean:

\[
\lim E[|A_1 - S_1|^2] = 0
\]

and

\[
\lim E[|A_2 - S_2|^2] = 0
\]

whenever condition (2.35) is satisfied.

**Claim 3.** It can be verified easily that if $R(t, u)$ is continuous over $[a, b] \times [a, b]$, and if $g(t)$ is such that the Reimann integral:

\[
W_1 = \int_a^b \int_a^b g(t) g^e(u) R(t, u) \, dt \, du \quad (2.36)
\]
exists, then the integral $A_1$ exists in the quadratic mean (q.m.) and

$$E|A_1|^2 = W_1 \text{ and } E(A_1) = 0 \quad (2.37)$$

Remember that $E(A_1) = 0$ (this was shown above).

Claim 4. Also, if $R(t, u)$ is of bounded variation ($|R(t, u)|$ has finite number of maximums and minimums over $[a, b] \times [a, b]$), and if $g(t)$ is such that the Stieltjes integral:

$$W_2 = \int_a^b \int_a^b g(t) g^*(i) dR(t, u) \quad (2.38)$$

exists, then $A_2$ exists and

$$E|A_2|^2 = W_2 \text{ and } E(W_2) = 0 \quad (2.39)$$

To prove (2.37) and (2.39), we consider another partition of $[a, b]$:

$$a = u_1 < u_2 \ldots < u_{m+1} = b$$

and we let $S'_1$ and $S'_2$ represent the sums corresponding to (2.31) and (2.32); then we can show (by utilizing the definitions) that:

$$E(S'_1, S'_2) \rightarrow \int_a^b \int_a^b g(t) g^*(i) R(t, u) dt du \quad (2.40)$$

where

$$m \rightarrow \infty \text{ and } \max (\alpha_{j+1} - \alpha_j) \rightarrow 0 \text{ and } \max (u_{j+1} - u_j) \rightarrow 0 \quad (2.41)$$

Similarly,

$$E(S_2, S_2^*) \rightarrow \int_a^b \int_a^b g(t) g^*(u) dR(t, u) \quad (2.42)$$

as condition (2.40) is satisfied.
Remark 7. We have assumed that $S_1$ and $S_2$ converge in the q.m. It is easily shown that the limit in each case will be independent of the particular partition chosen.

Remark 8. If either $S_1$ or $S_2$ converges as $a \to -\infty$ and $b \to \infty$, then the limiting integrals are defined accordingly.

Remark 9. Since

$$A_1 = \int_a^b g(t) X(t) \, dt$$

then,

$$E|A_1|^2 = E[A_1^* A_1^T] = E \left[ \int_a^b g(t) X(t) \, dt \int_a^b g^*(u) X^*(u) \, du \right]$$

$$= E \left[ \int_a^b \int_a^b g(t) g^*(u) X(t) X^*(u) \, dt \, du \right]$$

If we let the “expected value” $E$ operate on the integrand, we would get the result given by (2.40). However, we can only do this if the appropriate conditions are satisfied.

Example 8

Let $g(t) = 1$ and $X(t)$ be a continuous real process on $[a, b]$; define:

$$q = \int_a^b X(t) \, dt$$

Find the mean and the variance of $q$. It is easy to show that the conditions of claim 3 are satisfied ($m(t)$ may not be zero, which was assumed for convenience in claim 3).
Solution

\[ Eq = E \left[ \int_a^b X(t) \, dt \right] = \int_a^b E(X(t)) \, dt = \int_a^b m(t) \, dt \quad (2.43) \]

Now we need to calculate \( E(q^2) \), since \( \sigma_q^2 = E(q^2) - E^2 q \):

\[ q^2 = \int_a^b \int_a^b X(t) X(u) \, dt \, du \]

Again, the conditions of claim (3) are satisfied; thus,

\[ E(q^2) = E \left[ \int_a^b \int_a^b X(t) X(u) \, dt \, du \right] \]

\[ = \int_a^b \int_a^b R(t, u) \, dt \, du \]

Thus, the variance becomes:

\[ \sigma_q^2 = \int_a^b \int_a^b [R(t, u) - m(t) m(u)] \, dt \, du \]

\[ = \int_a^b \int_a^b C(t, u) \, dt \, du \quad (2.44) \]

Example 9

In Example 8, let

\[ q = \frac{1}{2T} \int_{-T}^{T} X(t) \, dt \]

and assume \( X(t) \) is stationary (wide sense); find \( \sigma_q^2 \).
Solution

From Eq. (2.43), we get:

\[ E_q = \frac{1}{2T} \int_{-T}^{T} m \, dt = \frac{mt}{2T} \left[ T - (-T) \right] = m = \text{constant} \]

From Eq. (2.44), we get:

\[ \sigma_q^2 = \frac{1}{4T^2} \int_{-T}^{T} \int_{-T}^{T} C(t - u) \, du \, dt \]

Equation (2.45) can be simplified much further.

Before proceeding with the simplification, let us review some simple mathematics (coordinate transformation). Let \( g_1 \) and \( g_2 \) be continuous (real) functions, such that:

\[ x = g_1(w, z) \]
\[ y = g_2(w, z) \]

For example, \( (g_1, g_2) \) maps \( D' \) onto \( D \). Then the following well known result is satisfied:

\[ \iint_D f(x, y) \, dx \, dy = \iint_{D'} f(g_1(w, z), g_2(w, z)) \left( \frac{\partial(x, y)}{\partial(w, z)} \right) \, dw \, dz \]

(2.46)
For any continuous real function $f(x, y)$, $\partial(x, y)/\partial(u, v)$ is the determinant of the Jacobian matrix:

$$
\begin{vmatrix}
\frac{\partial x}{\partial v} & \frac{\partial x}{\partial z} \\
\frac{\partial y}{\partial v} & \frac{\partial y}{\partial z}
\end{vmatrix}
$$

where the entries are continuous.

Application of the Above

Let $t_1 = t - u$ and $t_2 = t + u$. (This corresponds to a rotation of the axes by $45^\circ$ and a scale change of $\sqrt{2}$.) The $J$ (determinant) is determined:

$$
\frac{\partial(t_1, t_2)}{\partial(t, u)} = \begin{vmatrix}
1 & -1 \\
1 & 1
\end{vmatrix} = 2
$$

Thus,

$$
\frac{\partial(t, u)}{\partial(t_1, t_2)} = \frac{1}{2} = J
$$

Hence,

$$
\int_{-T}^{T} \int_{-T}^{T} C(t - u) \, dt \, du = \left(\frac{1}{2}\right) \int_{-2T}^{2T} \int_{-2T}^{2T-1|t_1|} C(t_1) \, dt_2 \, dt_1
$$

$$
= \frac{1}{2} \int_{-2T}^{2T} dt_1 \, C(t_1) \int_{-2T}^{2T-1|t_1|} dt_2
$$

$$
= \frac{1}{2} \int_{-2T}^{2T} dt_1 \, C(t_1) \int_{-2T}^{2T-1|t_1|} dt_2
$$

$$
= \int_{-2T}^{2T} (2T - |t_1|) \, C(t_1) \, dt_1
$$

$$
= \int_{-2T}^{2T} (2T - |t|) \, C(t) \, dt
$$

where $t_1$ and $r$ are dummy variables.
Using this last result on Eq. (2.45) yields (dividing by $4T^2$):

$$a_q^2 = \frac{1}{2T} \int_{-2T}^{2T} \left( 1 - \frac{|\tau|}{2T} \right) C(\tau) \, d\tau \quad (2.47)$$

Equation (2.47) is true for the complex $X(t)$ as well; however, for the real case, Eq. (2.47) further reduces to:

$$a_q^2 = \frac{1}{T} \int_{0}^{2T} \left( 1 - \frac{T}{2T} \right) C(\tau) \, d\tau \quad (2.48)$$

**2.9 DEFINITION OF ERGODICITY**

Let $X(t)$ be a stationary process and assume that:

$$\lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} x(t) \, dt$$

exists in the q.m. We say $X(t)$ is ergodic if:

$$\lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} x(t) \, dt \overset{q.m.}{=} m \quad (2.49)$$

That is,

$$E \left\{ \left| \frac{1}{2T} \int_{-T}^{T} x(t) \, dt - m \right|^2 \right\} \to 0, \text{ as } T \to \infty$$

From Example 9, we have:

$$Eq = E \left[ \frac{1}{2T} \int_{-T}^{T} x(t) \, dt \right] = m$$
and utilizing Eq. (2.48) the variance of $q$ is given by:

$$
\sigma_q^2 = E \left\{ \left[ \frac{1}{2T} \int_{-T}^{T} x(t) \, dt - m \right]^2 \right\} = \frac{1}{2T} \int_{-2T}^{2T} \left( 1 - \frac{|r|}{2T} \right) C(r) \, dr
$$

(2.50)

Thus, it is obvious that $X(t)$ is ergodic in the quadratic mean if and only if (see the above equation) the following is satisfied:

$$
\frac{1}{2T} \int_{-2T}^{2T} \left( 1 - \frac{|r|}{2T} \right) C(r) \, dr \to 0, \text{ as } T \to \infty
$$

(2.51)
EXERCISES

2.1 Sketch a few samples of the process \( X(t) \) given by:

\[ X(t) = A \sin (\omega t + \Theta) \]

(a) If \( A \) is a random variable uniformly distributed over \([-1,1]\).
(b) If \( \omega \) is random and uniformly distributed over \([0,\pi]\).
(c) If \( \Theta \) is random and uniformly distributed over \((0,2\pi]\).

2.2 Obtain the mean and the variance of each process in Problem 2.1.

2.3 Let the sample function process \( X(t) \) be given by:

\[ x(t) = a \cos (\omega_0 t + \theta) \]

Assume \( a \) is deterministic and \( \theta \) is a value of the random variable \( \Theta \), where \( \Theta \) is uniformly distributed over \([0,\pi/2]\). Find the mean, variance, and the autocorrelation function of \( X(t) \).

2.4 Let the sample functions of a process \( X(t) \) be given by:

\[ x(t) = \cos (\omega_0 t + \theta) \]

where \( \theta \) is uniformly distributed over \([0,2\pi]\). Obtain the p.d.f. of the process, and comment on the stationarity of the process (in the wide sense).

2.5 Let \( Z(t) = X(t) Y(t) \) be real processes. Assume that \( X(t) \) and \( Y(t) \) are independent stationary processes (wide sense); then:

(a) Obtain \( R_z(t) = R_X(t) R_Y(t) \).

(b) If the processes \( P(t) = X(t) - m_X \) and \( Q(t) = Y(t) - m_Y \) with the corresponding

\[ R_P(t) = \exp (-a |\tau|) \]
and

$$R_Q(r) = \exp(-b|\tau|)$$

where $a$ and $b$ are both positive, then obtain $R_Z(t)$.

2.6 Let $X(t)$ be a wide-sense stationary random process with no periodic components. Assume $X(t)$ and $X(t + \tau)$ are uncorrelated as $|\tau|$ becomes large. Show:

$$R_X(t) = m_X^2$$

2.7 If $X(t)$ and $Y(t)$ are independent random wide-sense stationary processes and $Z(t)$ and $W(t)$ are such that:

$$Z(t) = X(t) + Y(t); W(t) = 2X(t) + Y(t)$$

Then find $R_Z(t)$, $R_W(t)$, $R_{ZW}(t)$, and $R_{WZ}(t)$.

2.8 Consider the process $X(t) = \hat{h}(t)Y$, where $\hat{h}(t)$ is a deterministic complex function (non-random), and $Y$ is a random variable. Assume that we have a constraint on $X(t)$ such that $X(t)$ is of mean zero and is wide-sense stationary. Then perform the following:

(a) Determine the restriction on $\hat{h}(t)$.

(b) Obtain the most general form of $\hat{h}(t)$ that satisfies the requirement.

2.9 A process $Y(t)$ satisfies:

$$\dot{Y} + Y = X(t), \quad t > 0$$

where $Y(0) = 2$, $m_X = 1$, and $R_X = 1 + \exp(-|\tau|)$. Find the following:

(a) $m_Y$.

(b) $R_{XY}(t_1, t_2)$, for $t_1$ and $t_2 > 0$.

(c) $R_{YY}(t_1, t_2)$, for $t_1$ and $t_2 > 0$.

(d) Comment on the stationarity of $R_{YY}$. 59
2.10 Assume $C_X(\tau)$ of the process $X(t)$ satisfies:

$$\int_{-\infty}^{\infty} |C_X(\tau)| \, d\tau < \infty$$

Show that

$$\lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} R_X(\tau) \, d\tau = m_X^2$$

2.11 Given the processes $X(t)$ and $N(t)$ such that

$$X(t) = b + N(t)$$

where $b$ is a constant, $E(N) = 0$, and $N$ is stationary, show that if $\hat{b}$ is given via

$$\hat{b} = \frac{1}{T} \int_{0}^{T} x(t) \, dt$$

it will satisfy

$$E(\hat{b}) = b$$

and

$$\text{variance of } b = \frac{1}{T} \int_{-T}^{T} \left(1 - \frac{\tau^2}{T} \right) R_N(\tau) \, d\tau$$
CHAPTER 3
POWER SPECTRUM OF STATIONARY PROCESSES

Before discussing the power spectrum, which is defined for the wide-sense stationary, we need to familiarize ourselves with some basic concepts and definitions.

3.1 CLASSIFICATION OF SYSTEMS

Heuristically speaking, a system refers to a modeling of a physical phenomenon (which is idealized in some sense). We shall visualize a system via a black box which has many inputs and many outputs (vector input-output).

\[
Y(f) = I \cdot U(t) \tag{3.1}
\]

where \( U(t) \) is a vector-valued input, \( Y(t) \) is a vector-valued output, and \( I \) is an "operator" relating the input to the output. The operator \( I \) depends on the particular physical model.
Definition 1

We say the system is linear if the operator $L$ is linear, i.e., the following conditions are satisfied:

$$L(\alpha U) = \alpha L(U)$$  \hspace{1cm} (3.2)

where $\alpha$ is any scalar, and

$$L(U_1 + U_2) = L(U_1) + L(U_2)$$  \hspace{1cm} (3.3)

for any inputs $U_1$ and $U_2$. Equivalently, Eqs. (3.2) and (3.3) can be combined into one equation:

$$L(\alpha U_1 + \beta U_2) = \alpha L(U_1) + \beta L(U_2)$$  \hspace{1cm} (3.4)

for any pair of scalars $\alpha$ and $\beta$.

In the following examples assume the input and the outputs are one-dimensional.

Example 1

Consider

$$v(t) = \dot{u}(t) = \frac{d}{dt}u(t)$$

We know $L = \frac{d}{dt}$ and the conditions of linearity are satisfied.

Example 2

$\ddot{v}(t) = u_t^2(t)$ does not correspond to a linear system since:

$$L[\alpha u_1(t) + \beta u_2(t)] = [\alpha u_1(t) + \beta u_2(t)]^2$$

$$\neq \alpha L(u_1(t)) + \beta L(u_2(t)) = \alpha u_1^2(t) + \beta u_2^2(t)$$
Example 3
Consider the electric circuit given below.

Let $v(t)$ be the input and $i(t)$ be the output. Then, the output is given by:

$$i(t) = \frac{1}{R} v(t)$$  \hfill (3.5)

It is easy to verify that the system is linear.

Example 4
In the previous example change $R$ to an inductor $L$ and assume $i(-\infty) = 0$. Then,

$$i(t) = \frac{1}{L} \int_{-\infty}^{t} v(\lambda) \, d\lambda$$  \hfill (3.6)

and the system is also linear (left as an exercise).

Example 5
Consider a system given by:

$$y(t) = a \, u(t) + b$$

where $a \neq 0$ and $b \neq 0$ are scalars. The system is nonlinear! This is true because:

$$L(u_1(t) + u_2(t)) = a( u_1(t) + u_2(t)) + b \neq L \, u_1(t) \quad u_2(t)$$

The system will become linear if $b = 0$. 
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Definition 2

A system is called instantaneous if its output at any given time is at most a function of the input at the same time.

Definition 3

A system is called dynamic if it is not instantaneous. Example 3 is instantaneous and Example 4 is dynamic.

Definition 4

A system, whose output at time is completely determined from the input in the closed interval \([t - T, t]\), where \(T > 0\), is said to have a memory \(T\). Thus, if \(T \neq 0\), the system is dynamic, otherwise it is instantaneous. In Example 4, the memory is infinite.

Definition 5

A system is realizable or causal if its output \(y(t)\) does not depend on the future value of the input. Thus, \(y(t)\) can be determined from the past (and the present) information of \(u(\lambda)\) (i.e., \(\lambda < t\) and not on \(\lambda > t\)).

Definition 6

A dynamic system is said to be lumped if it can be characterized by a set of differential equations for the continuous case (and difference equations for the discrete case).

In the classical characterization of a linear system, any lumped linear system (assume scalar inputs and outputs) can be represented by:

\[
y(t) = \int_{-\infty}^{\infty} h(t, \tau) u(\tau) \, d\tau \tag{3.7}
\]

where \(h(t, \tau) = L \delta(t - \tau)\) = response to a unit impulse function applied at time \(\tau\).

If the linear system is causal, then:

\[
h(t, \tau) = 0, \quad \text{for} \quad \tau > t \tag{3.8}
\]
Otherwise, \( y(t) \) would depend on \( u(t) \) for \( t > t \) (future value). Thus, it would not be realizable. Hence, Eq. (3.7) for causal systems can be written as:

\[
y(t) = \int_{-\infty}^{t} h(t, r) u(r) \, dr
\]...

**Definition 7**

A system is time-invariant if the time translation of the input causes the same time translation in the output. That is, if

\[
y(t) = L u(t)
\]

then \( u(t - \lambda) \) would correspond to \( y(t - \lambda) \).

It is easy to verify in a linear time-invariant system that the impulse response \( h(t, \tau) = L(\delta(t - \tau)) \) becomes:

\[
h(t, \tau) = L \delta(t - \tau) = h(t - \tau)
\]

where \( h \) and \( h \) are two different functions.

Thus, the linear time-invariant system is entirely specified by a response to a single unit impulse, which can be applied at any given time \( t \). For the sake of simplicity, we shall assume the time \( t = 0 \). Hence,

\[
h(t) = L u(t)
\]

For a time-invariant linear system given by Eq. (3.7), one can write:

\[
y(t) = \int_{-\infty}^{t} h(t - \tau) u(\tau) \, d\tau
\]

Equation (3.12) is of a well known form, called the "convolution integral," and it is denoted in the literature by \( h * u \). We are going to talk more about \( h * u \) in later sections.

**Remark 1.** Since the integral given by Eq. (3.12) is the limit of a summation (definition of Reimann integral), we can think of the output \( y(t) \) (signal)
to be resolved into unit impulses. For example, consider a finite interval \([-T, T]\) and finite unit of pulses (steps) with width \(\Delta t\) occurring at \(t = k\Delta t\), for \(k = 0, \pm 1, \pm 2, \ldots, \pm N = T/\Delta t\) (see sketch).

The summation

\[\sum_{k=-N}^{N} y(k\Delta t) P_{\Delta t}(t - k\Delta t) \Delta t\]

where \(P_{\Delta t}(t - k\Delta t)\) is a unit pulse with width \(\Delta t\). The height of the unit pulse is \(1/\Delta t\) to make the pulse area equal to one. As \(\Delta t \to 0\), \(N \to \infty\), and \(T \to \infty\); then, if the limit of the above summation exists, it must be equal to \(y(t)\) given via Eq. (3.12), i.e.,

\[\int_{-\infty}^{\infty} h(t - \tau) u(\tau) d\tau\]

Discussion

Physical systems are characterized by models consisting of idealized elements. Choosing an appropriate model which characterizes all features of the physical system is very important and also very difficult. In general, a model of the physical system may be expressed mathematically by integro-differential equations and is generally nonlinear. The complete treatment of nonlinear systems is extremely difficult; therefore, we try to do the next best thing: approximate the nonlinear system with a linear system.

The classical method of describing a linear system is by the impulse response method. Even though the solution of the linear model is known, its treatment in the time domain for the time-varying case is not simple. If the linear model is time-invariant, we can use a transformation (such as Laplace or Fourier) to convert the complicated integro-differential equations into simple algebraic equations (frequency domain). It is of extreme importance to emphasize that the transforms can be used to great advantage only in the
time-invariant linear systems. In the nonlinear and time-varying cases the transforms cannot be utilized to advantage.

It is very easy to imagine a situation where we transmit a random process \( X(t) \) (signal) through a linear or a nonlinear system. However, if \( X(t) \) is transmitted through a time-invariant linear system, we shall use Fourier transforms to simplify the calculations. The Fourier transform is also used for the decomposition of signal power, which will be defined in the following sections.

### 3.2 FREQUENCY SPECTRA AND FOURIER TRANSFORMS

Before developing the concept of the power spectrum of a stationary process, let us give some intuitive discussion of Fourier transforms and series. If the reader is not familiar with these concepts, he is advised to review Appendices C and D. In this section, however, a relatively non-rigorous approach is adopted for intuitive appeal only.

Let us start by asking ourselves the following question: Is there an input signal which will pass through a time-invariant system without changing shape? The answer is "yes" and is an exponential function \( \exp(2\pi t) \), where \( \lambda \) is, in general, a complex constant. If we choose a special form of \( \exp(\lambda t) \), namely, \( \exp(j\omega t) \), then the output \( y(t) \) would be proportional to the input, i.e., \( y(t) = H(j\omega) \exp(j\omega t) \), where \( H(j\omega) \) is the so-called "system function." Since the characterization of the exponential functions of the general form \( \exp(\lambda t) \) (or \( \exp(j\omega t) \)) is very simple, it is desired to resolve any general function \( f(t) \) in terms of the exponentials whenever possible. Obviously, one such case is the representation of a periodic signal \( f(t) \) in terms of \( \exp(j\omega t) \) (Fourier series).

A periodic signal \( f(t) \) (not yet a random process) with a period \( T \) under a set of conditions (Dirichlet, see Appendix C) may be resolved into a series of complex functions over \([-T/2, T/2]\). The resolution is given by:

\[
f(t) = \sum_{n=-\infty}^{\infty} C_n \exp(jn\omega_0 t)
\]  

where \( \omega_0 = 2\pi/T \), \( t \in [-T/2, T/2] \), and the values of \( C_n \) are given by:

\[
C_n = \frac{1}{T} \int_{-T/2}^{T/2} f(t) \exp(-jn\omega_0 t) \, dt
\]
Recall in Eq. (3.14) that \( C_n \) is, in general, complex and can be written as:

\[
C_n = |C_n| \exp \left( j \theta_n \right)
\]

(3.15)

where \( C_n \) and \( \theta_n \) are functions of \( \omega = n\omega_0 \).

The essential information about the harmonics in a periodic signal consists of the magnitudes, phase angles, and frequencies. It is easy to see that all the information about \( f(t) \) is incorporated in \( C_n \) and \( \omega_0 = 2\pi/T \), since once these quantities are known, so is \( f(t) \). The real amplitudes \( |C_n| \) and the phases \( \theta_n \) can be represented graphically as a function of \( \omega = n\omega_0, n = 0, \pm 1, \pm 2, \ldots \). The collection of the graphs is called the frequency spectra (discrete). Typical amplitude and phase spectra are shown in Fig. 1. It is easily verified that \( |C_n| \) is an even function of \( \omega \), and \( \theta_n \) is an odd function of \( \omega \) (left as an exercise). The reader may verify for himself that, for real signals \( f(t) \),

\[
C_n = C_{-n}^*
\]

Fig. 3-1. Typical Phase and Amplitude Spectra

3.2.1 The Fourier Transform

Now suppose that the function \( f(t) \) is defined over the infinite interval \((-\infty, \infty)\) and that it is no longer periodic. Then it is still possible, under certain conditions, to resolve the nonperiodic function into complex exponential functions of the form \( \exp \left( j\omega t \right) \). The intuitive argument is to reduce the spacing \( \omega_0 \) between the components of a periodic signal. Denote the spacing by \( \Delta \omega = \omega_0 = 2\pi/T \) (radians per second). We shall continue to consider \( |C_n| \)
as a discrete function of $n\omega_0$. Since (see Eq. 3.14) \(|C_n| \to 0\) as $T \to \infty$, we shall define a new variable $G(m\Delta\omega) = G(m\Delta\omega)$:

$$G(m\Delta\omega) \triangleq \frac{C_n}{\Delta\omega/2\pi} = T C_n$$

As $T \to \infty$ and $\Delta\omega \to 0$, $n\Delta\omega$ approaches a continuous variable $\omega$ and:

$$G(\omega) = \int_{-\infty}^{\infty} f(t) \exp(-j\omega t) \, dt \quad (3.16)$$

and $f(t)$ can be written as:

$$f(t) = \lim_{\Delta\omega \to 0} \sum_{n=-\infty}^{\infty} C_n \exp(j\omega_0 t) = \lim_{\Delta\omega \to 0} \sum_{n=-\infty}^{\infty} \frac{C_n}{\Delta\omega/2\pi} \exp(m\Delta\omega t) \Delta\omega$$

As $\Delta\omega \to 0$, $n\Delta\omega$ approaches a continuous variable $\omega$, such that

$$f(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} G(\omega) \exp(j\omega t) \, d\omega \quad (3.17)$$

Equations (3.16) and (3.17) are called the Fourier transform pair. Equation (3.16) is, in general, a complex function of $\omega$. As an exercise the reader can show that for real functions $f(t)$:

$$F^*(\omega) = F(-\omega) \quad (3.18)$$

Also, the reader will find it instructive to verify the transform pairs given in the appendix on Fourier transforms.

If we use $f = \omega/2\pi$, and let $P(f) = G(2\pi f)$, then

$$P(f) = G(2\pi f) = \int_{-\infty}^{\infty} f(t) \exp(-j2\pi ft) \, dt \quad (3.19)$$
and

$$f(t) = \int_{-\infty}^{\infty} F(f) \exp (j2\pi ft) \, df$$ \hspace{1cm} (3.20)

Thus,

$$\int_{-\infty}^{\infty} F(f) \exp (j2\pi ft) \, df = \frac{1}{2\pi} \int_{-\infty}^{\infty} G(\omega) \exp (j\omega t) \, d\omega$$ \hspace{1cm} (3.21)

Equations (3.19) and (3.20) are also called the Fourier transform pair.

### 3.3 POWER SPECTRA

We know that if \(G(\omega)\) corresponding to the nonperiodic function \(f(t)\) exists, then we can verify (see Appendix C) that:

$$\int_{-\infty}^{\infty} |f(t)|^2 \, dt = \frac{1}{2\pi} \int_{-\infty}^{\infty} |G(\omega)|^2 \, d\omega \hspace{1cm} (3.22)$$

holds (Parseval’s relation for Fourier transform).

Let \(f(t)\), for example, represent the voltage across a resistance of 1 ohm. Then the instantaneous power \(p(t)\) defined by \(p(t) = v(t) i(t)\), where \(v(t)\) is the voltage and \(i(t)\) is the current through the resistance. Thus, the dissipated energy in the resistance (which is the integral of \(p(t)\)) is given by:

$$\int_{-\infty}^{\infty} |v(t)|^2 \, dt = \int_{-\infty}^{\infty} |f(t)|^2 \, dt = \int_{-\infty}^{\infty} |G(\omega)|^2 \frac{d\omega}{2\pi}$$ \hspace{1cm} (3.23)

The average power \(P_{AV}\) is defined by:

$$P_{AV} = \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} |f(t)|^2 \, dt$$ \hspace{1cm} (3.24)
It is possible that total energy be infinite and the average power be finite. Note that $|G(\omega)|^2$ from Eq. (3.23) represents the density spectrum, except for the constant $1/2\pi$.

Now let us consider $X(t)$ to be a real stationary random process. Define $X_p(t)$ such that

$$X_p(t) = \begin{cases} X(t), & |t| < T \\ 0, & |t| > T \end{cases}$$  \hspace{1cm} (3.25)

and let its Fourier be denoted by $X_p(\omega)$, i.e.,

$$X_p(\omega) = \int_{-\infty}^{\infty} X_p(t) \exp (-j\omega t) dt = \int_{-T}^{T} X(t) \exp (-j\omega t) dt$$  \hspace{1cm} (3.26)

We can see that, as $T \to \infty$, the signal $X_p(t) \to X(t)$. Utilizing Eq. (3.24), the average power of $X(t)$ for $t \in [-T,T]$ is given by:

$$\frac{1}{2T} \int_{-T}^{T} |X(t)|^2 dt = \int_{-\infty}^{\infty} \frac{|X_p(\omega)|^2}{2T} \frac{d\omega}{2\pi}$$

where from Eq. (3.23), $|X_p(\omega)|^2$ represents the power spectral density. However, the power spectrum $S(\omega)$ of $X(t)$ is defined as:

$$S(\omega) = \lim_{T \to \infty} \frac{1}{2T} E[|X_p(\omega)|^2]$$  \hspace{1cm} (3.27)

Now $S(\omega)$, by utilizing Eqs. (3.26) and (3.27), becomes:

$$S(\omega) = \lim_{T \to \infty} \frac{1}{2T} E[X_p(\omega) X_p^*(\omega)]$$

$$= \lim_{T \to \infty} \frac{1}{2T} E \left\{ \left[ \int_{-T}^{T} X(t) \exp (-j\omega t) dt \right] \left[ \int_{-T}^{T} X(t) \exp (j\omega t) dt \right] \right\}$$
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The above equation can also be written as:

\[
S(\omega) = \lim_{T \to \infty} \frac{1}{2T} \left[ \int_{-T}^{T} \int_{-T}^{T} R_X(t-u) \exp(-j(t-u)) \, dt \, du \right] \]

where, from Example 9 of Chapter 2, we get:

\[
S(\omega) = \lim_{T \to \infty} \int_{-2T}^{2T} R_X(\tau) \left[ 1 - \frac{1}{2T} \right] \exp(-j\omega \tau) \, d\tau
\]

\[
= \int_{-\infty}^{\infty} R_X(\tau) \exp(-j\omega \tau) \, d\tau \quad (3.28)
\]

Thus, for a stationary process, \(S(\omega)\) is the Fourier transform of \(R_X(\tau)\):

\[
R_X(\tau) = \frac{1}{2\pi} \int_{-\infty}^{\infty} S(\omega) \exp(j\omega \tau) \, d\omega \quad (3.29)
\]

For a real process \(X(t)\), \(R_X(\tau) = R_X(-\tau)\). Eq. (3.29) becomes:

\[
R_X(\tau) = \frac{1}{2\pi} \int_{-\infty}^{\infty} S(\omega) [\cos \omega \tau + j \sin \omega \tau] \, d\omega
\]

\[
= \frac{1}{2\pi} \int_{-\infty}^{\infty} S(\omega) \cos \omega \tau \, d\omega
\]

\[
= \frac{1}{\pi} \int_{0}^{\infty} S(\omega) \cos \omega \tau \, d\omega \quad (3.30)
\]
Definition 8

The power spectrum of any stationary random process $X(t)$ (real or complex) is denoted by $S(\omega)$ and is given by:

$$
S(\omega) = \int_{-\infty}^{\infty} R(\tau) \exp(-j\omega \tau) \, d\tau
$$

where $R(\tau)$ is related to $S(\omega)$ by Eq. (3.29) for the general complex case, where Eq. (3.30) corresponds to the real case.

3.3.1 Examples

Before getting involved with the examples, a method of calculation for the bilateral Laplace transform is discussed. Assume the bilateral Laplace transform $F_B(s)$ of $f(t)$ exists in some region, say, for $a_1 < \text{Re } s < a_2$. Then,

$$
F_B(s) = \int_{-\infty}^{\infty} f(t) \exp(-st) \, dt
$$

$$
= \int_{-\infty}^{0} f(t) \exp(-st) \, dt + \int_{0}^{\infty} f(t) \exp(-st) \, dt
$$

$$
= \int_{0}^{\infty} f(-t) \exp[-(s + t)] \, dt + \int_{0}^{\infty} f(t) \exp(-st) \, dt
$$

$$
= \mathcal{L}[f(-t)] \quad \text{(replace } s \text{ by } -s) + \mathcal{L}[f(t)]
$$

where $\mathcal{L}$ is the one-sided Laplace transform.

Example 6

Find $F_B(s)$ of $f(t) = \frac{1}{2} \exp(-|t|)$. 
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Solution

For \( t > 0 \),

\[
f(t) = \frac{1}{2} \exp(-t)
\]

Hence,

\[
\mathcal{L}[f(t)] = F(s) = \frac{1/2}{s + 1}, \text{ for } \Re s < -1
\]

Now, for \( t < 0 \),

\[
f(t) = \frac{1}{2} \exp(t)
\]

which implies that:

\[
\mathcal{L}[f(-t)] = \mathcal{L} \left[ \frac{1}{2} \exp(-t) \right] = \frac{1/2}{s + 1} \text{ (replace } s \text{ by } -s) = \frac{1/2}{-s + 1} \text{, for } \Re s > 1.
\]

\[
\therefore F_{\beta}(s) = \mathcal{L}[f(-t)] + \mathcal{L}[f(t)]
\]

\[
= \frac{1/2}{-s + 1} + \frac{1/2}{s + 1} = \frac{1}{1 - s^2}
\]

and the region of convergence is \(-1 < \Re s < 1\).

Remark 2. The Fourier transform \( \mathcal{F}(\omega) \) of \( f(t) \) is obtained by replacing \( s \) by \( j\omega \). Hence, \( \mathcal{F}(\omega) = 1/(1 + \omega^2) \).

Example 7

Given the stochastic differential equation:

\[
\dot{x} = -x(t) + u(t)
\]
where \( x(0) = 0 \) and \( E[x(t) x(t+\tau)] = \delta(t - \tau) \), the solution of \( x(\cdot) \) is given by:

\[
x(t) = x(0) + \int_0^t \exp \left[ -(t - \lambda) \right] u(\lambda) d\lambda
\]

and

\[
E[x(t) x(t+\tau)] = E\left\{\int_0^t \exp \left[ -(t - \lambda) \right] u(\lambda) d\lambda \int_0^{t+\tau} \exp \left[ -(t + \tau - \xi) \right] u(\xi) d\xi \right\}
\]

\[
= \int_0^t \int_0^{t+\tau} \exp \left[ -(2t + \tau - \xi - \lambda) \right] u(\lambda) u(\xi) \delta(\xi - \lambda) d\lambda d\xi
\]

\[
= \int_0^t \int_0^{t+\tau} \exp \left[ -(2t + \tau - 2\xi) \right] \delta(\xi - \lambda) d\lambda d\xi
\]

\[
= \int_0^t \exp \left[ -(2t + \tau - 2\xi) \right] d\xi \left[ \frac{1}{2} \exp \left[ -(2t + \tau) \right] \exp (2\xi) \right]_0^t
\]

\[
= \frac{1}{2} \exp (-\tau) - \exp \left[ -(2t + \tau) \right], \text{ if } \tau \geq 0
\]

Now, as \( t \to \infty \),

\[
R_x(\tau) = E[X(t) X(t+\tau)] = \frac{1}{2} \exp (-\tau), \text{ for all } \tau \geq 0
\]
To obtain $S_x(\omega)$, we can either use Example 6 or the direct definition of the Fourier transform. Thus,

$$S_x(\omega) = \frac{1}{2} \int_{-\infty}^{\infty} \exp(-|\tau|) \exp(-j\omega \tau) \, d\tau$$

$$= \frac{1}{2} \left[ \frac{2}{\omega^2 + 1} \right] = \frac{1}{\omega^2 + 1}$$

Example 8

Suppose $S_x(\omega)$ of a process $X(t)$ is given by:

$$S_x(\omega) = \frac{1}{\omega^2 + 1}$$

Find $R_x(\tau)$ by the Theory of Residues.

Before completing this example, let us give an informal discussion of the inversion formula.

Let $f(t)$ be a given function such that its Fourier transform $\mathcal{F}(\omega)$ exists. Then, for a fixed positive $\sigma > 0$, the Fourier transform of $\exp(-\sigma t) f(t)$ also exists and is given by:

$$\int_{-\infty}^{\infty} f(t) \exp(-\sigma t) \exp(-j\omega t) \, dt = \int_{-\infty}^{\infty} f(t) \exp[-(\sigma + j\omega) t] \, dt$$
Denote the integral as $F(\sigma + ji\tau)$. Thus, $f(t) \exp(-\tau t)$ is given by:

$$f(t) \exp(-\tau t) = \mathcal{F}^{-1} [F(\sigma + j\omega)]$$

$$= \frac{1}{2\pi} \int_{-\infty}^{\infty} F(\sigma + j\omega) \exp(j\omega t) \, d\omega$$

Multiplying both sides by $\exp(st)$ ($s$ is constant), we get:

$$j(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} F(\sigma + j\omega) \exp[(\sigma + j\omega)t] \, d\omega$$

Making the change of variable $s = \sigma + j\omega$, we obtain:

$$f(t) = \frac{1}{2\pi j} \int_{\sigma-j\infty}^{\sigma+j\infty} I_B(s) \exp(st) \, ds$$

$$= \begin{cases} 
\sum \text{residues of } F_B(s) \exp(st) \text{ at singularities to left of line chosen.} & \text{for } \tau \geq 0 \\
\sum \text{residues of } F_B(s) \exp(st) \text{ at singularities to right of line chosen.} & \text{for } \tau < 0
\end{cases}$$

The equivalent bilateral transform corresponding to $S_X(\omega)$ is denoted by $S_B(s)$ and is obtained from $S_X(\omega)$ by substituting $\omega = \tau i$.

Now applying the inversion formula to Example 8:

$$S_B(s) = S(\tau i) = \frac{1}{1 - \tau^2} = \frac{-1}{\tau^2 - 1} = \frac{-1}{(s - 1)(s + 1)}$$
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where $S_B(t)$ exists for $-1 < \text{Re} \, s < 1$. Now,

$$R(\tau) = \frac{1}{2\pi j} \int_{c-j\infty}^{c+j\infty} S_B(s) \exp(st) \, ds, \text{ where } -1 < \epsilon < 1$$

$$= \left\{ \begin{array}{ll}
\sum \text{residues of } S_B(s) \exp(st) \text{ at } & \text{for } \tau > 0 \\
\sum \text{poles of } S_B(s), & \\
\sum \text{residues of } S_B(s) \exp(st) \text{ at } & \text{for } \tau < 0 \\
\sum \text{poles of } S_B(s), & \\
\end{array} \right.$$ 

$$= \frac{-1}{2\pi j} \int_{c-j\infty}^{c+j\infty} \frac{\exp(-\tau)}{s-1} \, ds + \frac{1}{2\pi j} \int_{-c+j\infty}^{-c-j\infty} \frac{\exp(-\tau)}{s+1} \, ds$$

$$= \exp(-\tau), \text{ for } \tau > 0$$

$$= \frac{\exp(-\tau)}{2}, \text{ for } \tau < 0$$

$$= \frac{1}{2} \exp(-|\tau|) \forall \tau$$

**Example 9**

If $S(\omega)$ is a power spectrum of a given process, show that $d^2S/d\omega^2$ is not a power spectrum.

**Solution**

$$S(\omega) = \int_{-\infty}^{\infty} R(\tau) \exp(-j\omega \tau) \, d\tau$$
which implies:

\[
\frac{d^2 S(\omega)}{d\omega^2} = \int_{-\infty}^{\infty} [-\tau^2 R(\tau)] \exp(-j\omega \tau) \, d\tau \triangleq \mathcal{F}(-\tau^2 R(\tau))
\]

Now, if \(d^2 S(\omega)/d\omega^2\) is a power spectrum, we must have \([-\tau^2 R(\tau)]\) as an autocorrelation function. Let \(G(t) = -\tau^2 R(\tau)\). If \(G(t)\) is an autocorrelation, then we would always have:

\[|G(t)| \leq G(0), \text{ for all } t\]

However, \(G(0) = 0\) and

\[0 = G(\tau) \leq G(0)\]

cannot be always satisfied.

Example 10

\(X(t) = \cos(\omega_0 t + \theta), \theta \in [0, 2\pi]\), is uniformly distributed. Find \(S_X(\omega)\).

Solution

From Example 6, Chapter 2:

\[R(t) = E[X(t)X(t + \tau)] = \frac{1}{2} \cos \omega_0 \tau\]

\[
\therefore \quad S_X(\omega) = \mathcal{F}\left\{ \frac{1}{2} \cos \omega_0 \tau \right\} = \frac{\pi}{2} \left[ \delta(\omega - \omega_0) + \delta(\omega + \omega_0) \right]
\]

\[= \frac{\pi}{2(2\pi)} \left[ \delta(f - f_0) + \delta(f + f_0) \right]
\]

\[= \frac{1}{3} \left[ \delta(f - f_0) + \delta(f + f_0) \right] \quad 2\pi f_0 = \omega_0\]
Example 11

In Example 8 of Chapter 2, the autocorrelation function $R(r)$ was given by:

\[
R(r) = \begin{cases} 
1 - \left| r \right| & \text{if } \left| r \right| \leq 1 \\
0 & \text{if } \left| r \right| > 1
\end{cases}
\]

Find $S_X(\omega)$.

Solution

\[
S_X(\omega) = \int_{-\infty}^{\infty} (1 - \left| r \right|) \exp(-i r \omega) \, dr = \int_{-1}^{1} (1 - \left| r \right|) \exp(-i r \omega) \, dr
\]

\[
= 2 \int_{0}^{1} (1 - r) \cos \omega r \, dr
\]

\[
= \frac{2}{\omega} \left( 1 - \cos \omega \right) = \frac{\sin^2 \left( \frac{\omega}{2} \right)}{\left( \frac{\omega}{2} \right)^2}
\]

\[
= \left( \frac{\sin \frac{\omega}{2}}{\frac{\omega}{2}} \right)^2
\]

3.4 MAJOR RESULT

In what follows, we shall show that a function $R(r)$ which has a Fourier transform $S(\omega)$ is an autocorrelation function of a stationary random process $X(t)$ if and only if $S(\omega) > 0$ for all $\omega$, where $X(t)$ is continuous in the quadratic mean (q.m.). In order to prove this major result, we need to prove some important results given by Theorems 1 and 2, which will appear in the sequel. We shall assume $X(t)$ is continuous in the q.m. unless specified otherwise.
The function $R(r)$ is an autocorrelation function of a stationary process $X(t)$ if and only if $R(r)$ is nonnegative definite.

We have already shown that if $R(r)$ is an autocorrelation function, then it is nonnegative definite, since for any collections of $t_1, t_2, \ldots, t_n$ (time) and complex parameters $\alpha_1, \alpha_2, \ldots, \alpha_n$:

$$\sum_{j,k=1}^n R(t_j - t_k) \alpha_j \alpha_k^* = E \left| \sum_{j=1}^n X(t_j) \alpha_j \right|^2 \geq 0 \quad (3.31)$$

However, the converse is more complicated and will not be proven here. (For the proof, see Gnedenko, Theory of Probability, Chelsea publication, 1962.)

**Theorem 2**

A function $R(r)$ with the corresponding $S(\omega)$ is nonnegative definite (autocorrelation) if and only if it can be represented by:

$$R(r) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \exp(j\omega r) S(\omega) \, d\omega$$

where $S(\omega)$ is never negative (i.e., $S(\omega) \geq 0$, for all $\omega$).

The proof is relatively complicated and will be eliminated here; for a proof see the same reference shown in Theorem 1.

As a special case of the Fourier transform pair $R(r)$ and $S(\omega)$, we have:

$$S(0) = \int_{-\infty}^{\infty} R(r) \, dr \quad (3.32)$$

and

$$R(0) = \frac{1}{2\pi} \int_{-\infty}^{\infty} S(\omega) \, d\omega = \int_{-\infty}^{\infty} S(\omega) \frac{d\omega}{2\pi} \quad (3.33)$$
and \( R(0) \) is the average power by definition, i.e.,

\[
R(0) = E[|X(t)|^2]
\]

**Definition 9**

A stationary process \( X(t) \) whose power spectrum \( S(\omega) \) is constant for all \( \omega \) is called a white-noise process. If \( S(\omega) = W_0 = \text{constant} \), we obtain:

\[
R(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} W_0 \exp(j\omega t) d\omega = W_0 \delta(t)
\]

(3.34)

Hence \( R(0) \), which is the average power, becomes infinite at \( t = 0 \). Thus, we conclude that the white noise process is a mathematical function that is very useful in practical applications. For example, it is convenient to utilize white noise as an approximation to an actual process whose power spectrum is flat (constant) over a frequency band.

In application problems such as those that occur in control and communication, we are faced with physical noise sources which are added to the signal as a lump sum. The power spectrum of the overall noise is essentially flat up to frequencies much higher than those that are significant for the signal and the system.

### 3.5 Input-Output Relations

Very often we confront a situation where we pass a stationary process \( X(t) \) through a time-invariant system, and are interested in determining the output (along with its statistics).

Consider the (bounded) sample function \( X(t) \) from the ensemble \( \{X(t)\} \) which is applied to a time-invariant system with impulse response \( h(t) \) (see sketch) and the output \( Y(t) \).

We know \( Y(t) \) can be written as:

\[
Y(t) = \int_{-\infty}^{\infty} h(\lambda) X(t - \lambda) d\lambda
\]

(3.35)
Now let us find \( R_y(r) \).

From Eq. (3.35), we have:

\[
Y(t + r) = \int_{-\infty}^{\infty} h(u) X(t + r - u) \, du
\]

Thus, \( R(r) = E[Y(t) Y(t + \tau)] \) can be written as:

\[
R(\tau) = E \left[ \int_{-\infty}^{\infty} h(\lambda) X(t - \lambda) \, d\lambda \int_{-\infty}^{\infty} h(u) X(t + \tau - u) \, du \right]
\]

(3.36)

Rewriting Eq. (3.36) and taking the expectation inside yields:

\[
R_y(\tau) = E[y(t)y(t + \tau)] = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} h(\lambda) h(u) E[X(t - \lambda) X(t + \tau - u)] \, d\lambda \, du
\]

\[
= \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} h(\lambda) h(u) R_x(\tau + \lambda - u) \, d\lambda \, du
\]

\[
= h(-\tau) \ast h(\tau) = R_x(\tau)
\]

(3.37)

Now if \( S_y(\omega) \), \( H(\omega) \), and \( S_x(\omega) \) exist, we can apply the Fourier transform to Eq. (3.37) to get:

\[
S_y(\omega) = \mathcal{F}\{ \tau \cdot \mathcal{F}(h(t)) \cdot \mathcal{F}(R_x(t)) \}
\]

\[
= \mathcal{F}^{H'(\omega) H(\omega) S_x(\omega) = |H(\omega)|^2 S_y(\omega)}
\]

(3.38)

which is an important relationship yielding \( S_y(\omega) \) in terms of \( S_x(\omega) \) and the system transfer function \( H(\omega) \).

Remark 3. From Eq. (3.37) it is obvious that \( E[y(t)y(t + \tau)] \) is a function of \( \tau \) alone, and also due to stationarity of \( X(t) \), \( E[X(t)] = m = \text{constant} \).
which implies $E[Y(t)]$ is also constant (see Eq. 3.35). Hence, $Y(t)$ is stationary (wide sense).

**Remark 4.**

$$R_Y(0) = E[Y(t)^2] = \frac{1}{2\pi} \int_{-\infty}^{\infty} S_Y(\omega) \, d\omega$$

$$= \frac{1}{2\pi} \int_{-\infty}^{\infty} |H(\omega)|^2 S_X(\omega) \, d\omega$$

(3.39)

**Remark 5.** The results are also true for the complex stochastic processes.

3.6 **INPUT-OUTPUT OF MULTIPLE TERMINALS**

Suppose we have two time-invariant systems characterized by their impulse responses $h_1(\cdot)$ and $h_2(\cdot)$, respectively (see sketch):

![Diagram](a)

where $X_1(t)$ and $X_2(t)$ are sample functions from $\{X(t)\}$, which as before is assumed to be a stationary ensemble.

Let us calculate $R_{Y_1 Y_2}(t)$. As before $Y_1(t)$ and $Y_2(t)$ can be written as:

$$Y_1(t) = \int_{-\infty}^{\infty} h_1(\lambda) \, X_1(t - \lambda) \, d\lambda$$

(3.40)

$$Y_2(t) = \int_{-\infty}^{\infty} h_2(u) \, X_2(t - u) \, du$$

(3.41)
and a simple calculation (similar to the previous case) of \( R_{Y_1 Y_2}(\tau) \) would lead to:

\[
R_{Y_1 Y_2}(\tau) = E[Y_1(t) Y_2(t + \tau)]
\]

\[
= E \left[ \int_{-\infty}^{\infty} h_1(\lambda) X_1(t - \lambda) d\lambda \int_{-\infty}^{\infty} h_2(u) X_2(t + \tau - u) du \right]
\]

\[
= \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} h_1(\lambda) h_2(u) R_{X_1 X_2}(\tau + \lambda - u) d\lambda du
\]  
\[\text{(3.42)}\]

where \( R_{X_1 X_2}(\tau) \) is the cross-correlation of \( X_1(t) \) and \( X_2(t) \). Hence, once again:

\[
R_{Y_1 Y_2}(\tau) = h_1(-\tau) * h_2(\tau) * R_{X_1 X_2}(\tau)
\]  
\[\text{(3.43)}\]

Thus, assuming that the appropriate Fourier transforms exist, we obtain:

\[
S_{Y_1 Y_2}(\omega) = H_1(-\omega) H_2(\omega) S_{X_1 X_2}(\omega)
\]

\[
= H_1^*(\omega) H_2(\omega) S_{X_1 X_2}(\omega)
\]  
\[\text{(3.44)}\]

which is a very general result, relating the input spectrum of \( R_{X_1 X_2}(\tau) \) to the output spectrum \( S_{Y_1 Y_2}(\omega) \).

Note that as a special case of Eq. (3.44), if we let \( X_1 = X_2 \) and \( h_1 = h_2 \) (which implies \( Y_1 = Y_2 \)), we obtain Eq. (3.38). Note that Eq. (3.44) is also true for complex processes.

**Remark 6.** The reader may verify for himself that if \( X_1(t) \) and \( X_2(t) \) are uncorrelated, so a.. \( Y_1(t) \) and \( Y_2(t) \).

**Discussion**

In applications, \( H_1(\omega) \) and \( H_2(\omega) \) very often have finite bandwidths, i.e., \( H_1(\omega) = 0 \) for some \( \omega_0 \) such that \( |\omega| > \omega_0 \) and, similarly, \( H_2(\omega) = 0 \) for
some $\omega_1$ such that $|\omega| > \omega_1$. It is obvious that if $H_1(\omega)$ and $H_2(\omega)$ have nonoverlapping spectra, then

$$H_1(-\omega)H_2(\omega) = 0$$

which would yield:

$$S_{Y_1Y_2}(\omega) = 0$$

or

$$R_{Y_1Y_2}(\tau) = 0$$

In that case, the processes $Y_1(t)$ and $Y_2(t)$ would be orthogonal.

A very important consequence of the above is that if $X(t)$ is transmitted through an ideal filter, i.e.,

$$|H(\omega)| = \begin{cases} A_0, & \text{for } |\omega| < \omega_0 \\ 0, & \text{otherwise} \end{cases}$$

then the output signal $Y(t)$ and the signal suppressed by the filter would be orthogonal. That is, if $X(t)$ has a frequency content beyond $\omega_0$, it is going to be suppressed by $H(\omega)$ and the suppressed portion is orthogonal to $Y(t)$.

Example 12

A white-noise voltage source $X(t)$ with power spectrum $S_X(\omega) = K_0$ is applied to an RLC network (see sketch). Assuming that the system (circuit) is at rest at $t = 0$ (no transients), determine $S_Y(\omega)$. 

![RLC network diagram](attachment:image.png)
Solution

\[ H(\omega) = \frac{1}{R+j\omega + \frac{1}{j\omega C}} = \frac{1}{j\omega} \]

We know that:

\[ S_x(\omega) = |H(\omega)|^2 \quad S_y(\omega) = |H(\omega)|^2 K_0 \]

\[ H(\omega) \] can be calculated from the above as follows:

\[ |H(\omega)|^2 = \left| \frac{1}{j\omega} \right|^2 = \frac{1}{\omega^2} \]

\[ 1 + (\omega - \frac{1}{\omega})^2 \]

\[ S_y(\omega) = \frac{1}{\omega^2} K_0 = \frac{K_0}{\omega^4 - \omega^2 + 1} \]

### 3.7 SAMPLING THEOREM

The sampling theorem (due to C. E. Shannon\(^*\)) is very important and has produced some unexpected results. The utilization of this theorem is prevalent in control and communication theory. It must be emphasized that the sampling theorem, whether we are dealing with deterministic or stochastic signals, will only hold for band-limited signals, that is, signals whose Fourier transforms are identically zero beyond a finite band of frequencies. In order to develop this concept, we shall first deal with a signal \( X(t) \), which is deterministic. To be more precise, we shall state the theorem.

**Theorem 3**

Given a deterministic signal \( X(t) \) whose Fourier transform \( \mathcal{F}(\omega) \) is zero beyond \( |\omega| > \omega_c \) rad/s (see sketch):

\[ \mathcal{F}(\omega) = 0, \quad \text{for all } |\omega| > \omega_c \]

Then $X(t)$ can be completely and uniquely recovered by its values sampled at uniform intervals of $T = \pi/\omega_c$ seconds (or smaller), and it is given by:

$$X(t) = \sum_{n=-\infty}^{\infty} X(nT) \frac{\sin [\omega_c (t - nT)]}{\omega_c (t - nT)} \quad (3.45)$$

Proof

There are several ways of proving this important theorem, but we shall give the simplest proof.

From the inverse Fourier transform, we obtain:

$$X(t) = \int_{-\infty}^{\infty} \mathcal{X}(\omega) \exp (j\omega t) \, d\omega = \frac{1}{2\pi} \int_{-\omega_c}^{\omega_c} \mathcal{X}(\omega) \exp (j\omega t) \, d\omega \quad (3.46)$$

Now, assume that $\mathcal{X}(\omega)$ is a part of a periodic function $\mathcal{X}^*(\omega)$ (see sketch), such that:

$$\mathcal{X}(\omega) = \mathcal{X}^*(\omega), \quad \text{if } |\omega| < \omega_c$$
Hence, for \( |\omega| < \omega_c \) (see Appendix D).

\[
\mathcal{H}(\omega) = \sum_{n=-\infty}^{\infty} b_n \exp(\imath n\omega T) \tag{3.47}
\]

where

\[
T = \frac{2\pi}{2\omega_c} = \frac{\pi}{\omega_c}
\]

and \( b_n \) is given by.

\[
b_n = \frac{1}{2\pi} \int_{-\omega_c}^{\omega_c} \mathcal{H}(\omega) \exp(-\imath n\omega T) \, d\omega \tag{3.48}
\]

If we substitute \( t = -nT \) in Eq. (3.46), we obtain:

\[
X(-nT) = \frac{1}{2\pi} \int_{-\omega_c}^{\omega_c} \mathcal{H}(\omega) \exp(-\imath n\omega T) \, d\omega
\]

\[
= \frac{1}{T} \left( \frac{T}{2\pi} \right) \int_{-\omega_c}^{\omega_c} \mathcal{H}(\omega) \exp(-\imath n\omega T) \, d\omega
\]

Now, utilizing the definition of \( b_n \) from Eq. (3.48), we get from the above equation:

\[
X(-nT) = \frac{1}{T} b_n
\]

or, equivalently,

\[
b_n = T X(-nT)
\]
Using the above in Eq. (3.47) yields:

\[ \mathcal{A}(\omega) = T \sum_{n=-\infty}^{\infty} X(nT) \exp(-j\omega nT) \]  \tag{3.49}

Now, if we substitute Eq. (3.49) into Eq. (3.46), we obtain:

\[ X(t) = \sum_{n=-\infty}^{\infty} X(nT) \frac{T}{2\pi} \int_{-\omega_c}^{\omega_c} \exp[j\omega(t - nT)] d\omega \]

\[ = \sum_{n=-\infty}^{\infty} X(nT) \frac{\sin[\omega_c(t - nT)]}{\omega_c(t - nT)} \]

which is exactly the result we are after.

Remark 7. If we substitute \( T = \pi/\omega_c \), then

\[ \frac{\sin[\omega_c(t - nT)]}{\omega_c(t - nT)} = \frac{\sin \left[ \frac{\omega_c}{\pi} \left( \frac{t - n\pi}{\omega_c} \right) \right]}{\frac{t - n\pi}{\omega_c}} = \frac{\sin(\omega_c t - n\pi)}{\omega_c(t - n\pi)} \]  \tag{3.51}

Remark 8. The function

\[ \frac{\sin[\omega_c(t - nT)]}{\omega_c(t - nT)} = \frac{\sin(\omega_c t - n\pi)}{\omega_c(t - n\pi)} \]

is an "interpolation function" which is multiplied by \( X(t) \) and is summed over all \( n \) to yield \( X(t) \).

Now we shall discuss the case where \( X(t) \) is a stochastic process. We will show that the result given by Eq. (3.51) holds for the stochastic case in the quadratic mean (q.m.), that is,

\[ X(t) \q.m. = \sum_{n=-\infty}^{\infty} X(nT) \frac{\sin(\omega_c t - n\pi)}{\omega_c(t - n\pi)} \]
\[ X(r) = X(r + r_T) \]

\[ X(t) = \sum_{n=-\infty}^{\infty} X(nT) \cdot \frac{\sin (\omega_r t - n \pi)}{(\omega_r t - n \pi)} \]

Before proceeding with the proof, we shall examine some properties concerning the periodicity of the process \( X(t) \). It follows that \( X(t) \) is assumed to be wide-sense stationary unless specified otherwise.

**Discussion**

In Appendix D we discuss the periodicity of the deterministic signals and construct, in an infinite-dimensional vector space \( L_2 \), with its subspace \( \mathcal{H} \) that was spanned by the set

\[ \{ \exp \left( i \omega_m t \right) \}_{m=-\infty}^{\infty} \]

For stochastic signals we shall modify Appendix D. If we change the norm

\[ \| f \|^2 = (f, f) = \int_{-T/2}^{T/2} |f(t)|^2 \, dt \]

in the appendix for the deterministic case to:

\[ \| X \|^2 = (X, X) = \mathbb{E}[|X(t)|^2] \]

for the stochastic case, all of the results will hold. Thus, the norm for the stochastic case is the quadratic mean or the mean square. Now if a stochastic process \( X(t) \) is periodic (almost everywhere and not in the quadratic mean as yet), i.e.,

\[ X(t) = X(t + T) = X(t + nT) \]

Then it is very easy to verify that \( R_X(t) \) is also periodic, since

\[ R_X(t) = \mathbb{E}[X(t + \tau) X^*(t)] = \mathbb{E}[X(t + \tau + nT) X^*(t)] = R_X(\tau + nT) \]

\[ (3.53) \]
Hence, the periodicity of \(X(t)\) implies the periodicity of \(R_X(t)\). However, if \(R_X(t)\) is periodic with the period \(T\), i.e.,

\[
R_X(t + T) = R_X(t)
\]

then (left as an exercise), it can be shown that \(X(t)\) is periodic in the quadratic mean and can be expanded into a Fourier series:

\[
X(t) \overset{q.m.}{=} \sum_{n=-\infty}^{\infty} a_n \exp(i\omega_n t), \quad \omega_n = \frac{2\pi}{T} \tag{3.54}
\]

where \(a_n\)'s are the usual Fourier coefficients and are pairwise orthogonal, i.e.,

\[
E[a_n a_m^*] = 0, \text{ for all } n \neq m
\]

We can also write \(R(t)\) by a Fourier series given by:

\[
R_X(t) = \sum_{n=-\infty}^{\infty} C_n \exp(i\omega_n t), \quad \omega_n = \frac{2\pi}{T} \tag{3.55}
\]

where the \(C_n\)'s are again the Fourier coefficients, and the \(a_n\)'s and the \(C_n\)'s are related via:

\[
C_n = E[|a_n|^2]
\]

Now, if we use the Fourier transform on \(R_X(t)\), we get:

\[
S_X(\omega) = 2\pi \sum_{n=-\infty}^{\infty} C_n \delta(\omega - n\omega_0) \tag{3.56}
\]
3.7.1 Application of Sampling Theorem to Autocorrelation Functions

Let us assume that the autocorrelation function \( R_x(\tau) \) has a band-limited spectrum \( S_x(\omega) \). Application of Eq. (3.45) would give rise to:

\[
R_x(\tau) = \sum_{n=-\infty}^{\infty} R_x(nT) \frac{\sin(\omega \tau - n\pi)}{(\omega T - n\pi)}
\]  

(3.57)

It would be easy to verify that if \( X(t) \) is a band-limited stochastic process, then

\[
X(t) = \sum_{n=-\infty}^{\infty} X(nT) \frac{\sin(\omega t - n\pi)}{(\omega T - n\pi)}
\]  

(3.58)

The following proof is from reference [1]. To prove Eq. (3.58), we show:

\[
E \left[ \left( X(t) - \sum_{n=-\infty}^{\infty} X(nT) \frac{\sin(\omega c t - n\pi)}{(\omega c T - n\pi)} \right) X(mT) \right] = R(t - mT) - \sum_{n=-\infty}^{\infty} R(nT - mT) \frac{\sin(\omega c t - n\pi)}{(\omega c T - n\pi)}
\]  

(3.59)

where it is left to the reader to verify that:

\[
R(t - mT) = \sum_{n=-\infty}^{\infty} R(nT - mT) \frac{\sin(\omega c t - n\pi)}{(\omega c T - n\pi)}
\]

which is shown by substituting \( t - mT \) for \( \tau \) in Eq. (3.57).

Now, utilizing the identity

\[
R(t) = \sum_{n=-\infty}^{\infty} R(nT - mT) \frac{\sin(\omega c (t + mT) - n\pi)}{(\omega c (t + mT) - n\pi)}
\]
(where this identity is proven by changing $t - mT$ to $t$ in the preceding equation), we now get:

$$E \left[ \left( X(t) - \sum_{n=-\infty}^{\infty} X(nT) \frac{\sin (\omega_c t - n\pi)}{(\omega_c t - n\pi)} \right) X(t) \right] = 0 \quad (3.60)$$

Thus, utilizing Eqs. (3.50) and (3.60), it is easy to show that:

$$E \left[ \left( X(t) - \sum_{n=-\infty}^{\infty} X(nT) \frac{\sin (\omega_c t - n\pi)}{(\omega_c t - n\pi)} \right)^2 \right] =$$

$$E \left[ \left( X(t) - \sum_{n=-\infty}^{\infty} X(nT) \frac{\sin (\omega_c t - n\pi)}{(\omega_c t - n\pi)} \right) X(t) \right] -$$

$$E \left[ \left( X(t) - \sum_{n=-\infty}^{\infty} X(nT) \frac{\sin (\omega_c t - n\pi)}{(\omega_c t - n\pi)} \right) X(t) \right] = 0 - 0 = 0$$

### 3.8 SUMMARY OF SOME USEFUL RESULTS

In what follows, we shall summarize some significant properties concerning complex stationary (wide-sense) processes $X(t)$, $Y(t)$, and $Z(t)$.

1. $R_X(0) = E[|X(t)|^2]$.
2. $R_X^*(\tau) = R_X(\tau)$.
   
   If $X$ is a real process, then
   $$R_X(\tau) = R_X(-\tau)$$

3. If $Z(t) = X(t) + Y(t)$, then
   $$R_Z(\tau) = R_X(\tau) + R_Y(\tau) + R_{XY}(\tau) + R_{YZ}(\tau)$$
   
   where $R_{XY}(\tau) = R_{YX}(\tau)$

4. $E[|X(t + \tau) - X(t)|^2] = 2 \Re \{ R(0) - R(\tau) \}$
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(5) Assume $R_X(r)$ is not periodic, then

$$\lim_{|r| \to \infty} R_X(r) = |m|^2$$

where $m = E[X]$ and if $X(t)$ and $X(t + r)$ are uncorrelated as $|r| \to \infty$. Thus, if $E[X(t)] = 0$, then

$$\lim_{|r| \to \infty} R_X(r) = 0$$

(6) $R_X(0) \geq |R_X(r)|$, for all $r$.

(7) $R(\cdot)$ is an autocorrelation function iff it is nonnegative definite.

(8) $R(\cdot)$ is an autocorrelation function iff its Fourier transform $S(\omega) \geq 0$, for all $\omega$.

(9) If $X(t)$ is the input of a time-invariant system with the transfer function $H(\omega)$, then the power spectrum of the output $Y(t)$ is given by:

$$S_Y(\omega) = |H(\omega)|^2 S_X(\omega)$$

### 3.9 IDEAL LOW-PASS SIGNALS

We shall define $X(t)$ to be an ideal low-pass process if $S_X(\omega)$ is given by:

$$S_X(\omega) = \begin{cases} K_0, & \text{for } |\omega| < \omega_c \\
0, & \text{otherwise} \end{cases}$$

Invoking the inverse Fourier transform, one obtains:

$$R_X(r) = \mathcal{F}^{-1} S_X(\omega) = \frac{1}{2\pi} \int_{-\omega_c}^{\omega_c} S_X(\omega) \exp(j\omega r) d\omega = K_0 \frac{\sin \omega_c r}{\omega_c r}$$
Now let us show $R_x(r)$ as $r \to 0$ (we shall denote $R_x(r)$, $r \to 0$, as $R_x(0)$).

Using L'Hospital's rule on the above equation, we get:

$$\lim_{r \to 0} R_x(r) = \lim_{r \to 0} K_0 \frac{\sin \omega_c r}{\omega_c r} = 0 = K_0 \lim_{r \to 0} \frac{d}{dr} \left( \frac{\sin \omega_c r}{\omega_c r} \right) = K_0$$

Hence, we can write:

$$R(r) = R(0) - \frac{\sin \omega_c r}{\omega_c r}$$ \hspace{1cm} (3.61)

From the above equation it is easy to verify that $R(nT) = 0$ for all $n \neq 0$. We can also show that $X(nT)$ processes are mutually orthogonal. This is true since

$$E[X(nT) X(mT)] = R_x[(n-m)T] = 0, \text{ for all } n \neq m$$

Now we shall summarize a significant result via the following theorem:

**Theorem 4**

A band-limited process $X(t)$ is low pass iff $X(nT)$ are mutually orthogonal.

**Proof**

We have shown that if $X(\cdot)$ is low-pass (characterized by Eq. 3.61), then $X(nT)$ are mutually orthogonal. If the processes $X(nT)$ are mutually orthogonal, all we need to show is Eq. (3.61). Now $R_x(nT)$ by definition is given by:

$$R_x(nT) = E[X(nT) X(0)] = 0, \text{ for all } n \neq 0$$

because of orthogonality. Invoking the sampling theorem (see Eq. 3.57), we get:

$$R(r) = \sum_{n=-\infty}^{\infty} R(nT) \frac{\sin (\omega_c r - n\pi)}{(\omega_c r - n\pi)}$$

$$= \ldots + 0 + 0 + \ldots R(0) \frac{\sin \omega_c r}{\omega_c r} + 0 + \ldots = R(0) \frac{\sin \omega_c r}{\omega_c r}$$
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3.10 REPRESENTATION OF BAND-PASS PROCESSES

A signal $X(t)$ whose power spectrum is defined only over a band

$$\omega_0 - \omega_c < |\omega| < \omega_0 + \omega_c$$

and is zero outside the band (see sketch) is called a band-pass process. Note that the power spectrum $S_X(\omega)$ is defined only for stationary processes. We observe that the band-pass corresponding to the stationary process $X(t)$ is $2\omega_c$ and is centered at $\omega = \omega_0$.

In what follows we shall show that a band-pass process consists of two components, given by:

$$X(t) = X_1(t) \cos \omega t + X_2(t) \sin \omega t$$

where $X_1(t)$ and $X_2(t)$ are stationary (wide sense), and $S_{X_1}(\omega) = S_{X_2}(\omega)$. In addition, these power spectrums are shown to be related to $S_X(\omega)$ by the equation:

$$S_{X_1}(\omega) = S_{X_2}(\omega) = \begin{cases} 
S_X(\omega + \omega_0) + S_X(\omega - \omega_0), & \text{for } |\omega| < \omega_c \\
0, & \text{for } |\omega| > \omega_c 
\end{cases}$$

(3.63)
We can also show that $S_{X_1X_2}(\omega)$ and $S_{X_2X_1}(\omega)$ are related by:

$$S_{X_1X_2}(\omega) = -S_{X_2X_1}(\omega) = \begin{cases} [S_{X}(\omega - \omega_0) - S_{X}(\omega + \omega_0)], & \text{for } |\omega| < \omega_c \\ 0, & \text{for } |\omega| > \omega_c \end{cases}$$

(3.64)

Note that $S_{X_1X_2}(\omega)$ is not necessarily nonnegative because $R_{X_1X_2}(\tau)$ is not necessarily nonnegative definite. Furthermore, as a consequence of Eq. (3.51) it can be shown that:

$$EI X(t)^2 = EI X_1(t)^2 = EI X_2(t)^2$$

(3.65)

Summarizing the above via a theorem is now appropriate.

**Theorem 5**

$X(t)$ is a band-pass process (implies $X(t)$ is stationary) with the corresponding $S_X(\omega)$ given above (also see accompanying sketch) iff $X(t)$ can be described in Eq. (3.62) and Eqs. (3.63) and (3.64) are satisfied.

**Proof**

Let $Z(t)$ be a random variable such that $S_Z(\omega) = 4 S_X(\omega)$ and be zero for $\omega < 0$, i.e.,

$$S_Z(\omega) = 4 S_X(\omega) \cdot 1(\omega)$$

(3.66)

where $1(\cdot)$ denotes the unit step. From Eq. (3.66), we can model $Z(t)$ as the output of a linear system, with the input $X(t)$ and the transfer function $H_1(\omega)$ given by:

$$H_1(\omega) = 2 \cdot 1(\omega)$$

(3.67)

It is easy to observe that:

$$2 \cdot 1(\omega) = 1 + \text{sgn } \omega$$
Thus, \( Z(t) \) can be modeled by an alternate approach, i.e., where \( f(r) \) is defined by using \( X(t) \) as the input of a linear system with a corresponding transfer function \( H(\omega) \) given by:

\[
H(\omega) = -j \operatorname{sgn} \omega, \quad \text{i.e., } h(t) = \frac{1}{\pi t} \tag{3.69}
\]

Hence,

\[
\tilde{X}(t) = \int_{-\infty}^{\infty} h(t - \tau) X(\tau) \, d\tau = \frac{1}{\pi} \int_{-\infty}^{\infty} X(\tau) \, d\tau = \frac{1}{\pi t} \star X(t) \tag{3.70}
\]

We define \( \tilde{X}(t) \) given by Eq. (3.70) as the Hilbert transform of \( X(t) \). The process \( Z(t) \) is called the analytic signal associated with \( X(t) \). It is useful to observe that if \( X(t) \) is the input with the transfer function \( H(\omega) = -j \operatorname{sgn} \omega \), then the output is \( \tilde{X}(t) \) because:

\[
(H(\omega))^2 = (-j \operatorname{sgn} \omega)^2 = -1 \tag{3.71}
\]

From Eq. (3.71), we can verify \( |H(\omega)|^2 = 1 \) and

\[
S_{\tilde{X}}(\omega) = S_X(\omega) \quad \text{and} \quad R_{\tilde{X}}(\tau) = R_X(\tau) \tag{3.72}
\]
Let $\tilde{X}$ denote the output of a system with the input $\tilde{X}(t)$ and the transfer function $H(\omega) = -j \text{ sgn } \omega$; then it is easy to verify that:

$$\tilde{X}(t) = -X(t) \quad (3.73)$$

Hence, for the processes $X(t), \tilde{X}(t),$ and $\tilde{\tilde{X}}(t)$, their behavior can be summarized as:

Now, utilizing the facts that:

$$S_{X\tilde{X}}(\omega) = S_{XX}(\omega) H^*(\omega) = j \text{ sgn } \omega S_X(\omega) \quad (3.74)$$

and

$$S_{\tilde{X}X}(\omega) = S_{XX} H(\omega) = -j \text{ sgn } \omega S_X(\omega) \quad (3.75)$$

then

$$S_{X\tilde{X}}(\omega) = -S_{\tilde{X}X}(\omega) \quad (3.76)$$

and

$$R_{X\tilde{X}}(\tau) = -R_{\tilde{X}X}(\tau) \quad (3.77)$$

Now we shall consider the process $Z(t) \exp(-j\omega_0 t)$, and let

$$Z(t) \exp(-j\omega_0 t) = X_1(t) - j X_2(t) \quad (3.78)$$

That is,

$$X_1(t) = \text{Re} [Z(t) \exp(-j\omega_0 t)] = X(t) \cos \omega_0 t + \tilde{X}(t) \sin \omega_0 t \quad (3.79)$$
\[ X(t) = X_1(t) \cos \omega_0 t + X_2(t) \sin \omega_0 t \quad (3.81) \]

\[ \ddot{X}(t) = X_1(t) \sin \omega_0 t - X_2 \cos \omega_0 t \quad (3.82) \]

From Eqs. (3.79) and (3.80), we obtain:

\[
\begin{align*}
E[X,(t + \tau) X_1(t)] &= \frac{1}{2} [\{R_{X}(t) + R_{X}(\tau)\} \cos \omega_0 \tau \\
&\quad + \{R_{X}(\tau) - R_{X}(\tau)\} \sin \omega_0 \tau \\
&\quad + \{R_{X}(\tau) \cdot R_{X}(\tau)\} \cos \omega_0 (2t + \tau) \\
&\quad + \{R_{X}(\tau) \cdot R_{X}(\tau)\} \sin \omega_0 (2t + \tau)]
\end{align*}
\]

Now if we use Eqs. (3.72) and (3.77) in the above, we obtain:

\[ R_{X_1}(\tau) = R_{X_1} \cos \omega_0 \tau + R_{X_1}(\tau) \quad (3.83) \]

which is stationary, and, similarly,

\[ R_{X_2}(\tau) = R_{X_2} \cos \omega_0 \tau + R_{X_2}(\tau) \sin \omega_0 \tau \quad (3.84) \]

which implies:

\[ R_{X_1}(\tau) = R_{X_2}(\tau) \quad (3.85) \]
Now, $S_{X_1}(\omega)$ can be obtained from (3.83) by:

$$S_{X_1}(\omega) = \frac{1}{2} [S_X(\omega + \omega_0) + S_X(\omega - \omega_0)] + \frac{1}{2} [S_X(\omega + \omega_0) \text{sgn}(\omega + \omega_0) - S_X(\omega - \omega_0) \text{sgn}(\omega - \omega_0)]$$

(3.86)

Let $S_q(\omega)$ denote $S_X(\omega)$ where we translate $S_X(\omega)$ from its center at $\omega_0$ to the zero frequency. It can be verified that:

$$S_X(\omega + \omega_0) = S_q(\omega) + S_q(\omega - 2\omega_0)$$

(3.87)

$$S_X(\omega - \omega_0) = S_q(\omega - \omega_0) + S_q(\omega - 2\omega_0)$$

(3.88)

Substituting (3.87) and (3.88) into (3.86) yields:

$$S_{X_1}(\omega) = S_q(\omega) + S_q(-\omega)$$

(3.89)

And, further, it can be shown that:

$$S_{X_1}(\omega) = S_q(\omega) + S_q(-\omega) = \begin{cases} S_X(\omega + \omega_0) + S_X(\omega - \omega_0), & 1\omega_1 < W \\ 0, & 1\omega_1 > W \end{cases}$$

(3.90)

Where $W$ is width of the band-pass.

From Eq. (3.85), we also have:

$$S_{X_1}(\omega) = S_{X_2}(\omega)$$
Hence, we have shown (see Eq. 3.90) that $X_1(t)$ and $X_2(t)$ are low-pass processes.

To find $R_{X_1X_2}(r)$, which is equal to $-R_{X_2X_1}(r)$, we use Eqs. (3.79) and (3.80) to obtain:

$$R_{X_1X_2}(r) = -R_{X_2X_1}(r) = R_X(r) \sin \omega_0 r - R_{XX}(r) \cos \omega_0 r$$

and

$$S_{X_1X_2}(\omega) = -S_{X_2X_1}(\omega) = j[S_q(\omega) - S_q(\omega)]$$

$$= \begin{cases} \frac{j[S_q(\omega - \omega_0) - S_q(\omega + \omega_0)]}{2}, & |\omega| < W \\ 0, & |\omega| > W \end{cases}$$

(3.91)

It is easy to verify that:

$$E(|X_1(t)|^2) = E(|X_2(t)|^2)$$

because $S_{X_1}(\omega) = S_{X_2}(\omega)$. Similarly, it is easy to verify that:

$$E(|X(t)|^2) = E(|X_1(t)|^2) = E(|X_2(t)|^2)$$

The representation given by (3.81) and (3.82) of $X(t)$ and $\tilde{X}(t)$ is known as the quadrature component representations.
EXERCISES

3.1 In an RC circuit, where $R = 1 \, \Omega$ and $C = 1 \, F$, let the input voltage source be a random process $X(t)$ such that $S_X(\omega) = K_\omega$ and the output be the voltage across the capacitor denoted by $Y(t)$. Then:

(a) Show the transfer function $H(j\omega)$ is given by:

$$H(j\omega) = \frac{1}{1 + j\omega}$$

(b) Obtain $S_Y(\omega)$

(c) If $R_X(t) = m_X^2$, find the mean and the variance of $Y(t)$.

(d) Obtain the variance of $Y(t)$ and comment on your result as $|t| \to \infty$.

3.2 Let $Y(t)$ be a process given by:

$$Y(t) = X(t + 1) - X(t - 1)$$

where $X(t)$ is a zero mean stationary random variable. Show that:

$$S_Y(\omega) = 4 S_X(\omega)^2 \sin^2 \omega$$

3.3 Determine the correlation function of the white noise $S(\omega)$ given by:

$$S(\omega) = \begin{cases} s, & \omega_1 < |\omega| < \omega_2 \\ 0, & \text{otherwise} \end{cases}$$
3.4 Repeat the previous problem for:

\[ S(\omega) = \begin{cases} \mathcal{N}, & |\omega| < \omega_c \\ 0, & \text{otherwise} \end{cases} \]

3.5 Determine the correlation function of the process \( X(t) \) with its power spectrum given by:

\[ S(\omega) = \frac{1}{(4 + \omega^2)^2} \]

3.6 In Problem 2.9, obtain \( S_X(\omega) \) and \( S_Y(\omega) \).

3.7 The input \( X(t) \) to a linear time-invariant system has the correlation function \( R_X(\tau) = \delta(\tau) \). Assume the output is \( Y(t) \). Then find \( R_Y(\tau) \) and \( R_{X,Y}(\tau) \) as well as their corresponding power spectra, given:

(a) \( h(t) = 1 \), given \( 0 < t < T \) and zero otherwise.

(b) \( h(t) = t \exp(-2t) \), \( t > 0 \).
CHAPTER 4
ESTIMATION THEORY

4.1 INTRODUCTION

Heuristically speaking, stochastic estimation is the operation of assigning a value to an unknown parameter based on contaminated (noisy) observations or measurements involving some function of the parameter. The noise contaminating the uncontaminated signal is assumed to have known statistical properties. The assigned value is called an estimate and the system or functions yielding the estimate is called the estimator. In many applications it is meaningful to assign a cost to an estimate representing a quantitative measure of how “good” an estimate is. This cost function should be a function of estimation errors, i.e., the difference between the true value and the estimated value. An optimal estimate is a function of received observations (measurements) which is chosen to minimize the expected value of the cost function. An estimator yielding such an optimal estimate is called a Bayes estimator. A basic feature of the Bayes estimator is that it requires a knowledge of an a priori probability density function.

The present-day theories of estimation in the time domain, with few exceptions, owe their creation to Wiener and Kolmogrov. They basically considered the problem of “optimal” separation of a signal $s(t)$ which was contaminated by additive noise $n(t)$. We denote the contaminated signal $Y(t)$ and call it observation, i.e.,

$$Y(t) = s(t) + n(t)$$

We shall use the same notation for the signal whether it is a process or ensemble throughout this chapter.
Wiener studied the continuous-time problems and assumed that \( s(t) \) and \( n(t) \) were typical numbers drawn from ensembles of those functions which were wide-sense stationary with known first two moments. In addition, he assumed the availability of a semi-infinite observation and solved the problem of linear least square estimation, reducing it to the problem of solving a very difficult integral equation, the so-called "Wiener Hopf equation." That is, the optimal solution by Wiener's method would terminate with an integral equation whose solution would be needed to optimally separate \( s(t) \) from the noise.

Even if one is willing to accept physically that the signal and noise be stationary and the observation be given over a semi-infinite interval, there remains a major problem: computation of optimal solutions which utilizes the "Wiener-Hopf integral equation," where its solution with the exception of some academic problems is extremely complicated and computationally infeasible. The statistical assumptions are also very stringent, which further limits the applicability to many practical problems such as those in orbital mechanics, space tracking, and countless others.

Kalman and Bucy revived estimation theory. They provided an alternative method to that of Wiener by assuming the availability of the observation over a finite interval and not limiting themselves to stationary processes. Kalman and Bucy considered the special class of processes which could be generated by a white noise forcing function serving as the input to a finite dimensional dynamic system (explained in the following sections). They assumed complete knowledge about the model in order to avoid certain very difficult problems.

The primary interest in Kalman's estimation technique is in practical applications. We shall first discuss some basic results of mean-square estimation (quadratic mean) via the classical approach as well as some basic results of mean square estimation via Kalman-Bucy filtering. The latter involves the solution of the so-called "state estimation problems" associated with finite-dimensional linear dynamic systems operating in a stochastic environment. A discussion of characterization of linear systems via the state variable approach will be carried out later in the chapter.

4.2 SYSTEMS AND MODELING

Physical systems are normally characterized by models consisting of idealized elements which can be defined mathematically. Choosing an appropriate model which characterizes all the features of the physical system is very important and generally very difficult. For example, if an unnecessarily complicated model is used, it may be impossible to analyze the model. On the other hand, if an extremely simple model is utilized, the results obtained by it may not be a realistic approximation to the physical phenomenon. Generally
speaking, a model of the physical system may be mathematically expressed via integro-differential equations. Although in real life very few systems are linear, they can often be adequately approximated by linear models over an operating range of interest. The treatment of a nonlinear system is extremely difficult; therefore, it is often necessary to assume that the system under study is a linear system. The general steps involved in the study of a physical system may be described by Figure 4-1.

![Figure 4-1. Characterization of a Physical System.](image)

A convenient method of characterizing a linear system is by its input-output relationship. In general, a system may have many inputs and many outputs.

The electric circuit given by Figure 4-2 can be considered as a system with a single input and a single output, where \( e(t) \) is the input and \( v_o(t) \) is the output.

![Figure 4-2. RC Electric Circuit](image)

In a linear system, the variables \( u(t) \) and \( i(t) \) can be related by

\[
y(t) = \int_{t_0}^{t} h(i, \lambda) u(\lambda) d\lambda, \quad u(t_0) = 0
\]

if the system is causal and is at rest at \( t_0 \), where \( h(t, \lambda) \) is called the system's impulse response. If the system is characterized by a constant coefficient differential equation, then it can be shown that \( h(t, \lambda) = h(t - \lambda) \).
4.2.1 State Variable Characterization of a Linear System

The classical method of describing a linear system is by its impulse response and, if the system is also time-invariant, by its frequency domain transfer function. It should be emphasized that frequency domain analysis, although the most attractive, can only be utilized for time-invariant linear systems. In nonlinear and time-varying linear systems, the frequency domain analysis cannot be utilized to advantage. Even in the time-invariant case the frequency domain transfer function suffers from the major disadvantage that all the initial conditions of the system are ignored. The analysis and the synthesis of linear systems, time-varying or not, is a formidable task for multivariable systems (vector input-output), and determining the interrelated effects in a multivariable system is a complicated and exhausting process.

The modern alternative to classical methods of describing a system is by the "state variable" technique, which is a matrix method for handling multivariable systems. The technique aids conceptual thinking and provides a unifying basis for quantitative information about the system. The state of the system is defined in terms of a minimal set of variables $X_1(t), \ldots, X_n(t), \ldots, X_m(t)$, such that information about these variables at time $t = t_0$ along with the input $u(t)$ for all $t > t_0$ uniquely determines the output $Y(t)$ for $t > t_0$.

The state is the answer to the following question: "Suppose $u(t)$ for $t > t_0$ is known. What additional information is needed to completely obtain $Y(t)$ for $t > t_0$?" We shall discuss the concept of state later in the chapter and give examples of its use.

4.3 MEAN-SQUARE ESTIMATION

In this section we shall construct a mean-square performance index in order to carry out the estimation process. Throughout this section, unless specified otherwise, the norm of a random vector $X$ is defined as

$$\|X\|^2 = X'X$$

where $X$ is a column vector, and prime denotes the transpose.

Now let us specify the estimation problem. Let two random vectors $X$ and $Y$ of dimensions $n$ and $m$, respectively, be jointly distributed. Suppose $Y$ is a measurement which in general has been contaminated by noise. It is intuitively obvious that the received measurement, $Y$, should improve the information about $X$. That is, if we had an $a\ priori$ guess about $X$, knowledge of $Y$ should improve the information about $X$. To be more specific, let us ask ourselves the question, "Given the measurement $Y = y$, what is the best esti-
mate of \(X\), denoted as \(X(Y)\), corresponding to the random vector \(X\). The concept of "best" has not been defined, but the most popular criterion is the mean-square estimate. Thus we are seeking to obtain the estimate, \(X(Y)\), which is the function of measurement \(Y = y\) such that:

\[
E[\|X - \hat{X}(Y)\|^2_{y = y}] = \min E[\|X - l\|^2_{y = y}] \quad (4.1)
\]

over all random vectors \(l\).

The criterion given by (4.1) is referred to in the literature by the following names:

1. Minimum mean square estimate
2. Least square estimate

The solution of (4.1) is relatively simple and is given by:

\[
\hat{X}(y) = E[X|Y] \quad (4.2)
\]

Hence, we are assuming a cost function associated with the uncertainty of \(X\). We choose \(\hat{X}(y)\) as the best estimate that \(Y\) has the value \(y\) under condition (4.1) and claim it is given by condition (4.2).

Let us verify (4.2).

\[
E[\|X - l\|^2_{y}] = E[(X - l)'(X - l)_{y}]
\]

\[
= E[(X'X - l'X - X'l + l'l)_{y}]
\]

\[
= E[\|l - E[X|Y]\|^2] + E[\|X|Y\|^2] - \|E[X|Y]\|^2
\]

From the above equation, the only term that has \(l\) involved in it is the first term, and the right-hand side of the above equation is minimum if and only if \(E[\|l - E[X|Y]\|^2] = 0\), which implies that the best solution of \(l\), is:

\[
\hat{l} = E[X|Y] = \hat{X}(Y) \quad (4.3)
\]

It is very important to mention that, in general, \(\hat{X}(Y)\) is a random vector, since \(\hat{X}(\cdot)\) is a function of the random vector \(Y\). However, for each measure-
Let $g$ be a function of $Y$ from $\mathbb{R}^m \to \mathbb{R}^n$ and assume $f_y(y) \neq 0$. From condition (4.1) it is obvious that:

$$E[\|X - \hat{X}(Y)\|^2 | Y] \leq E[\|X - g(Y)\|^2 | Y]$$

(4.4)

because we substitute $g(Y)$ for $I$ in that equation.

Now, let us take the expected value of both sides of Eq. (4.4):

$$E(E[\|X - \hat{X}(Y)\|^2 | Y]) \leq E(E[\|X - g(Y)\|^2 | Y])$$

(4.5)

Utilizing the identities:* 

$$E(E[\|X - \hat{X}(Y)\|^2 | Y]) = E[\|X - \hat{X}(Y)\|^2]$$

and 

$$E(E[\|X - g(Y)\|^2 | Y]) = E[\|X - g(Y)\|^2]$$

we obtain:

$$E[\|X - \hat{X}(Y)\|^2] \leq E[\|X - g(Y)\|^2]$$

(4.6)

Equation (4.6) states a very significant result: the estimate $\hat{X} = E[X | Y]$ is the best solution for the unconstrained case. Thus, the result can be appropriately summarized via a theorem.

Theorem 1

For two jointly distributed random vectors $X$ and $Y$ with joint probability density functions $f_{X,Y}(x,y)$ and $f_y(y) \neq 0$, the best estimate of $E[\|X - g(Y)\|^2]$ is given by:

$$\hat{X}(Y) = E[X | Y] = g(Y)$$

(4.7)

*We are using the general result $E(E[h(X, Y) | Y]) = E[h(X, Y)]$. 
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Remark 1. If \( e = X - \hat{X} \), then \( \hat{X} = E(X|Y) \) is uncorrelated with any mapping of the random vector \( Y \). Mathematically we can write:

\[
E[(g(Y)e')] = 0
\]

where the prime denotes the transpose. The reader is advised to verify this equation.

### 4.4 LINEAR ESTIMATE

The estimate just obtained is indeed the best with respect to the mean-square cost function. However, \( X(Y) \) is a nonlinear function of \( Y \) (for the general case), and it is extremely difficult to obtain the exact relationship. Since very often \( f_{XY}(x, y) \) is not available, then \( E(X|Y) \) may not be achievable either.

Now we shall do the next best thing and introduce a constraint that \( \hat{X}(Y) \) has a linear form of \( Y \). That is,

\[
\hat{X} = AY + b
\]

where \( A \) is an \( n \times m \) matrix and \( b \) is an \( n \)-vector. With the constraint (4.8) on Eq. (4.7), we get:

\[
E[\| X - AY - b \|^2] = E[(X - AY - b)'(X - AY - b)]
\]  

(4.9)

Now we can choose \( A \) and \( b \) (parameters) such that Eq. (4.9) is minimized. Let us denote the optimal values of \( A \) and \( b \) as \( A_0 \) and \( b_0 \), thus \( \hat{X}(Y) \) shall be given by:

\[
\hat{X}(Y) = A_0Y + b_0
\]

(4.10)

Without any loss of generality, assume that \( X \) and \( Y \) have zero mean. To minimize the cost function given by Eq. (4.9), we shall calculate \( A_0 \) and \( b_0 \) in the usual manner by setting:

\[
\frac{\partial}{\partial b} E[\| X - AY - b \|^2] = \frac{\partial}{\partial b} E[(X - AY - b)'(X - AY - b)] = 0
\]
and

\[ \frac{\partial}{\partial \mathbf{b}} \mathbb{E}[\left\| \mathbf{X} - \mathbf{AY} - \mathbf{b} \right\|^2] = \frac{\partial}{\partial \mathbf{b}} \mathbb{E}[(\mathbf{X} - \mathbf{AY} - \mathbf{b})' (\mathbf{X} - \mathbf{AY} - \mathbf{b})] = 0 \]

From the first equation, we find:

\[ b_0 = 0 \]

and, from the second,

\[ A_0 = \mathbb{E}(\mathbf{X}\mathbf{Y}') \left[ \mathbb{E}(\mathbf{Y}\mathbf{Y}') \right]^{-1} = \mathbf{C}_{\mathbf{XY}}^{-1} \]

(4.11)

since \( \mathbf{X} \) and \( \mathbf{Y} \) are zero mean. Hence,

\[ \hat{\mathbf{X}}(\mathbf{Y}) = \mathbf{C}_{\mathbf{XY}} \mathbf{C}_{\mathbf{Y}}^{-1} \mathbf{Y} \]

(4.12)

Now, if \( \mathbf{X} \) and \( \mathbf{Y} \) do not have zero mean, the random variables \( \mathbf{X} - \mathbf{m}_X \) and \( \mathbf{Y} - \mathbf{m}_Y \) have zero means. Applying (4.12) yields:

\[ \hat{\mathbf{X}} = \mathbf{m}_X + \mathbf{C}_{\mathbf{XY}} \mathbf{C}_{\mathbf{Y}}^{-1} (\mathbf{Y} - \mathbf{m}_Y) \]

or, equivalently,

\[ \hat{\mathbf{X}}(\mathbf{Y}) = \mathbf{m}_X + \mathbf{C}_{\mathbf{XY}} \mathbf{C}_{\mathbf{Y}}^{-1} (\mathbf{Y} - \mathbf{m}_Y) \]

(4.13)

In the next section, we shall show that the best estimate can be derived by a different approach, the so-called "orthogonality principle." The orthogonality principle is one of the most important ideas in linear estimation theory. Let us define an important concept.

**Definition 1**

An estimate \( \hat{\mathbf{X}}(\mathbf{Y}) \) is defined to be unbiased if:

\[ \mathbb{E}[\hat{\mathbf{X}}(\mathbf{Y})] = \mathbf{X} \]

(4.14)
That is, the average (with respect to \( f_y(y) \)) of the estimate is equal to the true value. This definition is motivated by the fact that if we are receiving a perfect measurement \( Y \) (i.e., \( Y \) is not random), then \( \hat{X}(Y) \) is not a random variable, and

\[
E[\hat{X}(Y)] = \hat{X}(Y) = X
\]

That is, if there were no measurement errors, and thus no uncertainty, then the estimate is identical to the true value. Also for the unbiased estimate, we can write:

\[
E[(X - \hat{X})(X - \hat{X}')] = E[(\hat{X} - E\hat{X})(\hat{X} - E\hat{X})'] = C_\hat{X} = E(\epsilon\epsilon')
\]

(4.15)

where

\[
\epsilon = X - \hat{X}
\]

### 4.5 Orthogonality Principle

In this section we shall assume, without loss of generality, that all parameters are of zero mean, unless specified otherwise. For example, if the mean of \( X \) is non-zero, then we shall introduce a new random variable \( \overline{X} = X - m_X \) which will have zero mean (as in the previous section).

The concept of orthogonality is extremely important in the theory of linear mean-square estimation. We shall show that the orthogonality principle will serve as a necessary and sufficient condition that the linear estimate \( \hat{X} \) be the best. The orthogonality principle states that if the measurement \( Y \) is orthogonal to the error \( \epsilon = X - \hat{X} \), i.e.,

\[
E[(X - \hat{X}) Y'] = E[\epsilon Y'] = 0
\]

(4.16)

then the estimate \( \hat{X} \) is the best linear m.s.e.

Definition 2

An estimate \( \hat{X} \) is optimal if it is the best linear mean-square estimate.
4.5.1 Discussion of Vector Spaces

The only difference between those spaces that are generated by random vectors and those that are nonprobabilistic is due to the way we define the inner product (see Appendix B).

Let $\mathcal{V}$ be a vector space generated by the set of all linear combinations of the random vectors $X_1, X_2, \ldots, X_n$. Let the inner product between two vectors $X$ and $Y \in \mathcal{V}$ be defined as:

$$(X, Y) \triangleq E(X'Y)$$

(4.17)

The norm generated from this inner product is defined by $(X, X)^{1/2}$. Since the norm under the definition of the inner product is different than the norm $\| \cdot \|$ in the previous section, we shall denote it by $\| \cdot \|_{q.m.}$, where it is defined via:

$$\|X\|_{q.m.}^2 = (X, X) = E(X'X)$$

(4.18)

Assume that the $n$ vectors $X_1, \ldots, X_n$ are linearly independent, and let $M$ be a subspace in $\mathcal{V}$. Then we know that every vector $X$ in $\mathcal{V}$ can be uniquely decomposed into the sum of two vectors, $\eta_1$ belonging to $M$ and $\eta_2$ belonging to the orthogonal complement of $M$, denoted by $M^\perp$. Thus,

$$X = \eta_1 + \eta_2$$

where

$$\eta_1 \in M \quad \text{and} \quad \eta_2 \in M^\perp.$$

Recall the projection of $X$ denoted as $P$ on $M$ is given by:

$$PX = \eta_1$$

and the projection of $X$ denoted by $Q$ on $M^\perp$ is given by:

$$QX = \eta_2$$
where

\[ P + Q = I \]

and \( I \) is the identity operator. Hence,

\[ Q = I - P \quad \text{(4.19)} \]

Now we can use the concept of a vector space to obtain a significant result.

Theorem 2

Let \( X \) be a random \( \in \mathcal{V} \), and let \( Z \) be a vector \( \in \mathcal{M} \). Then

\[ \| X - Z \|_{q.m.}^2 = E[(X - Z)'(X - Z)] \]

reaches its minimum if and only if

\[ Z = PX \]

Proof

For any \( X \in \mathcal{V} \), we have

\[ X = \eta_1 + \eta_2 \]

where \( \eta_1 \in \mathcal{M}, \eta_2 \in \mathcal{M}^1 \), and \( \eta_1 = PX, \eta_2 = (I - P)X \). We shall also have:

\[ \| X - Z \|_{q.m.}^2 = E[(X - Z)'(X - Z)] \]

\[ = E\{(X - \eta_1)'(X - \eta_1)'(X - \eta_1) + (\eta_1 - Z)'(\eta_1 - Z)\} \]

\[ \text{(4.20)} \]

In the above equation \( X - \eta_1 \) is orthogonal to \( \mathcal{M} \), i.e., \( X - \eta_1 \in \mathcal{M}^1 \), while \( \eta_1 \), \( Z, \eta_1 - Z \) are all members of \( \mathcal{M} \). Utilizing these facts in Eq. (4.20) yields:
From the above equation, it is obvious that:

\[ \| X - Z \|_{q.m.}^2 = \| X - \eta_i \|_{q.m.}^2 + \| \eta_i - Z \|_{q.m.}^2. \] (4.21)

Thus, the inequality in (4.22) becomes an equality if

\[ \| \eta_i - Z \|_{q.m.}^2 = 0. \]

Thus, the inequality in (4.22) becomes an equality if and only if

\[ Z = \eta_i = PX. \]

### 4.5.2 Application of Theorem 2

Assume that we have received \( m \) measurements that are linearly independent, say, the random vectors \( Y_1, Y_2, \ldots, Y_m. \) Let \( M \) be the vector space spanned (generated) by the set of all linear combinations of \( Y_1, \ldots, Y_m. \) According to the theorem, \( \| X - Z \|_{q.m.}^2 \) is minimized if and only if

\[ Z = \eta_i = PX \]

If \( Z \in M \), then \( Z \) can be written as the linear combination of \( Y_1, Y_2, \ldots, Y_m \).

**Claim 1.** Let \( Y_1, Y_2, \ldots, Y_m \) be the measurement vectors (observations), and let \( M \) denote the vector space generated by these measurement vectors. Then vector \( \hat{X} \) is an optimal estimate of \( X \) if and only if \( \hat{X} \) is the projection of \( X \) onto \( M \).

**Claim 2.** The vector \( \hat{X} \) is an optimal estimate of \( X \) if and only if the error \( e = X - \hat{X} \) is orthogonal to the observation vectors \( Y_1, Y_2, \ldots, Y_m \), i.e.,

\[ E[(X - \hat{X}) Y_i'] = E[e Y_i'] = 0, \text{ for } i = 1, \ldots, m. \]

Claim 2 follows from Claim 1, because if \( \hat{X} \) is the projection of \( X \) onto \( M \), then \( X - \hat{X} \in M^\perp \).
Example 1

In Section 4.3, we derived the optimal estimate $\hat{X}$ as:

$$\hat{X} = C_{XY} C_{Y}^{-1} Y$$

when we had one observation vector only (see Eq. 4.12). Use the orthogonality principle to derive the same result.

Solution

$$E(e^I) = E[(X - \hat{X})' \cdot ] = 0$$

Since we know $\hat{X} = AY$, where $A$ is to be determined, then

$$E[(X - AY)' Y'] = E[XY' - AYY'] = 0$$

This is true if and only if

$$E(XY') = C_{XY} = A E(YY') = AC_Y$$

Assuming that the inverse $C_Y^{-1}$ exists, then it is trivial to see

$$A = C_{XY} C_Y^{-1}$$

as asserted.

Example 2

Let both $X$ and $Y$ be random variables such that:

$$m_n = E(Y^n) \text{ and } E(Y) = 0$$

Show the best linear m.s.e. of $X = Y^2$ is given by:

$$\hat{X} = \frac{m_3 Y}{m_2} + m_2$$
Solution

We know the mean of the value \( X \) is:

\[
m_X = \mathbb{E}(X) = \mathbb{E}(Y^2) \neq 0
\]

Thus, our estimate \( \hat{X} \) shall have the form:

\[
\hat{X} = aY + b
\]

where we should minimize

\[
E[(X - (aY + b))^2]
\]

with respect to \( a \) and \( b \) as in Section 4.3. However, this approach is relatively lengthy.

Using the orthogonality principle, the solution is much more direct. Let \( Z \) be defined such that:

\[
Z = X - \mathbb{E}(X) = Y^2 - m_2
\]

(4.23)

\( Z \) has zero mean, since \( \mathbb{E}(Z) = EX - EX = 0 \). Now we can use the orthogonality principle:

\[
E[(Z - \hat{Z}) Y] = 0
\]

(4.24)

where

\[
\hat{Z} = AY
\]

(4.25)

Hence, from (4.24) and (4.25),

\[
E[(Z - AY) Y] = 0
\]

which implies:

\[
A = \frac{\mathbb{E}(ZY)}{\mathbb{E}(Y^2)}
\]

(4.26)
Substituting $Z$ from Eq. (4.23), we get:

$$A = \frac{E(Y^2 - m_2^2) Y}{m_2^2} = \frac{m_3 - m_2^2 E(Y)}{m_2} = \frac{m_3}{m_2}$$

Hence,

$$\hat{Z} = \hat{Z}^* - m^*_2 = A Y = \frac{m_3}{m_2} Y$$

From the above, it is obvious that:

$$\hat{Z} = \frac{m_3}{m_2} Y + m^*_2$$

### 4.6 LINEAR MEAN-SQUARE ESTIMATE OF CONTINUOUS STOCHASTIC SIGNALS

As discussed in the introduction, Wiener and Kolmogorov formulated the problem of optimal separation of signal $s(t)$ from noise $n(t)$, where the continuous measurement $Y(t)$ is given by:

$$Y(t) = s(t) + n(t)$$

where both $s(t)$ and $n(t)$ are assumed to be wide-sense stationary processes.

We shall use the same notation for the ensemble and the process. The purpose of the Wiener-Kolmogorov (W-K) theory is to extract the signal from the noise, that is, to derive an optimal estimate of $s(t)$ denoted by $\hat{s}(t)$, where the performance index is as before the mean square.

Let us consider a more general case that $s(t)$, namely, $s(t + \alpha)$. Let $\hat{s}(t + \alpha)$ be the corresponding optimal estimate and let the error $e(t + \alpha)$ be defined as:

$$e(t + \alpha) = s(t + \alpha) - \hat{s}(t + \alpha)$$

There are three important cases:

(a) If $\alpha > 0$, then $\hat{s}(t + \alpha)$ is called the (optimal) prediction of $s(t + \alpha)$. 121
(b) If $\alpha = 0$, then $\tilde{f}(t)$ is called the (optimal) filter for $s(t)$.

(c) If $\alpha < 0$, then $\tilde{f}(t + \alpha)$ is called (optimal) smoothing of $s(t + \alpha)$.

4.7 THE WIENER-KOLMOGOROV THEORY

The Wiener-Kolmogorov (W-K) theory utilizes the best linear mean-square-estimate criteria applied to stochastic signals in a manner to be specified. The W-K theory emphasizes the time-domain analysis. The smoothing-and-prediction problem was first treated by Wiener and almost simultaneously by Kolmogorov. To make Wiener filtering feasible, some assumptions concerning the signal $s(t)$, the noise $n(t)$, and the measurement

$$Y(t) = s(t) + n(t)$$

are made. We shall confine ourselves to one-dimensional signals throughout this section for the sake of simplicity.

Assume that $s(t)$ and $n(t)$ are wide-sense stationary processes of zero mean, such that $s(t)$ and $n(t)$ are uncorrelated, i.e.,

$$E[s(t)n(t)] = 0$$

Now let us assume the measurement $Y(t)$ is the input of a linear time-invariant system, characterized via the impulse function $h(t)$ (see sketch).

The output signal $Y_o(t)$ can be written as:

$$Y_o(t) = \int_{-\infty}^{t} h(\tau) Y(t - \tau) \, d\tau$$

Note that $Y_o(t)$ is a linear function of $Y(t)$.

Now the objective is to select the appropriate impulse function denoted by $\tilde{h}(t)$ such that we minimize the mean square of:

$$E[e_o^2(t)] = E\left\{ (Y_o(t) - s(t + \alpha))^2 \right\}$$
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where

\[ e_\alpha(t) = Y_\alpha(t) - z(t + \alpha) \]  \hspace{1cm} (4.30)

and \( \alpha \) is a fixed constant.

The impulse response \( \hat{h}(t) \) that minimizes the performance index given by (4.29) gives rise to an optimal solution. The filter with impulse response \( \hat{h}(\cdot) \) is called the optimal filter.

\[ E[x_\alpha^2(t)] \] can be obtained in terms of covariances \( z(t) \) and \( n(t) \), since

\[ E[x_\alpha^2(t)] = E\left[\left(Y_\alpha(t) - z(t + \alpha)\right)^2\right] \]

\[ = E[Y_\alpha^2(t)] + E[z^2(t + \alpha)] - 2E[Y_\alpha(t)z(t + \alpha)] \]  \hspace{1cm} (4.31)

The first term of the above can be written as:

\[ E[Y_\alpha^2(t)] = E \left\{ \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} h(r) h(o) Y(t - r) Y(t - o) \, dr \, do \right\} \]  \hspace{1cm} (4.32)

Assume that the expected value can operate inside the integrand. Then, utilizing the property of the stationarity, we can verify:

\[ E[Y(t - r) Y(t - o)] = E[Y(r) Y(o)] = R_Y(r - o) \]

\[ = E \{ [n(r) + n(o)] [n(o) + n(o)] \} \]

\[ = R_n(r - o) + R_n(o - o) \]  \hspace{1cm} (4.33)

Hence,

\[ E[Y_\alpha^2(t)] = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} h(r) h(o) \left[ R_n(r - o) + R_n(o - o) \right] \, dr \, do \]

\[ = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} h(r) h(o) \left[ R_n(r - o) + R_n(o - o) \right] \, dr \, do \]  \hspace{1cm} (4.34)
Similarly, we can verify:

\[ E[Y_n(t) s(t + \alpha)] = \int_{-\infty}^{\infty} h(r) R_x(r + \alpha) \, dr \]  

(4.35)

and remembering that \( R_x(0) = E[s^2(t + \alpha)] \) and substituting this and (4.34) and (4.35) into (4.31) yields:

\[ E[e_n^2(t)] = R_x(0) - 2 \int_{-\infty}^{\infty} h(r) R_x(r + \alpha) \, dr \]

\[ + \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} h(\alpha) R_y(r - \alpha) + R_n(r - \alpha) \, dr \, d\alpha \]

(4.36)

The above equation demonstrates that the optimal solution depends on the autocorrelation (covariance) functions only. It should be emphasized that this is an extremely important result, because the optimal filter \( h(t) \) is obtained from the knowledge of \( R_x(\cdot) \) and \( R_n(\cdot) \) and not directly from \( s(t) \) and \( n(t) \). Hence, there are infinitely many signals that give rise to the optimum solution, all having the same autocorrelation (covariance) function. Wiener minimized \( E[e_n^2(t)] \) given by Eq. (4.36) via the calculus of variations; we shall use the orthogonality principle given by Theorem 1. We can now state the solution for the optimal filter by the following theorem.

Theorem 3 (Wiener-Hopf)

\( E[e_n^2(t)] \) given by Eq. (4.29) is minimized if and only if \( \hat{h}(t) \) can be obtained from the solution of the equation:

\[ R_x(r + \alpha) = R_{xy}(r + \alpha) = \int_{-\infty}^{\infty} \hat{h}(\alpha) R_y(r - \alpha) \, d\alpha \]

\[ = \int_{-\infty}^{\infty} \hat{h}(\alpha) [R_x(r - \alpha) + R_n(r - \alpha)] \, d\alpha \]

(4.37)
Thus, the optimal solution $\hat{z}(t)$ is given via:

$$
\hat{z}(t) = \int_{-\infty}^{\infty} Y(\lambda) \hat{h}(t - \lambda) \, d\lambda = \int_{-\infty}^{\infty} \hat{h}(\lambda) Y(t - \lambda) \, d\lambda \quad (4.38)
$$

Equation (4.37) is known as the Wiener-Hopf equation.

**Proof**

We have proven the orthogonality principle for the discrete case. In what follows we shall show that the solution of Eq. (4.37) is equivalent to the solution of:

$$
E[e_\theta(t) Y(\theta)] = E[(s(t + \theta) - \hat{z}(t)) Y(\theta)] = 0, \text{ for all } \theta < t \quad (4.39)
$$

where $\hat{z}(t)$ is given by Eq. (4.38), $\theta = t - \tau$ with $-\infty < \tau < \infty$. Let us use the notation $\hat{z}(t \mid t)$ as the optimal estimate to Eq. (4.29), given the observation $Y(t)$ over $(-\infty, t]$, where $t = t + \alpha$.

To prove (4.39), let $\mathcal{Y}$ be the space generated by the random variable $\{s(t_1)\}$. Let $Q \subset \mathcal{Y}$ be a space generated from $\{Y(t)\}$ given by elements:

$$
q(t_1) = \int_{-\infty}^{\infty} h(t_1 - \tau) Y(\tau) \, d\tau
$$

where $h(\cdot)$ is a continuously differentiable function. Utilizing Theorem 1, the norm (mean square)

$$
\|s - q\|_{q.m.}
$$

is minimized if $\hat{z} = Ps \in Q$ and from Claim 2:

$$
E[(\hat{z}(t_1 \mid t) - s(t_1)) q(t_1)] = 0
$$

which yields:

$$
E[e(t_1 \mid t) q(t_1)] = \int_{-\infty}^{\infty} R_s Y(t_1 - \tau) h(t_1 - \tau) \, d\tau = 0
$$

which proves the orthogonality condition.
4.7.1 Discussion

The Wiener-Hopf equation (4.37) will provide the solution for $\hat{h}(t)$. However, obtaining $\hat{h}(t)$ from the integral equation is extremely difficult. Assuming the observation $Y(t)$ is available over the interval $(-\infty, t)$, we can utilize the frequency domain approach to solve for $\hat{h}(t)$ by obtaining $\hat{H}(\omega)$.

It turns out that $\hat{h}(t)$ does not correspond to a causal system (realizable), since, in general, $\hat{h}(t)$ is non-zero for $t < 0$. The condition of realizability is given by the Paley-Wiener condition (a sufficiency condition) which states that a system with the transfer function $H(\omega) = \mathcal{F}h(t)$ is realizable only if

$$\int_{-\infty}^{\infty} \frac{\log|H(\omega)|}{1 + \omega^2} d\omega < \infty \quad (4.40)$$

The linear system described above will, in general, violate condition (4.40).

If we drop the condition of realizability for the moment, we obtain (to be proven) $\hat{H}(\omega)$ as:

$$\hat{H}(\omega) = \frac{S_{xy}(\omega) \exp(j\omega\alpha)}{S_y(\omega)} = \frac{S_x(\omega) \exp(j\omega\alpha)}{S_y(\omega)} \quad (4.41)$$

Hence, $\hat{h}(t)$ can be obtained as the inverse Fourier transform of $\hat{H}(\omega)$. Thus,

$$\hat{h}(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} S_x(\omega) \exp[j \omega(t + \alpha)] \frac{1}{S_y(\omega)} d\omega \quad (4.42)$$

Let $C$ denote $E[e_0^2(t)]$ and $C^0$ its minimum over all $h(t)$. We shall also prove that:

$$C^0 = \frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{S_x(\omega) S_n(\omega)}{S_y(\omega)} d\omega \quad (4.43)$$

**Remark 2.** If $s(t)$ and $n(t)$ are uncorrelated, then

$$R_{yz}(\tau) = R_y(\tau) \leftrightarrow S_{yz}(\omega) = S_y(\omega) \quad (4.44)$$
Remark 3. Utilizing the orthogonality principle (see Eq. 4.39), we can verify that:

\[ C^0 = E\left\{ [y(t) - \hat{\mu}(t)]^2 \right\} = E[y^2(t)] - E[\hat{\mu}^2(t)] \]

\[ = E\left\{ [y(t) - \hat{\mu}(t)] s(t) \right\} \]

Thus,

\[ C^0 = R_s(0) - \int_{-\infty}^{\infty} R_{xy}(\tau) h(\tau) \, d\tau \]  \hspace{1cm} (4.45)

Theorem 4

The optimal transfer function \( \hat{H}(\omega) \) corresponding to the impulse response is given by Eq. (4.41) and \( C^0 \) given by Eq. (4.45) is the minimum (optimal) performance index.

Proof

From the Wiener-Hopf equation, we have:

\[ R_{xy}(\tau + \alpha) = R_s(\tau + \alpha) = \int_{-\infty}^{\infty} \hat{h}(\sigma) R_y(\tau - \sigma) \, d\sigma \]

Now let us take the Fourier transform of the above:

\[ \exp(j\omega \alpha) S_{xy}(\omega) = \int_{-\infty}^{\infty} \hat{h}(\sigma) R_y(\tau - \sigma) \exp(-j\omega \tau) \, d\tau \]

\[ = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \hat{h}(\sigma) R_y(\tau - \sigma) \exp(-j\omega \tau) \, d\sigma \, d\tau \]

\[ = \int_{-\infty}^{\infty} \hat{h}(\theta) \exp(-j\omega \theta) \, d\theta \int_{-\infty}^{\infty} R_y(\lambda) \exp(-j\omega \lambda) \, d\lambda \]

\[ \hat{H}(\omega) \]
Thus,

$$\hat{C}(j\omega) = \frac{S_x(y)(\omega) \exp(j\omega)}{S_y(\omega)} = \frac{S_s(\omega) \exp(j\omega)}{S_y(\omega)}$$

as asserted.

To prove Eq. (4.43), let us calculate $C = E[e^{2j\tau}r]$ via the frequency domain. From Eq. (4.36), we know:

$$C = R_s(0) - 2 \int h(r) R_s(r + a) \, dr$$

$$+ \int \int h(r) h(a) R_s(r - a) \, dr \, da$$

Thus, $C$ can be rewritten as:

$$C = \frac{1}{2\pi} \int S_s(\omega) \, d\omega - \frac{2}{2\pi} \int h(r) \int S_s(\omega) \exp(j\omega(\tau + a)) \, d\omega \, dr$$

$$+ \frac{1}{2\pi} \int \int h(r) h(a) \int S_s(\omega) \exp(-j\omega(a - \tau)) \, d\omega \, da \, dr$$

$$= \frac{1}{2\pi} \int S_s(\omega) \, d\omega - \frac{2}{2\pi} \int h(r) \exp(j\omega\tau) \, dr \int S_s(\omega) \exp(j\omega a) \, d\omega$$

$$+ \frac{1}{2\pi} \int h(r) \exp(j\omega\tau) \, dr \int h(a) \exp(-j\omega a) \, da \int S_y(\omega) \, d\omega$$

$$= \frac{1}{2\pi} \int \left\{ S_s(\omega) \left[ 1 - 2H^*(j\omega) \exp(j\omega) \right] + |H(j\omega)|^2 S_y(\omega) \right\} \, d\omega$$
Now if we substitute $\hat{H}(j\omega)$ from Eq. (4.41) into the above equation, we obtain:

$$C^0 = \frac{1}{2\pi} \int \left[ S_x(\omega) \left| \frac{\exp(j\omega) - S_s(\omega)}{S_y(\omega)} \right|^2 + \frac{S_x^2(\omega) S_n(\omega)}{S_y(\omega)^2} \right] d\omega$$

$$= \frac{1}{2\pi} \int \frac{S_x(\omega) S_n(\omega)}{S_y(\omega)} d\omega$$

The proof is now complete.

Example 3

Assume that the signal $s(t)$ and the noise $n(t)$ are uncorrelated and that they are both of zero mean. Let

$$S_s(\omega) = \frac{1}{1 + \omega^2}$$

and

$$S_n(\omega) = 1$$

Obtain the optimal estimate $\hat{s}(t)$ of $s(t + \alpha)$.

Solution

Since the noise and the signals are uncorrelated, then $S_y(\omega) = S_s(\omega) + S_n(\omega)$. If $\alpha = 0$, then

$$\hat{H}(j\omega) = \frac{1}{1 + \omega^2} = \frac{1}{1 + \omega^2}$$

$$1 + \omega^2$$

$$\hat{H}(j\omega) = \frac{1}{1 + \omega^2} = \frac{1}{1 + \omega^2}$$
For prediction and smoothing $\alpha \neq 0$, then

$$\hat{R}(\omega) = \frac{1}{2 + \omega^2} \exp(\omega \alpha)$$

and $\hat{R}(t)$ is its Fourier transform.

### 4.7.2 A Very Important Remark

Although the optimal impulse response $\hat{R}(t)$ corresponding to $\hat{R}(t)$ is not realizable, it can be solved mathematically. We have solved for $\hat{R}(\omega)$ by utilizing the frequency domain analysis, where $\hat{R}(t)$ is the inverse Fourier transform of $\hat{R}(\omega)$. We should emphasize that the solution was possible in closed form (see Eqs. 4.41–4.43) by making some significant assumptions:

(a) First, we assumed that the measurement $Y(t)$ passes through a time-invariant linear system (filter).

(b) The measurement of the observation $Y(t)$ was available over the semi-infinite interval.

Assumptions (a) and (b) were made so that we could utilize the frequency domain approach to solve the complicated Wiener-Hopf equation.

### 4.7.3 Wiener-Kolmogorov Theory for the Time-Varying Case

It should be emphasized that the Wiener-Kolmogorov theory does not have to satisfy assumptions (a) and (b). In that case, the optimal linear system will be time-varying, and we would not be able to use the frequency domain analysis to advantage.

The W-K theory for the time-varying case assumes the availability of the observation $Y(t)$ over the finite interval $[t_0, t]$. Now we will seek a time-varying impulse function $\hat{R}(t, \tau)$ such that (see sketch):

$$\hat{R}(t) = \int_{t_0}^{t} \hat{R}(t, \tau) Y(\tau) \, d\tau$$  \hspace{1cm} (4.46)
where

\[ C^0 = \min E[e_0^2(t)] = E\left[ \{s(t + \alpha) - \hat{F}(t)\}^2 \right] \]  \hspace{1cm} (4.47)

over all \( h(t, \tau) \).

We now state a general theorem concerning the optimal solution.

**Theorem 5 (Wiener-Hopf)**

The optimal solution \( \hat{F}(t) \) given by Eq. (4.46) is obtained if and only if \( \hat{h}(t, \tau) \) is solved from:

\[ R_{xy}(t - \alpha) = \int_{t_0}^{t} \hat{h}(t, \sigma) R_{y}(\sigma - \alpha) \, d\sigma \]  \hspace{1cm} (4.48)

**Proof**

The proof of the Wiener-Hopf equation given by (4.46) is equivalent to the orthogonality principle:

\[ E[s_\alpha(t) Y(\theta)] = 0, \quad t_0 \leq \theta \leq t \]

as already discussed by Theorem 3. The proof is identical to that of Theorem 3 with the only difference being that the integral limits are from \( t_0 \) to \( t \) and \( h(t - \tau) \) is replaced by \( h(t, \tau) \).

Note that if the power spectrums of \( n(t) \) and \( \tau(t) \) do not overlap (see sketch), then \( S_n(\omega) S_{\tau}(\omega) = 0 \) and from Eq. (4.43), we get:

\[ C^0 = 0 \]
Thus, there is no error in the system. Hence, we can separate the signal and the noise perfectly.

4.8 OPTIMUM CAUSAL SYSTEMS

Now we shall seek an optimum system which is constrained to be physically realizable, i.e., the impulse response should be \( \hat{H}(\lambda) = 0 \) whenever \( \lambda < 0 \). Thus, from Eq. (4.38):

\[
\hat{H}(t) = \int_{0}^{\infty} \hat{H}(\lambda) Y(t - \lambda) d\lambda \tag{4.49}
\]

that is, \( \hat{H}(t) \) is not a function of \( Y(t - \lambda) \) for \( \lambda < 0 \), which is not available, since \( \hat{H}(\lambda) = 0 \) for \( \lambda < 0 \). The upper bound is \( \infty \), since the observation over the interval \([-\infty, t]\) is available to the estimator.

Without any loss of generality assume that \( \alpha = 0 \). Then the orthogonality principle is:

\[
E \{ [s(t) - \hat{H}(t)] Y(t - \tau) \} = 0, \quad \text{for } 0 < \tau < \infty \tag{4.50}
\]

and its corresponding Wiener-Hopf equation is:

\[
R_{xy}(\tau) = \int_{0}^{\infty} \hat{h}(\alpha) R_{y}(\tau - \alpha) d\alpha \tag{4.51}
\]

or

\[
R_{xy}(\tau) = \hat{R}_{yy}(\tau), \quad \text{for all } \tau > 0 \tag{4.52}
\]

(see Eq. 4.50).

Let \( q(\tau) \) be defined by:

\[
q(\tau) = \hat{R}_{xy}(\tau) - \hat{R}_{yy}(\tau), \quad \text{for all } \tau \tag{4.53}
\]
Note that for all \( r > 0, q(r) = 0 \). Taking the Fourier transform of the above yields:

\[
Q(\omega) = S_{s, y}(\omega) - S_{2y}(\omega) = S_{s, y}(\omega) - \tilde{K}(\omega) S_{y}(\omega) \quad (4.54)
\]

assuming \( Q(\omega) \) exists. Now replace \( \omega = s/\jmath \) in Eq. (4.54) to get the bilateral Laplace transform:

\[
Q(s) = S_{s, y}(s) - S_{2y}(s) = S_{s, y}(s) - \tilde{K}(s) S_{y}(s) \quad (4.55)
\]

We have already discussed the fact that the bilateral transform \( F(s) \) of any absolutely integrable function \( f(t) \), for \( t > 0 \), will have poles in the left-half plane (LHP), and, for \( t < 0 \), will have poles in the right-half plane (RHP). Thus, \( Q(s) \) cannot have LHP poles since \( q(r) = 0 \) for all \( r > 0 \). We know \( S_{s, y}(s) \) is an even function of \( s \); let us decompose it as follows:

\[
S_{s, y}(s) = S_{s, y}^+(-s) \quad (4.56)
\]

Where \( S_{s, y}^+(s) \) will have LHP poles and \( S_{s, y}^-(-s) \) will have RHP poles (that is, \( S_{s, y}^+(s) \) is analytic in the RHP and \( S_{s, y}^-(-s) \) is analytic in the LHP). Using Eq. (4.56) in Eq. (4.55) yields:

\[
Q(s) = S_{s, y}(s) - \tilde{K}(s) S_{s, y}^+(s) S_{s, y}^-(-s) \quad (4.57)
\]

From Eq. (4.57) we obtain:

\[
\tilde{K}(s) S_{s, y}^+(s) = \frac{S_{s, y}(s)}{S_{s, y}^-(-s)} - \frac{Q(s)}{S_{s, y}^-(-s)} \quad (4.58)
\]

We observe that \( \tilde{K}(s) S_{s, y}^+(s) \) has its poles in the LHP and \( Q(s)/S_{s, y}^-(-s) \) has all its poles in the RHP. But \( S_{s, y}(s)/S_{s, y}^-(-s) \) has poles all over the complex plane.

Let

\[
Q(s) = \frac{S_{s, y}(s)}{S_{s, y}^-(-s)} \quad (4.59)
\]
The partial fraction expansion of $G(s)$ can be decomposed as:

$$G(s) = G_1(s) + G_2(s)$$  \hspace{1cm} (4.60)

where $G_1(s)$ will have LHP poles and $G_2(s)$ will have RHP poles only.

Now choose (see Eq. 4.58):

$$\tilde{H}(s) = \frac{G_1(s)}{S'_y(s)}$$  \hspace{1cm} (4.61)

Thus, $\tilde{H}(s)$ given by Eq. (4.61) is the solution of the Wiener-Hopf equation. The above solution is due to Shannon and Bode.

The following examples are taken from reference [8].

Example 4

Let $x(t)$ and $n(t)$ be stochastic signals of zero mean, such that:

$$R_x(r) = \frac{3}{r} \exp(-|r|)$$

$$R_n(r) = \delta(r)$$

and

$$E[x(t)x(t)] = 0$$

Let us derive an optimal $\tilde{H}(s)$ of $s(t)$ over ($-\infty, t$).

Solution

From Eq. (4.58):

$$\tilde{H}(s) S'_y(s) = \frac{S'_{xy}(s)}{S'_y(-s)} - \frac{Q(s)}{S'(-s)}$$
and from (4.61):

$$\hat{R}(s) = \frac{G_{1}(s)}{S_{p}^{*}(s)}$$

where $G_{1}(s)$ will correspond to the LHP poles of $S_{p}(s)/S_{p}(-s)$, upon partial fraction expansion, we get:

$$S_{p}(\omega) = S_{d}(\omega) = \frac{3}{1 + \omega^2}$$

$$S_{p}(\omega) = 1 + S_{d}(\omega) = \frac{4 + \omega^2}{1 + \omega^2}$$

The bilateral Laplace transform corresponding to $S_{p}(\omega)$ is:

$$S_{p}(s) = \frac{(2 + s)(2 - s)}{(1 + s)(1 - s)}$$

or

$$S_{p}^{*}(s) = \frac{2 + s}{1 + s}$$

and

$$\frac{S_{d}(s)}{S_{p}^{*}(-s)} = \frac{3((1 - s^2)}{(2 - s)(1 - s)(1 + s)(2 - s)} = \frac{3}{1 + s} + \frac{1}{2 - s}$$

Hence,

$$G_{1}(s) = \frac{1}{1 + s} \text{ and } \hat{R}(s) = \frac{1}{2 + s} \Rightarrow \hat{R}(t) = \exp(-2t)$$
\[ S_Y(\omega) = S_\varphi(\omega) = \frac{2}{1 + \omega^2} \]

and

\[ S_\varphi(\omega) = S_\varphi(\omega) + S_n(\omega) = \frac{6(2 + \omega^2)}{(1 + \omega^2)(4 + \omega^2)} \]
Now the bilateral transform corresponding to $S_{\mathcal{F}}(\omega)$ is obtained by inspection:

$$S_{\mathcal{F}}(s) = \sqrt{6} \frac{\sqrt{2} + s}{(1 + s)(2 + s)}$$

Also, the partial fraction expansion of $S_{\mathcal{F}}(s)/S_{\mathcal{F}}^{\infty}(s)$ must be obtained:

$$S_{\mathcal{F}}(s)/S_{\mathcal{F}}^{\infty}(s) = \frac{2(1 - s^2)}{\sqrt{6} (\sqrt{2} - s)(1 - s)(2 - s)} = G_1(s) + G_2(s)$$

where

$$G_1(s) = \sqrt{6} \frac{1}{1 + \sqrt{2}} \left( \frac{1}{1 + s} \right)$$

after partial fraction expansion. Thus,

$$\hat{h}(s) = \left( \frac{1}{1 + \sqrt{2}} \right) \left( \frac{2 + s}{\sqrt{2} + s} \right)$$

The optimum filter is given via the figure.

![Optimum Filter Diagram](image)

### 4.8.1 Optimal Prediction and Smoothing

We have thus far obtained the optimal estimate $\hat{r}(t)$ of $s(t)$ given $Y(t)$ on the interval $(-\infty, t]$, i.e., we have derived the optimal filter. Remember that $\hat{r}(t)$ is the output of the linear system with the impulse response $\hat{h}(t)$ and the input $Y(t)$. Suppose we are interested in estimating $s(t + t_0)$ based on the same observation $Y(t)$ on $(-\infty, t]$, where $t_0 > 0$. This is called prediction. Before obtaining the optimal predictor $\hat{r}(\cdot)$, let us generalize the estimation problem somewhat.

Let $s(t)$ and $n(t)$ be as before, i.e., they are zero mean and wide-sense stationary such that:

$$R_{sn}(\tau) = 0$$
Define

\[ W(t) = \int_{-\infty}^{\infty} g(\lambda) s(t - \lambda) d\lambda \]  
(4.62)

where \( g(\cdot) \) is the impulse response of a time-invariant system.

Now let us minimize

\[ C = E[W(t) - W_0(t)]^2 \]  
(4.63)

where \( W_0(t) \) is the output of the filter with impulse response \( h(t) \) and input \( Y(t) \), and \( h(\cdot) \) is restricted to be causal. The optimal solution \( \hat{W}(t) \) is thus the output of the system with impulse response \( \hat{h}(t) \) and the input \( Y(t) \). Equations (4.62) and (4.63) are the generalization of the filtering problem. For example, if \( g(t) = \delta(t) \), then \( \hat{W}(t) = s(t) \).

If \( g(t) = \delta(t \pm t_0) \), \( t_0 > 0 \), then \( \hat{W}(t) = s(t \pm t_0) \), which corresponds to the observation \( Y(\lambda) \) over the interval \((-\infty, t)\).

If \( g(t) = \exp(-\alpha t) \), \( \alpha > 0 \), then

\[ \hat{W}(t) = \int_{0}^{\infty} \exp(-\alpha\lambda) s(t - \lambda) d\lambda = \int_{-\infty}^{t} \exp[-\alpha(t - \lambda)] s(\lambda) d\lambda \]  
(4.64)

Let \( \mathcal{B}(j\omega) \) denote the Fourier transform of \( g(t) \). Then following the same procedure as from Eq. (4.50) to (4.61) we obtain:

\[ \frac{\mathcal{B}(\omega) S_{yy}(\omega)}{S_{\eta}(\omega)} = G_1(s) + G_2(s) \]  
(4.65)

where (4.65) is a generalization of (4.60).
Now $\hat{R}(s)$ is given by:

$$
\hat{R}(s) = \frac{G_1(s)}{S^+\gamma(s)}
$$

(4.66)

**Remark 4.** In Examples 4 and 5, $\mathcal{H}(s) = 1$.

**Example 6**

Use Example 4 to obtain the best estimate of $s(t + t_0)$, $t_0 > 0$.

**Solution**

$g(\lambda) = \delta(\lambda + t_0)$ or $\mathcal{H}(s) = \exp(t_0s)$. Thus, as before,

$$
S^+\gamma(s) = \frac{2 + s}{1 + s}
$$

Now, due to the factor $\exp(t_0s)$, the decomposition of $\mathcal{H}(s) S^+\gamma(s)/S^-\gamma(-s)$ is given by:

$$
\frac{\mathcal{H}(s) S^+\gamma(s)}{S^-\gamma(-s)} = G_1(s) + G_2(s)
$$

However, let us derive the portion of the function $\mathcal{H}(s) S^+\gamma(s)/S^-\gamma(-s)$ corresponding to $t > 0$ or $G_1(s)$. Thus,

$$
G_1(s) = \frac{\exp(-t_0)}{1 + s}
$$

Therefore, $\hat{R}(s)$ is then given by:

$$
\hat{R}(s) = \frac{\exp(-t_0)}{2 + s}
$$

For smoothing, the results are similar.
4.9 MATCHED FILTERING

In laser and radar applications, when a system is used to detect a target, the form of the signal must be known. However, often the signal is contaminated by additive noise. A good criterion for estimation could be the signal-to-noise ratio (SNR), which we would be interested in maximizing.

Now let us assume that \( s(t) \) is a deterministic signal such that its Fourier transform (denoted by \( S(\omega) \)) exists. Let \( S_n(\omega) \) be the power spectrum of the noise contaminating the signal. Let both the signal and the noise pass through a time-invariant system with the transfer function \( H(j\omega) \), and let \( Y_s(t) \) denote the output corresponding to \( s(t) \) with \( Y_n(t) \) the output corresponding to \( n(t) \).

Suppose at \( t = t_1 \), we are interested in maximizing

\[
\rho = \frac{Y_s^2(t_1)}{E(Y_n^2(t_1))} \tag{4.67}
\]

\( Y_s^2(t) \) is the output power of the signal, and we know that \( E(Y_n^2(t)) \) is the output power due to noise. We can write Eq. (4.67) in terms of the frequency parameter. We know that:

\[
Y_s(t) = \int_{-\infty}^{\infty} h(t - \tau) s(\tau) \, d\tau \tag{4.68}
\]

and

\[
Y_n(t) = \int_{-\infty}^{\infty} h(t - \tau) n(\tau) \, d\tau \tag{4.69}
\]

Also note that:

\[
S_{Y_n}(\omega) = |H(j\omega)|^2 S_n(\omega) \tag{4.70}
\]

and

\[
\mathcal{F}(Y_s(t)) = H(j\omega) S(\omega) \tag{4.71}
\]
Thus, from (4.71), \( Y_2(t) \) can be obtained as \( \mathcal{F}^{-1} \) of \( H(j\omega) S(\omega) \), i.e.,

\[
Y_2(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} H(j\omega) S(\omega) \exp(i\omega t) \, d\omega \tag{4.72}
\]

and \( E[Y_n^2(t)] \) as the \( \mathcal{F}^{-1} \) of \( S_Y(\omega) \). Thus,

\[
E[Y_n^2(t)] = E[Y_n(t)^2] = \frac{1}{2\pi} \int_{-\infty}^{\infty} |H(\omega)|^2 S_n(\omega) \, d\omega \tag{4.73}
\]

If we are interested in maximizing the SNR given (4.67) at \( t = t_1 \), we must maximize:

\[
\rho = \frac{Y_n^2(t_1)}{E[Y_n^2(t_1)]} = \frac{\left[ \int_{-\infty}^{\infty} H(\omega) S(\omega) \exp(i\omega t_1) \, d\omega \right]^2}{2\pi \int_{-\infty}^{\infty} |H(\omega)|^2 S_n(\omega) \, d\omega} \tag{4.74}
\]

We now state and prove the following theorem.

**Theorem 6**

The maximum value of the signal-to-noise ratio \( \rho \) given by Eq. (4.74) is obtained if:

\[
H(j\omega) = k \frac{S_Y(\omega)}{S_n(\omega)} \exp(-j\omega t_1) \tag{4.75}
\]

where \( k \) is a constant. Before proving the above, we note the following:

The intuitive concept of Eq. (4.75) is obvious: The filter should pass those frequencies for which the amplitude spectrum of the signal is large compared to \( S_n(\omega) \), which is the power spectrum of the noise.
The special case where $S_n(\omega)$ is constant, say, $\mathcal{N}_0$, is very important, i.e., white noise. In that case Eq. (4.75) becomes:

$$H(j\omega) = \frac{k}{\mathcal{N}_0} S^*(\omega) \exp(-j\omega t_1)$$  \hspace{1cm} (4.76)

The factor $k/\mathcal{N}_0$ is gain, which we shall assume is unity without any loss of generality. Since the transfer function that maximizes $\rho$ is given by the conjugate of $S(\omega)$ (and exp $(-j\omega t_1)$), the filter $H(j\omega)$ is called the conjugate filter. However, a more popular definition is the match filter, since $H(j\omega)$ is to match $S^*(\omega) \exp(-j\omega t_1)$.

**Proof of Theorem 6**

The proof is relatively simple. Using the Cauchy-Schwarz inequality:

$$\left| \int f(\omega) g(\omega) \, d\omega \right|^2 \leq \int |f(\omega)|^2 \, d\omega \int |g(\omega)|^2 \, d\omega$$  \hspace{1cm} (4.77)

we set:

$$f(\omega) = H(j\omega) \left[ S_n(\omega) \right]^{1/2}$$

and

$$g(\omega) = \frac{S(\omega) \exp(j\omega t_1)}{[S_n(\omega)]^{1/2}}$$

The left-hand-side, when divided by the first integral on the right, is simply $2\pi \rho$, which implies:

$$\rho \leq \frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{|S(\omega)|^2}{S_n(\omega)} \, d\omega$$  \hspace{1cm} (4.78)

As a consequence of the Cauchy-Schwarz inequality, if $f(\omega) = k g^*(\omega)$, then we shall have the equality in (4.77). Therefore, $\rho$ becomes maximum if:

$$H(j\omega) = k \frac{S^*(\omega)}{S_n(\omega)} \exp(-j\omega t_1)$$

Thus, the proof is completed.
4.10 KALMAN-BUCY FILTERING

Before discussing Kalman filtering, let us review some basic concepts needed in the discussion.

Definition 3

A continuous Markov process $X(t)$ for $t > t_0$ is a process that, for every $\tau \leq t$,

$$f(X(\tau) | X(t), \lambda) = f(X(\tau) | X(t))$$

(4.79)

where $\lambda$ can assume any value in the interval $t_0 \leq \lambda \leq t$. For the discrete case the definition is similar. Let $t_0, t_1, t_2, \ldots, t_n$ be such that:

$$t_0 < t_1 < t_2 < \ldots < t_n$$

(4.80)

and ${\{A(t)\}}$ be a discrete set of random variables taking on the values from $\{t_0, t_1, \ldots, t_n\}$. Let us use the notation $X(i)$ instead of $X(t_i)$. We can now define the discrete Markov process.

Definition 4

The process $\{X(i)\}$ is a Markov process if for every $n$ such that (4.80) is satisfied, we have:

$$f(X(n) | X(0), X(1), \ldots, X(n-1)) = f(X(n) | X(n-1))$$

(4.81)

Now utilizing:

$$f(X(0), X(1), \ldots, X(n)) = f(X(0), X(1), \ldots, X(n-1)) f(X(n) | X(0), X(1), \ldots, X(n-1))$$

and continuing in this manner, and making use of definition (4.81), we get:

$$f(X(t_0), X(t_1), \ldots, X(t_n)) = f(X(0)) f(X(t_1) | X(0)) \cdots f(X(n) | X(n-1))$$

$$= f(X(0)) \prod_{i=1}^{n} f(X(i) | X(i-1))$$

(4.82)
Hence, the Markov process is defined by the conditional probability density functions $f(X(i)|X(i-1))$ for $i = 0, 1, \ldots, n$. The Markov process is fundamental to Kalman-Bucy filter development.

As already discussed, a linear system can be characterized via the classical method using the impulse response or the modern approach using the state variable approach. Kalman-Bucy filtering relies on the state variable characterization, where the state is a Markov process.

The reader is assumed to be familiar with the simple state variable representation. If this familiarity does not exist, the reader should consult Appendix E, which contains a simplified discussion of state variables along with some examples. That appendix is sufficient for our purposes.

4.10.1 Continuous Kalman-Bucy Recursive Filtering

We shall briefly discuss the continuous version of Kalman-Bucy (K-B) filtering. The most important part of K-B filtering is the fact that estimation is of a sequential nature (Markovian). We shall discuss K-B filtering for linear systems unless specified otherwise.

The state variable characterization of a linear system can be generally written as:

$$\dot{X} = A(t)X(t) + B(t)U(t) \quad (a)$$

$$Y(t) = C(t)X(t) + D(t)U(t) \quad (b)$$

(4.83)

where $X(t) = [X_1(t), \ldots, X_n(t)]^\prime$, where the prime denotes the transpose, $U(t)$ is a $p \times 1$ matrix, and $Y(t)$ is a $q \times 1$ matrix. $A(t), B(t), C(t)$ are matrices of order $n \times n, n \times p, q \times n$, and $q \times p$, respectively.

Example 7

Let a time-invariant system be characterized by the following differential equation:

$$\frac{d^3Y(t)}{dt^3} + 2 \frac{d^2Y(t)}{dt^2} + 3 \frac{dY(t)}{dt} + Y(t) = 2U(t) \quad (4.84)$$

where $Y(t)$ is the output, $U(t)$ the input.
Define the state variables as follows:

\[ X_1(t) = Y(t) \]  
\[ X_2(t) = \frac{dX_2(t)}{dt} = \frac{dY(t)}{dt} \]  
\[ X_3(t) = \frac{dX_3(t)}{dt} = \frac{d^2 Y(t)}{dt^2} \]

Equation (4.84) can be arranged so that the higher-order derivative term appears on one side of the equation. Thus,

\[ \frac{d^3 Y(t)}{dt^3} = -2 \frac{d^2 Y(t)}{dt^2} - 3 \frac{dY(t)}{dt} - Y(t) + 2U(t) \]

Substituting (4.85) - (4.87) into (4.88) and utilizing the defining relations of the state variable into (4.88) yields:

\[ \dot{X}_1 = X_2(t) \]  
\[ \dot{X}_2 = X_3(t) \]  
\[ \dot{X}_3 = -X_3(t) - 3X_2(t) - 2X_3(t) + 2U(t) \]

The system described by (4.84) can then be defined by the state variable representation of the form (4.83). Thus,

\[ A = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ -1 & -3 & -2 \end{bmatrix} \]

\[ B = \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix} \]
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\[ C = \begin{bmatrix} 1 & 0 & 0 \end{bmatrix} \]

\[ D = 0 \]

The solution of \( X(t) \) is given by:

\[
X(t) = \Phi(t, t_0) X(t_0) + \int_{t_0}^{t} \Phi(t, \tau) B(\tau) U(\tau) \, d\tau
\]  
(4.90)

where

\[
\frac{d\Phi(t, t_0)}{dt} = A(t) \Phi(t, t_0)
\]  
(4.91)

\[
\Phi(t_0, t_0) = I \text{ (identity matrix)}
\]  
(4.92)

\( \Phi(t_0, t_0) \) is called the transition matrix, which is a matrix of order \( n \times n \). Furthermore, it can be shown that (see Appendix E) the following relations hold:

\[
\Phi^{-1}(t_1, t_0) = \Phi(t_0, t_1)
\]  
(4.93)

\[
\Phi(t_2, t_0) = \Phi(t_2, t_1) \Phi(t_1, t_0)
\]  
(4.94)

and \( \Phi \) is a nonsingular matrix.

In a time-invariant system (\( A, B, C, \) and \( D \) are constants), the transition matrix \( \Phi(t, t_0) \) takes the form:

\[
\Phi(t, t_0) = \exp \{ A \cdot (t - t_0) \}
\]

where

\[
\exp \{ A \cdot t \} \triangleq I + At + \frac{A^2 t^2}{2!} + \ldots + \frac{A^n t^n}{n!} + \ldots
\]
A general diagram of the system given by Eq. (4.83) is given in Figure 4-3.

![Diagram of the system](image)

Fig. 4-3. State Variable Configuration

The continuous Kalman estimation requires a linear system model of the form:

\[
\dot{X} = A(t) X(t) + B(t) U(t) \quad (4.95)
\]

\[
Y(t) = C(t) X(t) + v(t) \quad (4.96)
\]

where \(X(t)\) is assumed to be a random process, an \(n \times 1\) matrix, \(U(t)\) a random noise of zero mean, a \(p \times 1\) matrix, \(v(t)\) is a random noise with zero mean and a \(q \times 1\) matrix uncorrelated with \(U(t)\). \(A(t)\), \(B(t)\), and \(C(t)\) are matrices of dimensions \(n \times n\), \(n \times p\), \(q \times n\), respectively. The observation signal \(Y(t)\) is contaminated by the additive noise process \(v(t)\). The most important property of Kalman estimation is the fact that a differential equation technique developed to solve the optimal solution has the property that it can be synthesized in a recursive manner because the differential equation techniques are in most instances equivalent or very closely related to recursive techniques. That is, the estimate at one point does not need the processing of all the measurements, but only the information stored by the point preceding it.

Let us assume the following statistical moments:

\[
EU(t) = 0
\]

\[
Ev(t) = 0
\]

\[
EU(t_1) U(t_2) = Q \delta(t_2 - t_1) \quad (4.97)
\]

\[
Ev(t_1) v(t_2) = L \delta(t_2 - t_1)
\]

\[
EU(t_1) v(t_2) = 0
\]
where $Q$ and $L$ are of dimensions $p \times p$ and $q \times q$, respectively. These matrices are generally functions of time $t$, and $\delta(t_2 - t_1)$ is the Dirac delta function. The functions $U(t)$ and $v(t)$ are white noise terms with respective covariances $K$ and $L$.

The Kalman recursive problem is one in which we are given the observation values (continuous measurements) of $Y(t)$, $t_0 \leq t \leq t$, and it is desired to find the estimate at time $t_1$ denoted as $\hat{X}(t_1 | t)$ or $X(t_1)$ having the form:

$$\hat{X}(t_1 | t) = \int_{t_0}^{t} h(t, \tau) Y(\tau) d\tau$$

where $h(t, \tau)$ is the impulse response of a linear system with the input $Y(\tau)$ and the output $\hat{X}(\cdot)$ minimizing

$$E[X(t_1 - X(t_1 | t)] W[X(t_1) - \hat{X}(t_1 | t)] = \| X(t_1) - \hat{X}(t_1 | t) \|^2 \quad (4.98)$$

where $W$ is any $n \times n$ positive semi-definite matrix (it can be shown that the minimization of (4.98) is independent of $W$).

The state estimation problem can be divided into three classes: (1) filtering if $t = t_1$, (2) prediction if $t_1 > t$, (3) smoothing if $t_1 < t$.

**Filtering**

The optimal solution is given in Kalman's original work. We know $\hat{X}(t_1 | t)$ is the optimal solution if and only if it satisfies:

$$E[X(t_1) - \hat{X}(t_1 | t)] Y(\tau) = 0 \quad (4.99)$$

which is the orthogonality principle: without any loss of generality we have assumed $t_0 = 0$.

Since we expect the optimal solution to be a combination of the $\hat{X}(\cdot)$ and the measurement $Y(t)$, we make a guess that $\hat{X}(t_1 | t)$ is the solution of the differential equation

$$\dot{\hat{X}} = F_1(t) \hat{X}(t) + F_2(t) Y(t), \quad \hat{X}(0) = 0 \quad (4.100)$$

where $F_1(t)$ and $F_2(t)$ are chosen such that the orthogonality condition in (4.90) is satisfied. We know that if the orthogonality condition is satisfied
the solution must be optimal (unique). Thus, if $F_1(t)$ and $F_2(t)$ could be found such that Eq. (4.90) is satisfied, then the $\hat{X}(\cdot)$ corresponding to these $F_1(t)$ and $F_2(t)$ must be optimal.

Indeed, it can be shown that the solution of the form given by Eq. (4.91) satisfies the orthogonality principle. The solution is quite tedious. Let us state the results via the theorem.

**Theorem 7**

The optimal K-B filtering estimate $\hat{X}(t)$ is the solution of Eq. (4.91), where

$$F_1(t) = [A(t) - F_2(t)C(t)]$$  \hspace{1cm} (4.101)

and

$$F_2(t) = \mathcal{P}(t)C(t)L^{-1}(t)$$  \hspace{1cm} (4.102)

$L(t)$ is given by Eq. (4.97) and $\mathcal{P}(t)$ is given by:

$$\mathcal{P}(t) = E \left\{ [X(t) - \hat{X}(t,t)][X(t) - \hat{X}(t,t)]' \right\}$$  \hspace{1cm} (4.103)

and can be obtained as the solution of the nonlinear differential equation

$$\dot{\mathcal{P}} = AP + PA' - PC'L^{-1}CP + BQB'$$  \hspace{1cm} (4.104)

with the given initial condition $\mathcal{P}(0) = E(X(0|0)X(0|0))$. Note that we have dropped the argument $t$ for convenience. The proof will be given later, but we shall first give an example.

In Figure 4-4, the optimum continuous filter is diagrammed. The input to the system is the observation $Y(t)$ which is the contaminated signal and the outputs could be considered as $\hat{X}(t|t)$ or $C\hat{X}(t|t)$, where $C\hat{X}(t|t)$ is the optimal estimate to $Y(t)$.
An object mover with an unknown constant velocity $V$ on a straight line trajectory. Suppose we observe the projectile at the initial time $t_0 = 0$ at a known point $s(0)$ as shown by:

Thereafter the projectile is tracked for $T$ seconds. The observation consists of the displacement from the origin which has been contaminated by additive white noise of spectral density $N_0$ watts/赫兹. Let us assume the velocity is a zero mean Gaussian random variable with variance $\sigma^2$. Let us find the Kalman filter yielding the optimal linear estimate of $V$.

Solution

Since the speed is constant $\dot{V} = 0$ and the observation $\overline{Y}(t)$ by definition is:

$$\overline{Y}(t) = s(t) + n(t) = s(0) + tV + n(t)$$

If we let $Y(t) = \overline{Y}(t) - s(0)$, the dynamic system becomes

$$\dot{Y} = 0$$

$$Y(t) = tV + n(t)$$
Thus, \( A = B = 0, \ C = t, \) and \( L = N_0 \) from which

\[
\dot{\hat{P}} = F_2(t)[Y(t) - \hat{P}]
\]

\[
\dot{\hat{P}} = -P^2(t) \tau^2 / N_0
\]

\[
F_2(t) = \rho(t) \tau / N_0
\]

The initial conditions are \( Y(0 | 0) = 0, \ \rho(0) = \sigma^2 \).

To solve for \( \dot{\hat{P}}(t) \), we need to obtain \( F_2(t) \) which in turn requires the solution of \( P(t) \):

\[
\int_{P(0) = 0}^{P(t)} P^{-2} \, dP = \frac{1}{N_0} \int_0^t \tau^2 \, d\tau
\]

from which

\[
P(t) = \frac{3N_0 \sigma^2}{N_0 + \sigma^2 \tau^3}
\]

Thus, \( \hat{P}(t) \) from (4.96)

\[
\hat{P}(t) = \int_0^t \frac{3\sigma^2 \xi}{3N_0 + \sigma^2 \xi^3} [Y(\xi) - \xi \hat{P}(\xi)] \, d\xi, \quad 0 \leq \tau \leq T
\]

For the special case that \( \hat{P}(T) \rightarrow \) constant as \( T \rightarrow \infty \), from (4.96) we get:

\[
- \frac{3\sigma^2 \xi}{3N_0 + \sigma^2 \xi^3} [y(\xi) - \xi \hat{P}] \approx 0. \quad \text{for large} \ \xi
\]

*We shall denote \( \hat{P}(t,t) \) by \( \hat{P}(t) \).
Remark 5. In filtering we shall often write \( \hat{P}(t) \) instead of \( \hat{P}(t|c) \) or

\[
\hat{P}(T) \approx \frac{y(T) + s(T) - s(0)}{T} = y + \frac{s(T) - s(0)}{T}
\]

which implies

\[
\hat{P}(T) \to y \quad \text{as} \; T \to \infty
\]

That is, if the contaminated signal is observed for a long time, we should get the exact estimate.

Example 9

Let the observation \( Y(t) \) be given by:

\[
Y(t) = d \cos(\omega_0 t - \theta_0) + v(t)
\]

where \( d, \omega_0, \theta_0 \) are, respectively, the amplitude, carrier frequency, and phase. Let \( v(t) \) be a white noise process with a variance of unity. Assume that \( \omega_0, \theta_0 \) are known exactly. Estimate \( d \).

Solution

Since \( d \) is constant, then \( \dot{d} = 0 \). Now, we can have:

\[
\begin{align*}
\dot{X} &= 0 \\
X(0) &= X(t) = d \\
Y(t) &= \cos(\omega_0 t - \theta_0) X + v(t)
\end{align*}
\]

Hence, \( A = B = 0 \), \( C = \cos(\omega_0 t - \theta_0) \), \( Q = 1 \) and \( L = 1 \). From Eqs. (4.100) to (4.103):

\[
\dot{P} = -[\cos(\omega_0 t - \theta_0) P(t)]^2 \quad (4.107)
\]

\[
F_x(t) = - F_z(t) = - \cos(\omega_0 t - \theta_0) P(t) \quad (4.108)
\]
Thus,

\[ \dot{X} = F_1(t) \dot{\hat{X}}(t) + F_2(t) Y(t) \]  

(4.109)

where \( F_1(t) \) and \( F_2(t) \) are given by the previous equations.

The solution \( \dot{\hat{X}}(t) \) requires the solution \( P(t) \) from Eq. (4.107). It is apparent that even for the scalar case, the solution can become fairly tedious.

Remark 6. Note that \( \dot{\hat{X}}(t) \) is the estimate of \( X(t) \), given the observation \( Y(t) \). The corresponding uncertainty (covariance) of \( \dot{\hat{X}}(t) \) is given by \( P(t) \). Since,

\begin{align*}
P(t) &= E[ee'] = E \{ [X(t) - \hat{X}(t)] [X(t) - \hat{X}(t)]' \} \\
&= E \{ [\dot{\hat{X}}(t) - X(t)]' [\dot{\hat{X}}(t) - X(t)] \} \\
&= E \{ [\dot{\hat{X}}(t) - E\dot{\hat{X}}(t)] [\dot{\hat{X}}(t) - E\dot{\hat{X}}(t)]' \} = \text{cov} \dot{\hat{X}}(t)
\end{align*}

for the case of the unbiased estimate, then \( P(t) \) is indeed a covariance.

Example 10

In the previous example suppose \( d \) is known perfectly and it is desired to estimate \( \omega_0 \) and \( \theta_0 \). Obtain the model and the form of the solution.

Solution

Let

\[ X(t) = d \cos(\omega_0 t - \theta_0) \]

Then

\[ \dot{X}(t) = -d \omega_0 \sin(\omega_0 t - \theta_0) \]

Now if we define \( X_1(t) = X(t) \) and \( X_2(t) = \dot{X}(t) = \dot{\hat{X}}(t) \), we have:

\[ \dot{X}_1 = -d \omega_0 \sin(\omega_0 t - \theta_0) = X_2(t) \]

\[ \dot{X}_2 = -d \omega_0^2 \cos(\omega_0 t - \theta_0) = -\omega_0^2 X_1(t) \]
Thus, by inspection:

\[
\begin{bmatrix}
X_1 \\
X_2
\end{bmatrix}
= \begin{bmatrix}
0 & 1 \\
-\omega^2_0 & 0
\end{bmatrix}
\begin{bmatrix}
X_1 \\
X_2
\end{bmatrix}
\]  
(4.110)

\[
Y(t) = \begin{bmatrix}
1 & 0
\end{bmatrix}
\begin{bmatrix}
X_1 \\
X_2
\end{bmatrix}
+ \nu(t)
\]  
(4.111)

Now the solution is more involved and the estimate \( \hat{X}(t) \) of \( X(t) \) with its covariance \( P(t) \) can be obtained as before.

**Example 11**

This example is taken from reference [8]. Assume that \( Y(t) \) is a white noise process with unknown mean \( X \). Thus,

\[
EY(t) = X
\]  
(4.112a)

\[
E \left\{ [Y(t_1) - X][Y(t_2) - X] \right\} = L\delta(t_2 - t_1)
\]  
(4.112b)

Suppose we want to estimate \( X \) when the observation \( Y(\tau) \) is received over the interval \([0, t]\).
Solution

Since $X$ is constant, we can construct a model as follows:

\[ \dot{X} = 0 \]

\[ Y = X(t) + \nu(t) \]

\[ E\nu(t_2) \nu(t_1) = L \delta(t_2 - t_1) \]

From Eq. (4.105), we get:

\[ \dot{P}(t) = L^{-1} P^2(t) \]

or

\[ \frac{\dot{P}(t)}{P^2(t)} = L^{-1} \]

Integrating both sides yields:

\[ -P^{-1}(t) = -L^{-1} t + c \iff P(t) = \frac{1}{L^{-1} t - c} \]

where $c$ is a constant.

However, at $t = 0$, we get:

\[ P(0) = \frac{-1}{c} \iff c = -\frac{1}{P(0)} \]

Thus,

\[ P(t) = \frac{1}{L^{-1} t + P(0)} \quad (4.113) \]
Now, substituting Eq. (4.113) into Eq. (4.100), i.e.,

\[ \dot{\mathbf{X}} = F_1(t) \mathbf{X}(t) + F_2(t) \mathbf{Y}(t), \quad \mathbf{X}(0) = 0 \]

where, from Eqs. (4.102) and (4.103),

\[ F_1(t) = A(t) - F_2(t) C(t) = \frac{-1}{t + \frac{L}{P(0)}} \]

\[ F_2(t) = P(t) C(t) L^{-1}(t) = \frac{1}{t + \frac{L}{P(0)}} \]

we obtain:

\[ \dot{\mathbf{X}} = -\frac{1}{t + \frac{L}{P(0)}} \mathbf{X}(t) + \frac{1}{t + \frac{L}{P(0)}} \mathbf{Y}(t), \quad \mathbf{X}(0) = 0 \quad (4.114) \]

From the above equation, the transition matrix \( \Phi(t,0) \) is given by:

\[ \Phi(t,0) = \frac{L}{t + \frac{L}{P(0)}} \quad (4.115) \]

This is true because

\[ \dot{\Phi} = -\frac{1}{t + \frac{L}{P(0)}} \Phi, \quad \Phi(0,0) = 1 \]

Equation (4.14) can be solved by using Eq. (4.90). Thus,

\[ \mathbf{X}(t) = \int_0^t \left( \frac{L}{P(0)} \frac{\tau + \frac{L}{P(0)}}{t + \frac{L}{P(0)}} \right) \frac{1}{t + \frac{L}{P(0)}} \mathbf{Y}(\tau) d\tau \]
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Simplification of the above gives rise to:

\[
\hat{X}(t) = \frac{1}{t + L/P(0)} \int_0^t Y(\tau) \, d\tau
\]  \hspace{1cm} (4.116)

Since both \(L\) and \(P(0)\) are constants, we obtain:

\[
\hat{X}(t) = \lim_{r \to \infty} \frac{1}{t} \int_0^t Y(\tau) \, d\tau
\]

which is expected. Thus, for a long observation, \(\hat{X}(t)\) becomes independent of \(P(0)\).

Now we shall prove Theorem 7.

**Proof**

We can extend the general Wiener-Hopf equation given by (4.48) to the case where the signal \(s(t)\) is changed to the vector \(X\). Then the cross correlation function \(R_{XY}(t - \alpha)\) will be simply changed to \(R_{XY}(t - \alpha)\). Let us also assume that the mean of \(X\) and \(Y\) is not zero. Then we will change \(R_{XY}(t - \alpha)\), and \(R_X(\sigma - \alpha)\) to \(C_{XY}(t - \alpha)\) and \(C_Y(\sigma - \alpha)\), respectively. Thus, the generalized Wiener-Hopf equation becomes:

\[
C_{XY}(t - \alpha) = \int_{t_0}^t \int_0^r G(t, \sigma) C_Y(\sigma - \alpha) \, d\sigma 
\]  \hspace{1cm} (4.117)

where \(G(t, \sigma)\) is the generalized impulse response.

The above equation is equivalent to the orthogonality condition. Let us take the left-hand side derivative of \(C_{XY}(\cdot)\) to get:

\[
\frac{\partial}{\partial t} C_{XY}(t - \alpha) = \frac{\partial}{\partial t} \left[ E \left[ (X(t) - E[X(t)]) \left[ Y(\alpha) - E[Y(\alpha)] \right] \right] \right]
\]

\[
= E \left[ \frac{\partial}{\partial t} X(t) Y'(\alpha) \right] - E \left[ \frac{\partial X}{\partial t} \right] E[Y'(\alpha)]
\]

\[
= E \left[ (AX + BU) Y'(\alpha) \right] - E \left[ AX + BU \right] E[Y'(\alpha)]
\]

\[
= A(t) C_{XY}(t - \alpha) + B(t) C_{UY}(t - \alpha) \]  \hspace{1cm} (4.118)
The above equation was obtained by using Eq. (4.95). Since \( U(t) \) is independent of both \( v(\alpha) \) and \( X(\alpha) \) for \( \alpha < t \). Thus, \( C_{\gamma}(t - \alpha) = 0 \). On the other hand, the derivative of the right-hand side of Eq. (4.117) yields:

\[
\frac{\partial}{\partial t} \int_{t_0}^{t} G(t, \alpha) C_{\gamma}(\sigma - \alpha) \, d\alpha = \int \frac{\partial G(t, \alpha)}{\partial t} C_{\gamma}(\sigma - \alpha) \, d\sigma
\]

\[+ \ G(t, t) \ C_{\gamma}(t - \alpha) \]  

However, the left-hand side of (4.119) after denoting \( Z(t) \) for \( C(t)X(t) \), can be written as:

\[
\frac{\partial}{\partial t} \int_{t_0}^{t} G(t, \alpha) C_{\gamma}(\sigma - \alpha) \, d\sigma
\]

\[= \frac{\partial}{\partial t} \int_{t_0}^{t} G(t, \alpha) E \left\{ \left[ Y(\alpha) - m_\gamma \right] \left[ Y(\alpha) - m_\gamma \right] \right\} \, d\sigma
\]

\[= \frac{\partial}{\partial t} \int_{t_0}^{t} G(t, \alpha) E \left\{ \left[ Z(\alpha) - m_\gamma + v(\alpha) \right] \left[ Z(\alpha) - m_\gamma + v(\alpha) \right] \right\} \, d\sigma
\]

\[= \frac{\partial}{\partial t} \int_{t_0}^{t} G(t, \alpha) C_{\gamma}(\sigma - \alpha) \, d\alpha + \frac{\partial}{\partial t} G(t, \alpha) L(\alpha)
\]

\[= \int_{t_0}^{t} \frac{\partial G(t, \alpha)}{\partial t} C_{\gamma}(\sigma - \alpha) \, d\sigma + G(t, t) C_{\gamma}(t - \alpha) + \frac{\partial G(t, \alpha)}{\partial t} L(\alpha)
\]

(4.120)
Now, using $Y(t) = C(t) X(t) + \nu(t) = Z(t) + \nu(t)$ and the fact that $C_{UV}(t - \alpha) = 0$, following Eq. (4.119), we can obtain:

$$C_Z(t - \alpha) = E[Z(t) Z'(\alpha)] = A(t) C_X(t - \alpha)$$

$$= A(t) \int_{t_0}^{t} G(t, \sigma) C_Y(\sigma - \alpha) d\sigma \quad (4.121)$$

Now, if we combine (4.117), (4.118), (4.119), (4.120), and (4.121), we obtain:

$$\int_{t_0}^{t} \left[ A(t) G(t, \sigma) - \frac{\partial A(t, \sigma)}{\partial t} - G(t, t) A(t) G(t, \sigma) \right] C_Y(\sigma - \alpha) d\sigma = 0, \ t_0 \leq \sigma < t \quad (4.122)$$

Then, from the above:

$$A(t) G(t, \sigma) - \frac{\partial A(t, \sigma)}{\partial t} - G(t, t) A(t) G(t, \sigma) = 0, \ t_0 \leq \sigma < t \quad (4.123)$$

Since

$$\hat{X}(t) = \int_{t_0}^{t} G(t, \sigma) Y(\sigma) d\sigma \quad (4.124)$$

for the optimal solution, combining this with (4.123) yields

$$\hat{X}(t) = \int_{t_0}^{t} \frac{\partial}{\partial t} G(t, \sigma) Y(\sigma) d\sigma + G(t, t) Y(t)$$

$$= \int_{t_0}^{t} \left[ A(t) G(t, \sigma) - G(t, t) A(t) G(t, \sigma) Y(\sigma) \right] d\sigma + G(t, t) Y(t)$$
Thus, this part of the proof is done.

It can be shown (left as an exercise) that:

\[
\frac{de}{dt} = [A(t) - G(t, t) C(t)] e(t) + B(t) u(t) - F_2(t) v(t) \tag{4.125}
\]

and

\[
C_{XY}(t - \alpha) = C_{X\hat{X}}(t - \alpha) \tag{4.126}
\]

where

\[
e(t) = X(t) - \hat{X}(t)
\]

We can also obtain \(C_Y(\sigma - \alpha)\) as:

\[
C_Y(\sigma - \alpha) = E \left\{ Y(\sigma) Y'(\alpha) \right\}
\]

\[
= E \left\{ [Z(\sigma) + v(\sigma)] [Z(\sigma) + v(\alpha)]' \right\}
\]

\[
= C_Y(\sigma - \alpha) + C_v(\sigma - \alpha)
\]

\[
= C_Y(\sigma - \alpha) + I(\sigma) \delta(\sigma - \alpha) \tag{4.127}
\]
Thus,

\[
C_{XY}(t - \alpha) = \int_{t_0}^{t} G(t, \sigma) C_Y(\sigma - \alpha) d\sigma =
\]

\[
C_{XZ}(t - \alpha) = \int_{t_0}^{t} [G(t, \sigma) C_Z(\sigma - \alpha) d\sigma + G(t, \sigma) R(\sigma)]
\]

from which

\[
G(t, t) L(t) = E \{[X(t) - \hat{X}(t)] Y'(t)\} = C_{ex}(0|t) C'(t)
\]

If we let

\[
\mathcal{P}(t) \overset{\triangle}{=} C_{ex}(0|t)
\]

and since \( L^{-1}(t) \) exists (assumed to be positive definite), we can obtain:

\[
F_2(t) = G(t, t) = \mathcal{P}(t) C'(t) L^{-1}(t)
\]  

(4.128)

The only thing needed in the proof is to solve for \( \mathcal{P}(t) \). From Eq. (4.125), let us solve for \( e(t) \) or, equivalently, \( e(0|t) \).

Let \( \hat{\Phi}(t, t) \) denote the transition matrix of (4.125), then

\[
e(t) = \hat{\Phi}(t, t_0) + \int_{t_0}^{t} \hat{\Phi}(t, s) [-F_2(s) + \nu(s) + BU(s)] ds
\]

Substituting

\[
\mathcal{P}(t) = E\{e(t) e'(t)\}
\]
in the above, then, with the assumption that \(a(0)\) and \(u(t)\) and \(w(t)\) are uncorrelated, we obtain (after some manipulation):

\[
P(t) = \Phi(t,t_0)P(t_0)\Phi(t,t_0)' + \int_{t_0}^{t} \Phi(t,s)[F_2(s)L(s)F_2'(s)] \Phi'(t,s)ds + \text{BQB}'
\]

Thus, upon differentiation, we obtain:

\[
\dot{\hat{P}} = [A - F_2(t)C']P(t) + P(t)[A' - C'F_2'(t)] \]

\[+ F_2(t)LF_2'(t) + \text{BQB}'\]

where we have used

\[
\frac{d}{dt}\Phi = [A - F_2(t)C(t)]\Phi(t,t_0)
\]
in the above.

Now, if we substitute \(F_2(t)\) from (4.128), we shall obtain the result, i.e.,

\[
\dot{\hat{P}} = AP + PA' - PC'L^{-1}CP + \text{BQB}'
\]

which completes the proof.

Remark 7. Let the gain \(F_2(t)\) be changed notationally to \(K(t)\) and the gain \(F_1(t)\) to \(F(t)\). Then, Eq. (4.100) can be rewritten as:

\[
\dot{\hat{X}} = [A(t) - K(t)C(t)]\hat{X}(t) + K(t)Y(t)
\]

\[= A(t)\hat{X}(t) + K(t)[Y(t) - C(t)\hat{X}(t)]
\]

(4.129)

4.10.2 Prediction

The solution of the prediction problem is a simple extension of the filtering problem, and it is actually presented by Kalman in his initial paper.
Suppose we wish to estimate $X(t_1)$ based on the observation $Y(t)$ given on the interval $0 \leq \tau < t$ for $t_1 > t$. The solution $\hat{X}(t_1 | t)$ is given by:

$$\hat{X}(t_1 | t) = \Phi(t_1, t) \hat{X}(t | t), \quad t_1 > t$$ (4.130)

where $\Phi(\cdot, \cdot)$ is the transition matrix corresponding to Eq. (4.100).

The covariance matrix is found accordingly. Therefore, for prediction problems, we must first obtain a filtered estimate of the state, up to the range of available data.

Thus, $Y(\lambda)$ should be set equal to zero for $\lambda > t$, and $\hat{X}(t)$ serves as the initial condition in Eq. (4.90).

### 4.10.3 Smoothing

In smoothing $0 \leq t_1 < t$, where it is desired to estimate $X(t_1)$, given the observation over the interval $0 \leq \tau < t$. Smoothing is often more complicated than either filtering or production. We shall not discuss the smoothing problem here. The conclusion given by Eq. (4.118) does not hold for smoothing because for $t_1 < t$, we do not know that $X(\cdot)$ and $U(\cdot)$ are uncorrelated, which was assumed in filtering and prediction.

### 4.10.4 Discrete Kalman Recursive Estimation

In Subsections 4.9.1-4.9.3, we have discussed the continuous model representing the continuous random processes. We shall begin the discussion of discrete-time version of the problem since the discrete version must be utilized for computer implementation. There are a number of inherent advantages; for example, the discrete algorithms can be manipulated by hand and the step-by-step processing of information lends itself to a simple development.

In what follows we shall discuss prediction, filtering, and smoothing.

### 4.10.5 One-Step Prediction

Consider the discrete dynamic system:

$$X(k + 1) = \bar{A}x(k) + \bar{B}u(k)$$ (4.131)

$$Y(k) = \bar{C}x(k) + v(k)$$ (4.132)
The signal and noise have the following statistical moments:

\[ EU(k) = Ex(k) = 0 \]  
\[ EU(k_1) U'(k_2) = \bar{Q}\Delta(k_2 - k_1) \]  
\[ Ex(k_1) v'(k_2) = \bar{L}\Delta(k_2 - k_1) \]  
\[ EU(k_1) v'(k_2) = 0 \]

(4.133a) (4.133b) (4.133c) (4.133d)

where \( \bar{A}, \bar{B}, \bar{C}, \bar{Q}, \) and \( \bar{L} \) are \( n \times n, q \times n, p \times p, \) and \( q \times q \) matrices, respectively, which are in general a function of \( k. \) The quantity \( \Delta(k_2 - k_1) \) is defined as follows:

\[ \Delta(k_2 - k_1) = \begin{cases} 1, & \text{if } k_1 = k_2 \\ 0, & \text{otherwise} \end{cases} \]

(4.134)

\( \bar{Q} \) and \( \bar{L} \) are assumed to be positive definite.

The initial state \( X(0) \) is assumed to be a random vector with a known a priori covariance matrix \( \bar{P}(0). \)

We would like to find the estimate of the vector \( X(k + 1) \) denoted as \( \hat{X}(k + 1), \) which is a linear function of \( Y(0), Y(1), \ldots, Y(k) \) minimizing:

\[ E[X(k + 1) - \hat{X}(k + 1)' W[X(k + 1) - \hat{X}(k + 1)] \]

(4.135)

where \( W \) is any positive semi-definite matrix; for example \( W = I \) is a proper choice, and it can be shown that the optimal solution is independent of the choice \( W. \)

The solution to this problem can be obtained by conjecturing that the estimator has the form:

\[ \hat{X}(k + 1) = F_1(k) \hat{X}(k) + F(k) Y(k) \]

(4.136)
where the matrices $F_1$ and $F$ will satisfy the relation:

$$F_1(k) = \dot{A} - F(k) \overline{C}'$$  

(4.137)

$$F(k) = A\overline{P}(k) \overline{C}' [C\overline{P}(k) \overline{C}' + \overline{L}]^{-1}$$  

(4.138)

where $\overline{P}(k)$ is defined by:

$$E[X(k) - \hat{X}(k)] [X(k) - \hat{X}(k)]'$$  

(4.139)

It can be shown that the matrix $\overline{P}(k)$ satisfies the following equation:

$$\overline{P}(k + 1) = \begin{bmatrix} \overline{A} - F(k) \overline{C} \end{bmatrix} \overline{P}(k) \begin{bmatrix} \overline{A} - F(k) \overline{C} \end{bmatrix}' + BQ'B' + F(k) \overline{L}F(k)'$$  

(4.140)

If we rewrite equations (4.136) – (4.140), we obtain:

$$\hat{X}(k + 1) = \overline{A} - F(k) \overline{C} | \hat{X}(k) + \overline{F}(k) Y(k)$$  

(4.141)

$$F(k) = A\overline{P}(k) \overline{C}' [C\overline{P}(k) \overline{C}' + \overline{L}]^{-1}$$  

(4.142)

$$\overline{F}(k + 1) = \begin{bmatrix} \overline{A} - F(k) \overline{C} \end{bmatrix} \overline{P}(k) \begin{bmatrix} \overline{A} - F(k) \overline{C} \end{bmatrix}' + BQ'B' + F(k) \overline{L}F(k)'$$  

(4.143)

We must provide the a priori conditions $\hat{X}(0)$ and $\overline{P}(0)$. The problem of predicting more than one step is a simple extension of the above. For example, $\hat{X}(k+j)$ for $j > 1$, can be obtained as:

$$\hat{X}(k+j) = \overline{A}^{j-1} \hat{X}(k+1)$$  

(4.144)

and the associated covariance matrix is found accordingly.

### 4.10.6 Discrete Filtering

The filtering problem is the determination of the estimate of $X(k)$ given the observations $Y(0), Y(1), \ldots, Y(k)$. Let us denote the filtered value of $X(k)$ by $\overline{X}(k)$. It can be shown that $\overline{X}(0)$ is given by:

$$\overline{X}(0)(k) = (\overline{A})^{-1} \hat{X}(k + 1)$$  

(4.145)
where \( \hat{X}(k + 1) \) is determined from (4.141) – (4.143). By utilizing these equations we obtain:

\[
\begin{align*}
\hat{X}^0(k) &= [I - F(k) \tilde{C}] \tilde{A} \hat{X}^0(k - 1) + F(k) Y(k) \\
F(k) &= \tilde{P}(k) C' [\tilde{C} F(k) C' + L]^{-1} \\
\hat{P}(k + 1) &= \tilde{A} [I - F(k) C] \tilde{P}(k) \tilde{A}' + \tilde{B} \tilde{D} \tilde{B}'
\end{align*}
\]

which is the solution to the optimum filter.

### 4.11 COMBINATION OF UNBIASED ESTIMATORS

Suppose we are given two unbiased estimates \( \hat{X}_1(t) \) and \( \hat{X}_2(t) \) of the same state \( X(t) \). There are two cases to consider: either \( \hat{X}_1 \) and \( \hat{X}_2 \) are correlated or they are uncorrelated. We shall discuss both cases below.

#### 4.11.1 The Estimates are Uncorrelated

\( \hat{X}_1 \) and \( \hat{X}_2 \) are said to be uncorrelated if

\[
E[X - \hat{X}_1][X - \hat{X}_2]' = 0
\]

The optimal estimate of \( X \) is obtained as follows:

\[
\hat{X} = P(P_1^{-1} \hat{X}_1 + P_2^{-1} \hat{X}_2)
\]

\[
P_i = (P_1^{-1} + P_2^{-1})^{-1}
\]

where \( P_i \) is defined for \( i = 1, 2 \) by:

\[
P_i = E(X - \hat{X}_i)(X - \hat{X}_i)'
\]

#### 4.11.2 The Estimates are Correlated

The solution for correlated estimators is given by:

\[
\hat{X} = L_1 \hat{X}_1 + L_2 \hat{X}_2
\]
\[ P = L_1P_1L_1' + L_2P_2L_2' + L_1P_{12}L_2' + L_2P_{12}L_1' \quad (4.151) \]

where

\[ P_{12} = E[X - \hat{X}_1] (X - \hat{X}_2)' \]

\[ L_1 = (P_1 - P_{12}) (P_1 + P_2 - 2P_{12})^{-1} \]

\[ L_2 = (P_2 - P_{12}) (P_1 + P_2 - 2P_{12})^{-1} \]

Both proofs are simple and are left for the reader to verify. In the next chapter we shall apply the estimation theory developed here to two-dimensional signals and images.
EXERCISES

4.1 Given $X_1, X_2, \ldots, X_n$ as random variables such that:

$E(X_i) = m$ and $\text{var}(X_i) = \sigma^2$

Assume that $X_i - m$ and $X_j - m$ are orthogonal for $i \neq j$. Let

$$\hat{m} = \frac{1}{n} \sum_{i=1}^{n} X_i$$

and

$$\hat{\sigma}^2 = \frac{1}{n-1} \sum_{i=1}^{n} (X_i - \hat{m})^2$$

be estimates of $m$ and $\sigma$.

(a) Determine whether or not $\hat{m}$ is unbiased.

(b) Show that

$$\left[ \sum_{i=1}^{n} (X_i - m) \right]^2 = \sum_{i=1}^{n} (X_i - m)^2 + \sum_{i \neq j}^{n} (X_i - m)(X_j - m)$$

Hint: First prove that

$$n(\hat{m} - m) = \sum_{i=1}^{n} (X_i - m)$$

(c) Determine whether or not $\hat{\sigma}^2$ is an unbiased estimate of $\sigma^2$.

4.2 Let the random variables $X_1$ and $X_2$ be such that:

$E(X_1) = E(X_2) = m$

and

$\text{var}(X_1) = \text{var}(X_2) = \sigma^2$
with

\[ E[(X_1 - m)(X_2 - m)] = 0 \]

(a) If \( X = (X_1, X_2) \), then show that:

\[ C_{mX} = (m^2, m^2) \]

(b) Show that \( E(X_1^2) = E(X_2^2) = \sigma^2 + m^2 \) and \( E(X_1, X_2) = m^2 \).

(c) Obtain the covariance of \( X \).

(d) Obtain the m.s.e. of \( m \) from the data \( (x_1, x_2) \).

(e) Determine the conditions such that your m.s.e. in part (d) is unbiased.

4.3 Let \( R(t) \) be the autocorrelation function of a process \( X(t) \). Suppose it is desired to obtain the linear m.s.e. of \( X(t + \lambda) \) for some \( \lambda > 0 \) in terms of \( X(t) \), \( X'(t) \), and \( X''(t) \) i.e., \( \tilde{X}(t + \lambda) = a_1 X(t) + a_2 X'(t) + a_3 X''(t) \). Use the orthogonality principle to determine the optimum estimate of \( \tilde{X}(t + \lambda) \) and determine the m.s.e. of the error \( X(t + \lambda) - \tilde{X}(t + \lambda) \).

4.4 The zero mean random variable \( X \) is to be estimated in the linear mean square sense by the random variables \( Y_1, Y_2, \ldots, Y_n \) each of mean zero. Let \( \hat{X} \) be such an estimate. Utilizing the orthogonality principle:

(a) Show that \( E(e^2) = E[(X - \hat{X})^2] = E[(X - \hat{X}) X] \).

(b) Obtain the optimal solution \( \hat{X} \).

(c) If \( e_m \) is the error corresponding to the optimal solution, i.e., \( e_m = X - \hat{X} \), then verify whether or not

\[
E(e_m^2) = \frac{\det \begin{bmatrix} X & Y_1 & \cdots & Y_n \\ Y_1 & \cdots & \cdots & \cdots \\ \vdots & \ddots & \ddots & \ddots \\ Y_n & \cdots & \cdots & \cdots \end{bmatrix}}{\det \begin{bmatrix} Y_1 & \cdots & Y_n \\ \vdots & \ddots & \ddots & \ddots \\ Y_n & \cdots & \cdots & \cdots \end{bmatrix}}
\]
4.5 Let \( Y(t) = s(t) + n(t) \) be given such that \( E n(t) = E s(t) = 0 \).

(a) Use the orthogonality principle to estimate \( \hat{s}(t) = \frac{d}{dt} s(t) \), and show that the optimal estimate (unrealizable) \( \hat{s} \) can be obtained from:

\[
R_{yy}(\tau) = \int_{-\infty}^{\infty} R_{xx}(\tau - \lambda) \hat{h}(\lambda) \, d\lambda
\]

where \( \hat{h}(\lambda) \) is the optimum impulse response.

(b) Show that

\[
\hat{h}(j\omega) = \frac{j\omega S_{yy}(\omega)}{S_{x}(\omega)}
\]

Hint: \( S_{yy}(\omega) = j\omega S_{yy}(\omega) \).

(c) Given \( R_x(\tau) = \exp(-\frac{1}{\tau}) \) or \( S_x(\omega) = \frac{2}{(1 + \omega^2)} \) and \( R_y(\tau) = 2 \delta(\tau) \), obtain an optimum estimate \( \hat{s} \) with the constraint of realizability imposed.

(d) In part (c) design an optimum realizable predictor \( \hat{s}(t + 1) \).

(e) Design an optimum realizable filter for

\[
\hat{w}(t) = \int_{0}^{\infty} s(t - \lambda) \, d\lambda
\]

The answers in parts (c)–(e) can be left in the frequency domain.

4.6 A model is generated when white noise with the variance of unity (unity spectral density) is passed through a system with the transfer function \( \frac{1}{s(s + 1)} \). The model is also contaminated with white noise \( n(t) \) with \( S_n(\omega) = 1 \). Assume that \( E s(t) n(t) = 0 \). Find the transfer function \( \hat{H}(s) \) of optimum estimate that will yield the best m.s.e. Also obtain the transfer function of the best m.s.e. of the derivative.

4.7 Consider the RC network given by:

![RC Network Diagram]
where the unit impulse response $h(t)$ is given by:

$$h(t) = \frac{1}{\alpha} \exp\left(-t/\alpha\right), \text{ with } \alpha = RC$$

Let the input to the filter be $y(t)$ given by:

$$Y(t) = s(t) + n(t)$$

where $s(t)$ is given by:

$$s(t) = A \cos(\omega_0 t + \theta) \text{ volts, } \omega_0 = \frac{2\pi}{T}$$

with the random variable $\theta$ distributed uniformly over $[0, 2\pi]$. The amplitude $A$ is constant, and $n(t)$ is a zero mean white noise with its power spectrum given by

$$S_n(\omega) = N \text{ (watts/Hz)}$$

(a) Calculate the input power spectrum.
(b) Calculate the input power.
(c) Calculate the output power due to the signal only
(d) Calculate the output power due to the noise only.
(e) If the signal-to-noise ratio (SNR) is given by:

$$\text{SNR} = \frac{\text{Output power due to signal}}{\text{Output power due to noise}}$$

then obtain the maximum SNR.

4.8 Let $Y(t)$ be an observation given by:

$$Y(t) = s(t) + n(t)$$
where

\[ S_x(\omega) = \frac{1}{\omega^2}, \quad S_n(\omega) = 4, \quad \text{and} \quad S_{ns}(\omega) = 0 \]

(a) Find the optimum predictor \( \hat{X}(t + \lambda) \) by finding the corresponding optimum impulse response without the constraint of physical realizability.

(b) Repeat part (a) with the constraint of realizability imposed.

Hint: you may need to use

\[ 1 + k^2s^4 = (1 + \sqrt{2k}s + ks^2)(1 - \sqrt{2k}s + ks^2) \]

You may leave your answers in the frequency domain.

4.9 Let \( X \) be a scalar random variable and \( \hat{X}_1 \) and \( \hat{X}_2 \) be two correlated unbiased estimates of \( X \) with associated variances (covariances) \( \sigma_1^2 \) and \( \sigma_2^2 \), respectively. Let \( \rho \) denote:

\[ \rho = E[(X - \hat{X}_1)(X - \hat{X}_2)] \]

and \( \sigma^2 \) denote the variance (covariance) associated with \( X \), where \( \hat{X} = \alpha \hat{X}_1 + \beta \hat{X}_2 \).

(a) Show that \( \alpha + \beta = 1 \) and derive an expression for \( \sigma^2 \) in terms of \( \sigma_1^2 \), \( \sigma_2^2 \), \( \rho \), \( \alpha \), and \( \beta \).

(b) Obtain the optimal estimate \( \hat{X} \), i.e., determine \( \alpha \) and \( \beta \) such that \( \hat{X} \) is optimal.

4.10 Let a system be described via the model:

\[
\begin{bmatrix}
\dot{X}_1 \\
\dot{X}_2
\end{bmatrix} = \begin{bmatrix}
X_1(t) \\
X_2(t)
\end{bmatrix} + \begin{bmatrix}
U_1(t) \\
U_2(t)
\end{bmatrix}
\]
and

\[ Y = \begin{bmatrix} X_1 \\ X_2 \end{bmatrix} + \begin{bmatrix} v_1 \\ v_2 \end{bmatrix} \]

where

\[ E[UU'] = E[vv'] = I \delta(t - \tau) \]

Note that \( U \) and \( v \) are vectors. Write the appropriate equations for the optimal estimate. What is the error covariance matrix?

4.11 Suppose it is desired to estimate a constant which is unknown; a system model may be given by:

\[ \dot{X} = 0, \quad Y = X + v \]

where

\[ E[v(t)v(\tau)] = Q \delta(t - \tau) \]

Obtain a closed form optimal solution.

4.12 Repeat problem 4.11 if the state model is changed to:

\[ \dot{X} = \frac{-1}{2} X + U(t) \]

and \( Q = 1/4, E[U(t)U(\tau)] = 2 \delta(t - \tau), \) and \( E[Uv] = 0. \)

4.13 A scalar discrete random process \( X(k) \) is given by:

\[ X(k + 1) = 0.5 X(k) + U(k) \]

\[ Y(k) = X(k) + v(k) \]
where \( U(k) \) and \( v(k) \) are white noise terms such that:

\[
E[v^2(k)] = E[U^2(k)] = 1
\]

Also assume that:

\[
EX(0) = 0
\]

\[
E[x(0)]^2 = 1
\]

It is obvious that the Kalman estimator (one-step predictor) is given by:

\[
\hat{x}(k + 1) = [0.5 - F(k)] \hat{x}(k) + F(k) Y(k)
\]

\[
F(k) = \frac{0.5 P(k)}{P(k) + 1}
\]

\[
P(k + 1) = [0.5 - F(k)]^2 \hat{p}(k) + 1 + F^2(k)
\]

\[
P(0) = 1, \hat{x}(0) = 0
\]

Suppose \( Y(2) \) is not received, then perform the following:

(a) Provide the correction (or the adjustment) necessary in the above Kalman estimator to account for \( Y(2) \) not being received.

(b) Calculate the loss in terms of estimation error variance associated with \( \hat{x}(3) \) in part (a). The error variance is denoted by \( E(3) \) and is given by:

\[
E(3) = \overline{P}(3) - P(3)
\]

where \( \overline{P}(3) \) is the covariance with the observation \( Y(2) \) missing.

(c) Calculate the steady-state covariance

\[
P_{ss} = \lim_{k \to \infty} P(k)
\]
CHAPTER 5
MODELING OF TWO-DIMENSIONAL SIGNALS WITH APPLICATION TO IMAGE RESTORATION

5.1 INTRODUCTION

This chapter considers large classes of those two-dimensional images that are best characterized by statistical procedures, such as specifying their first two moments (mean and correlation) which represent the brightness level of the signal (image). Although, in theory, classical image enhancement does not seem to be very difficult, the implementation of every classical technique has a drawback because it is non-recursive and is seriously hampered by the presence of noise. Attempts to construct two-dimensional recursive filters usually fail because of numerical stability problems.

When the image has been contaminated by random noise and the only information concerning the image is of a statistical nature, image enhancement is a problem of statistical estimation and filtering. Nahi and Assefi [11] and Assefi [12] and [13] developed a recursive procedure to estimate the contaminated image, where the statistical characterization of the image (two-dimensional signal) is assumed to be spatially stationary. Next, the image is scanned horizontally, and the two dimensional correlation functions are converted into one-dimensional correlation functions via an optical scanner with its output designated as \( f(t) \). The autocorrelation function of \( f(t) \) is non-stationary and nonseparable [14] because of the scanner’s periodic movement. Thus, no finite dimensional time-invariant dynamic model representing the statistics of \( f(t) \) exists [14,15].
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The nonstationarity can be remedied by generating another statistical process whose autocorrelation function is stationary and which approximates the autocorrelation function of \( x(t) \). The results of this technique are satisfactory. Since we shall be dealing with the question of realization of autocorrelation functions and thus spectral factorization, a brief background of spectral factorization is given.

Nahi and Franco [16] scanned the picture several lines at a time and derived a vector model which led to a slower recursive estimator than those of [11] and [12]. However, it does not take advantage of all the information available from the image. In other words, the estimation of a given set of lines does not depend on the data received from the previous lines. Later, Powell and Silverman [17] viewed the problem in a different light and rederived Nahi and Franco's results.

Next, we shall utilize a better approximation to \( x(t) \) (scanner's output) or its autocorrelation function developed by partitioning the image into a collection of vertical strips and approximating \( x(t) \) by a series of stationary random processes, one associated with each strip. For each stationary approximation, a corresponding linear time-invariant dynamic model is constructed. A procedure for recursively enhancing a degraded image is developed in a manner similar to the case where the image has not been partitioned. The major difference is that rather than utilizing one dynamical model corresponding to one autocorrelation function, a chain of dynamical models corresponding to many autocorrelation functions is considered. Examples are constructed to show the effectiveness of the enhancement process.

### 5.2 Spectral Factorization

The concept of spectral factorization has become increasingly more important since Wiener's original work [18] on the subject. Basically, spectral factorization determines the equations that describe a linear system when the system is driven by white noise and the covariance of the output is known. Whenever the covariance function of a process is driven by white noise via a system of differential equations of first order, we refer to this system as a dynamical model. More specifically, given a covariance function \( R(t, \tau) \), where \( t < t_1 \) and \( z < \tau_1 \) for some fixed \( t_1 \) and \( \tau_1 \), the factorization problem is to determine a realizable linear filter (differential equation model) that, when driven by white noise, yields \( R(t, \tau) \) as its output covariance.

It is well known, [15] and [20], that, in general, no such realization may exist. However, if its existence were guaranteed, the representation (in some sense) would be unique. In its most popular form, the spectral factorization would be confined to stationary situations. Then the corresponding dynamical model under consideration would be time-invariant, and the white noise force-
ing function must have started infinitely in the past. This dynamical model would be asymptotically stable. It is also desirable to deal with finite-dimensional dynamical models, implying that each linear model must possess a rational bilateral Laplace transform. We can summarize the above discussion by the statement of Theorem 1, which we shall not prove, but which is proved in reference [7].

**Theorem 1**

A necessary and a sufficient condition that a stationary process \( y(t) \) be representable as the output of an asymptotically stable, time-invariant, finite, dimensional linear model is that its spectral density \( R(s) \) be a rational function of the form \( \mathcal{H}(s)\mathcal{H}(-s) \), with

\[
\mathcal{H}(s) = \frac{m(s)}{\rho(s)}
\]

for some polynomial

\[
\rho(s) = s^n + \sum_{i=0}^{n-1} a_i s^i
\]

with all roots in the left half part of the \( s \)-plane and

\[
m(s) = \sum_{i=0}^{n-1} \beta_i s^i
\]

with degree less than or equal to \( n - 1 \) and all roots in the left half of the \( s \)-plane. Where \( a_i \) and \( \beta_i \) are the real coefficients. That is, \( m(s) \) has all of its poles and zeros in the left half of the \( s \)-plane.

**5.2.1 Determination of the Output Covariance From a Linear Dynamical Model**

Consider the following dynamical model, given by:

\[
\dot{x} = A(t) x(t) + B(t) u(t)
\]

\[
y(t) = C(t) x(t)
\]

\[(5.2)\]
where \( x(t) \) is an \( n \times 1 \) vector, \( u \) is an \( m \times 1 \) vector, \( y \) is a scalar, \( A \), \( B \), and \( C \) are matrices of appropriate dimensions (not necessarily time-invariant), and \( w(t) \) is a zero-mean white noise vector, such that:

\[
Ew(t)w'(t) = \delta(t - \tau)
\]  

(5.3)

where \( K \) is an \( m \times m \) symmetrical matrix and prime denotes the transpose.

It is desired to calculate the output covariance (an autocorrelation, since \( y(t) \) is of zero mean) \( Ey(t)y'(t) \), given by:

\[
Ey(t)y'(t) = C(t)Ex(t)X'(t)C'(t)
\]

(5.4)

Let the random variable \( x(t_0) \), where \( t_0 \) is the initial time, be statistically independent of \( u(t) \). It is well known that the solution of \( x(t) \) is given by:

\[
x(t) = \Phi(t, t_0)X(t_0) + \int_{t_0}^{t} \Phi(t, \tau)B(\tau)u(\tau) \, d\tau
\]

(5.5)

where \( \Phi(t, \tau) \) is the state transition matrix; i.e.,

\[
\frac{d\Phi(t, \tau)}{dt} = A(t) \Phi(t, \tau)
\]

(5.6)

\[
\Phi(t, t) = I
\]

(5.7)

Substituting \( x(t) \) from Eq. (5.5) into (5.4) and performing some mathematical operations, we obtain [20]:

\[
Ey(t)y'(t) = C(t) \Phi(t, \tau)P_x(t)C'(t)1(t - \tau) + C(t)P_x(t)\Phi(t, \tau)C'(t)1(\tau - t)
\]

(5.8)

\[
P_x(t) = Ex(t)x'(t)
\]

(5.9)

where \( 1(t) \) denotes the unit step function.
From the dynamical model (Eq. 5.2), $P_x(t)$ can be shown to be the solution of the differential equation [20]:

$$\dot{P}_x = AP_x + P_x A' + BKB'$$

(5.10)

where the covariance $P_x(t_0)$ must be given.

### 5.2.2 Independence of Estimation Problem of a Particular Coordinate System

In spectral realization, $y(t)$, given by Eq. (5.2), is the signal without any noise contamination. Often, we receive a contaminated observation $z(t)$, given by:

$$z(t) = y(t) + n(t)$$

(5.11)

where $n(t)$ is additive noise, which is assumed to be uncorrelated with $y(t)$. In [20] it is shown that the only information necessary for recursive estimation is the knowledge of $Ey(t) y(t + \tau)$ and $Ez(t) z(t + \tau)$. That is, the solution of recursive estimation in the mean-square sense is independent of the particular coordinate system for model $z(\cdot)$ and $y(\cdot)$ processes; hence, a unique solution associated with minimum mean-square estimation can be obtained where the models for the processes are not given in advance. All these models are related to one another by a linear transformation. For example, if

$$\dot{x} = Ax(t) + Bu(t)$$

$$y = Cx(t) + v(t)$$

(5.12)

and

$$\dot{x}^* = A^*x^*(t) + B^*u^*(t)$$

$$y^* = C^*x^*(t) + v(t)$$

(5.13)

correspond to the same realization, then there exists a linear transformation $T(t)$ such that:

$$x^*(t) = T(t)x(t)$$

(5.14)
and

\[ \hat{X}^* = \mathcal{T}(t) \hat{X}(t) \]  \hspace{1cm} (5.15)

where \( \hat{X} \) and \( \hat{X}^* \) are the estimates corresponding to Eqs. (5.12) and (5.13), respectively.

The covariance estimates can be obtained accordingly.

### 5.3 RECURSIVE IMAGE ESTIMATION

#### 5.3.1 Procedure Outline

The enhancement of images that are characterized only by statistical data where the picture contains additive noise is considered in this section. The random process representing the output scanner is characterized by the output of a dynamical model with white noise input. The dynamical model describes the first-order vector Markov process. The procedure of Kalman filtering is then utilized to recursively determine the minimum mean-square error estimate of the image. The result is also extended to obtain the smoothing of data. Two examples, one with very high SNR, are used to illustrate the effectiveness of the procedure. In what follows, the image is assumed to be a two-dimensional, stationary correlation function of zero mean. Thus, the autocorrelation function and the covariance become identical. The statistical information about the image and the noise is assumed to be known and uncorrelated, and the noise is additive.

#### 5.3.2 Derivation of Autocorrelation Function of Scanner Output

Let us scan a picture horizontally using an optical scanner denoted by \( s(t) \). Let the horizontal position (a continuous variable) be denoted by \( z \), where \( 0 \leq z \leq Z \), and the vertical variable by an integer \( n = 1, 2, \ldots, N \) representing the \( n \)th scanned line. The brightness function is defined by \( b(z,n) \). Let us assume, without any loss of generality that \( b(z,n) \) is of zero mean. The random process \( b(z,n) \) is assumed to be wide-sense stationary, with the autocorrelation function defined by:

\[ Eb(z_2,n_2) b(z_1,n_1) = R(z_2 - z_1, n_2 - n_1) = R(z,n) \]  \hspace{1cm} (5.16)

Assume that the scanner output \( s(t) \) has a horizontal speed \( v = 1 \) and, without any loss of generality, that the vertical movement takes zero time.
Let us determine $E s(t) s(t + \tau)$ in terms of $R(z, n)$ and $Z$. The variables $t$ and $\tau$ can be equivalently expressed by:

$$
\begin{align*}
    t &= jT + \sigma, \quad j = 0, 1, 2, \ldots, N - 1, \quad 0 \leq \sigma < T \\
    \tau &= iT + \gamma, \quad i = \ldots, -1, 0, 1, \ldots \\
    0 &\leq t + \tau < NT, \quad 0 \leq \gamma < T
\end{align*}
$$

(5.17)

where $T = Z$ is the time required to traverse one horizontal line. The scanner output can now be written as:

$$
E s(t) s(t + \tau) = \begin{cases} 
    b(\sigma + \gamma, i + j + 1), & \text{if } \sigma + \gamma < T \\
    b(\sigma + \gamma - T, i + j + 2), & \text{if } \sigma + \gamma > T
\end{cases}
$$

(5.18)

Now, utilizing Eqs. (5.16) and (5.17), we can obtain:

$$
E s(t) s(t + \tau) = \begin{cases} 
    R(\gamma, i), & \text{if } \sigma + \gamma < T \\
    R(\sigma + \gamma - T, i + j + 2), & \text{if } \sigma + \gamma > T
\end{cases}
$$

(5.19)

It is clear that $E s(t) s(t + \tau)$ is a function of both $\sigma$ and $\gamma$, or, equivalently, of $t$ and $\tau$; thus, it must be nonstationary. The nonstationarity is due to the edge condition. A simple check shows that $E s(t) s(t + \tau)$ is also periodic and a nonseparable function. It can be demonstrated that no finite-dimensional linear realization of this nonseparable autocorrelation exists.

We shall now seek to generate a random process denoted as $q(t)$ such that it has a stationary autocorrelation function which approximates the auto-
correlation of the process $s(t)$. To generate $q(t)$, we proceed as follows. For a given $t$, $q(t)$ is defined by:

$$q(t) = s(jT + \xi)$$ (5.20)

where $\xi$ is assumed to be uniformly distributed over $[0, \tau]$. We shall now prove the following theorem.

**Theorem 2**

The random process $q(t)$ defined by Eq. (5.20) is stationary.

**Proof**

It is easy to verify that:

$$E(q(t) = 0$$

by the construction of $q(t)$.

Next, we must prove that $E(q(t + \tau)$ is a function of $\tau$ (or, equivalently, $\gamma$) only. To accomplish this end, we calculate the correlation function of the process $q(t)$:

$$E(q(t + \tau) = E_s[E_s[E_s[s(jT + \xi) s(jT + \xi + iT + \gamma)]]]$$

$$= \frac{1}{T} \int_0^T E_s[E_s[s(jT + \xi) s(jT + nT + iT + \gamma)] \, dt$$

(5.21)

This equation is obtained by utilizing Eq. (5.24) and $\tau = iT + \gamma$, which is given by Eq. (5.17) and the fact that $\xi$ is uniformly distributed over $[0, T]$. 182
The subscripts $s$ and $\xi$ in (5.21) denote the expectation with respect to $s$ and $\xi$, respectively. From Eqs. (5.19) and (5.21), one obtains:

$$\text{Eq}(t) q(t + \tau) = \frac{1}{T} \left[ \int_{0}^{T-\gamma} R(\gamma, i) \, d\xi \right. \\
+ \int_{T-\gamma}^{T} R(T - \gamma, i + 1) \, d\xi \left. \right] \\
= \frac{T - \gamma}{T} R(\gamma, i) + \frac{2}{T} R(T - \gamma, i + 1) = r(t)$$

(5.22)

where $\text{Eq}(t) q(t + \tau)$ is defined as $r(t)$, which is a function of $\tau$ (or $\gamma$) only.

It is interesting to note that the correlation function of $q(t)$, namely, $r(t)$, can also be obtained by averaging the autocorrelation function of $s(t)$ over one period. However, it is important to mention that such averaging over the subintervals of a period may not give rise to a stationary autocorrelation function, and, furthermore, may not yield an autocorrelation function at all.

As an example, consider a scalar random process characterized by a scalar differential equation:

$$\dot{x} = -x + u$$

$$y(t) = \cos (\tau) x(t)$$

where the initial state $x(0) = 1/2$ and

$$E u(t) = 0$$

$$E u(t_1) u(t_2) = \delta(t_2 - t_1)$$
Then, the autocorrelation of \( x(t) \) can be obtained as follows:

\[
Ex(t)x(t+\tau) = \frac{1}{2} \exp(-|\tau|)
\]

Thus, \( Ey(t)y(t+\tau) \) is given by:

\[
Ey(t)y(t+\tau) = \frac{1}{2} \cos(t)\cos(\tau) \exp(-|\tau|)
\]

which is clearly nonstationary, since the correlation function of \( y(t) \) depends on both \( t \) and \( t+\tau \) and is periodic (of periodicity \( 2\pi \)). However, if we averaged this autocorrelation over \([0,\pi/4]\), the resulting average would depend on both \( t \) and \( t+\tau \).

The randomization of \( \xi \) over the period \( T \) has the intuitive appeal that all points of the picture are weighted equally.

The following salient properties of \( r(\tau) \) will be used in what follows:

\[
r(T) = R(0, i) \quad (5.23)
\]

Since \( R(z, z) \) is an autocorrelation function.

\[
R(0, n) \geq R(z, n) \quad (5.24)
\]

Thus, from (5.22) and (5.23).

\[
\frac{r(T + \gamma)}{r(T)} \leq 1 \quad \text{for all } i, \gamma \quad (5.25)
\]

The above properties indicate that, in general, the correlation function \( r(\tau) \) has a periodic nature.

**Example 1**

Consider a square picture subdivided into a \( 32 \times 32 \) grid. Let \( T = 1 \) second and \( v = 1 \). The signal is a \( 12 \times 12 \) square starting at the 13th row and 13th column. Let \( m \) and \( n \) represent specific rows and columns, respectively. The above signal is represented by the brightness level \( h(m, n) = 6.1 \) where the
signal exists and -1 otherwise, resulting in a zero mean sample function. As a first approximation, let us choose:

\[ R(x, i) = \alpha \exp (-\mu_a |x| - \mu |ii|) \]

where \( \alpha, \mu_a, \) and \( \mu \) are to be determined. Computation of the sample power results in \( \alpha = R(0,0) \approx 6.1 \). The correlation between two adjacent grid points is calculated as 5.33, which is a value for \( R(1/32,0) \) or \( R(0,1) \). Hence,

\[ R(x, i) = 6.1 \exp (-4.35|z| - 0.136|ii|) \]

The correlation function is obtained by substituting the above into Eq. (5.22), and the plot is shown in Figure 5-1.

![Fig. 5-1. Plot of \( r(r) \) and \( \gamma(r) \) (Dashed Curve) as a Function of \( r \)](image)

### 5.3.3 Dynamical Modeling of Image Statistics

In this section, we wish to derive a differential equation model whose solution has an autocorrelation function approximating \( r(r) \) given by Eq. (5.22). Since we subsequently intend to utilize a Kalman estimator, we seek a dynamical model of the form:

\[
\dot{x}(t) = Ax(t) + Bu(t) \\
y(t) = Cx(t) \tag{5.2e}
\]

where \( x(t) \) is an \( n \)-dimensional vector, \( u(t) \) is a white noise vector, and \( y(t) \) is the scalar signal whose autocorrelation function is \( r(r) \).
The procedure followed is to represent an approximation to \( r(\tau) \), denoted by \( r_a(\tau) \), as a sum of terms such that each term can be easily modeled, since, in general, \( r(\tau) \) may not have a rational bilateral transform. The properties of \( r(\tau) \) may be utilized to decompose \( r(\tau) \) into the product of two functions \( h(\tau) \) and \( r(\tau)/h(\tau) \):

\[
r(\tau) = \frac{r(\tau)}{h(\tau)} h(\tau)
\]

(5.27)

where \( h(\tau) \) is chosen to satisfy:

\[
h(\tau) = R(0, i), \quad \text{for all } i
\]

(5.28)

Since in many practical cases the two-dimensional correlation function \( R(z, i) \) is a monotonically decreasing function of \( i \), a natural candidate for \( h(\tau) \) is, in those instances, a combination of negative exponentials; i.e.,

\[
h(\tau) = \sum_{i=1}^{I} l_i \exp (-\lambda_i, |\tau|)
\]

(5.29)

The function \( p(\tau) \) is then chosen to be a periodic function approximating \( r(\tau)/h(\tau) \). The approximate correlation function is:

\[
r_a(\tau) = h(\tau) p(\tau)
\]

(5.30)

Utilizing Eqs. (5.23) and (5.28), it can be seen that the function \( r(\tau)/h(\tau) \) is unity at \( iT \) and less than unity for all other \( \tau \); furthermore, from (5.22) and (5.29) it is an even function. Hence, \( p(\tau) \) is chosen to be an even function with period \( T \). Thus, a natural candidate for this function is:

\[
p(\tau) = \sum_{j=0}^{J} a_j \cos \frac{2\pi j}{T} \tau
\]

(5.31)
Consequently, an element of the function \( r_a(\tau) \) has the form:

\[
l_i a_i \exp(-\lambda_i |\tau|) \cos \frac{2\pi j}{T} \tau \tag{5.32}
\]

and there are \((J+1)\) such elements.

A differential equation model with white noise input can be simply constructed [8] to model each of these terms. Each will be a second-order system except for those corresponding to \( j = 0 \); i.e.,

\[
l_i a_i \exp(-\lambda_i |\tau|)
\]

which will be of first order. If the white noise forcing functions (one being necessary for each \( i, j \) pair) are chosen to be mutually independent, the collection of all these differential equations defines the parameters \( A, B, C \) and represents the desired model for \( r_a(\tau) \).

In the course of selecting the approximate function \( r_a(\tau) \), we must choose the coefficients properly, such that \( r_a(\tau) \) is a correlation function. We shall either guarantee that \( r_a(\tau) \) is a positive definite function or, equivalently, that the spectral density of \( r_a(\tau) \) is positive [9].

**Example 2**

Using Example 1, let us derive a dynamic model for \( r(\tau) \). Assume that the desired model has the form given by Eq. (5.26), and further that:

\[
Eu(t) u(t + \tau)' = Kb(\tau) \tag{5.33}
\]

where \( \delta(\tau) \) is the Dirac delta function, the prime denotes the transpose, \( K \) is a positive definite matrix, and

\[
Fv(t) y(t + \tau) = r_a(\tau) \tag{5.34}
\]

Because of the exponential nature of \( R(z, i) \), we choose:

\[
h(\cdot) = R(0,0) \exp(-0.136|\tau|) \tag{5.35}
\]
and

\[ p(\tau) = \sum_{j=0}^{2} a_j \cos 2\pi \tau \]  \hspace{1cm} (5.36)

In this example, we use the notation \( \mu_p \) instead of 0.136.

The modeling procedure can be broken down as follows. The first term \( r_x(\tau) \), namely,

\[ a_0 \exp(-\mu_p |.;1) \]

has the bilateral transform:

\[ \frac{2 \mu_p a_0}{(s + \mu_p)(s - \mu_p)} \triangleq R_1(s) \]  \hspace{1cm} (5.37)

The function \( R_1(s) \) can now be factored into two functions, \( H_1(s) \) and \( H_1(-s) \), where

\[ R_1(s) = \frac{\sqrt{a_0} \mu_p}{(s + \mu_p)(s - \mu_p)} \]

and

\[ H_1(s) = \frac{\sqrt{a_0} \mu_p}{s + \mu_p} \]

Utilizing the method of this section, a dynamic realization of \( H_1(s) \) is obtained as:

\[ x_1 = -\mu_p x_0(t) + \sqrt{a_0} \mu_p x_1(t) \]

\[ y_1(t) = x_1(t) \]  \hspace{1cm} (5.38)
The second term of $g_4(r)$, namely:

$$a_1 \exp(-\mu_o \pi r) \cos 2\pi r$$

take the following bilateral transform:

$$R_2(s) = \frac{2a_1\mu_o [-s^2 + (2\pi)^2 + \mu_o^2]}{[(s + \mu_o)^2 + (2\pi)^2][(-s + \mu_o)^2 + (2\pi)^2]}$$

The function $R_2(s)$ can be factored out into two functions, $H_2(s)$ and $H_2(-s)$:

$$R_2(s) = \frac{\sqrt{2a_1\mu_o}[s + \sqrt{(2\pi)^2 + \mu_o^2}]}{(s + \mu_o)^2 + (2\pi)^2} \times \frac{\sqrt{2a_1\mu_o}[-s + \sqrt{(2\pi)^2 + \mu_o^2}]}{(-s + \mu_o)^2 + (2\pi)^2}$$

where $H_2(s)$ is given by:

$$H_2(s) = \frac{\sqrt{2a_1\mu_o}[s + \sqrt{(2\pi)^2 + \mu_o^2}]}{(s + \mu_o)^2 + (2\pi)^2}$$

The corresponding dynamic realization of $H_2(s)$ is given as:

$$\dot{x}^{(2)} = A^{(2)}x^{(2)}(t) + B^{(2)}u^{(2)}(t)$$

$$y^{(2)}(t) = C^{(2)}x^{(2)}(t)$$
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In general, the \((K + 1)\) term of \(r_p(t)\) is \(a_k \exp (-\mu_p \cdot 1) \cos 2\pi \tau t\) which has the bilateral transform \(R_{k+1}(s)\), given by:

\[
R_{k+1}(s) = \frac{2 \mu_p \mu_{\nu} [s^2 + (2\pi)^2 + \mu_\nu^2]}{[(s + \mu_p)^2 + (2\pi)^2] [(s + \mu_\nu)^2 + (2\pi)^2]} \tag{5.39}
\]

As before, the function \(R_{k+1}(s)\) can be factored into two functions, \(H_{k+1}(s)\) and \(H_{k+1}(-s)\):

\[
R_{k+1}(s) = \frac{\sqrt{2} \mu_p \mu_{\nu} [s + \sqrt{(2\pi)^2 + \mu_\nu^2}]}{(s + \mu_p)^2 + (2\pi)^2} \times \frac{\sqrt{2} \mu_p \mu_{\nu} [s + \sqrt{(2\pi)^2 + \mu_\nu^2}]}{(s + \mu_\nu)^2 + (2\pi)^2}
\]

where

\[
H_{k+1}(s) = \frac{\sqrt{2} \mu_p \mu_{\nu} [s + \sqrt{(2\pi)^2 + \mu_\nu^2}]}{(s + \mu_p)^2 + (2\pi)^2}
\]

and the corresponding dynamical model is:

\[
\dot{x}^{(k+1)} = A^{(k+1)}x^{(k+1)}(t) + B^{(k+1)}u^{(k+1)}(t)
\]

\[
y^{(k+1)}(t) = C^{(k+1)}x^{(k+1)}(t) \tag{5.40}
\]
It can be seen that the first term of \( r_e(T) \) is modeled by Eq. (5.38), which is a first-order system, and the subsequent terms by (5.39), which is the second-order system. Thus, to model the \((J + 1)\) terms of \( r_e(T) \), we need a \((2J + 1)\)-order system. For example, suppose the function \( r_e(T) \) has \((J + 1)\) terms; then we can incorporate the first- and second-order systems into a new system, whose parameters \( A, B, \) and \( C \) are obtained as follows:

\[
A^{(k+1)} = \begin{bmatrix} 0 & 1 \\ -(2k\pi)^2 + \mu^2_e & -2\mu_e \end{bmatrix}
\tag{5.41}
\]

\[
B^{(k+1)} = \begin{bmatrix} \sqrt{2\delta_e\mu_e} \\ \sqrt{2\delta_e\mu_e} \left( \sqrt{(2k\pi)^2 + \mu^2_e} - 2\mu_e \right) \end{bmatrix}
\tag{5.42}
\]

\[
C^{(k+1)} = [1 \ 0]
\tag{5.43}
\]

Thus, to model the \((J + 1)\) terms of \( r_e(T) \), we need a \((2J + 1)\)-order system.
Example 3

If in Example 2 only three terms of $r_d(t)$ are retained, i.e., $J = 2$, the resultant $r_d(t)$ can be written as:

$$r_d(t) = 6.1 \exp(-0.136t) \sum_{j=0}^{2} a_j \cos 2\pi t$$

If we use the Fourier series for $p(t)$, then $a_0, a_1,$ and $a_2$ will be given as:

$$a_0 = 0.333; \quad a_1 = 0.405; \quad a_2 = 0.101$$

A plot of $r_d(t)$ is shown in Figure 5-1. The correlation term

$$6.1 a_0 \exp(-0.136 t)$$

is modeled by:

$$x_1 = -0.136 x_1(t) + 0.732 u_1$$

The second term in the correlation is modeled by:

$$x_2 = x_3 + 0.82 u_2$$

$$x_3 = -39.4 x_2 - 0.27 x_3 + 4.92 u_2$$
and the third term is modeled in a similar manner. The terms \( u_1 \), \( u_2 \), and \( u_3 \) represent independent white-noise terms, each with zero mean and correlation function \( \delta(r) \), where \( \delta \) is the Dirac delta function. The final results are:

\[
A = \begin{bmatrix}
-0.136 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & -39.4 & -0.27 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & -157.7 & -0.27
\end{bmatrix}
\]

\[
B = \begin{bmatrix}
0.743 & 0 & 0 \\
0 & 0.820 & 0 \\
0 & 4.92 & 0 \\
0 & 0 & 0.410 \\
0 & 0 & 5.04
\end{bmatrix}
\]

\[
C = [1 \ 1 \ 0 \ 1 \ 0]
\]

Often, two-dimensional stationary correlation functions can be approximated by a combination of two-dimensional stationary correlation functions of the form:

\[
R(x, i) = R(0, 0) \exp(-\mu_x |x| - \mu_y |y|) \tag{5.47}
\]

Because of the importance of \( R(x, i) \) as given by Eq. (5.47), we shall discuss this special autocorrelation function below.
Calculating $r(\tau)$ (given by Eq. 5.22), one obtains:

$$r(\tau) = \frac{T - \gamma}{T} \exp \left( -\mu_r |\gamma| - \mu_\nu |\nu| \right)$$

$$+ \frac{\gamma}{T} \exp \left( -\mu_r |T - \gamma| - \mu_\nu |\nu| + 1 \right) \quad (5.48)$$

where

$$\tau = \delta T + \gamma, \, 0 \leq \gamma \leq T$$

Now, let us define a risk function $\mathcal{R}(\tau)$ such that

$$\mathcal{R}(\tau) = \int_0^{NT} \left[ r(\tau) - r_\delta(\tau) \right]^2 \, d\tau \quad (5.49)$$

and

$$r_\delta(\tau) = \sum_{j=0}^{j} a_j \exp \left( -\mu_r |\gamma| \right) \cos \left( \frac{2\pi j}{T} \tau \right) \quad (5.50)$$

We can select the coefficients $a_j$ such that the risk function $\mathcal{R}(\tau)$ is minimized. For simplicity, we shall assume that $T = 1$. It can be shown that $\mathcal{R}(\tau)$ can be expressed by [16]:

$$\mathcal{R}(\tau) = \frac{1 - \exp \left( -2\mu_\nu N \right)}{1 - \exp \left( -2\mu_\nu \right)} \int_0^1 \left[ r(\tau) - r_\delta(\tau) \right]^2 \, d\tau \quad (5.51)$$

To minimize $\mathcal{R}(\tau)$, we must minimize:

$$\int_0^1 \left[ r(\tau) - r_\delta(\tau) \right]^2 \, d\tau$$
Thus, the minimization of $\mathcal{R}(r)$ becomes a simple problem, and the risk function can be obtained from [16]. The procedure is to set the derivatives of $\mathcal{R}(r)$ with respect to $a_j$ equal to zero, and the result can be obtained as follows:

$$ a = a^{-1} d $$  \hspace{1cm} \text{(5.52)}

where $a$ is a matrix, whose elements are given by:

$$ a_{kl} = \int_0^l \exp (-2\mu_1 |r|) \cos 2\pi kr \cos 2\pi tr \, dr $$  \hspace{1cm} \text{(5.53)}

and $d$ is a column vector, whose elements are given by:

$$ d_k = \int_0^l \mathcal{R}(r) \exp (-\mu_1 |r|) \cos 2\pi kr \, dr $$  \hspace{1cm} \text{(5.54)}

Furthermore, the following properties can easily be established:

$$ \int_0^l [\mathcal{R}(r) - r^2_r(\tau)]^2 \, d\tau = \int_0^l \mathcal{R}^2(\tau) - \int_0^l r^2_{e} \, d\tau $$  \hspace{1cm} \text{(5.55)}

$$ \int_0^l r^2(\tau) \, d\tau = \lim_{J \to \infty} \int_0^l r^2_{e} \, d\tau $$  \hspace{1cm} \text{(5.56)}

### 5.3.4 Design of a One-Step Predictor

Since we intend to utilize a digital computer for the estimation process, the model given by Eq. (5.26) is discretized, yielding:

$$ x(k + 1) = \tilde{A}x(k) + \tilde{B}u(k) $$

$$ y(k) = \tilde{C}x(k) + v(k) $$  \hspace{1cm} \text{(5.57)}
In addition, the model given by Eq. (5.57) contains the observation noise element v(k), which is assumed to be white, with mean zero and variance $\sigma^2$. The parameters $\bar{A}$, $\bar{B}$, and $\bar{C}$ are related to $A$, $B$, and $C$ by:

$$\bar{A} = \exp\left(\frac{A}{N}\right)$$

$$\bar{B} = \int_0^{T/N} \exp\left(\frac{A}{N}\right) \exp(-As) B K B' ds$$

$$\bar{C} = C$$  \hspace{1cm} (5.58)

where $K$ and $\bar{K}$ are covariances of $u(t)$ and $u(k)$, respectively. The sampling interval utilized in the above discretization is chosen to be $T/N$. Thus, there will be $N$ observations for each horizontal scan. Since there are $N$ horizontal scan lines, the final discrete observation is on an $N \times N$ grid.

**Example 4**

Continuing Example 3, we obtain:

$$\bar{A} = \begin{bmatrix}
0.996 & 0 & 0 & 0 & 0 \\
0 & 0.983 & 0.031 & 0 & 0 \\
0 & -1.22 & 0.97 & 0 & 0 \\
0 & 0 & 0 & 0.926 & 0.03 \\
0 & 0 & 0 & -4.77 & 0.913
\end{bmatrix}$$
Utilizing the model given by Eq. (5.57) with parameters given by Eq. (5.58), a (one-step predictor) recursive estimator may be designed (see Chapter 4). The equations are given for the sake of completeness.

\[
\begin{bmatrix}
0.02 & 0 & 0 & 0 \\
0 & 0.02 & 0.12 & 0 \\
0 & 0.12 & 0.60 & 0 \\
0 & 0 & 0.01 & 0.07 \\
0 & 0 & 0.07 & 0.49
\end{bmatrix}
\]

\[\bar{C} = \bar{C} = \begin{bmatrix} 1 & 1 & 0 & 1 & 0 \end{bmatrix}\]

The (one-step predicted) estimate of the image is, therefore,

\[\hat{y}(k) = \hat{y}(k)\]

that is, \(\hat{y}(k)\) is the best estimate of \(y(k)\), obtained recursively in real time, where \(y(k)\) is the observation associated with the grid point immediately ahead of the scanner position.

**Example 5**

The signal \(y(k)\) is generated by using the image described in the preceding example and adding white noise with variance \(\sigma^2\). Let us define a measure of signal-to-noise ratio by:

\[\rho \triangleq \frac{\text{peak-to-peak variation of signal}}{\sigma}\]
The peak-to-peak variation of the image is 7.1. Two values of \( \rho \) are considered here, namely, 7.1/3 and 7.1/10; the corresponding values of \( y(k) \) and their one-step predicted values \( \hat{y}(k) \) are shown in Figures 5-2a and 5-2b and 5-3a and 5-3b, respectively.

5.3.5 Implementation of Required Interpolation

It is clear that image enhancement, from the point of view of scanner output, represents an interpolation problem; i.e., it is desired to determine the best estimate of \( y(k), 0 \leq k \leq N \), given the observation \( y(0), y(1), \cdots, y(N) \).

In general, the interpolation problem is far more complicated than standard Kalman filtering. However, since for the image enhancement considered here the length of the data is fixed \( (N) \) and, furthermore, the observation is usually available for additional repeated processing, it is possible to obtain two one-step predicted values of \( y(k) \), denoted by \( \hat{y}(k) \) and \( \overline{y}(k) \), one by running the scanner in one direction starting, for example, at the top left corner of the picture and the other by running the scanner in the reverse direction starting at bottom right corner. Associated with these estimates are estimation error variances denoted by \( \sigma^2(k) = \overline{C}(k) \overline{C}' \) and \( \sigma^2(k) = \overline{C}(k) \overline{C}' \), respectively. The two estimates must be combined to yield the optimal interpolated (smoothed) value \( y^*(k) \). Thus, a brief discussion of combining two estimators is warranted.

Suppose we are given two state estimates, \( \hat{x}(t) \) and \( \overline{x}(t) \), of the same state variable \( x(t) \). There are two cases to consider: either \( \hat{x}(t) \) and \( \overline{x}(t) \) are correlated or they are uncorrelated. We shall combine only the case in which both are uncorrelated; i.e.,

\[
E[x - \hat{x} | x - \overline{x}] = 0 \quad (5.60)
\]

In this case the optimal estimate of \( x \), denoted \( \hat{x}^*(t) \), is given by:

\[
x^* = P^*(\hat{p}^{-1}\hat{x} + \overline{p}^{-1}\overline{x}) \quad (5.61)
\]

\[
P^* = (\hat{p}^{-1} + \overline{p}^{-1})^{-1} \quad (5.62)
\]

where \( \hat{p} \) and \( \overline{p} \) are the error covariances of \( \hat{x} \) and \( \overline{x} \), respectively. Thus, applying Eqs. (5.60), (5.61), and (5.62) to obtain \( \hat{y}(k) = \overline{C}(k) \overline{C}' \) yields:

\[
y^*(k) = \frac{\sigma^2(k)}{\sigma^2(k) + \sigma^2(k)} \hat{y}(k) + \frac{\sigma^2(k)}{\sigma^2(k) + \sigma^2(k)} \overline{y}(k) \quad (5.63)
\]
Example 6

Considering the preceding example, the covariance \( P(k) \) in Eq. (5.59) nearly reaches its steady-state value in about two or three scan lines. Consequently, \( \hat{A}(k) \approx \bar{A}(k) \) for most of the picture, and Eq. (5.63) reduces to:

\[
\hat{r}^*(k) \approx \frac{1}{2} \left[ \hat{A}(k) + \bar{A}(k) \right]
\]

(5.64)

Equation (5.64) was implemented, and the results for \( p = 7.1/3 \) and \( 7.1/10 \) appear in Figures 5.2c and 5.3c, respectively.

Careful observation of Figures 5.2b and 5.2c (or 5.3b and 5.3c) reveals a consistent vertical correlation, which is attributed to the approximation of \( \hat{A}(k) \) by transposing the original picture and re-evaluating \( \hat{r}^*(k) \). The two values are
averaged and are represented in Figures 5-2d and 5-3d for corresponding values of $\rho$. In what follows the approximation is further improved.

**5.4 PARTIAL RANDOMIZATION**

The randomization of $E$ over the period $T$ has the intuitive appeal that all points of the picture are weighted equally. While the results concerning this particular approximation for a certain subclass of nonstationary correlation functions have indeed been gratifying, it may lead to some shortcomings. For example, the extreme right edge of a scanned line and the extreme left edge of the next line would be weighted as two adjacent points of a line. In order to enhance the quality of our approximation, we shall discuss the idea of partial randomization, which assumes $\eta$ is randomly distributed over subinter-
vals of $[0, T]$. Intuitively, it can be seen that the more the number of subdivisions, the closer we approximate the correlation function of the scanner output. Thus, we shall subdivide the image in the manner given below.

Let us subdivide $[0, T]$ into $M$ parts such that:

$$0 = T_0 < T_1 < T_2 < \ldots < T_M = T \quad (5.65)$$

Let $\Delta_\eta$ be defined as:

$$\Delta_\eta = T_\eta - T_{\eta-1}, \text{ for } \eta = 1, 2, \ldots, M \quad (5.66)$$

Now for given $t = jT + \alpha$, where $\alpha \in [T_{\eta-1}, T]$, in a manner to that before, let $q_\eta(t)$ be a random variable such that:

$$q_\eta(t) \equiv s(jT + \xi) \quad (5.67)$$

where $\xi$ is assumed to be uniformly distributed over $[T_{\eta-1}, T_\eta]$ for $\eta = 1, 2, \ldots, M$ and $q_\eta(t)$ is not defined elsewhere. Now we shall prove the following theorem.

**Theorem 3**

The random process $q_\eta(t)$ defined by Eq. (5.67) is stationary.

**Proof**

It is easy to verify that:

$$E q_\eta(t) = 0$$

by construction of $q_\eta(t)$.

Next, we shall prove that $E q_\eta(t)q_\eta(t + \tau)$ is a function of $\tau$ (or, equivalently, $\gamma$) only. $E q_\eta(t)q_\eta(t + \tau)$ can be calculated as follows:

$$E q_\eta(t)q_\eta(t + \tau) = E_\xi E_\gamma s(jT + \xi) s((jT + \alpha + \gamma) \quad (5.68)$$

where (see 5.17):

$$\tau = jT + \gamma, \quad i = 0, \pm 1, \pm 2, \ldots, \quad 0 \leq t + \tau \leq NT \quad (5.69)$$
and $\xi$ is uniformly distributed over $[T_{n-1}, T_n]$ and $|\gamma| < \Delta_n$. For $1 < n < M$, it is clear that $\xi + \gamma < T$. Utilizing (5.19), we obtain:

\[
E_a(t) q_a(t + \gamma) = \frac{1}{\Delta_n} \int_{T_{n-1}}^{T_n} E_a(T + o) a(T + o + \gamma) \, do
\]

\[
= \frac{1}{\Delta_n} \int_{T_{n-1}}^{T_n} R(\gamma, o) \, do = \frac{T_n - T_{n-1}}{\Delta_n} R(\gamma, o) = R(\gamma, o)
\]

(5.70)

However, for $\xi \in [T_{M-1}, T_M] = [T_{M-1}, T]$, $\xi + \gamma$ may no longer be less than $T$. Utilizing Eq. (5.19) once more, we get:

\[
E_{M}(t) q_{M}(t + \gamma) = \frac{1}{\Delta_M} \int_{T_{M-1}}^{T} E_a(T + o) a(T + o + \gamma) \, do
\]

\[
= \frac{1}{\Delta_M} \int_{T_{M-1}}^{T} R(\gamma, o) \, do + \frac{1}{\Delta_M} \int_{T_{M-1}}^{T} R(T - T, i + 1) \, do
\]

\[
= \frac{\Delta_M - \gamma}{\Delta_M} R(\gamma, o) + \frac{\gamma}{\Delta_M} R(T - T, i + 1)
\]

(5.71)

where $|\gamma| < \Delta_M$, which concludes the proof.

Let $S_n$ be defined as follows:

\[
S_n = \{ t : t \in (T, T + \Delta_n), j = 0, 1, \ldots, N - 1 \}
\]

(5.72)

where $\Delta_n$ is defined by Eq. (5.56). Hence, the entire picture consists of the collection of partitions $S_1, S_2, \ldots, S_M$, as shown in Figure 5.4.

Let $\theta(t)$ be the observation, given by:

\[
q(t) = a(t) + v(t), \ t \in S_1
\]

(5.73)
where \( \varepsilon(t) \) is the white noise of zero mean and variance \( \sigma^2 \). Now we can state a very important result via a theorem.

**Theorem 4**

The second-order statistical information of \( s(t) \) and \( \theta(t) \) for \( t \in S_1 \) is sufficient for obtaining the best linear mean square estimate of \( s(t) \) denoted as \( \hat{s}(t) \), given the observation \( \theta(t) \), \( t \in S_1 \). The optimal solution is unique and independent of the particular generating model of signal process \( s(t) \).

**Proof**

Let \( L(\alpha(t), t) \) be the operator defined by:

\[
L(\alpha(t), t) \theta(t) = \int_0^T \alpha(t) \theta(t) \, dt + \int_T^{T+T_1} \alpha(t) \theta(t) \, dt + \ldots + \int_{T^{T_1}}^t \alpha(t) \theta(t) \, dt
\]

(5.74)
where \( \alpha(r) \) is a scalar function. We are interested in minimizing:

\[
E[s(t) - \widehat{a}(t)]^2, \; t \in S_1 \tag{5.75}
\]

where \( \widehat{a}(t) \) is restricted to a linear function of the observation \( \theta(t), \; r \leq t \) with both \( r \) and \( t \) belonging to \( S_1 \). Consequently, \( \widehat{a}(t) \) has the form given by Eq. (5.74).

It is desired to find that \( \alpha(r) \), denoted by \( \alpha^0(r) \), which will minimize (5.75). Using the ideas of calculus of variations [8], let \( \alpha^0(r) \) be any arbitrary function of \( r \) and \( \epsilon \) be an arbitrary small scalar. Letting

\[
\alpha(r) = \alpha^0(r) + \epsilon \alpha^0(r)
\]

and substituting this in Eq. (5.75) yields:

\[
E[s(t) - L(\alpha^0(r) + \epsilon \alpha^0(r), t) \theta(r)]^2 \tag{5.76}
\]

where the expectation is over \( t \) and \( r \).

If \( \alpha^0(r) \) yields the minimum value for Eq. (5.74), then the coefficients of the term in \( \epsilon \) in the expansion of Eq. (5.76) must be zero, since \( \epsilon \) can be chosen small and with arbitrary sign. It follows that:

\[
E L(\alpha^0(r), t) [\theta(r)(s(t) - \widehat{a}(t))] = 0
\]

Or, in the expanded form,

\[
E \left[ \int_0^T \alpha^0(r) \theta(r)[s(t) - \widehat{a}(t)] \; dr + \ldots + \int_{\tau}^T \alpha^0(r) \theta(r)[s(t) - \widehat{a}(t)] \; dr \right] = 0
\]
Since the above equation must be satisfied for any \( a^{00}(\tau) \), we must necessarily have:

\[
E[ s(t) - \tilde{s}(t)] \theta(\tau) = 0, \text{ for } 0 \leq \tau \leq T_1
\]

\[
E[ s(t) - \tilde{s}(t)] \theta(\tau) = 0, \text{ for } T \leq \tau \leq T + T_1
\]

\[
\vdots
\]

\[
E[ s(t) - \tilde{s}(t)] \theta(\tau) = 0, \text{ for } jT \leq \tau
\]

which is the orthogonality principle. That is,

\[
E[ s(t) - \tilde{s}(t)] \theta(\tau) = 0, \text{ for } \tau, t \in S_1 \text{ and } \tau \leq t \quad (5.77)
\]

The solution of Eq. (5.20) yields the optimal solution \( \tilde{s}(t) \). Equivalently, Eq. (5.77) may be written as:

\[
E[ s(t) - \tilde{s}(t)] \theta(\tau) = E\tilde{s}(t) \theta(\tau)
\]

where \( \tilde{s}(t) \) is given by (5.74). Hence, we have:

\[
E[s(t) \theta(\tau)] = \int_0^{T_1} a^0(\tau) E\theta(t_1) \theta(t) \, dt + \int_T^{T+T_1} a^0(\tau) E\theta(t) \theta(t) \, dt + \int_{jT}^{jT} a^0(\tau) E\theta(t) \theta(t) \, dt
\]

which implies that the optimal solution depends on the second moment statistics of \( s(t) \) and \( \theta(t) \) over \( S_1 \) only.

**Example 7**

Consider a square picture subdivided into a 32 X 32 grid. Let \( T = 1 \) second and \( r = 1 \). The signal is a 20 X 20 square starting from the thirteenth row and the first column. Let \( m \) and \( n \) represent specific rows and columns, respectively. The above signal is represented by the brightness level \( b(m, n) = 1.56 \).
where a signal exists, and -1 otherwise, resulting in a zero mean sample function. As a first approximation, let us choose:

\[ R(z, i) = \alpha \exp(-\mu_h |z| - \mu_p |i|) \]

where \(\alpha, \mu_h, \) and \(\mu_p\) are to be determined. Computation of the sample power gives rise to \(\alpha = R(0,0) \approx 1.56.\) The correlation between two adjacent grid points is calculated as 1.394, which is the value for \(R(1/32,0)\) or \(R(0,1).\) Hence,

\[ R(z, i) = 1.56 \exp(-3.44|z| - 0.107|i|) \]

**Example 8**

Let us partition the above picture into three parts \(S_1, S_2,\) and \(S_3,\) where \(S_\eta\) is given by Eq. (5.72). We subdivide \([0,1]\) as follows:

\[ 0 = T_0 < T_1 < T_2 < T_3 = 1 \]

with

\[ \Delta_1 = \Delta_3 = \frac{11}{32} \quad \text{and} \quad \Delta_2 = \frac{10}{32} \]

Then, \(Eq_1(t) q_1(t + \tau)\) for \(t\) and \(t + \tau \in S_1\) can be calculated by utilizing Eq. (5.70) and is given by:

\[ Eq_1(t) q_1(t + \tau) = 1.56 \exp(-3.44|\gamma| - 0.107|i|) \]

Similarly, \(Eq_2(t) q_2(t + \tau)\) for \(t, t + \tau \in S_2\) is given by:

\[ Eq_2(t) q_2(t + \tau) = 1.56 \exp(-3.44|\gamma| - 0.107|i|) \]
Eq$_3$(t) $q_3(t + r)$ for $t, t + r \in S_3$ can be calculated from (5.71) and is given by:

$$Eq_3(t)q_3(t + r) = 1.56 \left[ \frac{\Delta_3 - \gamma}{\Delta_3} \exp(-3.44|\gamma| - 0.107i) \right]$$

$$+ \frac{\gamma}{\Delta_3} \exp(-3.44|\gamma - 1| - 0.107i + 1)$$

5.4.1 Dynamic Modeling of Image Statistics

Now, for any $1 \leq \eta \leq M$, we wish to derive a differential equation model whose solution has an autocorrelation function approximating $Eq_\eta(t) q_\eta(t + r)$. We subsequently intend to utilize a Kalman estimator for each $\eta$, whenever the signal $q_\eta(t)$ is contaminated by additive white noise. But, from Theorem 3, the linear minimum mean square estimate $\hat{q}_\eta(t)$ is independent of the particular dynamic model generating the signal process $q_\eta(t)$. Hence, it is sufficient to devise any stationary correlation function which matches the first two moments of $q_\eta(t)$ for $t \in S_\eta$.

Again, without any loss of generality, we let $\eta = 1$, since the analysis would be similar for $\eta > 1$. Let the dynamic model

$$\dot{x} = \tilde{A}_1x(t) + \tilde{B}_1u(t)$$

$$y(t) = \tilde{C}_1x(t)$$

be such that its output correlation function denoted as $\phi_1(t)$ satisfies:

$$\phi_1(t) = Eq_1(t) q_1(t + r), \text{ for } t, t + r \in S_1$$

(5.79)

where $x_1(t)$ is an $n$-dimensional vector, $u(t)$ is a white noise vector, and $y(t)$ is the scalar signal whose autocorrelation function is $\phi_1(t)$. The procedure followed is to present an approximation to $\phi_1(t)$, denoted as $\phi_{1a}(t)$, as a sum of terms such that each term can easily be modeled. The procedure has been discussed; however, we shall repeat it for the sake of completeness.
Let us decompose $\phi_1(t)$ into the product of two functions $\xi_1(t)$ and $\phi_1(t)/\xi_1(t)$, where $\xi_1(t)$ is chosen to satisfy $\xi_1(t) = R(0,i)$ for all $i$, and $\xi_1(t)$ is taken to be a combination of non-negative exponentials, i.e.,

$$\xi_1(t) = \sum_{j=1}^{J} l_j \exp(-\lambda_j |t|)$$

The function $p_1(t)$ is chosen to be a periodic function approximating $\phi_1(t)/\xi_1(t)$. The approximate correlation function is then,

$$\phi_{1a}(t) = \xi_1(t) p_1(t) \tag{5.80}$$

A natural candidate for $p_1(t)$ is to choose $p_1(t)$ as:

$$p_1(t) = \sum_{j=0}^{J} a_j \cos \frac{2\pi j}{T} t \tag{5.81}$$

Hence, an element of the correlation function $p_1(t)$ has the form:

$$l_{ij} \exp(-\lambda_j |t|) \cos \frac{2\pi j}{T} t$$

and there are $(J + 1) I$ such elements. A differential equation model with white noise input can simply be constructed to model each of these terms. Each will be a second-order system except those corresponding to $j = 0$, which will be of the first order. If the white noise terms are assumed to be mutually independent, the collection of all these differential equations defines $A_1, B_1$, and $C_1$ and represents the desired model for $\phi_{1a}(t)$.

Example 9

In Example 8, due to the exponential nature of $R(z, i)$, we choose:

$$\xi_1(t) = R(0,0) \exp(-0.1027 |t|)$$
Only three terms in (5.81) are retained; that is, \( J = 2 \). The resultant \( \phi_{1a}(\tau) \) is:

\[
\phi_{1a}(\tau) = 1.56 \exp (-0.107|\tau|) \sum_{j=0}^{2} a_j \cos 2\pi\tau
\]

where \( a_0 = 0.396, a_1 = 0.445, \) and \( a_2 = 0.0131 \). The autocorrelation term:

\[
1.56a_0 \exp (-0.107|\tau|)
\]

is modeled by \( x_1(\tau) \), where

\[
x_1 = 0.107x_1 + 0.365u_1
\]

The second term in the correlation \( \phi_{1a}(\tau) \) is modeled by:

\[
\dot{x}_2 = x_3 + 0.368u_2
\]

\[
\dot{x}_3 = -39.4x_2 - 0.214x_3 + 2.42u_2
\]

The third term is modeled in a similar manner. The \( u_1, u_2, \) and \( u_3 \) represent independent white noise terms, each with zero mean and correlation function \( \delta(\tau) \), where \( \delta \) is the Dirac delta function. The final results are:

\[
\bar{A}_1 = \begin{bmatrix}
-0.107 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & -39.4 & -0.214 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & -157.7 & -0.214 \\
\end{bmatrix}
\]
The dynamic model generating the signal process $s_2(t)$ is identical to that of $s_1(t)$. However, the dynamic model corresponding to the signal process $s_3(t)$ is given by:

$$\dot{x} = \bar{A}_3 \bar{x}(t) + \bar{B}_3 u(t)$$

$$\bar{y}(t) = \bar{C}_3 \bar{x}(t)$$

where

$$\bar{A}_3 = A_1$$

and

$$\bar{B}_3 = \begin{bmatrix} 0.334 & 0 & 0 \\ 0 & 0.334 & 0 \\ 0 & 2.1 & 0 \\ 0 & 0 & 0.11 \\ 0 & 0 & 2.65 \end{bmatrix}$$

$$\bar{C}_3 = \bar{C}_1$$
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5.4.2 Design of Estimator

From Eq. (5.70) and (5.71), it follows that two different dynamic models corresponding to the correlation functions exist, one for $1 < k < M$ and the other for $k = M$. In what follows we intend to utilize a digital computer for the estimation process. The model corresponding to $1 < k < M$ is given by Eq. (5.78). For $k = M$, let the corresponding dynamic model be given by:

$$
\dot{x} = A_M x(t) + B_M u(t)
$$

$$
y(t) = C_M x(t)
$$

(5.82)

i.e., the dynamic model generates the signal process $y(t)$. Let us assume that both dynamic models, given by Eq. (5.78) and Eq. (5.82), are of the same dimensions. Discretizing Eq. (5.87) yields:

$$
x(k+1) = A_1 x(k) + B_1 u(k)
$$

$$
y(k) = C_1 x(k) + v(k)
$$

(5.83)

In addition, the model given by Eq. (5.83) contains the observation (background) noise element $v(k)$, which is assumed to be white of zero mean and variance $\sigma^2$. The parameters $A_1$, $B_1$, $C_1$ are related to $\bar{A}_1$, $\bar{B}_1$, and $\bar{C}_1$ by:

$$
A = \exp \left( \bar{A}_1 \frac{T}{N} \right)
$$

$$
B_1 K_1 B_1' = \int_0^{T/N} \exp \left( \bar{A}_1 \frac{T}{N} \right) \exp(-\bar{A}_1 s) \bar{B}_1 \bar{K}_1 \bar{B}_1' \exp(-\bar{A}_1 s) \exp \left( \bar{A}_1' \frac{T}{N} \right) ds
$$

$$
C_1 = \bar{C}_1
$$

(5.84)

where $\exp$ is the exponent, and $K_1$ and $\bar{K}_1$ are covariances of $u(k)$ and $u(t)$, respectively. We discretize Eq. (5.82) in the same manner. Let

$$
x(k+1) = A_M x(k) + B_M u(k)
$$

$$
y(k) = C_M x(k) + v(k)
$$

(5.85)
with its corresponding parameters given by:

\[ A_M = \exp \left( \frac{A_M}{N} T \right) \]

\[ B_MK_M' = \int_0^{T/N} \exp \left( \frac{A_M}{N} T \right) \exp \left(-A_M'\right) B_M K_M' ds \]

\[ C_M = \overline{C_M} \]

Example 10

In this example, let \( \hat{C}(k) \) denote the estimate of \( C_{x^*}(k) \) or \( C_{\overline{x}},(k) \). Every \( k \) can be written as \( k = 32i + j \), for \( i = 1, 2, \ldots, N \) and \( 1 \leq j < 32 \), where \( i \) is the \( i \)th scanned line and \( j \) determines the position on the \( i \)th scanned line. Continuing Example 7–9, we can see that the start of the three vertical strips corresponds to the values of \( j = 1, 11, \) or 21. For \( 1 \leq j \leq 21 \), we utilize model Eq. (5.83), since the values of \( \eta \) would be either 1 or 2. For other values of \( j \), we utilize model Eq. (5.85). Now for the values of \( j = 1, 11, \) and 21, the best linear mean square estimate of \( y(k) \) must be the optimal combination of \( \hat{C}(k) \) and \( \hat{C}(k - 32) \), where the two estimates use a portion of the observation twice. However, the overlapped portion of the observation is very small, and the optimality will not be significantly affected by assuming the estimators to be independent.

The formula for combining two independent estimates \( \hat{x} \) and \( \overline{x} \) of the same state variable \( x \) to obtain a combined estimate \( x^* \) with its associated covariance error given by (see Chapter 4):

\[ x^* = P^* (\hat{P}^{-1} \hat{x} + \overline{P}^{-1} \overline{x}) \]  

\[ P^* = (\hat{P}^{-1} + \overline{P}^{-1})^{-1} \]

where \( \hat{P} \) and \( \overline{P} \) are the error covariances of \( \hat{x} \) and \( \overline{x} \), respectively, thus, applying Eqs. (5.87) and (5.88) to \( \hat{y}(k) = C\hat{x}(k) \) and \( \overline{y}(k) = C\overline{x}(k) \) yields:

\[ y^*(k) = \frac{\hat{y}^2(k)}{\hat{y}^2(k) + \overline{y}^2(k)} \hat{y}(k) + \frac{\overline{y}^2(k)}{\hat{y}^2(k) + \overline{y}^2(k)} \overline{y}(k) \]
where \( y^* \) denotes the combined estimate for \( y(k) \). Continuing Example 9, we obtain:

\[
A_1 = A_M = \\
\begin{bmatrix}
0.996 & 0 & 0 & 0 & 0 \\
0 & 0.983 & 0.031 & 0 & 0 \\
0 & -1.223 & 0.970 & 0 & 0 \\
0 & 0 & 0 & 0.926 & 0.03 \\
0 & 0 & 0 & -4.75 & 0.93
\end{bmatrix}
\]

\[
B_{1K_1B'_1} = \\
\begin{bmatrix}
0 & 0 & 0 & 0 & 0 \\
0 & 0.01 & 0.03 & 0 & 0 \\
0 & 0.03 & 0.15 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0.01
\end{bmatrix}
\]

\[
B_MK_MB'_M = \\
\begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0.02 & 0 & 0 \\
0 & 0.02 & 0.11 & 0 & 0 \\
0 & 0 & 0 & 0 & 0.02 \\
0 & 0 & 0 & 0.02 & 0.14
\end{bmatrix}
\]

\[
C_1 = C_M = [1 \ 1 \ 0 \ 1 \ 0]
\]

Utilizing the models given by Eqs. (5.83) and (5.85) with their corresponding parameters given by Eqs. (5.84) and (5.86) respectively, a (one-step predictor)
recursive estimator for each system may now be designed [8]. The equations for (5.83) are given for the sake of completeness:

\[
\hat{x}(k+1) = [A_1 - F_1(k)C_1] \hat{x}(k) + F_1(k)\gamma(k)
\]

\[
P_1(k+1) = [A_1 - F_1(k)C_1] P_1(k) [A_1 - F_1(k)C_1]^T + B_k K B_k^T + F_1(k) F_1^T(k) \sigma^2
\]

\[
F_1(k) = AP_1(k)C_1^T [C_1 P_1(k) C_1^T + \sigma^2 I]^{-1}
\]

A similar set of equations exists for (5.85), the only difference being a change of subscripts from 1 to M.

The one-step predicted estimate \(\hat{\gamma}(k)\) of \(\gamma(k)\) is found recursively in time. \(\gamma(k)\) is the observation associated with the grid immediately ahead of the scanner position.

**Example 11**

The signal \(\gamma(t)\) or \(\gamma(k)\) is generated by using the image described in the preceding example and by adding white noise with variance \(\sigma^2\). The peak-to-peak variation is 2.56. Let us select as a measure of signal-to-noise ratio:

\[
\rho = \frac{\text{peak-to-peak variation of signal}}{\sigma}
\]

A value of \(\rho\) of 2.56/10, which represents a very noisy image, was utilized. Figure 5-5 represents the uncontaminated image, where the corresponding values

![Uncontaminated Image](image-url)
of \( y(k) \) and their one-step predictors are shown in Figures 5-6a and 5-6b, respectively.

**Example 12**

Since the length of data is fixed and the observation is available for additional repeated processing, it is possible to obtain two one-step predicted values of \( y(k) \), denoted as \( \tilde{y}(k) \) and \( \hat{y}(k) \), starting from the top left corner of the image and the other by running the manner in the reverse direction starting at the bottom right corner. Associated with these estimates are estimation error variances denoted by \( \tilde{v}(k) = C\tilde{R}(k)C' \) and \( \hat{v}(k) = C\hat{R}(k)C' \), respectively. The result of combining the two estimates for \( \rho = 2.56/10 \) appears in Figure 5-6c.

![Images](a) (b) (c)

**Fig. 5-6. Observation and Estimates for \( \rho = 2.56/10 \)**

### 5.5 Conclusions

The role of recursive (Kalman) filtering in image processing has been established. The procedure is applicable to those images characterized statistically by their mean and correlation function. A recursive estimation approach is very desirable due to its computational advantages. The effectiveness and the computational simplicity of our method to enhance contaminated images have been demonstrated via examples.
We have often seen the "delta" function $\delta(x)$ described as:

$$\int_{-\infty}^{\infty} \delta(x) \, dx = 1, \quad \delta(x) = 0, \text{ for } x \neq 0$$

We must point out that $\delta(x)$ is not a function, but a mathematical symbol. We shall discuss the definition of $\delta(x)$ below.

**Definition 1**

A function $\phi(t)$, which is differentiable infinitely many times, is said to belong to class $C_0$, symbolically, $\phi \in C_0$ if the following condition is satisfied:

$$\lim_{t \to \pm \infty} [t^i \phi^{(j)}(t)] = 0, \text{ for all } i \text{ and } j \geq 0$$

Note that $\phi^{(j)}(t)$ denotes the $j$th derivative.
Definition 2

The sequence of functions \( g_1(t), g_2(t), \ldots \) of class \( C \) is said to be regular if for any function \( \phi(t) \in C \):

\[
\lim_{n \to \infty} (g_n, \phi) = \lim_{n \to \infty} \int_{-\infty}^{\infty} g_n(t) \phi(t) \, dt
\]

is finite.

Example

Consider the sequence

\[
\left\{ \sqrt{\frac{n}{\pi}} \exp(-nt^2) \right\} = \{g_n(t)\}
\]

The function \( g_n(t) \) is of class \( C \) and

\[
\lim_{n \to \infty} \sqrt{\frac{n}{\pi}} \exp(-nt^2) \to \infty
\]

However, for any function \( \phi \in C \),

\[
\lim_{n \to \infty} (g_n, \phi)
\]

is finite.

Definition 3

Two regular sequence of functions \( \{g_n(t)\} \) and \( \{h_n(t)\} \) are equivalent if

\[
\lim_{n \to \infty} (g_n(t), \phi) = \lim_{n \to \infty} (h_n(t), \phi)
\]

We shall denote \( g_n \sim h_n \).
For example,

\[ \left\{ \sqrt{\frac{n}{\pi}} \exp(-nt^2) \right\} \quad \text{and} \quad \left\{ \frac{1}{\sqrt{2\pi n}} \exp\left(-\frac{t^2}{2n}\right) \right\} \]

are equivalent, even though the functions are not equal to each other.

**Definition 4**

If the limit of \( \{g_n(t)\} \) (with respect to a function \( \phi \in C \)) converges to a function \( g \), i.e.,

\[ (g, \phi) = \lim_{n \to \infty} (g_n, \phi) \]

then \( g \) is called a generalized function and \( g \sim \{g_n\} \). A generalized function denoted by \( u \) is called a unit step function if

\[ (u, \phi) = \lim_{n \to \infty} \int_{-\infty}^{\infty} u_n(t) \phi(t) \, dt = \int_{-\infty}^{\infty} u(t) \phi(t) \, dt \]

for all classes of \( \{u_n(t)\} \), where

\[ u(t) = \begin{cases} 1, & \text{if } t > 0 \\ 0, & \text{if } t \leq 0 \end{cases} \]

**Example**

The sequence

\[ u_n(t) = \begin{cases} \exp\left[-\frac{t^2}{n(t^2 + \frac{1}{n})}\right], & \text{if } t > 0 \\ 0, & \text{if } t \leq 0 \end{cases} \]

represents a generalized unit step function.
Definition 5

The unit impulse or Dirac delta function $\delta(t)$ is defined as:

$$\delta \sim \{u'_n(t)\}$$

That is,

$$(\delta, \phi) = \lim_{n \to \infty} (u'_n, \phi)$$

It should be emphasized that $\delta(t)$ is merely a symbol representing the total class of equivalent regular sequences $\{u'_n(t)\}$. Hence,

$$\int_{-\infty}^{\infty} \delta(t) \phi(t) \, dt = \lim_{n \to \infty} \int_{-\infty}^{\infty} u'_n(t) \phi(t) \, dt$$

Example

The sequence $\{u'_n(t)\}$ given by:

$$u'_n(t) = \begin{cases} \frac{k}{t^2 - 2t} \exp \left[ -\frac{1}{n} \left( \frac{k}{t^2} + t^2 \right) \right], & \text{if } t > 0 \\ 0, & \text{if } t < 0 \end{cases}$$

is only one sequence which represents $\delta(t)$. Other sequences are:

$$\left\{ \sqrt{\frac{\pi}{n}} \exp \left(-nt^2\right) \right\}, \left\{ \frac{1}{\sqrt{2\pi n}} \exp \left( -\frac{t^2}{2n} \right) \right\}, \text{etc.}$$

The following important properties of $\delta(t)$ will hold:

1. $$\int_{-\infty}^{\infty} \delta(t) f(t) \, dt = f(0)$$

where $f$ is differentiable over the interval $\alpha < t < \beta$. 220
Both equations can be proven from the definition and utilizing the integration by part.

(2) \[ \int_{t_0}^{t_0+\delta} f(t) \delta(t-a) \, dt = f(a) \]

(3) \[ \int_{t_0-\delta}^{t_0} \delta(t) \, dt = 1, \quad \delta(t) = 0, \quad t \neq c \]
APPENDIX B
VECTOR SPACES AND MATRICES

Definition 1

Let \( V \) be a set; then \( V \) is called a linear vector space over the real or the complex field if the following rules are satisfied:

1. If \( x \in V, y \in V \), then \( x + y \in V \)
2. \( (x + y) + z = x + (y + z) \)
3. There exists a "zero" vector \( 0 \in V \) such that \( x + 0 = x = 0 + x \) for every \( x \in V \)
4. For every \( x \in V \), there exists another \( x^- \in V \) such that \( x + x^- = 0 \)
5. \( x + y = y + x \) for all \( x \) and \( y \in V \)

There exists a set of scalars (either real \( \mathbb{R} \) or complex \( \mathbb{C} \)) denoted by Greek letters such that:

6. \( (\alpha + \beta)x = \alpha x + \beta x \) (Distributive Law)
7. \( \alpha(x + y) = \alpha x + \alpha y \) (Distributive Law)
8. \( (\alpha\beta)x = \alpha(\beta x) \) (Associative Law)
9. \( 1 \cdot x = x \)
10. \( 0 \cdot x = 0 \)

The most important example of the vector space is \( \mathbb{R}^n \). It can be shown that a set \( V \) is a vector space iff for any \( x, y \in V \) and any scalars \( \alpha \) and \( \beta \), \( \alpha x + \beta y \in V \).
Definition 2
Let \( V \) and \( W \) be linear vector spaces over the same field of scalars, and let \( T \) be a mapping (transformation) \( V \rightarrow W \) such that:

1. \( T(x + y) = Tx + Ty \) for all \( x \) and \( y \in V \)
2. \( T(ax) = aTx \) for all \( x \in V \) and all scalars \( a \)

Then \( T \) is said to be linear.

Definition 3
A set of vectors \( \{x_1, x_2, \ldots, x_n\} \) is a basis in \( V \) if:

1. The set is linearly independent (no \( x_j \)'s can be written as a linear combination of the other vectors).
2. They generate the vector space \( V \), i.e., every \( x \in V \) can be written as a linear combination of \( x_1, x_2, \ldots, x_3 \).

Definition 4
The number of linearly independent vector \( n \) in Definition 3 is called the dimension of the vector space \( V \).

1. \( A(x + y) = A(x) + A(y) \), for any \( x \) and \( y \in V \)
2. \( A(ax) = aA(x) \), for any scalar \( a \) and \( x \in V \)

Definition of Matrices
Let \( \{e_1, e_2, \ldots, e_n\} \) be a basis in \( V \) and \( \{f_1, f_2, \ldots, f_m\} \) be a basis in \( W \), and assume \( A \) is a linear transformation

\[
A: V \rightarrow W
\]

Then \( A(e_j) \in W \) for all \( j = 1, 2, \ldots, n \) which implies that:

\[
A(e_j) = \sum_{i=1}^{m} a_{ij} f_i
\]

(B.1)

or in the expanded form:

\[
A(e_j) = a_{1j} f_1 + a_{2j} f_2 + \ldots + a_{mj} f_m
\]
$A(e_2) = a_{12} f_1 + a_{22} f_2 + \ldots + a_{m2} f_m$

$\vdots$

$\vdots$

$A(e_n) = a_{1n} f_1 + a_{2n} f_2 + \ldots + a_{mn} f_m$

**Definition 5**

Now the matrix of $A$ denoted by $M_A$ with respect to the above basis is defined as:

$$M_A = \begin{bmatrix} a_{11} & a_{12} & \ldots & a_{1n} \\
                        a_{21} & a_{22} & \ldots & a_{2n} \\
                        \vdots & \vdots  & \ddots & \vdots \\
                        a_{m1} & a_{m2} & \ldots & a_{mn} \end{bmatrix} = [a_{ij}]_{m \times n}$$

Thus the matrix $[a_{ij}]_{m \times n}$ depends on the linear transformation $A$ as well as the bases in $V$ and $W$.

Let $A$ and $B$ be linear transformations with respect to the same spaces; then the reader is advised to prove the following properties:

1. $M_A + M_B = [a_{ij} + b_{ij}]_{m \times n}$
2. $M_{\alpha A} = \alpha M_A$

where $M_A$ and $M_B$ are the matrices with respect to the operators $A$ and $B$, $\alpha$ is a scalar, and $[a_{ij} + b_{ij}]_{m \times n}$ is the matrix with respect to the operator $A + B$.

**Definition 6**

1. If $Ax = x$ for every $x$, then the operator is called the identity and is denoted by $I$.
2. $A$ is a zero operator if $Ax = 0$ for every $x \in V$.
3. If $V = W$, then $A$ is said to be invertible iff $Ax_1 = Ax_2$ implies $x_1 = x_2$ and, for every $y \in V$, there exists an $x \in V$ such that $Ax = y$. If $A$ is not invertible it is said to be singular.
Thus, for a zero operator $A$, the corresponding matrix will have zero entries. It can also be shown that $A$ is invertible (nonsingular) iff $Ax = 0$ implies $x = 0$.

Let $V$, $W$, and $A$ be as before; then for every vector $x \in V$:

$$x = \sum_{j=1}^{m} \xi_j e_j \quad (B.2)$$

where the $\xi_j$'s are scalars, called the "coordinates." Since $Ax \in W$, then:

$$Ax = \sum_{j=1}^{m} \gamma_j f_j \quad (B.3)$$

Now we can claim the following important result via a theorem.

Theorem 1

If we designate $\Gamma$ and $\Phi$ by:

$$\Gamma = \begin{bmatrix} \gamma_1 \\ \gamma_2 \\ \vdots \\ \gamma_m \end{bmatrix} \quad \text{and} \quad \Phi = \begin{bmatrix} \xi_1 \\ \xi_2 \\ \vdots \\ \xi_n \end{bmatrix}$$

Then the following is true:

$$\Gamma = M_A \Phi$$

or, equivalently,

$$\gamma_i = \sum_{j=1}^{m} d_{ij} \xi_j \quad \text{for } i = 1, 2, \ldots, n$$
Proof

\[ Ax = \sum_{j=1}^{n} \xi_j A e_j = \sum_{j=1}^{n} \xi_j \sum_{i=1}^{m} a_{ij} f_i = \sum_{i=1}^{m} \left( \sum_{j=1}^{n} a_{ij} \xi_j \right) f_i \]

where Eq. (B.1) has been used. Now the above equation equated with Eq. (B.3) yields the result.

Definition 7

Let \( \{e_1, e_2, \ldots, e_n\} \) and \( \{h_1, h_2, \ldots, h_n\} \) be bases in \( V \). Since \( h_j \in V \) for all \( j = 1, 2, \ldots, n \) and \( \{e_1, e_2, \ldots, e_n\} \) is a basis, then

\[ h_j = \sum_{i=1}^{n} P_{ij} e_i, \quad j = 1, 2, \ldots, n \]  

(B.4)

Now the matrix \( P = \{P_{ij}\}_{m \times n} \) is called the matrix of transition from the basis \( \{e_1, e_2, \ldots, e_n\} \) to the basis \( \{h_1, h_2, \ldots, h_n\} \).

Let \( Q \) denote the matrix of transition from \( \{h_1, h_2, \ldots, h_n\} \) to \( \{e_1, e_2, \ldots, e_n\} \); then it is simple to verify that:

\[ Q = P^{-1} \]  

(B.5)

Let \( x \in V \), then

\[ x = \sum_{i=1}^{n} \xi_i e_i = \sum_{i=1}^{n} \gamma_i h_i \]

where \( \xi_i \)'s and \( \gamma_i \)'s are coordinates.

It would be very easy to verify that:

\[ \xi_i = \sum_{j=1}^{n} P_{ij} \gamma_j \]  

(B.6)
or, equivalently,

\[
\begin{bmatrix}
  \mathbf{e}_1 \\
  \mathbf{e}_2 \\
  \vdots \\
  \mathbf{e}_n
\end{bmatrix} =
\begin{bmatrix}
  p_{11} & p_{12} & \cdots & p_{1n} \\
  p_{21} & p_{22} & \cdots & p_{2n} \\
  \vdots & \vdots & \ddots & \vdots \\
  p_{n1} & p_{n2} & \cdots & p_{nn}
\end{bmatrix}
\begin{bmatrix}
  \gamma_1 \\
  \gamma_2 \\
  \vdots \\
  \gamma_n
\end{bmatrix}
\]

(B.7)

With the above background, we are ready to state a major result in linear algebra given via Theorem 2. The proof will not be given here.

Theorem 2

Let \( T \) be a linear transformation from \( V \to W \) and let \( \{e_1, e_2, \ldots, e_n\} \) and \( \{e'_1, e'_2, \ldots, e'_n\} \) be bases in \( V \) and let \( \{f_1, f_2, \ldots, f_m\} \) and \( \{f'_1, f'_2, \ldots, f'_m\} \) be bases in \( W \).

Let \( \mathcal{A} \) denote the matrix of \( T \) with respect to bases \( \{e_1, e_2, \ldots, e_n\} \) and \( \{f_1, f_2, \ldots, f_m\} \) and \( \mathcal{C} \) be a matrix with respect to the bases \( \{e'_1, e'_2, \ldots, e'_n\} \) and \( \{f'_1, f'_2, \ldots, f'_m\} \), respectively. Also let \( S \) and \( U \) denote the matrices of transition from \( \{e_1, e_2, \ldots, e_n\} \) to \( \{e'_1, e'_2, \ldots, e'_n\} \) and from \( \{f_1, f_2, \ldots, f_m\} \) to \( \{f'_1, f'_2, \ldots, f'_m\} \), respectively. Then,

\[
\mathcal{C} = U^{-1} \mathcal{A} S
\]

(B.8)

For Proof see any linear algebra book.

Important Corollary

If \( T: V \to V \), then

\[
\mathcal{C} = S^{-1} \mathcal{A} S
\]

(B.9)

Because \( S = U \), its substitution in (B.8) will yield the result.

Definition 8

We now define eigenvalues and eigenvectors, which are used often in our analysis.
Let $A : \mathcal{V} \rightarrow \mathcal{V}$; then if

$$Ax = \lambda x$$

where $x \in \mathcal{V}$ and $\lambda$ is a scalar, then $x$ is called an eigenvector and $\lambda$ is called the eigenvalue. In general, $0$ is an eigenvalue iff $Ax = 0x = 0$ for some $x \neq 0$, i.e., $A$ is singular (not invertible). If $A = I$ (identity operator), then $\lambda x = x \iff \lambda = 1$. In the definition $Ax = \lambda x$, we say $x$ belongs to $\lambda$.

**Discussion**

1. If $Ax = \lambda x$, then

$$Ax - \lambda x = 0 \iff (Ax - \lambda x) = (\lambda - \lambda) x = 0$$

Thus, $x$ is an eigenvector iff $(A - \lambda I)$ is a singular operator which is equivalent to saying that:

$$\text{determinant } M_{(A - \lambda I)} = |M_{(A - \lambda I)}| = 0$$

2. From now on, we shall use $A$ for $M_A$, if there is no confusion about $M_A$, with respect to the specific basis, since there is a 1-1 correspondence and onto mapping from $A$ to $M_A$ (isomorphism).

**Definition 9**

If a matrix $A^*$ satisfies:

$$A^* = (\bar{A})^T$$

where the bar denotes the complex conjugate, and $T$ denotes the transpose, then $A^*$ is said to be an adjoint matrix of $A$ (operator). If $A^* = A$, then $A$ is said to be self-adjoint.

**Definition 10**

An inner product on vector space $\mathcal{V}$ (over the real or complex field) is a complex number such that for every $x, y, z \in \mathcal{V}$ and for any scalars $\alpha$ and $\beta$ the following are satisfied:

1. $(x, y) = (y, x)$
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Definition 11
The norm of a vector $x$ denoted by $\|x\|$ is defined via:

$$\|x\|^2 = (x, x)$$

Now we are ready to make a very important definition.

Definition 12
If $A = A^*$, then $(Ax, x)$ is said to be positive definite if

$$(Ax, x) > 0, \text{ for all } x \neq 0$$

and negative definite if

$$(Ax, x) < 0, \text{ for all } x \neq 0$$

Similarly, if $A$ satisfies

$$(Ax, x) \geq 0, \text{ for all } x \neq 0$$

then $A$ is said to be positive semi-definite; the definition of negative semi-definiteness is done in a similar manner.

Definition 13
If $A$ is none of the above, $A$ is said to be indefinite, that is, $(Ax, x) > 0$ for some $x$ and $(Ax, x) < 0$ for another $x$. 
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Definition 14

The quadratic form of $A = A^*$ is defined via

$$Q(x) = \sum_{i=1}^{n} \sum_{j=1}^{n} a_{ij} \xi_i^* \xi_j$$

where $\xi_i^*$'s are the coordinates of the vector $x$.

The above background should suffice to support the material in the text.
APPENDIX C

FOURIER AND BILATERAL LAPLACE TRANSFORMS
AND THEIR INVERSIONS

The power spectrum is the Fourier transform of the wide-sense stationary
autocorrelation function. Thus, the manipulation of the Fourier transform and
its corresponding inverse is extremely important. If a function $f(t)$ has a Fourier
transform, it will also have a bilateral Laplace transform. The inverse of each
transform is unique; however, it is easier to obtain the inverse of a bilateral
Laplace transform. Thus, the procedure of obtaining the inverse Fourier trans-
form is to obtain the corresponding bilateral Laplace transform and apply the
inversion formula. Thus, in what follows, a discussion of Fourier and bilateral
Laplace transforms is made.

Before we get involved with the concepts, we need some mathematical tools
such as definitions and theorems; however the proofs are not provided.

Definition 1

A function (complex) $f(s)$ is analytic at $s_0$ if $f$ is single valued and dif-
f erentiable at $s_0$.

Theorem 1 (Cauchy's Integral Theorem)

Given the function $f(t)$ such that $f$ is analytic at all points within and on
any closed curve $C$ in the complex plane, then

$$\int_C f(t) \, ds = 0$$

where the integral designates the integral along the closed path $C$.  
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Theorem 2 (Cauchy's Integral Formula)

Let \( f \) and \( C \) be as above; then for any point \( a \) which is an interior point in \( C \), the following is true:

\[
  f(a) = \frac{1}{2\pi i} \int_C \frac{f(s) \, ds}{s - a} \quad \text{(C.1)}
\]

The result is proven via the aid of Theorem 1. Thus, in Theorem 2 every analytic function \( f(s) \) is completely determined in the interior of a given close curve \( C \), where the values of \( f(s) \) are given on \( C \) only. Next the last two theorems are extended to get an important result which we shall give via Theorem 3, but first the singularities.

Definition 2

If \( f(s) \) is not analytic at point \( s_0 \), then \( s_0 \) is called a singular point. If there is a neighborhood of \( s = s_0 \) such that \( f(s) \) has no other singular point, then \( s_0 \) is called the isolated singularity and, unless specified otherwise, all the singularities in the appendix are isolated singularities.

Example

\( f(s) = \frac{1}{s} \) has an isolated singularity at \( s = 0 \), since the neighborhood given by \( |s| = \rho > 0 \) contains no singularity other than 0. Similarly,

\[
  f(s) = \frac{s - 1}{s(s^2 + 4)}
\]

has three isolated singularities at \( s = 0 \), \( s = 2j \), \( s = -2j \). The function

\[
  f(s) = \exp \left\{ \frac{1}{s - s_j} \right\}
\]

has two isolated singular points at \( s = 1 \) and \( s = -1 \).

Note that in the first two cases, the singularities are poles, and in the third case it is not a pole.
Another Example

The function

\[ f(s) = \frac{1}{\sin \left( \frac{1}{s} \right)} \]

has singularities at \( s = \pm 1/(k\pi), \ k = 1,2, \ldots \). These singularities are isolated; however at \( s = 0 \), the singularity is not isolated, regardless of how small the radius \( \rho \) of the circle \( |s| = \rho \) may be.

If \( f(s) \) has an isolated singularity at \( s = s_0 \), then \( f(s) \) can be represented via the infinite series:

\[
 f(s) = b_0 + b_1(s - s_0) + b_2(s - s_0)^2 + \cdots + \frac{b_{-1}}{s - s_0} + \frac{b_{-2}}{(s - s_0)^2} + \cdots
\]

\[
= \sum_{n=0}^{\infty} b_n (s - s_0)^n + \sum_{n=1}^{\infty} \frac{b_{-n}}{(s - s_0)^n}
\]

(C.2)

Definition 3

The above series is called Laurent's series and \( b_{-1} \) is called the residue of \( f(s) \) at the singularity \( s = s_0 \).

Definition 4

A special case is where

\[
 f(s) = \sum_{n=0}^{\infty} b_n (s - s_0)^n + \frac{b_{-1}}{s - s_0} + \frac{b_{-2}}{(s - s_0)^2} + \cdots + \frac{b_{-m}}{(s - s_0)^m}
\]

(C.3)

The singularity (isolated) \( s = s_0 \) is called a pole of order \( m \).

Remark. For Eq. (C.3) \( b_{-1} \) is given by:

\[
b_{-1} = \frac{1}{(m - 1)!} \left. \frac{d^{m-1} [(s - s_0)^m f(s)]}{ds^{m-1}} \right|_{s = s_0}
\]

(C.4)
If \( m = 1 \), then \( s = s_0 \) is said to be a simple pole and (C.4) reduces to:

\[
 b_{-1} = \lim_{s \to s_0} f(s) (s - s_0) \tag{C.5}
\]

**Theorem 3**

Let \( f(s) \) be analytic in the given region \( R \) bounded by the closed curve \( C \) and let \( s_1, s_2, \ldots, s_m \) be the isolated singularities of \( f(s) \) in the interior of \( C \), then

\[
 \int_C f(s) \, ds = 2\pi j \sum_{k=1}^{m} (b_{-1})_k \tag{C.6}
\]

where \( (b_{-1})_k \) is the residue corresponding to \( s_k \).

The result is called the residue theorem which states that regardless of how complicated the calculation of integral of \( f(s) \) around the contour is, it can be obtained by the summation of all residues multiplied by \( 2\pi j \).

Equation (C.6) will play a major role in the inversion process of a transform.

**Definition 5**

Let \( f(t) \) and \( F_B(t) \) be functions defined by:

\[
 F_B(t) = \int_{-\infty}^{\infty} f(t) \exp(-st) \, dt \tag{C.7}
\]

Then we say \( F_B(s) \) is the bilateral Laplace transform of \( f(t) \), provided that \( F_B(s) \) exists in some region \( \sigma_1 < \sigma < \sigma_2 \).
Theorem 4

If $F_B(s)$ exists, then $f(t)$ can be obtained:

$$f(t) = \frac{1}{2\pi j} \lim_{R \to \infty} \int_{d-j}^{d+j} F_B(s) \exp(\imath t) \, ds$$  \hspace{1cm} (C.8)

where $d$ and $R$ are given via the sketch and $\sigma_1 < d < \sigma_2$ (see sketch).

Proof

For the bilateral transform, the regions of convergence for $f(t)$ is generally given by $\sigma_1 < \sigma < \sigma_2$. However, for the one-sided Laplace transform, the region of convergence is normally given by $\sigma > \sigma_0$.

For $t > 0$, then we can show:

$$\lim_{R \to \infty} \int_{abCEFg} F_B(s) \exp(\imath t) \, ds = 0$$  \hspace{1cm} (C.9)

and for $t < 0$:

$$\lim_{R \to \infty} \int_{cbcha} F_B(s) \exp(\imath t) \, ds = 0$$  \hspace{1cm} (C.10)

Equations (C.9) or (C.10), together with (C.8), implies that abc may be changed to abcefg for $t < 0$ and, for $t > 0$, abc can be changed to abcha. However, either abcefg or :cbcha is a closed contour enclosing all the singular-
Ities as long as \( R \to \infty \), which implies we can directly use the residue theorem (Theorem 3).

Thus, given \( t > 0 \),

\[
f(t) = \frac{1}{2\pi j} \int_{abcha} F_h(s) \exp(st) \, ds = \sum (b_{-1})_k \tag{C.11}
\]

where \((b_{-1})_k\) is the residue of the \( k \)th singularity to the left of abc. For \( t < 0 \), \( f(t) \) is given by:

\[
f(t) = \frac{1}{2\pi j} \int_{abcha} F_h(s) \exp(st) \, ds = -\sum (b_{-1})_k \tag{C.12}
\]

where \((b_{-1})_k\) is the residue of the \( k \)th singularity to the right of abc. The negative sign signifies the fact that the direction of abcha is clockwise and, therefore, negative. Thus, we have proven the inversion formula.

If \( f(t) \) is absolutely integrable, i.e.,

\[
\int_{-\infty}^{\infty} |f(t)| \, dt < \infty
\]

then we shall define

\[
\mathcal{F}(\omega) = \int_{-\infty}^{\infty} f(t) \exp(-j\omega t) \, dt \tag{C.13}
\]

as the Fourier transform of \( f(t) \). It can be shown that given \( \mathcal{F}(\omega) \), \( f(t) \) satisfies:

\[
f(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \mathcal{F}(\omega) \exp(j\omega t) \, d\omega \tag{C.14}
\]
<table>
<thead>
<tr>
<th>( f(t) )</th>
<th>( G(\nu) = \mathcal{F}(2\pi \nu), \omega = 2\pi \nu )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) ( \delta(t) )</td>
<td>1</td>
</tr>
<tr>
<td>(2) ( 1 )</td>
<td>( \delta(\nu) )</td>
</tr>
<tr>
<td>(3) ( \cos \omega_0 t )</td>
<td>( \frac{1}{2} [\delta(\nu - \nu_0) + \delta(\nu + \nu_0)] )</td>
</tr>
<tr>
<td>(4) ( \sin \omega_0 t )</td>
<td>( \frac{1}{2} [\delta(\nu - \nu_0) - \delta(\nu + \nu_0)] )</td>
</tr>
<tr>
<td>(5) ( \frac{\sin (2\pi \nu T)}{(2\pi \nu T)} )</td>
<td>( \sin (2\pi \nu T) )</td>
</tr>
<tr>
<td>(6) ( \frac{1}{2T} )</td>
<td>( \frac{1}{2\pi \nu} )</td>
</tr>
<tr>
<td>(7) ( \left( \frac{\sin 2\pi \nu t}{2\pi \nu t} \right)^2 )</td>
<td>( \frac{1}{2\pi \nu} )</td>
</tr>
<tr>
<td>(8) ( \exp (j\omega_0 t) )</td>
<td>( \delta(\nu - \nu_0) )</td>
</tr>
<tr>
<td>(9) ( \delta(t - t) )</td>
<td>( \exp (-j\omega t) )</td>
</tr>
<tr>
<td>(10) ( \begin{cases} \frac{1}{t} \exp (-t/\tau), &amp; t &gt; 0 \ 0, &amp; t &lt; 0 \end{cases} )</td>
<td>( \frac{1}{1 + j\omega \tau} )</td>
</tr>
<tr>
<td>(11) ( \exp (-j\omega t), \quad \omega &gt; 0 )</td>
<td>( \frac{2\omega}{\omega^2 + \omega^2} )</td>
</tr>
<tr>
<td>(12) ( \frac{1}{\sqrt{2\pi} \sigma} \exp \left{ \frac{-1}{2\sigma^2} \left( -\frac{(t - m)^2}{2\sigma^2} \right) \right} )</td>
<td>( \exp \left( -j\omega m - \frac{\omega^2 \sigma^2}{2} \right) )</td>
</tr>
</tbody>
</table>
Equations (C.13) and (C.14) are called the Fourier transform pair. Now if the Fourier transform of \( f(t) \) exists, then for a fixed \( \sigma > 0 \), the Fourier transform of \( f(t) \exp(-\sigma t) \) would also exist (it is absolutely integrable). Then

\[
\int_{-\infty}^{\infty} [f(t) \exp(-\sigma t)] \exp(-j\omega t) \, dt = \int_{-\infty}^{\infty} f(t) \exp[-(\sigma + j\omega t)] \, dt
\]

Let \( s = \sigma + j\omega \) and denote the right-hand-side of the integral as \( \mathcal{F}(s) \). Now it is obvious that the function \( f(t) \exp(-\sigma t) \), given its Fourier transform \( \mathcal{F}(s) \), is:

\[
f(t) \exp(-\sigma t) = \mathcal{F}^{-1}[\mathcal{F}(s)] = \frac{1}{2\pi} \int_{-\infty}^{\infty} \mathcal{F}(s) \exp(j\omega t) \, d\omega
\]

The last equation utilizes the inversion formula of a Fourier transform. Multiplying both sides of the equation by \( \exp(\sigma t) \), we get:

\[
f(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \mathcal{F}(s) \exp(\sigma + j\omega) \, d\omega
\]

Now making the change of variable \( s = \sigma + j\omega \) will yield:

\[
f(t) = \frac{1}{2\pi j} \int_{-\infty}^{\infty} \mathcal{F}(s) \exp(\sigma t) \, ds
\]  \hspace{1cm} (C.15)

However, \( \mathcal{F}(s) \) is exactly the bilateral transform \( \mathcal{F}_B(s) \). Thus, we shall utilize the bilateral Laplace transform inversion formula.

Note that the inversion of both Fourier and bilateral transforms are unique and if the Fourier transform of a waveform \( f(t) \) exists, so does its bilateral transform. The bilateral transform \( \mathcal{F}_B(s) \) can be obtained from \( \mathcal{F}(j\omega) \) in a unique manner, by substituting:

\[
\mathcal{F}_B(s) = \mathcal{F}(j\omega) \big|_{\sigma = j\omega}
\]
Let $V_N$ be an $N$-dimensional vector space over a complex field. Let 
\( \{f_1, f_2, \ldots, f_N\} \) be any basis in $V_N$. If there is an inner product defined with an associated norm, then it is a standard result that 
\( \{f_1, f_2, \ldots, f_N\} \) can be orthonormalized. That is, \( \{e_i\}_{i=1}^N \) is a basis such that:

\[
(e_i, e_j) = \begin{cases} 
1, & \text{if } i = j \\
0, & \text{if } i \neq j
\end{cases}
\]

Now for any vector \( x \in V_N \), it can be shown that:

\[
x = \sum_{i=1}^{N} (x, e_i) \cdot e_i
\]

and

\[
\|x\|^2 = \sum_{i=1}^{N} (x, e_i)^2
\]

The idea of orthonormalization can be extended to the infinite dimensional case.
An Infinite Dimensional Vector Space

Let $L_2$ denote the set of all piecewise continuous functions over $[0,2\pi]$ such that:

$$\int_0^{2\pi} |f(t)|^2 \, dt < \infty$$

(D.1)

It can be verified that $L_2$ is a vector space under the usual operations of functions: $(f + g)(t) = f(t) + g(t)$ and $(\alpha f)(t) = \alpha f(t)$.

Now let us define the inner product $(f, g)$ by:

$$(f, g) = \int_0^{2\pi} f(t) \overline{g(t)} \, dt$$

(D.2)

where the bar denotes the conjugate. Thus, the corresponding norm is given by:

$$\|f\|^2 = (f, f) = \int_0^{2\pi} |f(t)|^2 \, dt$$

(D.3)

A simple computation shows that $\exp(in\tau)$ for $n = 0, \pm 1, \pm 2, \ldots$ are mutually orthogonal in $L_2$ and it can be shown that:

$$(\exp(jn\tau), \exp(jm\tau)) = \begin{cases} 0, & \text{if } m \neq n \\ 2\pi, & \text{if } m = n \end{cases}$$

(D.4)

However, we can orthonormalize the collection

$$\{\exp(jn\tau)\}_{n=-\infty}^{\infty}$$
by letting

\[ e_n(t) = \frac{1}{\sqrt{2\pi}} \exp \{jnt\} \]

\(L_2\) with an orthonormal basis is said to be a complete space. Recall any finite-dimensional vector space is complete.

Let \(H\) be a subspace of \(L_2\) which is generated by

\[ \{e_n(t)\}_{n=-\infty}^{n=\infty} \]

that is, \(H\) consists of all linear combinations of the form

\[ \sum_{n=-\infty}^{n=\infty} \alpha_n e_n \]

where \(\alpha_n\)'s are scalars.

Now for every \(f \in H\), we can write:

\[ f(t) = \sum_{n=-\infty}^{n=\infty} \alpha_n e_n(t) \quad (D.5) \]

where \(\alpha_n = (f, e_n)\), and \(\alpha_n\) can be written as:

\[ \alpha_n = (f, e_n) = \frac{1}{\sqrt{2\pi}} \int_{0}^{2\pi} f(t) \exp \{-jnt\} dt \quad (D.6) \]

Thus, from Eqs. (D.3) and (D.5), it is easy to verify that:

\[ \|f\|^2 = \sum_{n=-\infty}^{n=\infty} |(f, e_n)|^2 \quad (D.7) \]
Now remembering that:

\[ \|f\|^2 = \int_0^{2\pi} |f(t)|^2 \, dt \]

and utilizing the fact that \( \alpha_n = (f, e_n) \), we can rewrite:

\[ \int_0^{2\pi} |f(t)|^2 \, dt = \sum_{n=-\infty}^{\infty} |\alpha_n|^2 \]  \hspace{1cm} (D.8)

Equation (D.8) is called Parseval's equality.

**Important Remarks**

1. It must be emphasized that the expansion

\[ f(t) = \sum_{n=-\infty}^{\infty} \alpha_n \, e_n(t) = \frac{1}{\sqrt{2\pi}} \sum_{n=-\infty}^{\infty} \alpha_n \exp\{jnt\} \]  \hspace{1cm} (D.9)

is not interpreted as saying the series is pointwise converging to the function. Equation (D.9) actually means that \( f_n \in L_2 \) is given by:

\[ f_n(t) = \frac{1}{\sqrt{2\pi}} \sum_{k=-\infty}^{\infty} \alpha_k \exp\{jkt\} \]

and converges to \( f \) in the norm specified in \( L_2 \). That is:

\[ \|f - f_n\| = \left[ \int_0^{2\pi} \left| f(t) - f_n(t) \right|^2 \, dt \right]^{1/2} \to 0 \quad (D.10) \]

2. If we change \( 2\pi \) to \( T \) and the interval \([0,2\pi]\) is changed to \([-T/2, T/2]\), we can then write:

\[ f(t) = \sum_{n=-\infty}^{\infty} c_n \exp\{j\omega_n t\} \]  \hspace{1cm} (D.11)
where \( \omega_0 = 2\pi/T \). Since

\[
\{ \exp \{ jn\omega_0 t \} \}_{n=-\infty}^{\infty}
\]

are pairwise orthogonal,

\[
(\exp \{ jm\omega_0 t \}, \exp \{ jn\omega_0 t \}) = \begin{cases} 
0, & \text{if } m \neq n \\
T, & \text{if } m = n
\end{cases}
\]

Thus, we have:

\[
f(t) = \sum_{n=-\infty}^{\infty} \alpha_n e_n(t) = \sum_{n=-\infty}^{\infty} \sqrt{T} c_n e_n(t) \tag{D.12}
\]

where \( e_n = (1/\sqrt{T}) \exp \{ jn\omega_0 t \} \) and \( \alpha = (f, e_n) \).

Parseval's equality becomes:

\[
\|f\|^2 = \int_{-T/2}^{T/2} |f(t)|^2 \, dt = \sum_{n=-\infty}^{\infty} |\alpha_n|^2 = \sum_{n=-\infty}^{\infty} |\sqrt{T} c_n|^2 = T \sum_{n=-\infty}^{\infty} |c_n|^2
\]

From which, we obtain:

\[
\frac{1}{T} \int_{-T/2}^{T/2} |f(t)|^2 \, dt = \sum_{n=-\infty}^{\infty} |c_n|^2 \tag{D.13}
\]

The last equation is another form of Parseval's equality.
APPENDIX E
STATE VARIABLES

Let \( X(t) \) be an \( n \)-vector such that:

\[
\dot{X} = A(t) \, X(t), \quad X(t_0) = X_0 \tag{E.1}
\]

where \( X(t) \) and \( A(t) \) are continuously differentiable and \( A(t) \) is an \( n \times n \) matrix. The solution of Eq. (E.1) is given by:

\[
X(t) = \phi(t, t_0) \, X(t_0) = \psi(t, t_0) \, X_0 \quad \tag{E.2a}
\]

where

\[
\dot{\phi} = A(t) \, \phi(t, t_0), \quad \phi(t_0, t_0) = I \tag{E.2b}
\]

This is easy to verify, since the solution of the differential equation for a specified condition is unique and \( X(t) \) in Eq. (E.2) will be a solution with the initial condition:

\[
X(t_0) = \phi(t_0, t_0) \, X_0 = I \, X_0 = X_0
\]
Two Important Properties

Let \( t_1 \) and \( t_2 \) be two different times such that \( t_1 \) and \( t_2 \) are \( \geq t_0 \). Then we have:

\[
X(t_2) = \Phi(t_2, t_0) X_0
\]  
(E.3)

and

\[
X(t_1) = \Phi(t_1, t_0) X_0
\]  
(E.4)

Now if the initial condition is at \( t_1 \), then \( X(t_2) \) is given by:

\[
X(t_2) = \Phi(t_2, t_1) X(t_1)
\]  
(E.5)

Substituting \( X(t_1) \) from Eq. (E.4) into Eq. (E.5) yields:

\[
X(t_2) = \Phi(t_2, t_1) \Phi(t_1, t_0) X_0
\]  
(E.6)

Comparing (E.3) and (E.6) gives rise to:

\[
\Phi(t_2, t_0) = \Phi(t_2, t_1) \Phi(t_1, t_0)
\]  
(E.7)

As a special case of Eq. (E.7), let \( t_2 = t_0 \). Then

\[
\Phi(t_0, t_0) = I = \Phi(t_0, t_1) \Phi(t_1, t_0)
\]

from which

\[
\Phi(t_1, t_0)^{-1} = \Phi(t_0, t_1)
\]  
(E.8)

Equations (E.7) and (E.8) are very important. It can be verified that \( \Phi(\cdot, \cdot) \neq 0 \). From Eq. (E.8) it is obvious that the inverse of \( \Phi(t_1, t_0) \) is obtained by changing the arguments \( t_1 \) and \( t_0 \) to \( t_0 \) and \( t_1 \), respectively.
Example 1

From

\[ \dot{X} = 2X, \quad X(t_0) = X_0 \]

Solve the differential equation via the transition matrix.

\[ \dot{\phi} = 2\phi, \quad \phi(t_0, t_0) = 1 \]

will imply that

\[ \phi(t, t_0) = \exp \{2(t - t_0)\} \]

Thus,

\[ X(t) = \phi(t, t_0) X_0 = X_0 \exp \{2(t - t_0)\} \]

Example 2

Repeat Example 1 for:

\[ \dot{X} = a(t) X(t), \quad X(t_0) = X_0 \]

Solution

\[ \dot{\phi} = a(t) \phi(t, t_0), \quad \phi(t_0, t_0) = 1 \]

implies that \( \dot{\phi}/\phi = a(t) \) from which we get:

\[ \phi(t, t_0) = \exp \left\{ \int_{t_0}^t a(t) \, dt \right\} \]
Thus,

\[ X(t) = X_0 \exp \left\{ \int_{t_0}^{t} a(t) \, dt \right\} \]

**General Solution with Forcing Function Inputs**

Consider the general time-varying differential equation:

\[ \dot{X} = A(t) X(t) + B(t) U(t) \quad (E.9a) \]

\[ Y(t) = C(t) X(t) + D(t) U(t) \quad (E.9b) \]

Assume the solution \( X(t) \) exists and

\[ X(t_0) = X_0 \]

is the initial condition. We claim \( X(t) \) is given by:

\[ X(t) = \phi(t, t_0) X_0 + \int_{t_0}^{t} \phi(t, \lambda) \phi^{-1}(\lambda, t_0) B(\lambda) U(\lambda) \, d\lambda \quad (E.10a) \]

\[ = \phi(t, t_0) X_0 + \int_{t_0}^{t} \phi(t, \lambda) B(\lambda) U(\lambda) \, d\lambda \quad (E.10b) \]

Let us verify Eq. (E.10). For convenience, we shall not write the arguments in \( t \). Let

\[ X(t) \triangleq \phi(t, t_0) Z(t) \] or, equivalently, \( Z(t) \triangleq \phi^{-1}(t, t_0) X(t) \quad (E.11) \)

Taking the derivative of both sides yields:

\[ \dot{X} = \dot{\phi} Z + \phi \dot{Z} \quad (E.12) \]
Equating the right-hand side of Eq. (E.9a) with (E.12) gives rise to:

\[ AX + BU = \dot{\phi}Z + \phi \dot{Z} \quad (E.13) \]

Now from \( \dot{\phi} = A\phi \) we assert that:

\[ \dot{\phi}Z = A\phi Z = AX \quad (E.14) \]

where in the above we have used Eq. (E.11).

Substituting (E.14) into Eq. (E.12) yields:

\[ \dot{\phi}Z = BU \text{ or, equivalently, } \dot{Z} = \phi^{-1} BU \quad (E.15) \]

where upon integration, we get:

\[ Z(t) = Z(t_0) + \int_{t_0}^{t} \phi^{-1}(\lambda, t_0) B(\lambda) U(\lambda) \, d\lambda \quad (E.16) \]

Utilizing Eq. (E.11) and the fact that \( Z(t_0) = X(t_0) \), we obtain:

\[ X(t) = \phi(t, t_0) X_0 + \int_{t_0}^{t} \phi(t, \lambda) \phi^{-1}(\lambda, t_0) B(\lambda) U(\lambda) \, d\lambda \quad (E.17) \]

which concludes the first part of the proof.

To prove the second part, we make use of \( \phi^{-1}(\lambda, t_0) = \phi(t_0, \lambda) \) which implies:

\[ \phi(t, t_0) \phi^{-1}(\lambda, t_0) = \phi(t, t_0) \phi(t_0, \lambda) = \phi(t, \lambda) \quad (E.18) \]

Substituting (E.18) into (E.17) gives rise to:

\[ X(t) = \phi(t, t_0) X_0 + \int_{t_0}^{t} \phi(t, \lambda) B(\lambda) U(\lambda) \, d\lambda \quad (E.19) \]
which is the desired result.

Substituting (E.17) or (E.19) into (E.9b) will yield the output. Therefore,

\[ Y(t) = C(t) X(t) + D(t) U(t) \]

\[ = C(t) \left[ \phi(t, t_0) X_0 + \int_{t_0}^{t} \phi(t, \lambda) B(\lambda) U(\lambda) d\lambda \right] + D(t) U(t) \]

(E.20)

Thus, the most important part of the solution is acquisition of the transition matrix \( \phi(\cdot, \cdot) \), which is needed to solve \( X(t) \). Once \( X(t) \) is known, \( Y(t) \) can be obtained immediately (see E.20).

To obtain \( \phi(\cdot, \cdot) \) for the time-varying case is not easy and the general equation

\[ \dot{\phi} = A(t) \phi(t, t_0), \quad \phi(t_0, t_0) = I \]

must be solved for. However, for the time-invariant case, where \( A, B, C, \) and \( D \) are constant matrices, the solution is considerably easier. Before discussing this special case, let us first define:

\[ \exp(A t) \triangleq I + A t + \frac{A^2 t^2}{2!} + \cdots + \frac{A^n t^n}{n!} + \cdots \]  

(E.21)

Now for the time invariant case, \( \phi(t, t_0) \) becomes:

\[ \phi(t, t_0) = \exp(A(t - t_0)) \]  

(E.22)

To verify (E.22) is very simple since

\[ \frac{d}{dt} \exp(A(t - t_0)) = A \exp(A(t - t_0)) \]

with \( \phi(t_0, t_0) = A^0 = I \). Now, without any loss of generality, assume \( t_0 = 0 \) and let us state the following claim.
The transition matrix $\exp\{At\}$ is obtained as:

$$\exp\{At\} = \mathcal{L}^{-1}(sI - A)^{-1} \quad (E.23)$$

Thus, $\exp\{At\}$ is the inverse Laplace transform of $(sI - A)^{-1}$.

The proof is simple. Take the Laplace transform of (E.9a) to get:

$$s\hat{X}(s) - X_0 = A\hat{X}(s) + B\hat{U}(s) \quad (E.24)$$

where $\hat{X}(s)$ and $\hat{U}(s)$ are corresponding Laplace transforms of $X(\cdot)$ and $U(\cdot)$. This can be done since $A$ and $B$ are both constant matrices. From (E.24), we can get:

$$\hat{X}(s) = (sI - A)^{-1} X_0 + (sI - A)^{-1} B\hat{U}(s) \quad (E.25)$$

Taking the inverse Laplace transform of the above and equating the result with the right-hand side of (E.19) with $t_0 = 0$, we obtain:

$$\exp\{At\} = \mathcal{L}^{-1}(sI - A)^{-1}$$

as asserted.
REFERENCES

Recognition, IEEE Computer Society, pp. 696-700, Nov. 8-11, Coronado, Calif.


<table>
<thead>
<tr>
<th><strong>INDEX</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Anderson, 255</td>
</tr>
<tr>
<td>Assefi, 175, 254</td>
</tr>
<tr>
<td>Autocovariance (see Covariance)</td>
</tr>
<tr>
<td>Average Power, 70</td>
</tr>
<tr>
<td>Band-pass process, 96, 97</td>
</tr>
<tr>
<td>Band-width, 85, 86</td>
</tr>
<tr>
<td>Bayes' theorem, 3</td>
</tr>
<tr>
<td>Bilateral Laplace transform, 73-74, App. C</td>
</tr>
<tr>
<td>Bochner's theorem, 81</td>
</tr>
<tr>
<td>Bucy, 108</td>
</tr>
<tr>
<td>Calculus of variation, 204</td>
</tr>
<tr>
<td>Causal systems, 64, 132</td>
</tr>
<tr>
<td>Characteristic functions, 21-22</td>
</tr>
<tr>
<td>Combination of estimates, 166-167</td>
</tr>
<tr>
<td>Complex random variables, 17</td>
</tr>
<tr>
<td>Conditional density functions, 9</td>
</tr>
<tr>
<td>Conditional probability, 2</td>
</tr>
<tr>
<td>Convergence, 17</td>
</tr>
<tr>
<td>Convolution, 65</td>
</tr>
<tr>
<td>Correlation coefficient, 17, 40</td>
</tr>
<tr>
<td>Correlation function, 39</td>
</tr>
<tr>
<td>Covariance, 17-18, 21</td>
</tr>
<tr>
<td>Cross-correlation, 40</td>
</tr>
<tr>
<td>Cross-covariance, 24, 40</td>
</tr>
<tr>
<td>Delta function, 64, App. A</td>
</tr>
<tr>
<td>Deutsch, 254</td>
</tr>
<tr>
<td>Dirichlet condition, 67, App. C</td>
</tr>
<tr>
<td>Distribution function, 5</td>
</tr>
<tr>
<td>Estimation theory, 107</td>
</tr>
<tr>
<td>Events, 1</td>
</tr>
<tr>
<td>Expected values, 16</td>
</tr>
<tr>
<td>Experiments, 1, 2</td>
</tr>
<tr>
<td>Franco, 176, 255</td>
</tr>
<tr>
<td>Franks, 255</td>
</tr>
<tr>
<td>Filtering, 148</td>
</tr>
<tr>
<td>First-order statistics, 33</td>
</tr>
<tr>
<td>Fourier series, 67, App. C and D</td>
</tr>
<tr>
<td>Fourier transform, 68, App. C</td>
</tr>
<tr>
<td>Fourier transform pair, 69, 70, App. C</td>
</tr>
<tr>
<td>Functions of random variables, 10-15</td>
</tr>
<tr>
<td>Gaussian functions, 7</td>
</tr>
<tr>
<td>Gnedenko, 81</td>
</tr>
<tr>
<td>Hilbert transforms, 99</td>
</tr>
<tr>
<td>Holder inequality, 17</td>
</tr>
<tr>
<td>Image statistics, 185</td>
</tr>
<tr>
<td>Impulse function, 64, App. A</td>
</tr>
<tr>
<td>Impulse response, 64</td>
</tr>
<tr>
<td>Independent events, 4</td>
</tr>
<tr>
<td>Instantaneous power, 70</td>
</tr>
<tr>
<td>Integrals, see Stochastic integrals</td>
</tr>
<tr>
<td>Interpolation function, 90</td>
</tr>
<tr>
<td>Jocabian, 15</td>
</tr>
<tr>
<td>Joint density, 8</td>
</tr>
<tr>
<td>Joint distribution, 8</td>
</tr>
<tr>
<td>Kalman, 108</td>
</tr>
<tr>
<td>Kalman-Bucy filtering, 143-167</td>
</tr>
</tbody>
</table>

287
<table>
<thead>
<tr>
<th>Term</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>Laplace, see bilateral Laplace transforms</td>
<td>1</td>
</tr>
<tr>
<td>Lathi, 254</td>
<td>1</td>
</tr>
<tr>
<td>Leadbetter, 254</td>
<td>1</td>
</tr>
<tr>
<td>Liebelt, 254</td>
<td>1</td>
</tr>
<tr>
<td>Linear estimate, 113</td>
<td>1</td>
</tr>
<tr>
<td>Linear-mean-square estimation, 113, 121</td>
<td>1</td>
</tr>
<tr>
<td>Linear systems, 62</td>
<td>1</td>
</tr>
<tr>
<td>Linear transformation, App. B</td>
<td>1</td>
</tr>
<tr>
<td>Low-pass signals, 91</td>
<td>1</td>
</tr>
<tr>
<td>Marginal density function, 8-9</td>
<td>1</td>
</tr>
<tr>
<td>Marginal distribution function, 8-9</td>
<td>1</td>
</tr>
<tr>
<td>Matched filtering, 140</td>
<td>1</td>
</tr>
<tr>
<td>Mean, 16</td>
<td>1</td>
</tr>
<tr>
<td>Mean-square, continuity, 46</td>
<td>1</td>
</tr>
<tr>
<td>Mean-square-estimation, 110-113</td>
<td>1</td>
</tr>
<tr>
<td>Meyer, 254</td>
<td>1</td>
</tr>
<tr>
<td>Moore, 255</td>
<td>1</td>
</tr>
<tr>
<td>Mutual events, 2</td>
<td>1</td>
</tr>
<tr>
<td>Nahl, 175, 176, 254</td>
<td>1</td>
</tr>
<tr>
<td>n-dimensional space, App. B</td>
<td>1</td>
</tr>
<tr>
<td>Noisy observations, 107</td>
<td>1</td>
</tr>
<tr>
<td>Nonlinear systems, 109</td>
<td>1</td>
</tr>
<tr>
<td>Norm, 116, App. B</td>
<td>1</td>
</tr>
<tr>
<td>Normal random variables, 7</td>
<td>1</td>
</tr>
<tr>
<td>nth order density, 14</td>
<td>1</td>
</tr>
<tr>
<td>nth order distribution, 14</td>
<td>1</td>
</tr>
<tr>
<td>Operator, 61</td>
<td>1</td>
</tr>
<tr>
<td>linear, App. B</td>
<td>1</td>
</tr>
<tr>
<td>Optimum filter, 123</td>
<td>1</td>
</tr>
<tr>
<td>Orthogonal process, 46, 86</td>
<td>1</td>
</tr>
<tr>
<td>Orthogonality principle, 115</td>
<td>1</td>
</tr>
<tr>
<td>Outcomes, 1, 8</td>
<td>1</td>
</tr>
<tr>
<td>Papoulis, 254</td>
<td>1</td>
</tr>
<tr>
<td>Partial-randomization, 200</td>
<td>1</td>
</tr>
<tr>
<td>Partitioned image, 200</td>
<td>1</td>
</tr>
<tr>
<td>Periodic processes, 91</td>
<td>1</td>
</tr>
<tr>
<td>Poisson process, 47</td>
<td>1</td>
</tr>
<tr>
<td>Positive definite, App. B</td>
<td>1</td>
</tr>
<tr>
<td>Powell, 176, 255</td>
<td>1</td>
</tr>
<tr>
<td>Power spectrum, 61, 70, 73</td>
<td>1</td>
</tr>
<tr>
<td>Power spectral density, 71</td>
<td>1</td>
</tr>
<tr>
<td>Prediction, 137, 162</td>
<td>1</td>
</tr>
<tr>
<td>Probability density function 4-10, 33</td>
<td>1</td>
</tr>
<tr>
<td>Probability distribution function 4-10, 33</td>
<td>1</td>
</tr>
<tr>
<td>Quadratic mean, 18</td>
<td>1</td>
</tr>
<tr>
<td>Quadrature component, 103</td>
<td>1</td>
</tr>
<tr>
<td>Quadrature, see quadratic mean</td>
<td>1</td>
</tr>
<tr>
<td>Random variables, 4</td>
<td>1</td>
</tr>
<tr>
<td>complex, 17</td>
<td>1</td>
</tr>
<tr>
<td>discrete, 5</td>
<td>1</td>
</tr>
<tr>
<td>periodic, 91</td>
<td>1</td>
</tr>
<tr>
<td>Random vectors, 20</td>
<td>1</td>
</tr>
<tr>
<td>Rayleigh density function, 7</td>
<td>1</td>
</tr>
<tr>
<td>Recursive filtering (see Kalman-Bucy</td>
<td>1</td>
</tr>
<tr>
<td>filtering)</td>
<td>1</td>
</tr>
<tr>
<td>Recursive image estimation, 180</td>
<td>1</td>
</tr>
<tr>
<td>Realizable systems, 64</td>
<td>1</td>
</tr>
<tr>
<td>Rhodes, 177, 255</td>
<td>1</td>
</tr>
<tr>
<td>Risk function, 194</td>
<td>1</td>
</tr>
<tr>
<td>Sample functions, 29</td>
<td>1</td>
</tr>
<tr>
<td>Sample space, 1</td>
<td>1</td>
</tr>
<tr>
<td>Sampling theorem, 87</td>
<td>1</td>
</tr>
<tr>
<td>Scanner, 180</td>
<td>1</td>
</tr>
<tr>
<td>Schwarz, 254</td>
<td>1</td>
</tr>
<tr>
<td>Schwarz inequality, 17</td>
<td>1</td>
</tr>
<tr>
<td>Second-order statistics, 38</td>
<td>1</td>
</tr>
<tr>
<td>Silverman, 175, 255</td>
<td>1</td>
</tr>
<tr>
<td>Shanon, 87</td>
<td>1</td>
</tr>
<tr>
<td>Signal-to-noise ratio, 140, 171, 197</td>
<td>1</td>
</tr>
<tr>
<td>Smoothing, 137</td>
<td>1</td>
</tr>
<tr>
<td>Spectral factorization, 176</td>
<td>1</td>
</tr>
<tr>
<td>State-variables, 110, App. E</td>
<td>1</td>
</tr>
<tr>
<td>Standard deviation, 16</td>
<td>1</td>
</tr>
<tr>
<td>Stationary correlation function, 41-42</td>
<td>1</td>
</tr>
<tr>
<td>wide-sense, 42</td>
<td>1</td>
</tr>
<tr>
<td>Stieltjes integrals, 16</td>
<td>1</td>
</tr>
<tr>
<td>Stochastic continuity, 46</td>
<td>1</td>
</tr>
<tr>
<td>Stochastic differentiation, 46-48</td>
<td>1</td>
</tr>
<tr>
<td>Stochastic integration, 49-55</td>
<td>1</td>
</tr>
<tr>
<td>Stochastic processes, 29-32</td>
<td>1</td>
</tr>
<tr>
<td>Systems</td>
<td>1</td>
</tr>
<tr>
<td>dynamics, 64</td>
<td>1</td>
</tr>
<tr>
<td>instantaneous, 64</td>
<td>1</td>
</tr>
<tr>
<td>lumped, 64</td>
<td>1</td>
</tr>
<tr>
<td>memory, 64</td>
<td>1</td>
</tr>
<tr>
<td>Systems and modeling, 108</td>
<td>1</td>
</tr>
<tr>
<td>Time averages, 56</td>
<td>1</td>
</tr>
<tr>
<td>Time-invariant systems, 65</td>
<td>1</td>
</tr>
<tr>
<td>Transition matrix, 146, 178, App. E</td>
<td>1</td>
</tr>
<tr>
<td>Transformation linear, App. B</td>
<td>1</td>
</tr>
<tr>
<td>Two-dimensional signals, 175</td>
<td>1</td>
</tr>
<tr>
<td>Unbiased estimates, 114</td>
<td>1</td>
</tr>
<tr>
<td>Uncorrelated processes, 46</td>
<td>1</td>
</tr>
</tbody>
</table>
Uncorrelated random variables, 29
Uniform density functions, 7

Variance, 16
Vector spaces, 116, App. B

White noise, 82
Wide-sense stationarity, 42
Wiener, 108
Wiener-Hopf equation, 124-125, 131
Wiener-Kolmogorov theory, 122, 130
Wong, 254