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PREFACE

This report documents the findings obtained from the DST
Temperature Souﬁding Impact Test Project conducted at GISS between
April 1976 and April 1977. Thg objective of the project was to
determine the impact on weathe;>forecasting that can ?esult from
operational use of temperature profiles obtained from satellite

soundings.

The project stemmed from the recommendation of an ad-hoc
advisory committee that met at GISS in March 1976 to review the
meteorological research program. The consensus of the committee
was that among GISS meteorological programs, the sounder impact

study' had the highest priority, in terms of Agency objectives.

Results from the project tests show the impact of sounding
data to be substantial and beneficial for a one-month winter test
period, according to all the verification criteria applied.
Results for a two-week summer test period show positive impacts of
considerably smaller magnitude Wﬁth much less statistical signifi-
cance. The magnitude of the monthly mean impact in the winter

forecasts is comparable with that of improvements made in NMC

operations over the past decade.

The largest magnitude of the sounder data impact was obtained
(1) using the combined data from two satellites and (2) applying

a time-continuous four-dimensional assimilation procedure developed

at GISS and based on statistical weighting ("optimal interpolation")
of temperatures. Significantly smaller (but positive) forecast impacts

resulted when conventional data assimilation methods were used.



These smaller positive impacts from conventional assimilation tech-

nigues agree in magnitude with results recently reported by NMC for

this same DST period.

This study leads us to believe that adoption of the GISS
assimilation teehniques, plus operational use of simultaneous data

from two satellites should result in a significant increase in the

accuracy of 48 and 72 hour forecasts,

DESCRIPTION OF [xprzrrniEyTe

Sounder Impact experiments were carried out for the DST-5 and
DST-6 periods of Data System Testing. The periods over which the
DST data were used extended from Aug. 18 through Sept. 4, 1975, for '
DST-5, and Jan. 29 through Fei;. 21, 1976, for DST-6. The data sets
contained all the conventional operational upper air and surface data
collected by the National Meteorological Center in a ten-hour window
about synoptic times, as well as special aircraft reports, cloud-tracked
winds and temperature sounding data. The temperature sounding data sets
included the NESS operational sounding data from the VTPR instrument on
the NOAA-4 satellite and NESS-processed sounding profiles obtained from

the HIRS and SCAMS instruments on the NIMBUS~-6 satellite.

Each impact experiment consisted of a distinct analysis/forecast
cycle for the entire period. The same forecast model was used
in all the impact experiments. fhe analysis scheme treated all the data

identically in every experiment except for the handling of sounding

temperature pidfiles. The basic cycle which serves as the control ex-
periment is the "NO SAT" case and consisted of omitting all satellite
sounding data. Every other experiment reported involved asynoptic assi-

milation of the sounding data within ten-minute intervals of the time of
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observation. Experiments differed from each other either in respect
to the number of satellite sounders from which data were used or in
the méthod by which the data were assimilated. In no experiment were
the cloud-track wind data from the University of Wisconsin included

in the study.

RESULTS OF EXPERIMENTS

The major impact results summarized below are derived from the
experiment in which optimal statistical weighting procedures were
applied to the sounding data. The results are presented for the 48
and 72 hour forecast comparisons using the GISS analysis technique

and forecast model.

The evaluation of the impact is assessed according to the

following criteria:

(i) Magnitudes and locations of initial-state differences
in the analyzed fields produced with and without satellite data,

(1i) Statistical ‘measures of forecast accuracy (i.e., S1
skill scores and rms errors) obtained from numerical integrations
starting from the initial states prepared with dnd without satellite
data; ﬁ

(iii) Verifications of local precipitation and surface
temperature forecasts based on prognostic charts produced with and

without satellite data.

iii
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The principal findings obtained for the winter test period

are:
@ sSatellite data generate large initial state differences in data

Sparse regions which lead in turn to significantly different forecasts.

& Forecasts started from initial States obtained with the aid of
satellite data show a mean improvement of about 4 points in the 48 and
72-hour Sl skill scores as verified over North America and Europe.

This corresponds to an 8 tg0 12 hour forecast improvement in the forecast

range at 48 hours.

@ Satellite data lead to substantial differences in the 72 hour
forecast errors over North America in 83% of the winter forecasts. Of
these, 77% of the impacts were beneficial resulting in a 38-75% re-

duction of errors at 500mb.

# An automated local precipitation forecast model applied to
128 cities in the United States showed an average 15% improvement
when satellite data had been used for the numerical forecasts. Over
the midwest, where the difficulties in modeling mountain and coastal
effects can be avoided in the Precipitation model, there was a 75%

improvement obtained from the use of satellite data.

® The statistical impact of data from two satellites is greater
than that from either satellite alone and is proportional to the com-

kined sounding yield of both satellites.

® satellite soundings do not systematically smooth potential

temperature gradients.

iv



In the coming year, more detailed studies of certain aspects of
the data assimilation method are planned. In addition, similar tests
will be conducted employing a higher resolution model. Among the
problems which still require study and clarification are the removal
of the statistical bias of satellite data, the treatment of the large-
distance tail in the statistical covariance error function, the pro-
pagation speed of disturbénces in the model, and the effect of
balancing technigues on initial states. From the outset of the
project, many promising experiments had to be abandoned or deferred
in order to meet the firm schedules leading tc this report. It is
hoped that some of thege unfinished studies including the testing
and operational use of GISS derived sounder temperature profiles

can be completed in time for FGGE.

The instruments scheduled to become the operational system on
TIROS-N are essentially the same as the present HIRS and SCAMS
temperature sounders; it is expected therefore that the data pro-
cessing and assimilation techniques developed for these sounders during
the Data System Test may also be used for the future operational
system. This means that the data assimilation technology developed
for the present sounders will carry over to the TIROS sounding systems;
it is hoped that the experimental results reported herein for the

assimilation methods will then prove themselves operationally.



SUMMARY

1. Initial-State Differences. Forecasting is an initial-value
problem. If satellite data are expected to lead to improved forecasts,
then a necessary condition is that they produce ~ignificant differences

in the initial description of the atmospheric states. Earlier reports

by NMC and GISS showed occasional large differences (of up to 60m in

the 500mb heights) in data sparse regions. In the impact experiments
employing the statistical assimilation method, the magnitude of the
differences between initial states obtained with satellite data and with-
out was found to be on the order of 90 to 120 meters in the 500mb heights
at mid-latitudes in seven of the eleven initial forecast days during

the winter test. Such a height difference corresponds rougly to a

5C mean virtual temperature difference in the 1000 to 500mb column.

The differences occurred mainly in data sparse regions and range over
areas between 10% and 4 x 10%km2. At low latitudes the areas where
differences are observed were even larger, and so was the magnitude

of the differences. The initial state differences in the summer were
smaller, of the order of 30 to 60 meters over regions of areas from

10° to 5 x 105km2. (See difference charts in Chapter 5, Figures l6a

and 16b.)

The differences produced by the assimilation of satellite sound-
ing temperatures showed a warm bias in the 1000 to 500mb thickness over
the oceans in the mid to high latitudes of the northern hemisphere in
ten of the eleven winter cases. It is not clear whether this systematic
bias represents correct observations of a warmer synoptic situation

or whether it is a spurious feature of the sounding system.

vi



2. Effect of Sounding Data on Analysis. 1In a report by
S. Tracton and R. McPherson (NMC Office Note 136), it is claimed
that "the NIMBUS & soundings underestimate the variance in the ther-
mal structure of the atmosphere, and *this deficiency acts to the
detriment of the analyses which ipcorporate the satéllite data."
This effect has been investigated in this report in terms of detailed
subjective and automatic examinations of i;entropic cross-sections
throughout the winter period and also in terms of an analysis of the
available potential enerqy budgets for the various experiments, as
well as for WMC's own analysis. GISS studies do not seem to sub-
stantiate the ciaim that the sounder data analyses are affected in

any serious way by a smoothing of the atmosphere's thermal structure.

Evaluations of isentropic étossisections in the winter show
that 406 cases of moderate te intense potential temperature gradients
(greater than 8°/400km) occurred along longitudes 176°W and 150°w
for the North Pacific. Among these cases, 40 bercent were weaker in
the SAT system while 24 percent were more intense, the remainder being
about the same. 1In 119 cases along longitude 85°W over the United
States, 27 percent were weaker and 8 percent were more intense. This
indicates that the sounding data are not leading to any systematic
smoothing of the temperature fields in data sparse regions. Similar case
results were obtained for cross-sections along specific latitudes in
the N. Pacific. A tendency toward warméf temperatures was observed in
the SAT analysis but no systematic smoothing of potential temperature
gradients was evident. (Exemples of isentropic variance are shown in

Chapter 5, Figures 17 ang 18.)

vii
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In subsection 5.3.3 we show that the 10-15 percent difference
in eddy available potential energy between SAT and NO SAT analyses
is primarily due to the differences in the Aleutian Low. To determine
which analysis is correct, one would need more complete data in
order to do a detailed study of the Aleutian areas. On the other

hand, the GISS and NMC analyses differ by 25 to 50 percent, and they

differ all over the globe. The NMC analysis scheme seems to con-

siderably underestimate the available potential energy in the atmosphere.

This could be a significant source of error in NMC forecasts, if

underestimation of the variance in the thermal structure of the atmosphere

indeed has a detrimental effect on the analyses.

3. DNet Statistical Impact. The average improvement in the Sl
skill scores of sea-level pressure anqLSOOmb heights for the statisti-
cal assimilation experiment in the wiﬁter test was 5 percent when
verified over North America and Europe; the corresponding improvement
in rms error is 10 percent. (See Chapter 3, Tables 41 and 42, re--
spectively.) This could represént an 8- to 12-hour forecast improve-
ment. The statistical signifféance of these impacts was greater than
two standard devia/tidris.\ ISee Chapter 3, Tables 40 and 43.) The
statistical 1mprovements in the summer were 2 percent and 5 percent
respectively, (see Chapter 3, Tables 35 and 37, respectively) with

smaller error significance attached to the impact. (See Chapter 3,

Tables 36 and 38.)

The impact of the statistical assimilation method was approxi-
mately twice that obtained from the use of successive correction _
methods both in terms of percent impact and statistical 51gn1f1can(e.

Compared with a direct insertion method the percent impact was roughly

viii i
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four times as great and even more so in terms of statistical signific-
ance. (See Chapter 3, Tables 41 through 43.) The improvement in the
statistical magnitude of forecast impact resolution just from optimal
statistical weighting of sounding data compared with direct insertion

is also in qualitative agreement with recent simulation studies reported
by N. Philips of NMC. Since NMC reports a small but positive impact for
the winter test roughly comparable to our impact with the successive
correction method, there is good reason to believe that an adaption of
the GISS statistical assimilation method will produce a similar improve-

ment in the forecast accuracy of NMC operational forecasts.

A substantial positive impact occurred in a number of winter cases:
3 cases out of 11 showed improvements of more than 20 percent in Sl skill
score and of 30 percent in rms errors. A longer sequence of impact tests
is needed, however, to establish whether these cases are random occur-

rences or whether they are related to weather systems periodically missed

in data-sparse regions by the current operational systems.

A further experiment was designed to test the conjecture that
the impact is not a result of random disturbances produced by the four-
dimensional temperature assimilation and wind balancing techniques of
our method but mainly to actual information content extracted from the
satellite data. In this experiment, simulated satellite data were
generated at each time step from the 12 hour forecast fields, and tem-
perature profiles computed at the position of each Nimbus sounding loca-
tion were introduced; these profiles had the vertical error structure
of actual satellite data. The errors used to generate the profiles were
a function of height and latitude; they were obtained from regional
comparisons with co-located radiosonde profiles. Assimilating these
"fabricated" data led to negligible statistical impacts in.both the sea-
leveyyand 500mb heights confirming the fact that the sounders provide

real atmospheric information. (See Chapter 5, Table 4.)

ix
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4. Subjective Interpretation of Forecast Impact. Verification
of prognoéfic charts of the 72-hour forecast errors for the SAT and
NO SAT system analyzed over North America showed seven examples of
synoptically better verifications of 500mb heights for the SAT system
and two with the NO SAT system. The percent reduction in the forecast
error in regions where the satellite had an impact ranged from 38 to
75 percent from day-to-day. Sea-level pressure differences were
generally not as systematically favorable with the major deficiencies
occurring over the North Atlantic. These regional impacts lead us
to conclude that in general satellite data make larger and more con-

sistent impacts in the 500mb height forecasts than in surface forecasts.

A computerized local precipitation forecast model was developed
to test the impact of satellite data in terms of local weather fore-
casts. The model is based on calculations using quantities produced
by the numerical model, such as vorticity advection, temperature
advection; it also makes use of an algorithm embracing conventional
practices employed for operational precipitatien forecasting. The auto-
matic precipitation model was applied to the SAT and NO SAT forecast
outputs for the eleven cases and precipitation forecasts made for
the same 128 cities in the United States used by the National Weather
Service in their monthly regional forecast. The model indicated a net

15 percent improvement for the SAT system among all the ogccurrences of

different yes/no precipitation forecasts. In particular, when there
were restrictions on the number of cities to the midwest, in order
to avoid the effects of mountains and coastal precipitation which
are more difficult to model, there was a four-fold improvemeﬁt in

precipitation forecasting. (See Chapter 5, Table 6.)

et . AR A S



R S A A Pt e i L e Kbty i

5. Dependence of Impact on Sounder Coverage. Experiments
were conducted to test the impact of each of the sounders separately.
The statistical impact of temperature data from either the NOAA-4 or
the NIMBUS-6 sounder alone was less than the impact when both were
combined; the magnitudes were in proportion to the respective yields

of the two sounder systems separately, and of the combined system.

This result supports earlier simulation studies reported by GISS
where it was shown that (i) two satellites damp down wind errors
more effectively than one, and (ii) that two satellites with ob-
servational errors of approximately 2°C have a comparable effect to

one satellite with 1°C observational error.

xi



CONCLUSIONS

GISS impact test results point to two major areaSVWhich, if
iimproved, can bring about larger forecast impacts from satellite

sounder systems.

First, technology must be developed to improve the accuracy
and vertical resolution of the sounder temperature profiles themselves.
At present, the accuracy of vertical temperature sounding profiles
derived from satellite radiance data when compared with co-located
radiosonde profiles have rms errors of approximately 2-2.5°C. Although
theses accuracies fall short of meeting GARP data requirements, the data
are still capable of producing the modest impacts demonstrated in this
report when properly utilized. However, the deficiencies in the quality
of the data can only partially be compensated for by special processing
and assimilation methods. While continuous data monitoring and close
interaction between the processing of raw data and the assimilation
of processed data will remain as major considerations, the need for
more accurate temperature profiles under all conditions is still the

most important requirement.

Second, numerical prediction models themselves must be improved
to make better use of the sounding data. In order to successfully
assimilate synoptic data and have them contribute to more accurate
forecasts, it is necessary that the model be able to convey information
accurately over extended distances and periods of time from one region
of the globe to another. Improvements in model forecasts can only
grbceed by a judicious combination of higher grid resolutions, more
- aCéhrate numerical discretization methods, and better representations

of atmospheric processes in the model.

Xii
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A concerted effort in designing better observing instruments
and systems, refining the methods for processing and assimilating
their observations, and developing better numerical models will
lead to considerable improvements in numerical weather prediction
and to a better understanding of the atmospheric circulation;

these are the goals of the Global Atmospheric Research Program.

xiii

Gt b i



g e e

w
.ﬁ,

B A 2 S i et AT R

CHAPTER 1



ST T e T TR o T s e T e e A A - T T T T T

1. INTRODUCTION

1.1 BACKGROUND

Complete atmospheric temperature profiles with global coverage
have been available from spaceborne IR grating spectrometers since
SIRS 1 flew on NIMBUS-3 in 1969. Since that time, NASA and NOAA
supported the evolution and flight testing of a series of instruments,
each possessing significantly improved technological capabilities
with respect to horizontal spatial resolution, spectral resolution,
and scanning coverage. This effort led to the introduction of the
VTPR instrument in December 1972, as the first operational sounder
to become part of the data base of the National Weather Service.
These operational sounders have been producing roughly 1000. VTPR
sounding temperature profiles per day for use by NMC; this number is
equivalent to half the total number of radiosonde reports, and they

are routinely incorporated into the operational analysis.

More recently, prototypes of advanced sounders, which are
expected to replace the current operational VTPR instrument, were
flown and tested on NIMBUS-6. In spite of further technological
improvements in sounders, the accuracies of temperzture profiles have
improved only margiﬁally while the yield has been greatly increased.
This quality of information has led to downward revisions for the
expected accuracy of the TIROS sounders and in turn has led to a grow-
ing concern in the meteorological community about the effectiveness
and usefulness of the sounder capability for the First GARP Global

Experiment (FGGE).
During this period NOAA and NASA have conducted a limited number

1-1
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of experiments on the operational impact of sounding data. Studies
conducted at NMC with temperature data from the original SIRS and
VTPR instruments and, more recently, from the new NIMBUS instruments,
find no impact of satellite sounding data on forecast accuraé?. Some
scientists at NMC suggest that sounding data will actually degrade
the forecast skill when numerical models with higher resolution are

introduced into operational forecasting.

These findings run counter to conclusions reached from similar
sounder studies conducted earlier at GISS. The studies reported by
GISS find small but favorable forecast impacts in 48 to 72 hours

when the full yeild of satellite data is inserted into the analysis.

This concern with sounder performance evidenced itself at a
GISS program review held in March 1976, where a steering committee
composed of scientific consultants“and NASA management personnel
recommended that program priority be given to tests of forecast

impact from the NIMBUS-6 sounding data.

In accordance with this recommendation, a DST Sounding
Temperature Impact Test Project was set up at GISS and a work plan
submitted on April 15 was approved. That plan specified a definite
assessment by December 31, 1976, and a preliminary assessment was
delivered to the NASA administrator on December 6, 1976. This
report serves to document that assessment and presents more recent
results and investigations bearing on the interpretation of the

sounding impacts.
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1.2 ASSESSMENT OF FACTORS INFLUENCING THE SOUNDER IMPACT ON FORECASTING

Accuracy. The most important factor in forecast impact
would seem to be the accuracy of the sounding data. Simulation
studies confirm that data accuracy is in fact a Eignificant element
.in forecast impact. RMS errors for sounding temperatures as com-
pared with co-located radiosondes are about 2.5°C well above the
desired accuracy levels specified in GARP documents. However, the
yield of data, i.e., the amount of sounding data available as input
for data assimilation, has turned out to be of comparable importance,
both in the simulation study and in the real data tests. The
importance of Yield relative to accuracy was one of the surprises

in this series of tests.

Yield and Coverage. The importance of yield in terms of
forecast impact was a major consideration in the design of the GISS
assimilation method. 1In simulation studies and in later real VTPR
data tests, studies consistently showed that the magnitude of the
impact was proportional to the quantity (frequency of insertion per
gridpoint per day) of data inserted in the model. For example,
results of the simulation‘study shown in Figuré"l indicate that
sounding temperature profiles from two satellites having 2.5°C error
accuracies yield initial states of comparable accuracy that would be

provided from one satellite sounder having 1° accuracy.

exploited by the operational groups responsible for providing tempera-
ture sounding data, nor by the groups responsible for incorporating
the sounding profiles into Operational forecast Systems. Part of the

reason this idea apparently failed to take hold in operational
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practice was the fact that processing procedures were developed

to tossiput data which were perceived to be suspect by cloud
contamf@ggion thereby reducing the yield. Alternative techniques
were proposed by GISS which could have greatly increased the yield
without degrading the overall accuracies. Siﬁilarly, techniques
utilizing the full field of observations, based on four-dimensional
assimilation and horizontal temperature gradients.corrections that

could be used to adjust the mass field, were also tested and

recommended.

The NIMBUS-6 sounding data and the processing techniques
developed by W. Smith et al., for the DST-6 data, led to a different
situation. The HIRS and SCAMS sounder systeﬁs provided roughly 5000
soundings per day with overall accuracies comparable to the VIPR. More-
over, the information in these data is much less cdrrelated with the
first guess fields supplied than the current VTPR operational systems,
which use the NMC forecast as the first guess. There does not
seem to be in the NIMBUS system, any consistent bias or significant

reduction of yiéld in the presence of clouds.

Although the GISS studies analyzing the effect of clouds on
the accuracies of the temperature profiles arg incomplete, no
evidence of a cold bias in cloudy regions was detected. To the
contrafy, there may be a compensating bias everywhere on the warm
side to account for clouds. Cconfidence in the quality of these
data is enhanced by similar findings obtained with our own processing
techniques developed for these “data. :The GISS methods for the
HIRS/SCAMS sounders are radically different from those of NESS, yet,
the comparisons of temperature data quality seem to give consistent
results as is shown in Chapter 2. As a result of the increased yield,

the impact studies produced substantial differences in the initial
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states and those differences led to a beneficial average forecast

impact for the system with satellite data.

A recent point raised by analysts at NMC concerns the ability
of sounding data to specify the thermal structure of the atmosphere.
Isentropic cross-section analyses performed on these data by NMC
reveal significant reductions in the variance of the fields due to
a smoothing of the tcmperature gradients as compared with the
structure shown in the radiosonde analysis. The GISS investigation
of this problem, as shown}i@ Chapter 5 shows no systematic smoothing

of potential temperature gradients in data-sparse regions.

Data Assimilation. The design and development of proper satellite
data assimilation techniques is a major aspedt of the total analysis
system. The reason special efforts are requlred in this area is the
enormous volume of satelllte data that is avallable and the large
errors in these data, which have to be assimilated along with conven-
tional in situ observations. If one applied the conventional technique
of intermittant synoptic insertion of all the data, then most of the
information content of the asynoptic data will be lost as a résult of
time-space averaging. Automatic quality control checks are desirable
but difficult to apply in data-sparse regions. As é result of ex-

perience gained over many years of experimenting with satellite data
assimilation methods, a scheme was developed based on theoretical

findings and practical results reported in the recent meteorologlcal

literature. The method implemented a time-continuous, four-dlmen51onal

assimilation procedure based on statistical weighting of temperatures
and on geostrophic wind corrections; it modified the technique so as

to deal with the practical problems imposed by the available real data.
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Of all the components used ingﬁhe assimilation scheme, the impact
resulting from statistical weighting procedures may be the most

significant. Serious mathematical and computational problems

ixassociated with this method were encountered and considerable care

N

W&nt into the solution of these problems. The methods are described
inASOme detail in Chapter 3 of this report and also appear in the

earlier Phase I Study Report.

The main point tc be commented on here is that the GISS technique
is adaptable and transferable to an operational forecast sysﬁem. If ‘
this scheme or reasonable facsimile thereof were introduced into an
operational practice, then significantly improved initi;l state deter-
minations and forecast accuracies could result by 1978 when applied to

the TIROS-N sounding data.

Forecast Model. The magnitude of forecast impact is highly
dependent on the skill of the forecast model. Clearly, if the forecast
model breaks down well before 48 to 72 hours, no matter how well the

data in the northern hemispheric oceans is specified, the impact will

be negligible. Predictability studies show that today's forecast

models will have a @ignificant downstream response to finite amplitude

differences in the iﬁ?fial states over the oceans in 48 to 72 hours,
when the differences in the initial states are as large as those pro-
duced by the satellite data. The major concern is to what extent can
the improvement in skill of the large scale synoptic forecast at 72
hours be useful to local weather forecast operations. To the extent

that the numerical weather forecasts are improved on these time scales

by better models, the impact of satellite data is expected to be

additive to that of model improvement.
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NMC is currently engaged in an intensive effort to develop a
high resolution model. Results with a limited-area forecast model
for the past year show skill score improvements in sea-level pressuré
and 500mb heights on the order of 5 to 10 percent. This translates
into a 12-hour forecast gain in the accuracy of large-scale synoptic
predictions. The GISS studies with a higher resolution model show

similar forecast improvements (Chapter 4).

Forecést improvements of these magnitudes using NIMBUS-6 and
NOAA-4 sounding data were obtained without any increase in the model
resolution (Chapter 5). Tracton and McPhersoﬁ (1977) speculate that
the performance of high resolution models will be degraded by satellite
data. In the few limited forecasts made with a higher resolution GISS
model results do not substantiate these speculations. 1In fact, to
the contrary, the GISS high resolution model (250km mesh size) produced
somewhat more substantial impacts in the forecast skill than the
low resolution model as a result of using satgilite data. Resulps
seem to suggest that the combined effects of résolution and té&éera-
ture sounding data may be additive. If this is confirmed by further
tests, it could produce a maior increase in the skill of operational

72-hour forecasts.

1.3 OPERATING APPROACH

It was recognized from the outset of this project that the
success of the program ultimately rests on the quality of the data
and the forecast skill of the model. The winter DST data sets
offered the best chances of showing an impact because of the active
systems originally in data sparse regions and moving over land in
48 to 72 hours. Although the satellite-borne instruments were

seriously degraded during the winter period, lgsing all 15um
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channel capability the sounding data were reprocessed by NESS so as
to include special efforts to filter the instrument noise. As a
back—-up system in case the NESS procedures were not effective, GISS
developed its own temperature retrieval techniques. As a result of
the quality of the sounding data, additional quality controls to
check the data were added to the GISS data assimilation schemes.
Furthermore, because the volume of data was so large, balancing
techniques were developed and tested in order to minimize the shock
effects produced by data insertion. In addition, it was desirable
to use an improved forecasting model, if possible, which might be

more responsive to differences in the initial states.

An important constraint imposed on the project was to demonstrate
in operational terms the impact of sounding data on forecast operations.
This meant the development of product outputs and verification tech-

niques that are standard practice at NMC.

The project has been organized into the following four activities.
The general approach to meeting these program objectives is described
below and the specific programs to develop and demonstrate sounding
capabilities are detailed in the subsequent chapters. A brief

description of the specific program objectives of the four groups are:

@ sounder Temperature Studies: This group had two tasks.
First, to assess the quality of the IR and microwave data with
respect to their dependence on initial guess, clouds and atmospheric

effects, such as sea-level albedo and other uncertainties in the
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calculations of transmission functions; and second, to develop an
alternative to the NESS retrieval pr&pessing system for the HIRS and

SCAMS sounders based on Chahine's duaﬁ frequency principle.
‘.? i

® Assimilation and Analysis: This group was responsible
for developing an analysis scheme and new assimilation techniques
which would make use of the error structure of the satellite
data in blending them with conventional data. It alsoiﬁes to
%
develop filtered models which minimize the shocks of imbalanced:

sounding data.

@® rForecast Model Development: To develop a higher reso-
lution (vertical and horizontal) numerical forecast model in

order to improve the accuracy of forecasts up to four days.

@® Evaluation and Verification Test: To evaluate the
impact of satellite data on medium-range forecasts in the context
of a real-time forecast operation. Emphasis in evaluation tests
was on practical utility, i.e., usefulness to a local forecaster

in the field.

In each area listed above the report will show the development
of a significant technological capability which we believe will
lead to a further improvement in the forecast impact in the future

tests with FGGE data sets.
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2. SOUNDING TEMPERATURE STUDIES (STS)

(J. Susskind, Scientist; D. Edelmann, Manager)

2.1 INTRODUCTION

The DST operational data set of temperature profiles derived
from satellite borne observing systems (VTPR on NOAA 4 ‘ang HIRS

and SCAMS on NIMBUS 6) was produced at NOAA/NESS. Most of the

accuracies and yields of these operational temperatures are pre-

sented in Section 2.2 of this Chapter.

The remainder of this chapter of the report discusses the
theory of temperature sounding, presents an alternate method de-
veloped at GISS, for deriving temperature profiles from sounder data,
and finally gives the results of a number of studies for measuring
and assessing the quality of the retrieved temperature Profiles.

The quality of temperatures retrieved using the methods of GISS and

the effects of clouds on the radiances, and limited inherent ver-
tical resolution, even when the clear column radiances are .known.
These pr blems are amplified by noise of an instrumental nature,
affecting the accuracy of a easurement, and noise of a computational
nature, affecting the ability to accurately reproduce the'physicé

giving rise to the measurements as g function of temperature.
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The limited vertical resolution of the measurements is a
result of the fact that the photons entering into the observed
signal arise from a wide portion of the atmosphere. Figures 1
to 4 show the weightihg function and Planck-weighted weighting
functions for the temperature sounding channels on the VTPR,
SCAMS, and HIRS sounders used'.in the DST experiment. The latter
curves indicate the portion of the total signal arising per unit
height from each pressure. The broader the curve, the less spe-
cific the measurement. The peaks of the weighting functions and
Planck-weighted weighting functions for the channels are summarized
in Table 1. The resolution cannot be higher than the spacing be-

tween adjacent peaks.

There has been much discussion of the relative merit of micro-
wave and infrared sounders. Microwave sounders such as SCAMS have
the advantage that, given a temperature profile, their observations
are essentially unaffected by clouds in the field of view. As
seen from Figure 4 and Table 1, SCAMS is chéracterized by limited
vertical resolution, having only two sounding channels in the trop-
osphere. Microwave sounders also have a potentially large source
of computational noise due to a low and variable surface emissivity,
which must be determined accurately before meaningful microwave

sounding can be made.

Infrared sounders, such as VTPR and HIRS, have the potential
of achieving higher vertical resolution and are less affected by
variations in surface properties. The presence of clouds in the

sounder's field of view has a major effect on observed infrared

2-2
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Table 1.

Peaks of Weighting Function in- Mb.

CHANNEL FREQUENCY (CM 1) WT. PEAK B WT. PEAK
HIRS-SCAMS

1l 669.0 30 20

2 679.0 60 50

3 - 690.0 100 100

4 700.0 280 360

5 716.5 475 575

6 732.0 725 875

7 749.5 surface surface
8 2190.0 surface surface
9 2210.5 650 surface
10 2243.5 340 675
11 2271.5 170 425
12 2357.0 15 2
13=M1 22.235 GHZ window
14=M2 31.400 GHZ window

15=M3 52.850 GHZ surface
16=M4 53.850 GHZ 500 .
17=M5 55.450 GHZ 200
VTPR

2 668.0 30 X 3

3 679.8 60 60

4 696.9 140 " 3.40

5 707.2 400 475

6 725.1 725 900

7 748.9 surface suriace
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Figure 1. Unweighted and Planck-Weighted Weighting
Functions for VTPR Temperature Sounding
Channels. Dry Standard Atmosphere. Nadir
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Dry Standard Atmosphere.

Unweighted and Planck-Weighted Weighting Functions

for HIRS 15um Channels.
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radiances, however, and this factor must be dealt with accurately

before meaningful infrared soundings can be achieved.

This study has also addressed the ability of the VTPR tem-
perature sounder on NOAA 4 along with the combined HIRS-SCAMS
temperature sounder on NIMBUS 6 to deal with the problems of
clouds, vertical resolution, and the accuracy of temperature re-
trievals for each instrument. Our conclusions show that effective
cloud filtering (i.e., determination of clear column radiances) can
be obtained by use of combined HIRS-SCAMS observations or by use of
either in%&rument separately. The VTPR instrument, however, has no
cloudmfihgering ability of its own and hence cannot give informa-
tion about surface or lower tropospheric temperatures independent
of outside information. Both sounder systemé have only moderate
vertical resolution below 400 mb and contain very little informa-

tion at the levels of 300, 250, and 200 mb.

The HIRS and SCAMS sounders give comparable quality retrievals

~ _when used separately indicating, on the one hand, that clouds are

not seriopsly degrading the quality of infrared retrievals, and, on
the otheglhand, that HIRS is not realizing the potential for signif-
icant improVement.in results when the full complement of HIRS chan-
nels can be use@. During the winter DST periods, when the 15-um
channels on HIRS malfunctioned, HIRS alone retrievals were impbssible
and combined HIRS-SCAMS retrievals were only marginally bettér than

SCAMS alone.
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2.2 OPERAEIONAL TEMPERAT&RE RETRIEVALS FOR DST-5 AND DST-6
2,2.1 NIMBUS-6 HIRS, SCAMS, THIR

2 2.1.1 "OVERVIEW

In August 1975, and again in January 1976 - GISS initiated
real~-time processing‘operations of NIMBUS 6 sounding data for the
GARP Data Systems fests (pST) -5 and -6, respectively. The raw

sounding data were processed into calibrated,’Earth-lccated

radiances and then into temperature and humidity profiles by a

o0 - . e . :
technique developed by NESS/NOAA (smith, Hayden, Woolf, et al.)
and integrated'into a DST-supportable system by GSFC personnel

(Gary, Iobst, et‘al.)

Althkough plans called for a 60-day DST-5 data set of amalga-
mated temperature and humlthy proflles from the HIRS, SCAMS, and
THIR sounders, and a 65-day data set of equivalent DST-6 profiles,

neither test generated a full data base.

Proce551ng operatlons for the summer test were dlscontlnued

on September 5, when excessive noise was- detected in the 15 ym long-
o

wave channels. This condition, which persisted through the -DST-6

periodﬂrrequiréd major changes in the temperature extraction tech-

nique to compensate for the loss ¢

Therstart of DST-6 was delayedﬁd;til late January when a
maifunction'inkeither the HIRS instrument or in ‘the data recording
dev1ce on board NIMBUS 6 caused a bit sllppage in the structure of
the raw data. This problem was overcome by changes to the INGEST
section of the software andfreal-tlme prcce551ng'operatlons comff

menced on January 23. » U
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Subsequent analysis of the processed microwave sounding
data by NOAA programmers, revealed that the algorithm which co-
“locates microwave with infrared soundings, contained an error in
the scanning direction of the microwave instrument. A management

decision by the GARP Project Office was made in April 1976, to
reprocess both DST data sets from the raw data archived in the
tape library at GISS. These activities came to a successful com-

pletion in March 1977.

2.2.1.2 DATA Systems TesT-5

Data Systems Test-5 was planned to start in mid-August and
run for 60-days' duration. However, due tQ the difficulties in
the 15u channels, which forced the prematuée termination of the
test, the final data set only contains profiles from 212 August

17, to 127 September 4 for a total of 17.6 days.

2,2.1.2,1 YieLp

Table 2 and its graphic equivalent in Figures 5 and 6, show
the daily composition of the data in terms of time gaps and profile

counts.

With the exception of August 21, 22, 25, 30, and September 2,
for which at most one orbit of data is missing, the remaining days
>c0ntain rather large data gaps with the worst cases occurring from
August 26 through August 29. These are large discontinuities,
especially when compared agianst similar DST-6 statistics, which
account for almost 23 percent of the total data set and which are
reflected in the large daily fluctuations in the number of retrieved

profiles. For those days for which the data are most complete,
2-10
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Table 2. Missing Data and Profile Count for DST-5 NIMBUS

August September 1
Date 13 19 20 21 22 23 24 25 26 27 28 29 30 317 1 2 3 4 Totals
Missing Data 6.4 9.7 7.4 1.8 1.7 5.3 4.3 1.8 10.9 7.4 8.4 9.9 0.4 7.5 6.9 1.9 3.2 1.9 96.8
(Hours)
Profile Count 4163 4546 3693 5842 6055 5178 5083 5912 4353 3311 3923 3867 5100 4859 3996 5623 4745 3994 84,243

lData available to 12 GMT only.

Table 3. Missing Data and Profile Count for DST-6 NIMBUS
February
Date 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22

Missing Data
(Hours)

0 3.7 0.9 0.5 1.5 3.6 2.3 3.7 1.2 0.9 0 0.6 2.2 o 0 5.0 0 3.8 0] 4.0 1.9 0

Profile Count

5755 5220 5501 5525 5872 5146 4797 5581 5265 6020 6091 6110 5518 5108 5929 4813 5551 4638 5923 5103 4728 6334

March
Date 23 24 25 26 27 28 29 1 2 3 4 Totals
Missing Data 0 2.6 5.6 0.3 2.1 4.4 O 1.9 1.8 0 0 54.5

(Hours)

Profile Count

6361 5716 4845 6177 183,534

5674 4602 5943 5819 5755 5955 6159
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the average gloﬂél profile count of approximately 5700 retrievals
i
compares closely with the average number of profiles obtained

dufing DST~6.
2.2,1.2.2 Accuracy

Figure 7 shows the weekly RMS errors of profiles retrieved
over water and colocated to within +110 km and +3 hours of radio-
sonde obserQations. The overall accuracy for the'entire period
is of the order of 2.29°; and as can be seen from the Figure, only
withfﬁ the tropopause region (250 mb to 100 mb) do the errors in-

crease to 3°.

It must be noted that these errors (and those given in Figure
8 for DST-6) were computed by restricting the observations in the
sample to those profiles that do not exceed 5° errors for the

column and 7° errors for the individual levels.

2.2,.1.3 Data Systems TesT-6

Data Systems Test-6 was planned to start on January 1 and
run for 65-days' duration. Problems with bit slippage and the con-
sequent modifications made to the software, delayed the start of
real-time operations to January 23; final reprocessing, subsequent
to software corrections for the microwave scanning direction error,

was also started from this date.

The final archived data set does not contain profiles before
February 1, because a one week start-up period is required to
generate accurate multi-level and surface analysis fields
for fine tuning the retrieved temperatures.

2-14
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2.2.1.3.1 YIELD

Table 3 and its graphic equivalent in Figures 5 and 6, shows,
in contrast to DST-5, that the data for this period is g;tzemely
continuous in its coverage. There are 21 days for whiqﬁ at most
one orbit of data is missing, and for these the globalﬁaverage is

5800 retrievals per day.

The continuity of this dataset is the result of a coordinated
effort between GISS and MHDS (the NIMBUS 6 archives at GSFC) to
recover and process every available orbit. Similar efforts for
DST-5, were not as successful due to problems in the date-time
identification of the HIRS and SCAMS 6rbits. The subsatellite
tracks of the missing orbits, the actual time and date of the data
gaps, and the complete count of profiles for DST-6, are presented

in Appendix A.

2.2,1.3.2 Accuracy

The weekly DST-6 accuracies, shown in Figure 8, indicate
that these temperatures are of poorer quality, in an RMS sense,

than those for DST-5, by approximately 0.7°.

This reflects the fact that for the latter period all instru-
ments were functioning properly, while the former operated with

the 4.3y and microwave channels only.




2.2,2 NOAA-4 VTPR .
2,.2.2.1 OVERVIEW

The VTPR instrument, which became operational in December
1972, has been returning usable global temperature and humidity
soundings taken from on-board the NOAA 2,3 and 4 satellites.
The Level I radiances, the first guess Eemperature.values used
in the NESS technique, and the NESS operational retrieved pro-
files, have been routinely archived at GISS during the operational
life of the instrument and used in the 4-dimensional GISS assim-
ilation scheme directly as an operational product, and as GISS-

derived temperature profiles.

i
|

This secfion reviews the quality and coverage of the operational
NESS temperatures. for the DST-5 and DST-6 test periods.

{

2:2,2,2 DST-5 anp DST-6 Y1ELDS Y

Tables 4 and 5 and their graphic equivalent in Figures 2

and 10 show the daily composition of' the data in terms of time gaps

and profile counts.

As can be seen from Table 4, the data coverage for DST-5,

with the exception of August 28 when 50% of theﬁg;bits are missing,

is fairly continuous. For the 18-day period the number of retrievals,

which are obtained only over water points, average to a little over

1000 profiles per day.

Table 5 for DST-6 on the other hand, shbws the data coverage

to be much less continuous after February 21 than during the first

2-18
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Table 4. Missing Data and Profile Count for DST-5 VTPR
August September
Date 18 19 20 21 22 23 24 25 26 27 28 29 30 31 1 2 3 4 Totals
Missing Data 1.8 2.5 4.7 2.8 3.4 2.6 1.2 6.5 2.0 2.1 12.0 3.9 1.9 4.6 1.8 1.8 4.6 7.5 67.7
(Hours)
Profile Count 1106 1104 1003 1144 1024 1116 1125 1017 1146 1132 715 1034 1064 997 1136 1144 1047 890 18,944

61-¢C

Table

5. Missing Data and Profile Count for DST-6 VTPR

Date

1 2 3 4

Februvary
5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22

Missing Data
(Hours)

3.3 6.6 5.5 5.1

9.7 3.0 3.4 2.1 7.6 4.3 3.2 6.5 6.211.36.2 1.5 3.2 3.3 2.9 5.9 15.3 9.2

Profile Count

1258 1087 1097 1181

863 1250 1241 1231 1024 1134 1272 1073 1059 785 1073 1241 1253 1279 1237 1114 498 902

(Hours)

) March
Date 23 24 25 26 27 28 29 1 2 3 4 Totals
Missing Data 16.5 20.4 11.9 13.5 8.7 13.6 14.3 16.8 11.8 6.6 15.6 284.7

Profile Count

632 217 708 620

917 623 506 438 695 958 453 30,413
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part of the test period. These time gaps are the result of problems
encountered during the transmission of the data from NESS to GISS,
and the almost complete breakdown in data link communications towards
the end of the experiment. Although from February 1-20 the average
number of retrievals is over 1100 profiles per day, the yield is
reduced to an average of only 620 daily profiles for the latter

part of the test.

2.2.2.3 DST-5 anp DST-6 AcCURACIES

Figure 11 and Figure 12 show the weekly RMS errors of pro-
files retrieved over water and colocated to within +3 hours and
+110 km of radiosonde observations. Also shown are the RMS errors
of the initial guess used in these retrievals. The same error cut-
off criteria applied to the NIMBU3 accuracies (Sections 2.2.1.2.2

and 2.2.1.3.2) have been used here to evaluate the VTPR retrievals.

Both periods show good accuracies, with DST-6 errors roughly
0.10° worse than in the summer. The initial guesses, coming from
a 12-hour forecast, are also very good in the regions near radio-
sondes. The accuracies of retrievals in data pooxr regions, where

the forecast guess is of poorer quality, is of unknown quality.

2.3 GISS APPROACH TO TEMPERATURE SOUNDING: THEORETICAL CONSIDERATIONS

The basic theory for temperature retrievals and the techniques
developed at GISS for their implementation are discussed in detail by
Susskind et al. (1977). The theory discussed in this reoort will
deal primarily with special considerations for the HIRS and SCAMS

sounders.
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2.3.1 TemPerRATURE RevrievaLs GIveN CLEAR CorLumn RADIANCES

There are many techniques for retrieving atmosphere temperaé
ture profiles from radiance observation. The approach used‘by NESS
in creating the oberational DST temperature profiies involves the
use of statistics, i.e., tabulation of past radiance observations
together with colocated radiosonde temperature measurements. The
approach used at GISS is based on the method developed by Chahine
(1972}‘1974, 1975), and does not rely on past statistics. Avoiding
the use of statistics gives one a greater chance of finding unusﬁal
meteorologically significant temperature profiles, such as those
indicating passing fronts, which would have a great impact on a
forecast. It alsc places a greater emphasis on being able td the-
oretically reproduce the atmospheric physics giving rise to the

measurements.

The appfoach involves taking an initial guess temperature
profile, calculating clear column radiances, comparing with the
observations, and modifying the guess profile iteratively until

agreement is reached.

For each sounding channel used, the guess is modified ac-

cording to the equation

R;,clr e

l'
B; [T (pj)] = ——— B [TN(P;)]; (1)
i

Rj (n)
where Bj [T] is the Planck black body function evaluated at sounding
frequency i and temperature T; P; is a characteristic pressure for

channel i, typically the peak of the weighting function for that

channel; TR (P;) is the nth guess temperature at P;; RiD is the clear
1 g9 1 1 ,,

2=-25
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column radiance calculated for channel i using TN (p); and Ri,clr is
the "observed clear column radiance," i.e., the radiance which would
have been observed if the field of view of the observation were
compietely clear. 1In fact, the field of view is in general at
least partially cloud covered, and the "observed clear column radi-
ance" is in fact not an observation but must be constructed from
the observation by filtering out the cloud effects. Two techniques
for doing this are described in the following section. One uses
only infrared observations and the other uses combined infrared

and microwave soundings.

2.3.2 CLoup EFFECTS

Consider a field of view which is otherwise homogeneous but
partially cloud covered with cloud fraction a. The radiance ob-

served by a sounding channel i can be written as

Ry = (1-0)Rj c1r * O%Ri,cld (2)

where Rj,clr is the radiance which would have been observed if the
entire field of view were clear, and Rj c14 the radiance if the
entire field of view were cloudy. The clear column radiance can
be written (neglecting solar radiation) as

InPg dti
Ry = [eiBi (Tg) + (l—ei)Ri+]Ti(Ps) + f B; [T(P)] ITnp dlnP (3)
1

nP
where eg; is the surface emissivity; Bj (T) is the Planck black body
function evaluated at sounding frequency Vj and temperature T; §i+
is an effective downward flux of thermal radiation; Ti(P) is the

channel-averaged transmittance from pressure P to the top of the

atmosphere; and P is a pressure above which there is little atmos-

2-26
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pheric absorption. The term ﬁ%ﬁf is called the weighting function
for charhel i (see Figures 1 to 4) and is a measure of the extent
that the temperature at a particular pressure level contributes

to the integral in Equation (3), and hence to the'signal in channel

i.
Ri,cld can be written as

1nP (4)
c ar
(1-t3 o) J_ Bj [T(P)] Fyzw dinP ,
’ 5 d1lnP
1nP,

where T, ¢ is the transmissivity of the cloud at vj, €j ¢ is its
emissivity, Ni,c is its reflectivity, ﬁi’c+*js an effective dowhward
flux striking the cloud, P; is the cloud top pressure, and T, is the
cloud temperature. If Tj,c x 1, as in the microwave region, the
cloud radiance becomes equal to the clear column radiance (because
Ni,c*+€,ct Ti,c = 1) and Equation 2 becomes independent of

cloud fraction a. For microwave channels, the temperature profile

then can be constructed directly with no cloud filtering, as

described previously, provided e; is known or can be determined.

2.3.2.1 Croup FILTERING

In the infrared, however, Ti,e 2 0, and one must be able to
either calculate Rj c1g directly or to otherwise determine clear
column radiances from the observations. Rj o can be calculated
assuming ej,c» ﬁi,c: Po, and T, are known. In the 15-um region,
€i,c ¥ 1 for most clouds so Ri,cld can be evaluated as a function

of P, (and Tg). Cloud properties are more variable in the 4.3-ym

2=-21
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region and evaluation of R; Cld‘becomes more difficult. Evalua-
’
tion of Ri c14 is unnecessary, however, if measurements are made

in dual fields of view.

2.3.2.1.1 DuaL FIELD oF VIEW APPROACH

If measurements are taken in two adjacent, otherwise homo-
geneous fields of view but with different cloud fractions aj and

ap then it follows from Equation (2) that
Ri cir = Ri,1 + n(Ri,1 - Rj,2) . (5)
where Rj, 4§ is the observation in channel i in field of view j and

a3
n = OL2—OL1 , (6)

Since n depends only on the ratio of the physical cloud cover in
each field of view, it is channel (and spectral region) independent.
Determination of n is equivalent to determination of the clear col-
umn radiances for all channels through Equation 5 without having

to make any assumption of the cloud properties. In the above,
field of view 1 is always taken as the clearer (warmer) field of

view and n should be a positive quantity.

2.3.2.1.2 DETERMINATION OF n - INFRARED CHANNELS

If the clear column radiance is known for channel i, n can

be calculated according to

Ri,clr - Rij )

Ri,1~ B

(7)

nj =
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In general, R,

i.clr is not known but can be approximated from the
’

nth guess temperature profile and n determined according to

(n) - -
) _ Neir TR o
) nl - R. - R. ( )

i,l i,2

where Rénélr is calculated from Equation (3). Neglecting instru-
r
; . . o (n)

mental noise on Ri,l and Ri,2 and computational noise on Ri,clr'

nén) will be incorrect only insofar as the iterative temperature
profile is incorrect. The sensitivity of n to temperature errors

can best be assessed by considering apparent temperature profiles.

2.5,2,.1.3 APPARENT TEMPERATURE PROFILES

Chahine (1975) has shown that if one treats cloud contaminated
radiances as clear column radiances and retrieves an "apparent tem-
perature profile," then the true temperature profile is related to
the apparent temperature profiles in the two fields of view according

to

widF

B, [T(P)] = B, [T, (P)] + n{éi[Tl(Pi)l - B, [T, (P)1}  (9)

where Pi is the pressure corresponding to the peak of the weighting
function for channel i, Tl(P) is the apparent temperature profile
in field of view 1, T2(P) is the apparent temperature profile in

field of view 2, and T(P) is the true temperature profile.

If the true temperature T is known (or guessed) at a charac-
teristic pressure Pj’ then nj can be calculated according to
B, [T(P.)] - B.IT, (P,
IT(®)1 - BT (P)]

ny = ; (10)
Bj[Tl(Pj)] - Bj[Tz(Pj)]

2-29
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and a subsequent temperature profile, Tj(Pi) is obtained by sub-
stituting nj into Equation (9). For best cloud filtering one

must find the appropriate channels j and {i} such that errors in
the initial guess E(Pj) produce the smallest efrors in the retrieved
temperatures Tj(Pi). Note, for example, that if channel j, used

to determine n, is also one of the channels {i} used to determine
apparent temperature profiles, it follows from Equations (9) and
(10) that Tj(Pj) = T(Pj), i.e., the retrieved temperature at Pj is
equal to the guessed value at that level, giving maximum sensitivity

to initial guess errors.

2.3.2.1.4 SENSITIVITY OF n To INITIAL GUESS

The error in nj, as calculated from Equation (10), caused by

an error in the guessed temperature, T(Pj), can be approximated as

3B, (T) AT (P4)

an, = 2L AT (py) =

- = (11)
35T T B [Ty (P4)] - B5IT,(P5)]

Approximating the Planck black body function in the infrared as

e—zu-/T

Bi(T) = aj J (12)

and expressing the apparent temperature in field of view i at

pressure Pj as obeying the relationship (Chahine 1975)

where T(Pj) is the actual temperature at Pj’ and Tc is an effective

cloud temperature, one obtains

E T s s = e
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Anj } ij Bj[T(Pj)]

AT (ag-0p)T? By(To)-B4IT(P5)]

(14)

,Q,Uj 1

Y AVE -
(OL]_"GZ)TZ e T—(-B—JW [T(Pj) TC]

The sensitivity of n4y to guess temperature errors is minimized
by choosing a channel which minimizes Vg while at the same time
sounds as deeply as possible into the atmosphere so as to maximize

T(Py)-Te.
2.3.2.1.5 DuaL FrReQuency PRINCIPLE

As stated earlier, if a set of channels, e.g., 4.3 uym channels,
are used to construct the apparent temperature profile, and one of
those channels, e.g., the surface channel, is used to get n, then
the retrieved temperature equals the guess temperature at the charac-
teristic level, in this case the surface. We see from Equation (14)
that 1 determined from a 15 um surface channel is less sensitive td
guess errors than if determined from a 4.3 um surface channel. Using
the 4.3 um channels to determine apparent temperature profile, and
the 15 pym surface channel to determihé n will therefore produce a
ratrieved surface temperature which is better than the guess (pro-
vided other sources of error are sufficiently small). The degree

of improvement can be estimated by linearizing Equation (10) to give

T(Pg) - T(Pg) nys - n _ An1sg

T(Pg) - T(Pg) Ng.3- N Ang 3 o
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where T(Pg) is the retrieved surface, T(P ) is the guess, T(P )
is the actual temperature, and n is .the true n. The right-hand

side of Equation (15) can be evaluated from Equation (14) to give

. [TS-TC ] (v
-0 -
4.3 TgT, 4,3/v
- 1-

Anis Y15 e L vis x 1)
An v | ) [TS°TC ] 1

4.3 4.3 - Uls U4'3 -X

e TSTC -1
‘QIUlS TS-TC U4 3

where x = e [——1, 2=1.439, and === » 3, The smaller the

right-hand side of Equation (16), the more improvement of the re-

trieved temperature over the guess. The right-hand side of Equation

n
(16) varies from 15 ¥ % as X approaches zero (Tc very cold com-

n
4.3
pared to Tg) to 1 as x approaches 1 (Te almost the same as Tg) .

Therefore, with very cold (high) clouds, a factor of 3 improvement
in initial guess temperature error can be obtained in this fashion,
while for low clouds, the improvement becomes small. Table 6 gives
2:2? evaluated from Equation (16) as a function of Té and zﬁ;:c.

We see that at least % of the guess error can be removed, (A
4.3

.67) provided x is less than 0.6, i.e., the clouds are at least 30°

colder than the surface. An iterative process, whereby T (P) is
used as Tt (P) to evaluate n151 from equation (8) or (ro), w1ll
further decrease dependence of the retrieved temperatures on the

guess but is potentially sensitive to noise.

A b S A IR T A5
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Table 6 . Potential Surface Guess Improvement Factor Using Infrared

Only.
T =300 T =280 T =260
Anys , Anys Anis

Tg~To b4 XD X A X

4.3 N4.3 Ang .3
10 .90 .90 .88 .88 .86 .87
30 .69 .72 .65 .69 .61 .66
50 .51 .59 .46 .56 .40 .52
70 .36 .50 .30 .46 .24 .43

2,.3.2.1.6 DETERMINATION OF n - MIcROWAVE CHANNELS

An alternate approach to the determination of n involves the
use of the microwave channels. This procedure has the advantage
of being independent of the initial guess surface temperature,
but has the disadvantage of being sensitive to computational micro-
wave noise, i.e., errors in computéd surface emissivity. To the
extent that the latter is not significant, use of microwave channels

to determine n is superior to use of 15u channels.

One will have determined from Equation (9) a different temper-
ature profile Tn(P), depending on the choice of n. Given this temp-
erature profile, one can calculate the microwave brightness temper-
ature Ri(n) for a given channel, e.g., 15, the surface channel,

according to Equation (3), assuming ey is known or has been determined.

2=33
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ny is chosen so that Ri(n) = Ryu the observed microwave brightness

temperature.

The surface emissivity €;, can be determined according to the
method of Waters et al. (1975) from the observations in microwave
channels 1 and 2,\a knowledge of whether you are looking at land
or water, and a guess atmospheric temperature. We have tested the
procedure by comparison of brightness temperature observed near
radiosondes with those calculated using the radiosonde temperature
profile and the emissivity calculated from the observations. The
resultant calculation shows small systematic differences withJOB—
servation, but with standard deviation lower than 1° K. This%
indicates that the microwave computational noise 1s not, in general,
much worse than the instrumental noise of about 0. o° K The sVsS-
tematic differences for each microwave channel were calculated‘fqr
each of the summer and winter periods for five latitude eohes. fhe
systematic differences were subtracted from each observation in the |

i
4

handling of the data according to channel, season, and zone.

2.%.3 Use oF MICROWAVE CHANNELS FOR TEMPERATURE SOUNDING ;-

‘Tn addition to the determination of n, the microwave‘Ehaenel '

17(M5) is an excellent stratospheric channel having a sharp weighting-

I
function peaking at about 150 mb which can be used in temperature ’

sounding, either in conjunction with infrared channels or with
microwave alone. In the:case of microwave alone soundings, there

are only three channels, g1v1ng 1nformat10n at the surface, 500 mb ;

and 150 mb for the deternlnatlon of temperature profiles. To the
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extent that the shape of the initial guess is correct, excellent

tropospheric temperatures can be retrieved, provided the €rror in
. Calculated surface emissivity is small. Features in the actual

profile not in the initial gquess will cause serious degradation of

the results.

2.3.4 CLoup HEIGHT DETERMINATION

Use‘of any of the three techniques described Previously,
(i.e., 4.3 um channels to get the apparent temperature profile and
15 um channels to get n, 4.3 um channels to get the apparent temper-
ature profile, and microwave channels to get n, or microwave channels
to get the temperature profile directly) will have produced temper-
éture profiles which are independent of assumption of cloud properties
and basically the same as each other up to noise affects and slightly
different vertical resolution. Cloud height and percent cloud cover
can now be determined from the Oobservation and retrieved temperature
profile from Equations (2) and (4), provided assumptions are now made
about the cloud properties. Clouds act asg essentially black bodies
(e=1) in the infrared spectral region. The assumption of unit emig-
sivity is not valid enough for accurate temperature determination but
is sufficiently valid for determination of Teasonable cloud parameters.
If we assume a black cloud whose top is at P, with temperature T(p.),
where T(P) is the retrieved temperature profile, then Equation (4) can

be evaluated at any assumed cloud top pressure to give

RIS S

- 1 ‘ ;
Ri c14(F.) = Bi[T(Pc)]Ti(Pc) + fTi(Pc) B, (T)dt . (17)
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Using Equation (2), a cloud fraction, consistent with the assumed

cloud pressure, ai(Pc), can be determined for channel i according to

a: (P.) = Ri'CIr - Ri
itvYe? T (18)
Rj,clr - Ri,cld(PC)

where Ri is the observation for channel i and Ri,clr is the calcu-
lated clear column radiance using the retrieved temperature profile
and equation (3). Channel i should sound as deeply into the atmos-
phere as possible to maximize the numerator and denominator of
Equation (18) and minimize the affects of errors. For any pair

of channels, P-. and a can be determined such that ai (Pg) = uj(Pc)

= 0,

2.3.5 ALTERNATE TEMPERATURE INVERSION SCHEME

An alternate inversion technique--the "Residual Error Mefhod"--

has been developed as a replacement for equation (1). The procedure
is an iterative process of perturbing an initial quess temper-
ature profile such that the radiances computed from a set of

radiative transfer equations approximately equals the corresponding

set of measured radiances.

Let Pc = cloud top pressure
Ps = surface pressure
PO = Pressure where radiances are measured
R? (i =4i,...,N) = a set of measured radiances
o = the cloud fraction |
T(p) = an initial guess for'the temperaturé profile -
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T(vi,p) = the transmission (for frequency vi)

B

the Planck function

the peak of the weight function dTi/dlnp, where

PK,
i

<Pk <Pk2<...<PkN = P

P0 1 s

A set of computed radiances is obtained using the initial
temperature profile guess:

c Py Po

Ri = (l-a)(BsTs+f BdT) + (BCTC+£ Bdrt)

p (19)

S C

(The determination of cloud parameters is essentially the same as

in previous methods, and we omit discussion of them.)
" "We seek a temperature profile for which
c _m, , M .
|(Ri-Ri)/Ri|<€, (i=1,...,N)

for some given €. We describe the procedure graphically as shown

in-  Figure 13.

() (2) (3)
Pb 7
PKN“ p
P 1 ‘
: e T T(p)

Figure 13. Perturbation Procedures Used in Residual Error Method
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Basic to our procedure is the fact that if Tl(p)>T(p) for all
p (P_<P<P_), then R?(T )>R?(T). The first step (chart 1) is to
o s i1 i

rotate T(p) about Ps to obtain Tl(p) such that

Tl(PKN) = T(PKN)+AT ’

where AT is some positive or negative quantity accordingly as

Rg—Rg(T) is positive or negatiﬁé. We repeat this process until

. . m _C m _c .
we find that the signs of RN-RN(Tj) and RN—RN(Tj_l) differ. We

then interpolate to find the AT such that RS-Rg(Tj+l) = 0, where

T. is a rotation of Tj— such that

j+l 1

Ty4q (PRy) = Ty_j (PK\)+AT.

Our next step (chart 2) varies from the first step only
in that we perturb Tj+1(p) (our current temperature profile) by

rotations £rom P (above PKZ) and from P (below PK2). Upon

4

completinﬁ;step 2 and obtaining a new temperature profile T (p)

such that O
! , )




RS 14
= b

we& have put an error into Equation 19 (for i = N), i.e.,

Cc m
Ry (T) # RN

If the weight functions had sufficiently sharp peaks, then the
integrals Rg would be almost independent of perturbations of T(p)
outside of a small interval about the correspénding PKi. This
leads us to an iterative process. After applying our perturba-
tion method (as per chart 2) to obtain the required Rg's'

c

(i' = N,N-1,...,2) and obtaining Rl = RT according to chart 3,

where the perturbations above PKl are linear shifts, we repeat

the entire process until we obtain max |(R§-R?)/R?l<e (for i =

1,2,...N) for some given g

Preliminary indications show that improvements can be made
over the old iterative scheme in the far north where inversions at

850 mb have been determined through use of this method.
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2.4 GISS OPERATIONAL PROCEDURES FOR DATA REDUCTION

The basic operational procedures used at GISS for temperature
retrieval were described in Susskind et al. (1977). Temperature
retrievals are done at the GISS gridpoints using averaged radiances
over the grid area for each channel. 1Initial guesses for the re-
trievals are taken from a 12-hour forecast. The retrieved temper-
atures are considered to be typical of the entire grid area and
are used for assimilation into the model at the grid points. To
implement the dual field of view retrieval scheme, spots falling in-
to a grid area were ordered according to the ratio of the observed
radiances of channel 7 to channel 5 for either the VTPR or HIRS
obwervations. Those spots lying in the half with the highest ratio
form the relatively clear field of view; the remainder the relatively
cloudy field of view. This procedure is used so as to maximize con-
trast between the fields of view (minimize n from Equation (7)) and
also provide the greatest homogeneity of temperature profiles in the
field of view. The ratio is used to account for the dependence of
radiance on the zenith angle of the observation (the radiance is
roughly linear with the secant of the angle for uniform temperature
profiles along the scan line). In the winter DST period, HIRS chan-
nels were very noisy and not suitable for use. The spots were then
ordered in terms of the observed radiance for channel 8, the 4.3 um
surface channel. The effective zenith angle for each field of view
is determined according to the arc secant of the average secant of
the zenith angle of each <pot included in the field of view.

This is needed for cal -ulation of effective atmospheric trans-

mission functions for each field of view. The SCAMS brightness




temperatures are averaged into only one field of view because
they are not affected by clouds. The HIRS radiances are taken
from the output qf the NESS operational INGEST program. The
SCAMS observations obtained from the INGEST program are antenna
temperatures and differ by 1° to 2° from the needed brighﬁness
temperatures. We obtain the brightness temperatures from a
program by Dr. Rosenkrantz at M.I.T. which makes appropriate
corrections to the antenna temperatures. The brightness
temperatures are expected to have further small systematic errors
due to calibration. Systematic errors determined as described

in the text are subtracted from the brightness temperatures before
use. The systematic errors are actually systematic differences
between observation and calculation and therefore are region

dependent.

2.5 DETERMINATION OF TEMPERATURE PROFILES
2.5.1 VIPR |

As shown in Figure 1 and Table 1, VTPR has six 15-uym tempera-
ture sounding channels, 2 through 7, sounding progressively'deeper
in the atmosphere. Because the sounding channels are all in the
ls—um region, cloud effects cannot be filtered out and retrievals
are strong functions of the initial guess in the lower troposphere.
If, after apparent temperature profiles are obtained, N4 is
determined according to Equation (10) and used in Equation (9),
the retrieved temperature matches the guess at the surface. If
Ng is determined and used, the retrieved temperature matches the

guess at 700 mb, If, in fact No=Ne s then the retrieved temperature

matches the guess from 700 mb to the surface. In general N4 and
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ng are slightly different because of noise and guess errors.
To cancel out noise somewhat, n is chosen as n = l/3n6 + 2/3n7.

This has the propérty’of closely matching the guess near 850 mb.

Redundant or Highly Overcast Field of View. As shown in
equation (9), the larger n, the more extrapolation must be done
from the apparent temperature profiles to the true one. The pro-
cedure is thus more sensitive to noise. Also, the further the
apparent surface temperature in the clear field of view is from
the true (or approximately, the forecast) surface temperature,
the more extrapolation is needed. To guard against extreme cases,
the dual field of view approach is not done if n>3 or if the
apparent surface temperature is more than 30° colder than the guess
surface temperature. The former case corresponds to redundant
fields of view (a2<4/3al) and the latter corresponds to highly over-
cast conditions or very cold clouds. 1In either of these casés, a
single field of view retrieval is done as described in Susskind

et al. (1977).

2.5,2 NIMBUS-6 SounDERS

2.5,2,1 OVERVIEW

As seen in Figures 2 to 4 and Table 1, the HIRS-SCAMS sounder
complex has many potentially redundant temperature sounding chan-
nels. Because of cloud effects, the lower tropospheric 15-um
» channels on HIRS, channels 5 through 7, can only be used for deter-
vmination of n. Channel 1 was always extremely noisy and not
usable. Channel 2 through 4 are potentially usable for stratospheric

sounding. The tropospheric 4.3 um channéls on HIRS, 8 through 10,
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have signals coming from relatively sharp portions of the atmosphere
(see figure 3b) and have the potential of high vertical resolution
in the lower troposphere. The channel 10 radiance does have non-
negligable contribution from above 10 mb, however, and is potential-
ly affected by non-thermodynamic equiliprium near 4.3 um in the
upper stratosphere. Channels 11 and 12xare affected to even
greater extents. Channel 1l also receives its signal almost
uniformly over the entire atmosphere sc as to be essentially
useless for temperature sounding. The’microwave has, aside from

two surface channels necessary to determine surface eﬁissivity

(and humidity and liquid water content), channels sounding at

1000 mb, 500 mb, and 200 mb. The stratosopheric channel, M5 (also
called 17) is the sharpest stratospheric channel in the HIRS-SCAMS
complex. The tropospheric channels can be used for cloud filtering
in conjunction with the 4.3um channels or aloné for temperature

profile determ.nation.

We have considered the three different systems -- HIRS alone,
SCAMS alone, and combined HIRS/SCAMS soundings to assess the
information content and accuracies of infrared and microwave
sounders used separately or in conjunction with each other. In
actuality, we were primarily concerned with accuracies of tropospheric
soundings. Because these are affected somewhat by stratospheric
temperatures, a common set of stratospheric channels was used for
all the experiments. Slightly different techniques were developed
for the winter DST period because of the poor guality of the 15um
channel soundings during this period. The summer period will be

discussed first.




2.5.2.2 STRATOSPHERIC SOUNDING CHANNELS

The best set'of stratospheric sounding channels for the
summer period were found to be channels 2 (15 pym) and 17 (micro-
wave) sounding at 50 mb and 150 mb. Channel 12, sounding at
2 mb, was found to be slightly erratic, possibly due to the affects
of non-thermodynamic equilibrium which were not taken into account
in analysis of the data. Channels 3 (70 mb) and 4 (250 mb) weré
found to be too close to channel 17 to produce stable solutions.
Channel 4 has the additional problem of cloud contamination for

high clouds.

2.5.2.3 TROPOSPHERIC SOUNDING AND CLOUD FILTERING CHANNELS

2.5.2.3.1 MicrowAVE ALONE

The microwave alone sounding system consists of channels 2,
17, 16, and 15. The main problems are the effects of surface
emissivity and the low tropospheric resolution. The the extent
that the emissivity is calculated accurately and the initial
guess has the correct shape between 1000 and 500 mb, in particular,
the proper lapse rate between 1000 mb and 850 mb, accurate tempera-
ture retrievals will be obtained. If, for example, the true profile
has a temperature inversion at 850 mb that is not present in the
guess, or vice versa, there is no way that it can be determined
from the observation, and, in general, the result will be poor re-

trieved temperatures at 850 and 1000 mb.

The procedure for analyzing microwave only data is to obtain
the apparent temperature profile for the single field of view using

the characteristic pressure for each channel to be the peak of its
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weighting function. Five iterations are performed, and the
procedure is then terminated. To guard against very poor‘retrievals,
possibly due to poor surface émissivity, the retrieval is rejected
if the retrieved surface temperature differs from the forecast by
more than 6° K. This quality control is aiso used with all other
retrieval schemes which do not match retrieved surface temperatures

to the surface guess.

2.5.2.3.2 HIRS Arone

The HIRS alone temperature retrieval system consists of
channels 2, 17, 10, 9 and 8 for apparent temperature profile and
6 and 7 (15 um channels) for determination of n. The characteris-
tic pressures for channels 10 and 8 are taken at the peaks of B
times the weighting function, typically 650 and 1000mb, with the
pressure for channel 9 set halfway between those of 10 and 8. The
characteristic pressure for channel 10 is never allowed to go be-
neath 700 mb. Apparent temperature profiles ére obtained from
the initiai guess for each field of view. ns(o)and n7(0) are calcu-
lated from Equation (8), using the initial guess temperature pro-
file. A new temperature profile is obtained by applying Equation
(9) at the characteristic pressures. To help account for possible
multiple cloud layers with different effective n as a function of
height, n is chosen as a function of ng and n, for different 4.3 Hm
channels. ng is taken as .75n9 + .257g, Ng =.5(n7 + Ng), and Nio =
.25n7 + .75ng. Temperatures between the characteristic levels are
obtained by a shape-preserving interpolation from the initial guess

(Susskind et al, 1977). As described previously, n calculated from

Equation (8) and Tg, calculated from Equation (9), are somewhat de-

2-45

T e TR




R R R e R T AT AT R R T R e

pendent on the initial quess, particularly if the cloud temperature
is close to the surface temperature. To minimize this dependence,
the procedure is iterated five times, using the retrieved profile
from Equation (9) to calculate 15 um radiances to be used in Equation
(8) to calculate new n's, which in turn provide a new profile from

Equation (9). The apparent temperature profiles are not iterated.

Quality Controls. The HIRS retrievals have the advantage
over the SCAMS retrievals in that variable surface emissivity is
not a problem and the the retrievals have the potential of finding
structure in the lower troposphere, i.e., a different shape profile
between 1000 mb and 500 mb than was found in the guess.’ HIRS has
the disadvantage of being affected by clouds. To filter out clouds
N must be determined, and in turn multiply a difference in apparent
temperatures. The larger the value of n, or the difference in ap-
parent temperatures, the further one has to extrapolate in Equation
(9) to get the correct temperature and the more sensitive one is
to noise and other errors. To protect agaiust this, HIRS retrievals
are rejected if n>5 and the apparent surface temperature in the
clear field of view differs from the initial guess surface temper-
ature by more than 3°, or, if the apparent surface temperature in
the two fields of view differ from each other by more than 15° but
less than the difference between the clear apparent surface temper-
ature and the initial guess. The first case signifies redundant
information (but not clear), while the second signifies highly over-
cast, even in the clear field of view, with insufficient discrimina-
tion between fieids of view. If n>5 and the apparent "clear" surface

temperature is within 3° of the guess, the fields of view are treated

as
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completely clear and n is taken as zero, i.e., the clear field

of view temperature profile is taken as the solution. Another
potential problem in retrievals using 4.3 um channels is the
effect of a "hot" surface due either to reflected solar radiation
'or ground temperatures which are considerably warmer than the

air at the surface. . The HIRS sounder does not have sufficient
information to distinguish ground temperatures from surface air
temperatures (two 3.7 um window channels are needed for this) and
the two temperatures are assumed equal in the calculation.’ Large
differences produce very warm.apparent surface temperatures. To
protect against this, all cases are rejected where the apparent
surface temperature in the clear field of view is 8° greater than
the guess temperature. If the apparent surface temperature is
between 3° and 8° greater than the guess, the case is not re-
jected but treated specially in that n is allowed to become very
negative, thus possibly giving temperatures colder than those

in the "cloudy" (cooler) field of view. Ordinarily, n is not
allowed to be less than -.2. A last additional criterion for
rejecting a sounding arises if the iterative procedure for
calculating apparent temperature profile does not éonverge within

15 iterations for either field of view.

Z2.5.3 ResuLts oF HIRS anp SCAMS RETRIEVALS

Global HIRS alone and SCAMS alone temperature retrievals
with a 12 hour forecast initial guess were run using the techniques

described. Figures 14 to 16 show locations of successful (that is,



a0

AJ
|
ul
E3
!
E
x
E
=z |
-1
x

2

ff)z :x

o

*

i
7
A
ﬁ,
)

80

» H \\ ; H
20 — r“ : J :(’L?\_\A funY ,«’A7 ——
" ¢ |n :N ./;/ \f/ \>
o |t b .’
of \f‘“N‘ “"u“ . ‘Ql r/{ o H
AN SN
" vl e T, | R
. RS R HH S {/I) l"r\?)l \‘ ' < S
L g = <
: Hy g
H l.-»'H . _J—f"‘,ﬁww k‘\"

x
ﬁ; g‘%
A 3
A
[}
x x
X TTETIxIT|jrxrx
IxTxT T
P == 4
.
¢
T

—ea HHH N —
- (e} e LT
JUPERE I NS o e I s
1 — e
N po-—e 1) Il o . Sy
N & WO 7 e P
il (2 SR G-
-1 = ~ - -
— -
SIFD -18D -14D -13@ -108  SE0 —8m -0 TLze T o TEe T e Tea T “sa 100 130 140 160 180
R [ H il H N N
IR TR w ‘:’:HJR:‘:L H HIH HiHWH H

W oHlH w AT et . W= H W w

2 ] HIH HiH H —rN

bg H H{H Hi{n n

LHR HH L
e I H
’ HH,

A LR
HN / s |HHun
HH HH

40
K] ]
: O
HHH b H .
! ]
aox‘tNHN oo A ,f/?
(EEL] U i

LETE (S

HH N

HHH D C

AHH dn \

LELY I H i A
HHHH H .0 k’. 5
HHWH H 3
O H ,.f*« ' S

] HHfHH H i 4
b HH (] H X
HN H L]
Wl naw ] ¥
H W H 4
" " HH o "
M BN BT N v
HE HH H
L] ES LLE; L]
H « HHEHMHHH R NN
-5 [ MLLLLLLE YT
M HHHW ] - TTHw HNHN BN H
wlnw w N H HiW ulw n ]
00 g ‘“~—~._// -
—_ P~
~180 -16D <-149 <-1ZC -200 80 -80  —40  -20 ° 20 +0 s0 vo 100 120 140 180 180

Figure 14. Acceptable HIRS and SCAMS Retrievals for
Aug. 20 21Z - Aug. 21 02

. 2~48 ORIGINAL PAGE IS

OF POOR QUALITY




B e s Stiicat ¥
B
80 m
)
. ] .4 P :‘u'"ﬁ"
b__é » [
sof—CLopn & | 7
[T
- #
‘ 40
\ F
\ («r\
20 e }\‘.17 r(lv\
3 a s
k " I
g L. ; B
2 . =
20k S
b M
H
Jd
HMH
B T
HH
HH H -
HHH HHH [ o
S LY WHH [ nn
HHH N "nﬁr R R
NoH H S
o Lest O [ G A S
o __\,,\_“ SRR I 3 e
: 00 sl b e gy
; T
~-1%Q ~16&0 -140Q -1i2Q -100 -B0 ~-&0 -40 ~-20 ] 20 D RO 20 100 129 140 160 isp
s0 . ——1" =, H H H N M H H L
= 5
| WY W |H HiH HIM HIH R¥a_H Hlw o
g y ﬂ{,., P IR I T I ot R HesR 2 W H
§ - Sl N~ % N 93‘ H oHw % LTy % Duﬁ}?" HOH W N [HYT Y e
;\é ap he \wa"mr:gnu-ﬁuw@l HoHIH vl wlh wln
0 'l = /‘-F\\} 1;‘ HHHNH r&’c)n IRy HHBHHHHHHH BHH B Y .
B¥ ) Y R rnn?k AHHN A HEN l*ﬂm!?« '
1 HH HH ;a\ . HANY W :{n
* jﬁ-gu HHHH K HHHHKEH K
'3 'f,}_,d H HHHHHHHYH ﬁ @ﬂ «1 HH n;l":‘g 7 H
N H [ HHHH »ﬁj RS, b HHH Hiin
] 40 AR R MR 4% iy ) -1 LA Ay o
’ HHHHHH ) K’:} H}ﬁ;'nu M
HHH BN W Wn " %\ TR TIm
N HHK §# W YN \§ HHRHHHHRHK
" . T I N | HH bW WA HH
N [P T HAWGRART RN N~ r/ ARAAH HYRH
\ELIE TY v - HH BN HRHHK
&)[f‘-q HHH & HHH /J \ £% Y TIY S
MUHHE Hu R HH N HHH
a HYH§ HuHdH ﬂ'} P \ W HH HHH [ o
v TNy AHAHH ¥ U WHARR ] T
! EEXTE \ O RN C
H O H 2 e HHH
o~ HH N ‘ ,J\R N MM A
HHHY 214 AHH | HHHI s,
B 7 i NHHAH 5"% 3 AR T™AT :l
k H HHH Y 1 ' i H HUH | S
n HHEHHH . HHH
e |/ ¥ S Hns
Ly N L u
byt N a#
i RN
HH o o
Fohnfatn HH L
M L) HH WHH L. HH
L Y I CISC LN ; ) N
N H H N PN { o —f. R H
‘_‘ﬂuh/ﬂﬁv—"\" Y \«-—“‘n-\’
00 txﬂ ) \.—./ i‘:'
1T =
-180 160 <140 -i20 -108 —80 . -€0 —40 <290 o z0 Y] 50 [T 100 120 :e0 160 1m0

Figure 15. Acceptable HIRS and SCAMS Retrievals for
Aug. 21 0Z - Aug. 21 03%

? 2-49

e % 0k S TSP 3k 8y 5 30 b S S e P 5B s st e



; W HNUAD W
. .\ ~ A : 7. N n
3 T A 3 T

/ty/ 3 o : ! pmfy/ \ I
) me..ﬂfw aWMNW\\J \ WMH wﬁﬁu\\/w

%0

130

160

ORIGINAL PAGE Is

-
2

OF POOR QUALITY

—40

H
(0]
e
-4 == A X ) o 0]
MNHHH a NN %\L Tix = = ~
,. L ) fz=z| == AJ\D ol XX tEIEE] ©
” rlrzrx |z : £ ) * T\ I|zx z|x >
] A o R Y T e o R0
M - e~z Tz - I slrxxx gz x Tz x|z xx xiz - o ™3
v‘ = x x|z ﬂ Ed T ETT|T T XX ;H rxzxlxTcx TlTT T LT I|T 0w
rrz|Tx = o (= zzzzwmcx HHHH@WIMV srrxzIfxxxT x|x o P o
‘ - o e <z - Pt o
. rrzx T W - uAM TtrIrrfrIxx Iz 1\‘u Tirxzrz ITII(IIT II ~ 0]
. Tz T x T zfzxzxzx T jTrrxT(TEXTIT [FTrrzjzx TX o=
x #.. o EHHNNHMHH MHHHFI\VHHHHMHHN E . o o3
3 i R L 2.
* ﬁu MWW EIfrzzrTzx ﬂm. * M o
{ : =% oy ; 2 93
g T E Tz . g
el T K - | @ <
> 1 0 == 38 R = o T I
M x|z x Q@& k \‘.H/ . o
e m 4 g P T T o3
)M o il m?lff .ﬂwmk IM 5 ™
—— T [ zly= /y: me M N c\\ux\Jrlxxxlx\\\I\ — H Mw o
i Txx erV Wi ﬂﬂ! -~
[ o 4 \ o I
i e T ]
Los \ o -
S ~ O
Q3
Q<
+
2,
(]
0]
0]
g

]
HH
H
H
H
PH
H
N
|
~-60

T
A
-2Q
e S
“‘
H
s J,»f
2 Heg
b ¢ 2 HH
3 e
=
W
M'« H
HHHH
"%__//
-40 -20

-tzo
&
4
—

4

Ll

HH

HH

HH

B H
H
HH BHH
H
Hi HHH
H
HH
H
H.
H H
HH
H
H
H

HHHH

V:HNNI-
. H
HHH
H H
H H
H H
H
H
H H
H| HH
HtHH
HHHH
HiH H
H
HE H
H
+
HHHH H
HHN
NES

xrxx x| =
rx ITIXT T T T x|x
rx T T T X I|T o -3
Fior o - o [-)
- = -
i ]

~€0
o]
Esl
Jal
N Vw.w«
H
TH
HH
HH
HH
HH
HHH
HHH
HHH
HY
HHH
HHH
HHH
HHH
1M
U“}L

G

N

Y

L]

-i20Q
Figure 16.

~140
-140

~—
-160
é%
’4“

-1%0

—s

-180
.
2
-
:

—40
~50
80
]
| ]
%0
20
-20
~40
~60
°

2«80



*“'W{f"‘lv" T

passed all the qﬁality tests described) satellite retrievals for
three orbits. Successful retrievals represent about 80 percent of
all possible retrievals for SCAMS aﬁd about 55 percent for HIRS.

A majority of the unsuccessful HIRS retrievale occur over land during

the day where reflected solar radiation and/or hot surfaces cause

- errors.

The quality of retrieved temperature proflles can be judged
by comparison of retrieved temperatures w1th radiosonde colocated
in a space time window. Table 7 shows the results of comparing
the retrievals over water with radiosonde colocated within & 110 km,
: 6 hours during the period August 18 to September 1. The large time
window was chosen so as to minimize overlap in time betwden satellite
and radidsonde coverage. The chart sths, for each bressure level,
the RMS error of retrieved temperature compered to radiosonde, the
RMS error of the initial guess compared to‘radiosonde, and the correla-
tion coefficient of guess and retrieval errors. Also shown are the
total number of colocated retrieﬁals included‘in the statistic.
Results are shown for two sets of retrievals for each inetrument
using either a 12-hour forecast or a zonally averaged cllmatology

initial guess.

The quality of the forecast in the lower troposphere in the
vicinity of radiosondes is seen to be much better than climatology.
The forecast is of unknown quality in the data-sparse reglons where
satellite retrievals are most significant and Probably no Lietter
than climatology. The results of the two retrievals give an idea
of the accuracies of retrievals near radlosondes and away from
radlosondes where, presemably, zonally averaged climatology is as

good a guess as near radiosondes.
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Table 7. Temperature RMS Errors and Correlation Coefficients vs. Height

Water, +6 hrs, +110 km, 18°N - 7€° N, DST Summer (Aug 18-Sept 1)

SCAMS HIRS HIRS/SCAMS
Pressure Fore. Clim. Fore. Cclim. Fore. Clim.
(mb)

1000 2.77 3.048 2.73 2.73 2,68 2.78
2.13 3.72 1.99 3.37 2.07 3.82

.48 .33 .38 .19 .46 .36

850 2.42 2.50 2.39 2.53 2.26 2.36
1.82 3.65 1.67 3.27 1.78 3.63

.55 .36 .50 .48 : .59 .44

700 ) 1.92 1.87 1.99 2.05 1.84 1.82
1.71 2.95 1.54 2.66 1.71 2.92

.63 .33 .39 .26 .62 .35

500 1.80 1.85 2.04 1.93 1.88 1.85
1.79 3.08 1.67 2.70 1.78 3.08

.69 .42 .46 .36 .64 .38

400 2.13 2.24 2.05 2.13 2.20 2.25
2.19 3.56 2.07 2.19 2.20 3.52

.87 .74 .70 .76 .84 .73

300 2.08 2.97 2.40 3.01 2.19 2.96
3.01 3.77 2.81 3.44 2.93 3.76

.80 .91 .74 .88 .75 .90

250 2.32 3.01 2.56 2.88 2.41 2.95
2.49 4.95 2.33 4.27 2.44 3.71

.87 .85 .73 .82 .80 .84

200 2.5%4 3.32 3.09 3.15 3.02 3.22
3.71 4.39 3.61 4.58 3.73 4.45

.91 .93 .75 .84 .83 .90

150 2.66 2.87 2.75 2.81 2.66 2.78
3.70 4.65 .02 4.77 3.70 4.72

.77 .78 .65 .66 .71 .73

100 2.36 2.54 2.41 2.50 2.37 2.57
3.19 4.43 3.44 4.27 3.19 4.59

.73 .75 .76 .74 .75 .76

70 2.06 2.27 A 2.12 2.22 2.05 2.23
3.36 3.13 3.79 3.04 3.50 3.25

.71 .70 .70 .78 .69 .73

50 i 2.18 2.09 2.01 2.03 2.06 1.95
2.80 3.04 2.82 3.29 2.89 3.14

.83 .68 .75 .75 .77 .68

Colocations 505 493 316 280 548 536
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The quality of retrievals between 1000 and 400 mb, using a cli-
matology guess, is only slightly degraded over that with the fore-~
cast guess indicating that retrievals are essentially guess-independent.
The érrors are alsq shown to be only slightly correlated with the guess,
HIRS only rétrievals are somewhat better than SCAMS retrievals at
the surface, especially with a poor guess, and somewhat worse at
5C0 to 700 mb. The surface errors in SCAMS retrievals are partly
due to errors in surface emissivity and partly due to errors in the
shape of the initial guess between 1000 and 500 mb, especially with
regard to the 850-mb temperatu;e. The errors in HIRS come in part
from cloud problems, errors in physiqs (i.e., transmissiop functions,
effects of water vapor, surface emissivity and reflectivity), and
also from thé fact that three channels are being used to determine
structure in the lower troposphere, when, in general, the so}ption
in the upper troposgiiere (whose temperatures effect the radiances
of the HIRS 4.5 um channels as fuch as detailed structure in the

lower troposphere) is not known very well.

As observed from Table 7, the retrieved temperatures in the
range 300 to 200 mb are considerably poorer than elsewhere and
are marked by high correlations with the guess errors. This is
because there is little direct information about this portion of
the atmgsphere in the radiances. The major difference in the qual-
ity of forecast and climatology gquess retrievals also occurs in this
region, because the poor climatology guess cannot be corrected ade-

quately. From 150 to 50 mb, the retrievals are again good and

comparable because of the channels sounding roughly 150 mb and 50 mb.



2.5.4 ComBINED HIRS-SCAMS RETRIEVALS

Combining the HIRS and SCAMS observations into one sounding
helps to alleviate some of the problems of either instrument. The
HIRS retrieval is somewhat guess-dependent in its calculation of
n. Therefore, a microwave retrieval is performed first to give a
reasonable temperature profile to be used as the initial guess for
the HIRS retrieval. This guess is used to calculate the HIRS
transmission functions, which are fairly temperature-dependent;
as a first guess to give apparent temperature pr;files, and to

compute Ng and n The apparent temperature profiles are

¢
constructed as in the HIRS alone case with characteristic pressures

nominally 1u00, 800, and 600 mb in the troposphere. While, as in

the HIRS, there is little information in the upper stratosphere,

this region has already been significantly improved over the initial

guess by the microwave retrieval using the 500-mb channel. Thus,
structure determined by the HIRS channels in the lower troposphere
will be less effected by temperature errors in the upper troposphere
and tend to be more accurate. Some of the inaccuracy in retrieved
surface temperatures from SCAMS, due to errors in microwave emissiy-
ity, is removed by using the 15 pum channels to determine n. In

this case, only one iteration on n is performed to minimize the
effects of noise {observational and computational) on the 15 um
channels. This returns a surface temperature somewhat correlated

to (but not identical to) the microwave temperature. Improvements
are often of the order of 3° to 4° in cases of poorly deter-

mined surface emissivity. A second iteration on n is done to

check the consistency of the infrared and microwave channels.
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If the second iteration on N prxoduces a surface temperature

that does not pass the basic guess consistency check, i.e.,
differs from the guess temperature by more than 6°, the combined
retrieval is rejected. The combined retrieval is also rejected
for any of the reasons that pertain to HIRS alone soundings. In
case the combined retrieval is rejected, the SCAMS alone retrieval

is used provided it, too, does not fail the basic test.

Statistics for the combined retrievals are also shown in
Table 7. The basic error structure of the retrie?als is similar
0 HIRS or SCAMS alone but the results indicate the best qualities
of each in that the yield is even larger than that of the microwave
4ilone sounder, the 1000 wmb and 850 mb temperatures are more accurate,
especially with a poor guess, and the 700 mb and 500 mb retain the

accuracy of the SCAMS measurements.

2.5.5 C(omparison- oF VTPR anp NIMBUS Sounpines

Table 8 shows a set of similar statistics for the VTPR sound-
ings. Figures 17 and 18 show the results of Table 8 along with those of
the combined NIMBUS sounders. Unlike the NIMBUS soundings, the qual-
ity of the retrievals is closely tied to that of the guess from 700 mb
to 1000 mb with error correlation coefficients close to 1. This is
because the instrument has no capability of measuring lower tropospher-
ic temperatures independent of outside information. Only in the region
300 mb to 200 mb, where NIMBUS has very little information, does VTPR
show an improvement over NIMBUS results. Because real sounding abil-
ity is absent in the lower troposphere, the VTPR sounder alona is

not a practical instrument.
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Table 8.

Note: first line at each height = retrieval error; second line =
third line =

EXPERIMENT
VTPR
Height Frest Clim
{mb) Guess Guess
1000 2.07 3.07
2.07 3.26
.79 .87
850 1.9 2.65
1.82 2.68
.96 .96
700 2.06 2.71
1.75 2.59
.85 .86
500 1.77 2.36
1.74 3.16
.72 .75
400 2.15 2.35
2.21 3.58
.74 .66
300 2.15 2.53
2.96 3.55
.57 .68
250 2.65 2.60
2.61 4.04
.80 .69
200 2.54 2.85
3.29 3.77
.88 .91
150 2.35 2.25
2.91 3.52
.71 .73
100 2.47 2.41
2.73 3.34
.76 .74
70 2.17 2.33
3.27 2.93
.65 .81
50 2.20 2.47
2.68 2.81
.69 .73

guess error;
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2,5.6 NIMBUS 6 Sounpines IN THE WINTER DST PER1OD

During the winter DST period, the 15 im channels of the HIRS
instrument became too noisy for use. Therefore, procedures had to
be modified so as to use only the 4.3 um HIRS channels and the SCAMS
channels. The major consequence of this is that HIRS alone retrievals
become impossible because of lack of cloud filtering ability. A
secondary consequence is that no analogue of the combined summer

retrieval procedure is possible in the winter.

2.5,6.1 WINTER RETRIEVAL PROCEDURES

The winter retrieval procedures used are basically similar to
those in the summer. The 4.3 um channel 12 sounding at 2 mb was
used in place of the 15 um channel 2 for sounding the upper strato-
sphere. Microwave retrievals were run just as in the summer but
using the channels 12, 17, 16, and 15. Combined microwave-infra-
red retrievals were run with channels 12, 17, 16, 9, and 8 for con-
struction of apparent temperature profiles. <¢Channels 16 and 15
were used for determination of n as described in Section 2.3.2.1.6.
The infrared apparent temperature profiles are modified in a manner sim-
ilar to that using the 15 im channels for n. The appropriate n's
to be substituted into Equation (9) for channels 10, 9, and 8 are:
ns = .75!]15 + .25n16, 09 = .S(nl5 + an)J and Mo = .25n15 + .75n16,
In the winter runs, the characteristic pressures of channels
8, 9, and 10 were taken to be 1000 mb, 700 mb, and 400 mb, in-
dependent of temperature profile. Using the summer procedure
of putting the characteristic pressures at the peak of the
Planck-weighted weighting function, nominally 1000, 800 , and 600

mb, produced substantially worse retrievals. The summer procedure
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has the advantage of giving potential increased resolution in the

lower troposphere, but has the disadvantage of producing spurious

structure as a result of nocise in the measurements oOr errors in the
upper tropospheric initial guess. Probably a combination of increased
problems in the winter due to larger errors from both sources made

the technique impractical.

2.5.,6,2 ResuLTs oF WINTER RETRIEVAL

Table 9 gives statistics for temperature retrievals over water
for the winter period compared to radiosondes colocated within 110 km
and 6 hours. Statistics for the SCAMS alone and combined HIRS/SCAMS
retrievals are similar to each other. As in the summer, the quality
of the retrievals is not highly dependent on that of the initial guess.
The .5° degradation in the quality of retrieved temperatures at 850
and 700 mb using a climatology guess should be guaged against the

4.5° degradation in RMS error in the guess temperatures.

A different indication of the quality of the soundings is
given in Table 10. Here detailed results are presented for two
HIRS/SCAMS soundings colocated with radiosondes +1 hr, + .75° latitude,
longitude. The column labeled ADP gives the radiosonde temperature
report at a pressure level. The columns labeled T Sol and Diff
give the retrieved temperature profile and the error compared to
radiosonde. The columns labeled T Guess and Diff give the initial
(climatology) guess and its error compared to radiosonde. The
highest pressure shown is the radiosonde surface pressure. Also

shown are the apparent 4.3-um temperatures in each field of view
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Table 9. Temperature Errors and Correlation Coefficients
' vs. Height, Water, +6 hrs, +110 km, 18°N-70°N
Winter DST (Jan 29 - Feb 12)

4.3y, Microwave Microwave
Height Frcast Clim. Frcast Clim.
(mb) Guess Guess Guess Guess
1000 - 2.80 2.78 3.03 3.13
2.55 7.28 2.72 8.34
.63 .22 .51 .24
850 2.50 2.94 2.70 2.83
1.90 6.57 2.12 7.22
.70 .16 .63 .30
700 2.17 2.70 2.18 2.54
1.91 6.00 2.06 6.66
.65 .12 .65 .26
500 2.14 2.13 2.12 2.31
1.96 4.97 1.90 5.71
.50 ‘.18 .62 .32
400 2.40 2.39 2.19 2.53
2.10 4.59 2.26 5.07
.58 .33 .80 .64
300 2.55 2.78 2.46 2.79
2.78 3.91 2.97 3.84
.79 .66 .88 .70
250 2.62 3.22 2.50 3.24
2.68 4.01 2.63 4,24
.90 .82 .91 .69
200 2.89 3.08 2.95 3.18
3.49 5.16 3.66 5.75
.85 .75 .85 .65
150 3.00 2.80 2.93 2.88
3.79 4.34 3.48 5.34
.76 .21 .79 .18
100 2.98 3.04 2.53 2.56
3.57 4.02 3.28 5.20
.73 .33 .76 .28
70 2.69 2.87 2.62 2.94
3.59 4.53 3.28 6.14
.72 .41 .74 .54
50 2.90 2.87 3.05 2.89
4.17 4.62 4.20 5.81
.79 .56 .78 .65

Note: First line at each height = retrieval error;
second line = guess error; third line = correlation.
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Table 10
SELECT WINTER HIRS/SCAMS RETRIEVALS

STATION NO. 03026

LATITUDE 58. REGION 1 LONGITUDE 6.
PRES ADP T SOL DIFF T GUESS DIFF
50.0 202.9 204.6 1.7 214.0 11.1
70.0 202.7 204.9 2.2 214.8 12.1
100.0 204.1 205.0 0.9 215.4 11.3
150.0 207.9 205.8 -2.1 217.0 9.1
200.0 204.1 208.6 4.5 215.9 11.8
250.0 208.1 211.5 3.4 214.8 6.7
300.0 217.1 216.8 -0.3 217.0 -0.1
400.0 232.1 232.7 0.6 227.9 -4.2
500.0 243.7 246.7 3.0 238.1 -5.6
700.0 263.7 266.1 2.4 253.0 -10.7
850.0 269.,7 272.6 2.9 257.7 ~12.0
991.9

STA. RMS 2.50
AVE. RMS 2.50

STA. RMS 9.39
AVE. RMS 9.39

STATION NO. 03920

LATITUDE 54. REGION 1 LONGITUDE 6.

ADP T SOL DIFF T GUESS DIFF
20.0 214.5 209.4 0.0 214.7 0.0
30.0 211.5 209.4 0.0 215.2 0.0
50.0 208.1 209.1 1.0 215.4 7.3
70.0 210.5 209.5 -1.0 216.3 5.8
100.0 208.9 -209.8 0.0 216.9 8.0
150.0 210.9 210.7 -0.2 218.3 7.4
200.0 208.5 212.2 3.7 217.1 8.6
250.0 211.5 213.2 1.7 215.3 3.8
300.0 220.5 217.2 -3.3 217.1 -3.4
400.0 234.9 231.6 -3.3 227.9 -7.0
500.0 244.7 244.5 -0.2 238.5 -6.2
700.0 262.1 263.6 1.5 253.4 -8.7
850.0 270.7 271.4 0.7 258.7 -12.0

985.3

STA. RMS 2.00
AVE. RMS 2.25

STA. RMS 7.47
AVE. RMS 8.43

TRTIRILAN ARTR . R LT R, AT

n15=2.02
nl6=l.06
Tl(850)=262.3

T2(850)=253.O

n15=.86
n16=.;6
Tl(850)=268.2
T2(850)=265.3



at the first radiosonde level above the surface (in both cases 850

mb) and n determined from each microwave channel.

The first case representsfé/highlé?pvercast situation in that
the apparent 850-mb temperatures in each’field of view are consider-
ably colder than the actual temperature. The retrieved lower trop-
ospheric temperatures, using n determined from the microwave obser-
vations, gave good, but slightly too warm, retrievals, indicafing
Ng being too large. Evidently, N1 Was too large, most likely due
to surface emissivity errors. A microwave only retrieval would then
have given even larger positive errors in retrieved surface temper-

ature. Mixing N6 into Ng improved the quality of the retrieval.

The second case is clearer as the apparent temperatures in
the two fields of view are closer to each other and to the true value.
Again n determined from the microwave gave very good lower tropospher-

ic temperatures. Stratospheric temperatures are also very good.

< The improvement over the bad guess in the region 200-300 mb is
smaller, however, because of lack of specific information in the

soundings for this region.

2,5.7 CoMpARISON OF QUALITY oF WINTER AND SUMMER SOUNDINGS

A comparison of Tables 7 and 9 appears to indicate significant
differences in the quality of winter and summer retrievals with a
general degradation of about .3°. fThe quality of the 12-hour fore-
cast guess compared to radiosondes appears also to be significantly

poorer in the winter from 500 mb to the surface. This may be due
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either to an actually poorer forecast near radiosondes or alterna-
tively to larger spatial and temporal variability in the winter
within the space~time window, causing a degradation in the intercom-
parison between forecast and radiosonde values. The latter possibil-
ity applies equally well to comparisons of retrieved temperatures
with radiosonde measurements in the lower troposphere. Therefore,
the degradation in quality of winter retrievals may in fact be less
than is apparent from Tables 7 and 9, at least with regard to SCAMS
alone retrievals. In the Summer, an additional significant improve-
ment in lower tropospheric retrievals was obtained by combined use

of HIRS/SCAMS channels, which was not possible in the winter.

2.6 ASSESSMENT OF RETRIEVALS IN THE ARCTIC

Satellite temperature retrievals over the Arctic Ocean are very
important because there is a general lack of conventional data in
this region. There has been some qguestion on the quality of satel-
lite retrievals over the Arctic Ocean, especially during the summer,
because during that period this region is generally covered by low-
lying stratus clouds, which would potentially degrade (or worse yet
prevent one from doing) infrared temperature soundings. The quality
of microwave soundings was also questioned because the ocean is cov-
ered by broken sea-ice whose surface emissivity in the microwave is
extremely variable. As described in the theory and implementation
sections, the effects of clouds and surface emissivityAcan, in prin-

ciple, be determined form the Oobservations, provided the field of
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view is not completely overcast (over a 400-km grid). We have con-
ducted a special study over the Arctic, both because of the signifi-
cance of retrieved temperatures there for Arctic studies and to

determine the adequacy of the algorithms developed for cloud filter-

ing and surface emissivity under trying condltlons.

Because of the general lack of conventional data, it is difficult
to assess the quality of the temperature soundings. We have taken
the approach of comparing surface temperatures retrieved by infrared
alone and microwave alone to determine if either of these problems
is in fact degrading the quality of our results since each problem

would have its largest effect on the retrieved surface temperature,

but in a different way.

The RMS difference for the colocated retrieved HIRS and SCAMS
surface temperature over ocean between 65°N and 85°N is roughly 3°.
This result is independent of the use of a forecast or climatology
guess. Since RMS differences between 1000 mb retrieved temperatures
and radiosonde reports is of the same order of magnitude globally,
it is considered that Arctic retrievals are of comparable quality

to those elsewhere.

Another assessment was made by loocking at the 2-week averaged
retrieved surface temperatures in the 65°N to 85°N region for both
the HIRS and SCAMS retrievals. These are shown in Tables 11 and 12,
which have for each grid point the average 2-week surface temperature,
its standard deviation, and the number of observations entering into
the statistic. The area enclosed by the’line indicates land. The

remaining area is water. The grid index‘going'from 39 to 44 repre-
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Table 11.

JISPLAY OF AVERAGES AND STANDARD DLVIATIONS

SCAMS Surface Temperatures

OF SURFACE TEMPERATURES FOR SUCLSSFUL MICROWAVE RETRVIEVALS
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Table 12. HIRS Surface Temperatures

H JILSPLAY OF AVLRAGHS AMD STAMDARD DFVIATIUNS Uf SURFACE TEMPERATURES FOR SUCESSFUL INFRARED RETRIEVALS
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sents latitude from 62°N to 82°N. The index from 2 to 36 to 72 repre-
sents longitude from 170°W to 0 to 180°E. A comparison of the two maps
shows good agreement in general, but in some areas the microwave re-
trievals are systematically 3° to 4° warmer. This could be due to
cloud or emissivity (or other) problems. It is also apparent that

the microwave retrievals are too cold over Greenland [roughly (40-43),
(28-30)], causing most retrievals to be rejected. The source of this

problem is being investigated.

Nevertheless, except for some special cases, the agreement be-
tween HIRS and SCAMS surface temperatures indicates that retrievals

are of generally good quality over the Arctic.

2.7 CLOUD HEIGHT RETRIEVALS

Equations 17 and 18 indicate the procedures developed for cloud
height determination. Cloud heights and fractions were retrieved
using first the 15-um channels 6 and 7 and then the 4.3-um channels 8
and 10 [8 and 9 produced redundant curves of a(P.)]. Each deterinin-

ation is essentially independent of the other.

Table 13 shows a comparison of Pc determined from the 4.3-um
channels versus Pc determined from the 15-um channels. ,;n the cal-
culations, Pc was not allowed to be less than 200 mb or greater than
700 mb. Most cases lie between the lines indicating agreement to
better than 50 mb. Table 14 shows a comparison of a determined from
the 15-um channels compared with that from the 4.3-um channels, both
computed using the average cloud pressure determined from the 15-um
and 4.3-um channels. In this case, there is a clear bias toward

slightly lower cloud fractions determined from the 4.3-um channels.
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This is consistent with the fact that black clouds were assumed in
the determination of a. This assumption is valid in the 15-um re-
gion, but clouds in the 4.3-um region have transmissivities greater
than zero (emissivity less than 1), and the apparent cloud fraction

; (assuming emissivity equals 1) is less than the true value.
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Table 13

DISTRIBUTION OF CLOUD HEIGHTS FOR 4.3 MICRON CHANNELS VS. CLOUD HEIGHTS FOR 15

MICRON CHANNELS

T —

4.3 MICRON RESULTS DISPLAYED ON HORIZONTAL SCALE, 15 MICRON RESULTS DISPLAYED ON VERTICAL SCALE

340. 360. 380. 400. 425. 450. 475. 500. 525. 550. 575. 600, 625,.650. 675. 700.

300. 320

220. 240. 260, 280.

200.

e

. . . . . . . . . . . . [} . ° . . . . . . . .
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Table 14

DISTRIBUTION OF ALPHAS COMPUTED FOR 4.3 MICRON CHANNELS VS. ALPHAS FROM 15 MICRON CHANNELS

ALPHAS FROM 4.3 ON HORIZONTAL SCALE. ALPHAS FROM 15 ON VERTICAL SCALE.
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2.8 COMPARISON OF GISS AND NESS NIMBUS.G RETRIEVALS

A detailed study of the relative @haracteristics of GISS
and NESS retrievals with regard to yieldg agduracy, and
ability to retrieve features of meteorological interest has
not been made at this time. This section will present some
rough statistics to indicate the general comparable quality of

retrievals using both methods.

2.8.1 YiELp

When making comparisons of yield of both retrieval schemes,
it must be borne in mind that NESS retrievals are done globally
over a 300 km grid, corresponding to roughly 2.5° x 2.5° at the
equator, while GISS retrievals are done at a 4° latitude x 5°
longitude grid globally (above 66°, the grid is 4° x 10°). As a
result of this, global coverage gives a potential of roughly 3 times
as many soundings on the NESS grid than on the GISS grid. Tables
2 and 3 show typical NESS yield to be 5700 retrievals per day.
The typigal yield of GISS soundings is 4800 retrievals per day,

or roughly 85% of grid points observed by the satellite.

Tables 15 and 16 give the latitudinal breakdown of GISS and A
and NESS retrievals colocated with radiosondes, +6 hours, over
land and water, and over water alone, for the DST 5 and DST 6
periods. The ratio of all GISS/NESS retrievals in a latitude
band is most likely similar to the ratioyof those colocated with

radiosondes as shown in the tables. The relative distribution of

PRSIETIINNRSR

S



€L -2

Table 15. DST-5 Zonal Colocations of GISS and NESS Retrievals to Radiosondes
August 18 to September 1
+6 Hours, Land/Water and Water Only
North South

Method 70/60 60/50 50/40 40/30 30/18 18/18 18/30 30/40 '40/50 50/60 60/70 Total
Land/Water GISS 498 1447 656 472 237 150 45 57 0 4 13 3579

NESS 501 994 630 561 366 270 61 48 38 2 28 3499
Water GISS 28 165 78 144 133 70 23 26 0 4 0 671

NESS 67 121 135 152 193 125 29 22 33 2 0 879
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Table 16. DST-6 Zonal Colocations of GISS and NESS Retrievals to Radiosondes
January 29 to February 12
+6 Hours, Land/Water and Water Only
North South
Method 70/60 60/50 50/40 40/30 30/18 18/18 18/30 30/40 40/50 50/60 60/70 Total
Land/Water GISS 421 1369 579 518 264 100 38 42 1 6 11 3349
NESS 579 1006 918 600 438 205 58 46 29 13 15 3907
Water GISS 34 117 57 148 138 65 22 22 1 6 9 619
NESS 36 139 167 200 211 148 25 23 23 13 3 988




colocations, as s¢en from the tables, corresponds roughly with
what one would expect from the difference in grid sizes as a

function of latitude.

2.8.2 AccuracY oF RETRIEvVALS

A comparison of Tables 7 and 9 and Figure 18 with Figures
7and 8 indicate the GISS and NESS retrievals to be of comparable
quality near radiosondes, the GISS retrievals being slightly
worse in the summer and better in the winter. Table 17 gives
the latitudinal breakdown of total profile RMS errors of GISS
and NESS retrievals over water vs. radiosonde colocated to +3
hours for both the DST 5 and DST 6 period. 1In general, the
latitudinal breakdown is fairly homogeneous. The summer retrievals
are roughly comparable overall, with the exception of the zone
50°/40°N, where, in fact, the lower tropospheric retrievals
are comparable to elsewhere, but upper tropospheric and stratospheric
temperatures are poor. The GISS winterRretrievals are significantly
better in all zones from 18°N - 705N. The loss of the 15 um channels
appears to have degraded the quality of NESS retrievals more than

the GISS retrievals.

2.8.3 DepenNDENCE OF RETRIEVALS ON THE INITIAL GUESS

The potential impact of assimilating satellite retrievals into
a forecast model is maximized if the satellite temperaturé errors
and forecast temperature errors are uncorrelated to each other.
Tables 7 and 9 include the correlations of errors of retrievals vs.

both forecast and climatology guess errors. While we have demonstrated
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Table 17. 2zonal Accuracies of GISS and NESS Retrievals
DST-5: August 18 - September 1
DST-6: January 29 - February 12
+3 Hours, 110 Km, Water
North south
Method 70/60 60/50 50/40 40/30 30/18 is8/18 18/30 30/40 40/50 50/60 60/70
| DST-5 GISS 2.36“ 2.40 2.82 2.14 2.22 2.05 2.47 2.48 O 2.74 0
NESS 2.27 2.39 2.36 2.20 2.02 1.99 2.52 2.90 2.39 1.75 0
DST-6 GISS 2.38 2.71 2.58 2.72 2.55 2.13 1.91 2.30 0 2.51 3.08
NESS 3.01 3.06 3.01 2.94 2.85 1.88 2.07 2.84 3.01 2.44 0.




that the retrieved temperatures from 500 mb to the surface are
fairly guess independent, the correlation of retrieval errors to
forecast errors appears to be moderate, roughly .5. This is in
fact an example of "spurious correlation" arising because correla-
tions are being made of two quantities with a common quantity (the

radiosonde temperature) subtracted from them.

Table 18 gives the correlation coefficients vs. height of
GISS retrieval errors vs. GISS forecaét errors and NESS retrieval
errors vs. GISS forecast errors. The NESS retrievals ought to be
completely uncorrelated with the GISS forecast because the GISS
forecast in no way entered into the calculation of NESS temperature
profiles. The cerrelations are in fact .3-.4 on the whole. The
.GISS retrievals are only slightly more correlated from 500 mb to
1000 mb. This indicates that the errors are to a good extent un-
correlated with the forecast guess. The region from 360 mb to 200
mb, on the other hand, is highly correlated, as discussed previously,
because the soundings contain less detailed information in this

region.

2.9 CONCLUSIONS

This chapter has shown that an alternate scheme for proces-
sing HIRS/SCAMS data to retrieve téﬁperature profiles has been
developed at GISS, which is fundamentally different from the ap-
proach used to create the operational NIMBUS 6 DST temperatures
developed at NOAA/NESS, in that unlike the operational approach,

the GISS approach makes no use of a priori statistics.
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Table 18. Correlation Coefficients for GISS
and NESS Retrievals Versus Forecast, Winter DST

S TR Tt e B T A

+3 hours, 110 km, Water, 18°N-70°N Latitude

Method

Pressure GISS NESS

(mb)

1000 .46 .31
850 .60 .31
700 .45 .39
500 .44 .40
400 .57 .48
300 .85 .48
250 .87 .65
200 .81 .55
150 .61 .39
100 .65 .66

70 .62 .47

50 .69 -

Total .63 .46
2-78
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Use of statistics tends toﬁbias the solution towards the
expected, with a decrease in prdbability of finding Léss common
meteorological situations. The G§§S approach, on the other hand,
is not biased towards the expecteds%but does put’d great emphasis
on the ability to thepré%ically reproduéégghd account.forﬁthe‘at-
- mospheric.and surface physics. Systematic errors in retrieved
temperatures will occur iniﬁituations where the physics is not
adequately accounted for. ?herefore the retrieved temperature fields
should have greater variability than with a statistical approach,
though some of it may be spurious. Techniques are presently being
developed to distinguish the spurious from the rqal_(or at least

i

realistic) meteorological situation.
Specific findian in the chapter are summarized below:

@®GISS HIRS alone and SCAMS alone retrievals are of comparable
quality in the summer DST 5 period. A combination HIRS/SCAMS
retrieval system gives a significant improvement in the lower

tropospheric results.

®HIRS alone retrievals are impossible during the winter DST 6
period because of loss of the 15 um channels. GISS HIRS/SCAMS
retrievals are slightly better than SCAMS alopz. Most informa-

tion in the HIRS/SCAMS sounder comes from SCAMS.

OGISS temperature retrievals in the lower troposphere are
essentially independent of the initial guess. They should

therefore be of comparable quality in data sparse regions as



near radiosondes, The RMS errors over the lowest 500 mb,
using a climatology guess, are 2.2° for”the_summer and 2.6°
for the winter. Part of this increase is due to the greater
spatial and temporal variability of temperatures in the

winter; part is due to loss of the 15 um channels.

®GISS retrievals in the Arctic for both summer and winter

periods are of comparable quality to those elsewhere.

®The yield of GISS retrievals is about 85% of all satellite
colocations for both Winter and summer. The number of
retrievals per day is slightly less than NESS due primarily

to a larger grid size.

®The accuracies of GISS and NESS retrievals are comparable

in summer. GISS retrievals appear to be better in winter.r

®Cloud heights determined by QISS retrievals by two sets of
measurements differ on the whélg by between 0-50 mb. This
indicates the accuracy of clogé height determination to be

about 25 mb.

2.9.1 ExpectaTiONs For FGGE

The temperature sounding system on TIROS-N to be used in FGGE
is basically similar to that on NIMBUS 6. SCAMS is to be replaced
by MSU, which is basicaliy similar but contains an additional strato-
spheric sounding channel and slightly lower noise levels. HIRS is
to be replaced by TSU, again basically similar, but with substantially

improved noise levels and a very important correction in that both

2-80
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the 15 um and the 4.3 um channels will be seeing the same field

of view at the same time. : Slight differences in the fields of view

of the two sets of’channels on the HIRS, coupled with relatively

high noise levels, seriously degraded the cloud filtering ability
and general overall quality of the HIRS retrievals. These contribu-
ted to the relatively large (2.7°) surface temperature RMS errors.
TSU will also have an additional 3.? pm window channel, thus al-
lowing one to retrieve ground temperature independent of surface
(air) temperature during the day. On HIRS, retrievals over land
during the day, especially arid land, could not be done because of

large differences in ground and surface temperatures.

These changes should make significant improvement in the quality
of TIROS-N temperatures over NIMBUS 6, perhaps of the order of a few
tenths of a degree at the surface. The limiting factor in the accuracy
of the retrieved temperatures will still be the lack of sufficient
vertical resolution to measure significant'meteorological features.

The sounders on TIROS-N will be no better in this regard than those

on NIMBUS 6.
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Table 1A. Missing NIMBUS DST-6 Temperature Data by Date/Time
LENGTH GF GAR(HCURS) TaU CATE ' T 1ME
] €e2C ZEE3B .24 76/ 1731 2414417
cECL4 ,E4 7€/ 12731 8:32.20
1.SS 2E547.58 767 1731 11.58.35
28545457 7€7 1721 13.58¢ 7
1.76 ZESGL .18 767 27 2 7e 8454
£8562.54 7€7 27 2 8.56415
' 1.€6 2EESB.1 1 767 2/ 2 14. 6433
ZEECCLGC 7€s 27 2 15.€5445
CeSE 28€11.71 7€7 27 3 3442425
ZEE1246G 7€s 2/ 3 4041415
0.58 2E5€1.76 76/ 27 4 19.45.28
ZE652.31 7€s 27 & 20.18.30
164¢ 2EETT7407 7€/ 2/ 5 21e 2459
ZEETB .56 7€/ 2/ 5 22423.30
1,33 ZEL£E4 L3S €7 27 6 4422412
ZEEBS .72 76s 27 6 Sed3s 7
- ,
: i
H [9%] _ R
: o e 2E7C1.7C 767 i/ € 21441457
2E7Ch475 €7 27 7 0.44 .45
EI T ZE7CE.SE 76/ 274 7
NETCE .55 167 27 7 gg
o ]
1.92 IE75G.SC 167 /& 1 .97428 Q2
ZE?I1.EL 767 20 & 3.51e33 gg 53
= &
317 SETE0 .23 7¢/ zs & 22413435 o
ZETET JuC 7.7 2/ G 1e77.84 =
>
CaSd FRTEELCE ¢ Z/10 12+ 2468 gég
278G .SE VYRR 12.27.25" 5353
Q.64 ZEEZA 20 76s Zs12 0e.15.28
ZEEFN JEY 76/ zs12 0.E2e44
.75 FEE4T 56 767 /12 23.56.17
ZEE4ZLTG V€S 2012 Ootd.17
1«21 PEAT4 ST 7€/ 2713 GebEe3E
ZEBEELES 7€s Z/13 Eel7.20
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Table 1A. (Concluded)

LiEnCIk LF GAF(HLULRS) TAU DATE TIME
leJda 252241232 Sy 271¢ 2e T4
28%23.47 76? 2’1¢ S804 7
lec'E 28829.53 T/ 271G G 37 444
8731 .4 € 767 2/1¢€ 11.28,3¢
le881 28661 ,92 767 2/71¢ 7154 4
“RC43, 73 76/ 2/16 £2e43.35
Ted ' 258150 767 2/1+5 13429 445
28083.,37 767 2/1¢ 18422+ 1}
1aGe 2HCEG .75 76/ 2/18 18 644 445
28BSk T 67 2718 20442 425
2.1¢ £GC16440 76/ 2720 0423454
29C18.5¢ 757 2720 2433.30
o7 25C26448 76/ 2720 10.22 444
2GC28.25 7hs 2720 12414 045
LS 2S216.28 76/ 2728 el 38
26218.04 767 2728 10. 24,20
Ce72 252104 767 2727 13+ 2,20
G310 76 787 27228 13445 .28
1.1 2%922%.906 Teys 2728 17+ 3430
268726457 T6s 2728 1858, 7
leBe 2G2E4 LT P67 32 12 €e404 4
2S2€L 55 767 37 1 1022 .4F
3082 29295.02 767 3/ 2 1€+ 110
25265,%% T2 37 % i€.50 .51
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Table 1A.

(Concluded)

LLnGTh L GAF(HULRS)

TAU DATE TIME
1e 34 2ELZ22.1 2 75/ 2/1¢ 2e Te44
28623 .47 76?2 Z2/1¢ Je28e 7
lects 28629.453 T/ 2/71C G .37 G4
ZHT31 WA E 76/ 2/16€ 11428435
o831 2841 .92 767 2/71¢& 7leS54 4
sHC43.73 767 2/16 23.43.35
le8 % 22481 .50 76/ 2/148 13.29 448
PHGE3.37 76/ 2/1¢& 1€.22. 1
leG¢ 2ULEG TS 76/ /18 18444 045
PESTELTL 7H/ 2718 20042425
2418 £2SC1644 0 70/ 2720 0.23.54
22Cl8.5¢ 75/ 2720 2433430
1.87 29CRP0 .38 6/ 2720 10.22 .44
2GC28.25 57 2720 1214 445
l.7¢ £52156.28 T6s 2728 2416438
2G6218.04 76/ 2/2E 1C. 2,20
Coe72 2521 «04 767 27272 13. 2.20
26221 « 76 75/ 2/28 13645 .28
1.¢1 2G22%.96 75/ 2/72E 17« 2430
2G220664%7 76/ 2728 18.58. 7
laBe 2G2€4 427 76/ 37 1 €e40 4 4
2672€L .55 76/ 37 1% 1032 44E
o8 29295.02 767 3/ Z 1€¢ 110
262054, 105 167 37 C i€e20 .51
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Table 2A. DST-6 Retrieved Profile Count
by Date and Bin Number
ORIGINAL PAGE IS
OF POOR QUALITY
1 /731 /776~=. Q (?8576) NIMBOB ] 1079 STATIONS—— 250366 BYYES
1 /731776~ 6 (23842) NIMBO6X] 166 STATIUNS-- 38590 BYTLS
1/31/776--12 (28348) MINMUECGR] 10i8 STATIONS——- 23¢214 BYYTEY
1731 776~—-18 (28834) NI MBO6%] 1541 STATIGRNS~-— 357550 BYTES
27 1/776=-- 0 (23550) NIMDOG¥*) 1227 STATICNS—— 284702 BYTES
27 V77a—-~ 6 (22355) NIMaosanl 1452 STATIONS== 32902 HYYES
27 l/76=—12 (c8572) \lﬂnugé‘ 1512 STATIUONS=— 351054 BYTES
2/ 1/776—--18 (28878) NIMgus %1 1563 STATIOGNS—— 362€6¢ ayTEs
2/ 2/76=- 0 (288EC4) NXVUPB*I 1382 STATIONS—— 2206€2 BYTES
2/ 2/7To—— 6 (285%90) NI MHOO %1 1141 STATILENS-— ZELTYE BYTES
2/ 27276=12 (28566 NIM30GH¥1 1376 STATIONS~- 21YG9€E BYTES
2/ 2/76-=18 (Z5602) NIM306%1 1318 STATIUMNS=~ 305814 BYTES
2/ 3/76-——- 0 (28608) NIMICH*] 1221 STATIONS—=- 283310 BYTES
2/ 3/776—— 6 (2R30614) NI MOD6%1 1252 STAYVIONS—— 290502 BYTYES
27 3/76--12 (FEER20) Nl Con] 1613 STATIONS—~- 374284 HYTES
P/ A7TH——18 (286206 N1 M2CONE 1415 STATIUNS—=- J2E3I18 BYTES
27 4/7H=— 0 L B632) NIMIOQ6N Y 1038 STATIUNS»— 240390 BYTES
27 4L To=— 6 (28633) NEMEYGR] 1582 STATIOCNS—- 207062 BYTES
2/ as76--12 (2E€44) MH0E*x] 1410 STAYIUNS—= 327158 BYTES
2 4/775=--18 (28650) NIMOI0O®] 1467 STAT!IONS—— 347342 BYTES
2/ H/2T7T6-— 0 (2B£50) NIMBOH®L 1226 STATIUNS— 284470 BYTES
27 Sr7r16-— 6 (c8562) NI MROG6 ) 1616 STATIUORS—— 374950-BYTES
B/ S/T6==12 (2E6HD) NIMBOO=®1 1489 STATIUNS— Jaaaeé BYTES
27 O/ to——=1n (23874) INT T 0 G %) 1541 STATIONS-= 357$56 BYTES
27 O/7T6-= C (2L8C8E0) INIMHB0S%] 1038 STATILUNS—-~ 240454 ©YTED
2/ E/T6-— 6 (26353H) NIMBOOHX] 1098 STATICNE=- 254774 BYTES
2/ 6/76--12 (ZELS52) NI M306%] 1465 STATIONS~= 339918 BYTES
2, 6/275-—12 (2BEYR) NIMBD6X] 1549 STATIUNG=—=— 3gsaa?7e UBYILS
22 T/775~—= 0 (28704) NLINs¥L 528 STAT [UOUNS—— 121606 BYTES
2, /16—~ 5 (28710) N122006%1 1187 STATIUONS == 26849082 UYTES
2/ TrT&E=--12 (28716) N1ME06%1 1522 STATIIONS—~ 353142 3YTES
2/ t776—183 (28722} Nisgos=l 1564 STATIUINS—- aoen46 BYTES
24 QS TH-— O (2872B) NIMO26%1 1337 STATIHINS—= 310222 BYTES
2/ B/76-= & (28734) NI MIO6E%]" 1228 STATITONS—— 284470 BYTES
2/ B8/1H-=12 (29740) (RGP EEA) 1532 STATIUNE—-~ 385%662 BYTLES
2, aLV6-—=18 {28745) N3N >1 1486 STATIUNS—— 344790 BYTES
2/ U/TE=-=- 0 (23752) NIMB0OS*], 661 STATIUNS~~ 153360 QYTES
2, Y/76-=- 6 (2875R) NIMBOO®]) 153G STATIONS-= 3570E0 BYTES
L2 OLTG—~12 (28784) NI4R00 %1} 1506 STATIUNS~—. 349430 BYTES
s 9LP6——18 (28770) NI MdO6*L 155¢ STATIUNS~-— 261726 BYTES
2,10776-—-, 0 (28776) NImMEOARY 1532 SYATIUONG—— 355462 BYTES
2/10/T6==-6 (23732) NI M50 %1 1326 STATIUNS—=— 3081714 BYTES
2/ 1077512 (28783) NIMIIGEXY 1624 STATIUNS—= 376806 AYTES
2,10/76——13L2RT794) NI MBOE x] 1336 STATIUNS—= 356390 GYTES
2,11/776—— 0 (284500) N1AL0o0 %1 1517 STATIUNS—~ 351682 HYTES
2/!1/70—- 6 (ZB80%) NIMED6 %Y 1507 STATIUONS=-- 269662 BYTES
2/ V2T L--12 (2AH12) NY MHROA XY 152% STATIUNS—- 353374 BYTES
2/11/!0—-!8 (28818) NEMIIOONL 1346 STATIUNG==~ 3a824c BYTES
2/12/776-— 0 (28824) NIMUO6GXL 1540 STATIUONS== 357318 WYTES
2712776-— & (2E030) th*Oﬁ*l 1622 STATIUNS—— 353142 BYYES
2/VY2716-=12 (221386) NI MpCo*1 1495 STATIUONS—~ 3460878 EBYTES
2/127¢6--18 (zagaz2) NIMBOEX] 1553 STATIONS--—- 360335 UYTES
2713,75-—.0 (28848) NINBOBR] 1347 STATI{NS==- 312542 BYTES
22Y37786~~ 6 (280854) IMuO6R) 1215 STATIUNS—~ 2014918 JOYTES
PLAVISTH~=12 (2ROCO) NIMa06%] 1534 STATIUNS-~~ 155626 BYVYES
2,13/70~—-18 (288ER) NTMHOSEX] 1422 STATIUNS-~ 329942 BYTES
2/14/70~~ 0 (z8K722) NI MDOG%1L 1163 STATIUNS -~ 276814 BYTES
27214/7716— 6 (2E278) NIME06X] 1145 STATIONSG~= 2065678 BYTES
2/147 7612 (ZFRAEL) ITMEONS ¥ 12C2 STATIONS—-~ 278602 YTES
2/714776-~-1¢ (23r6C) Nl MmN 1568 STATIONS-- 263814 BYTES
710/ 20=-- 0 {2RR%0) NIMDNE %1 1377 SYATIUNS—-~ 3149502 EYTES
2/15/70~ & (eE90Q2) NEMBOS %] 146 STAYICNS=~- 26468785 LGYTES
DLISBLTHE-—12 (2850¢F) NIMUEQOn*] 1456 STAT!IONG=— 345486 SYTES
2215776--18 (28414) NIMBOOR] 1956E STATIUNS=- 363814 BYTES
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Table 2A. {Concluded)

It

: 2/16/76-- n (28920) NIMAn6 922 STATIONS —— 213942 DYTES
H 2/V6/7Hh =~ b (28926) NINGOKH &) 1477 STATIONG == 362702 NYTES
2 2/16/76--12 {28932) N MB06%) 817 STATIONG =~ 189582 pyYreES
§ 2/16/76—~18 (2591348) NIMBOG %] 1597 STATIONS—— 370542 HYTES
g 2/17/76-- 0 (2R944) NINHOG %] 974 STATIONG—— 226006 HBYTES
i 2/Y1/776~~ 0 (28950) NIM306* 1 1433 STATICNSG —— 333484 yYTES
f 2/17/7T6--12 (28954) NI 4B306%) 1517 STAYIUNS—— 351982 BYTES
: 2717/76~-19 (2uuc2) N1tsos =y 1622 STATIUNS~— 276342 HYTES
% 2718/76~~ 0 {(2HG53) NEMHIE ] 1251 STATICNS -~ 290270 nBYvEs
4 2L 3/76=~ 6 (Pp974) NEMBOE ] 146G STATIUORSG—— 340846 BYTES
H 2/18/76--12 (28980) thdﬁékl G?72 STAYLIONG-- 225542 BYTES
¢ 2/VB/T76--18 (2BGHG ) M305%1 965 STATIONS - 224150 HYTES
E 2/19/76=~ 0 (z8UG2) NlHWOFﬁl 1275 STATIONS-~ 295833 UYTES
£ QALI/TH== 6 (DEUGH) NLMGN6 ¥ 1577 STATIONS -~= 3€5902 UYTES
i 2/19/75-~12 (29004) NIMB06 %L 1454 STATIONS-—~ 338254 BYTES
5 2/19/76—=1E (29010) NI M396%] 1613 STAYIONG~~ 374284 BYYES
: 2AP0/70=~ ¢ {29016) NI MU0 e*] 9G3 STATIUNS—= 23C414 BYTES
: &IV TH-~ © (E9022) NIMOOs %) 1361 STATIONG=— 318790 HYTES
4 '8rAGATH~=12 (29023) NI 06 %) 1089 STATIONS—- 24372¢ BYTES
3 2/20/76~=183 (26034) NIFHIQO % | 1690 STATIQNS=—~ 292113 BYTES
B 2/81/76~-= 0 (2G040) NIMBO6 A © 56E STATIUQNS-- 13EC7E8 EYYES
L 272 /76-- 6 (250456) NMEQE®] 1214 £TATICONS~-~ 2E1EEE BYTES
B 2/21/76--12 (eucsz) NIMHO6 & | 1277 SYATICAS~= 2963C2 BYTES
z 2/21/70’*]0 {2¢cca) NIFGGE% LE42 STATICNS~- SEOSEZ BYTES
H 2/22/76~~ 6 (2S0€4). NINKHOE S 1 18C4 STATIONE = J4BQEE BYTES
Q 2/22/7€-- 6 (24070} NIMEOQE =} YE4Z STATICMS~= 2EGSEZ DYTIES
N 2/22/76--12 (2¢€07%6) NI ME0oGy 1614 STATIGRS~= 2744€C EYTES
i 2/22/716--18& {i6CE2) NINMECO* ) 15874 STATICNS-= JE€S2CE pYTES
2/23/76-~ 0 (260¢Qa) NIAROG*) 1586 STATICONS-=~ JE?SSC BYTES
Q&/23/75+~ 6 (26GS4) NIMEOC*] 1€€8 STATION G- 2EGLIE BYTES
2/23/7%-~12 (z21C0) NINMOSOK] 15€C STATIGNS—= SE1SEE BYTES
¥ 2/23/7€--186 tzC1Co) NIMHOC*] 1SEC STATICAS -~ SEGE2E BYTES
3 2/24/7¢~- 0 (26112) NIM3c6e%y 11E& STATIONS-- Z2?56C¢4 BYTFES
4 2/24/76~~ € (2$118) NIVECE=] 1478 STATICNS~— 242%34 EYTES
; 2/24/76~~-12 (25124) NIMEGO* 1L 16CS STATIGNSE=-- 222326 BYIES
: 2/24476-~18 (2C130) NIMROS%L 1441 SYTATICANS~= SI425C BYTES
¢ 2/25/76-~ 0 (29135) NINMROE%] 1311 SYATIUANS=-=- 2ENG9C HYTES
I3 2/2S/76=--= € (:S142) NIMBOGXR Y I1SEE STATICNE-- 2€3814 BYTES
i 2725/776~--12 (25148) NIMBO6%Y 11CC STATICANE~=~ £E6238 BYIES
: 2/25/776~-~18 (2G154) N MEQER] EEC. STATLIONE 1£4E6SC EBYTES
£ 2/26/76=~ 0 (ZS1€0) NIMBOG#] 14C& STATICA 3262ZC BYTES
& 2/26/76-= 6. (.261¢56) NIMECES] 1672 SYATICAS Z€47472 BYTES
H 2/26/76~--12 (:6172) NIMECo®1 1€11 STATIGAS E7276C BYTES
: 2/20/76-=18 (26178} NIMBQE ] 1SEE STATIC SEB4S4 BYTES
H /27,776~ 0 (EG1E4) NIYMEQEY 93 STATID 223454 BYTES
§ ) 2/27/76-- 6 (2€150) N2pPOex%] 14EZ STATIC S43€€2 EYTES
¥ 2/27/76=--12 (29165) NIMBCS*1] 1868 STATIC 27007& BYTES
B 2/27/76~~18 (:9202) NIMBOE*1 1624 STATIC 37912€ BYIES
: 2/28776-~.C (Zc2Ce) NIMBOG %1 13€7 STATIC 3171€2 EYTES
: 2/28/76~~ € (25214} NIMHOG*1} 1332 svavIC 209254 BYTCS
2/28/76--12 (292:0) NINVEOG® ] EE1 STATIC 16747C BYTES
2/28/76--18 (25228) NIMBOG ¥ 10€1 €TATIG 243E7C BYYES
2/29/76=-- 0 {zG2272) NIMEOG %) 15€8 STATIONS—= JE311€ BYTES
2/729/76-~ €& (26228) NIMBOS* ] iS548 SYATIGAS-= 258174 EYTE
2/29/76-~12 (25244) NIMEDER] 1224 STATICNS=-- Z8¢32€ EBYTIES
2/29/76-~18 (25250) NIMHECEH1] 1566 ETATICANS-~ 2?021¢ EBYYTES
3/ 1/76-~ 0 (26254) NINVOOE*L 1442 STATICNS-=- 334S€E2 BYTES
3/ 1776~~~ 6 (z62¢2) NIMEO6%) 1532 SYATICNE-- 3C54€2 BYTES
37 1776-~12 (zG2¢€8) N1MBoE#*1 1171 SYATICHhGE== 27171C BYTES
37 1/76--18 (26274) NIMEO6%* ] 1674 STATIONE~~ S884C¢ BYTES
3/ 2/76~~ 0 (2$Z&0}) NIMEQ6#] 16CS STATICNG=- 3733z¢ EYTES
3/ 2775-- 6 (262E6) NIME06%1 153€ SYATICNG~-~ 3EE1EE BYTES
3/ 2/76--12 (29262) NI NMR2OENY 1523 SYATICAS-- 2€3374 BYIES
3/ 2/76-~18 (z29268) NIMBO6%1 10EE STYATICAG-- €S24%4 ayYTES
3/ 3/76-~ 0 (29304) NIME06% ] 1€12 STATIONS-=- 274022 BYTES
3/ 3/765~~ €& (2<31¢) NIMEOGH ISEE STATICAS~- 2€311E BYTES
; 3/ 3/76--12 (2S3216) hINPOO*l 13C€ STATICNS-= 2C303C BYTES
& 37 3/76--18 (:163z22) NIMBEOG A 1472 STATIONSE~w 34184 BYTES
! 3/ 4a/75-~ 0 (2G2za) N{MECaA: 15€€¢ STATICNG==- J€32S0 BYTES
: 37 4/76-- 6 (28234) NIKEQG®] 15€1 STATIGNE~w J€GE3C BYTES
K 37 4/76~--12 (29343) NIVMBO6*] 14CS STATICNS== 22652€ BYTES
B 3/ 4776=-~18 (25346) NIMBOO* ] 16C% STATICNS—~ 371624 EYTES
v 37 S/76-~ 0 (:G3&p) NIMECHS1 122C STATICNE~~ <E53¢ce BYYVES
I8
!
r -
g L
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3. ANALYSIS AMD ASSIMILATION

(M. Ghil, Scientist; R. Dilling, Manager)

CRIGINAL PAGE IS
OF POOR QUALITY

3,1, INTRODUCTION

To achieve the goal of improved 2 to 5 day numerical weather
forecasts we need a better knowledge of the state of the atmosphere

at the beginning of the forecast -- the initial state. During the

1976 Impact Test Project the main thrust of the work done by the
Analysis and Assimilation Group at GISS was the attempt to optimize
the use of satéllite—der&ved temperature data in the approximation

of initial states.

The GISS approach to satellite-data utilization has been that
of assimilating the data continuously into a model integratibn

running from 48 hours before initial forecast time and up to the

initial time (Jastrow and Halem, 1973). -In the past, the assimilation

was done by direct inéertion‘(Bengtsson, 1975, p. 24) of the data at

adjacent model grid points“ It seeméd‘desirable_to try to improve

upon this procedure by other techniques that take into account observed

data, as well as forecast values, according to certain meteorological

criteria of dynamical and statistical nature.

The Analysis and Assimilation Group Qet cut for the Impact
Test Project to develop, test and evaluate a number of techniques
and apply the more successful ones to DST-5 (Aﬁg.»Sept. 1975) and
DST-6 (Jan.-Mafch 1976) data. The techniques considered were:

(a) different variants and improvements of the GISS direct in-

sertion analysis and assimilation scheme, (b) variational methods,

3-1
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(¢) utilization of a filtered equatlons model for 1n1t1allzat10n

n

and assimilation phrposes, and (d4) statlstlcal assimilation

methods.

The ba51c assimilation procedure in all the tests reported
herein was essentlally tlme-contlnuous, four-dlmen51ona1 assimila~
tion of satellite-derived temperature data into a 48—hour model

integration. For 1nstance, 1nﬂorder to obtain the initial state

" at 002 February 1, 1976, an integration, or:run, of the current

GIss model (see Chapter 4: Forecast Model Development) was started
at 00Z January 30, from a conventlonal objective analy51s. Then
forecast values were modlfled taklng into account the additional
1nformatlon obtained from satellites durlng the 48 hours tlll

initial for@cast time on Februaly 1.

run. The modlflcatlons were based on the satellite~derived tempera-
ture values obtained during the time step in questlon. The al-
gorithm which yields modified values of grld variables by using
observed temperature values constitutes the specific assimilation
-method or technlque. _The methods and techniques we studied are

in dlfferent stages of development and assessment at the wr1t1ng

of this Report

In the area of changes and 1mprovements in insertion
methods prev1ously used at GISS, Progress has been made in two )

dlrectlons- (1) deVelopment,,testing and application of'a successive

3
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as well as to the assimilation of satellite~aerived temperature data,

and (2) development, testing, and evaluation of an automated con-

sistency check of synoptic and asynoptic data.

The development and testing of a variational method are in
progress. The method attempts to minimiée in A root-mean-square
sense the difference between the meteorological variable values
inserted into the model and the observed values of these variables,
while at the same time forcing the inserted values to satisfy cer-
tain smoothness and compatibility constraints derived from model

dynamics. The method concentrates on asynoptic data and uses a

direct minimization technique.

I

A partial evaluation of the GISS Filtered Equations Model
(FEM) for initialization and assimilation purposes resulted in the
assignment of a low priority to the continuation of this effort,

and work on this approach has bheen discontinued.

The statistical methods were easiest to develop within the
short time span of the Impact Test Project énd proved particularly
successful in obtaining consistent forecast improvements from the
use of sounding temperatures. This is the first time that such methods
have been applied to a truly four-dimensional assimilation procedure
using large sets of real data, and we believe that the modestv‘but
statistically significant success of our impact tests is due to a

. large extent to this assimilation method.

R A SRR




3.2 METHODS
3.2.1 DIRecT INSERTION METHoé (DIM) (r. Dilling and M. Ghil)

3.2.1.1 INTRODUCTION

A direct insertion method of four-dimensional data assimila-
tion has been used at GISS for a number of years. The method used
for conventional synoptic data was described by Russell (1975).
Asynoptic data, such as temperature pgofiles derived from given
satellite-measured radiances were first inserted directly into the
model: indeed, these profiles were obtained in the past by GISS
processing methods at GISS model grid points in the horizontal,
and at model sigma levels in the vertical. More recently,
temperature profiles derived by different methods at NESS from
satellite radiances have been inserted at each model time step
using an adaptation of the direct insertion method. This adaptation

was also described by Russell (1975).

The purpose of this section is to briefly describe the direct
insertion method, the quality control of insertion data, and the
results of the method for two winter experiments. The quality
control methods described here should be compared with the automated
consistency check (ACC) described in Subsection 3.2.2. The DIM
experiment results are to be compared with the results of experiments
using the successive correction method (SCM, Subsection 3.2.4) and the

statistical assimilation method (SAM, Subsection 3.2.7). Such a com-

parison appears in Subsection 3.3.2.

3,2.1.2 QuariTy ConTROL OF INSERTION DATA

The two numerical experiments we discuss used different

quality controls for satellite data. 1In this section we define
3-4
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the rejection ciitéria used for both conventional and satellite
dat:a. The basic idea of the quality controls here is to eliminate
totally erroneous observations by comparing them with model forecast
values; the latter have the advantage of always being "reasonable, "

even when not entirely correct.

The comparison between model forecast values and observed
data is made at observation points. Thus, model data are first
inerpolated vertically to the mandatory pressure levels and then
horizontally to the latitude and longitude of the observation.

For each variable Q, the acceptance test is

k k

k .
le fost.” @ < by

cbs.|

where Lg is the maximum acceptable absolute difference for quantity
0 at mandatory pressure level k. The quantities subject to
quality checks are the horizontal velocity components u,v, the
temperature T, the relative humidity g, and the surface pressure p_.
The standard rejection criteria used for synoptic and asynoptic data
nre given in Table 1.

Table 1

Standard Rejection Criteria Lg

Quantity Synoptic Asynoptic

"
Q(k=1,11)

u 30 m/sec n.a.
v 30 m/sec n.a.
™ 7°C 7°C
q 0.25 n.a.
Pg 20 mb n.a.



For asynoptic satellite-derived temperature profiles a special
set of rejection nriteria have been defined and used in one of the

two numerical experiments we describe. This set consists of the

following tests, all of which must be satisfied for the temperature

data at a given location and level to be inserted:

a. The "weighted profile RMS error" must not exceed 5°C. This

weighted RMS error is defined as

1

k k
L — (T -7 )2
K (LE)L fcst. “sat, ;
1
T _;ﬁg_z
k (LT)

here the sums are over mandatory pressure levels and the weights

L% are given in Table 2. If this criterion is not satisfied, all

the temperature data at that location, 1<k<1ll, are discarded.

Table 2
Special Satellite-Temperature Rejection Criteria L%

Pressure Kk
k level L
1 1000 mb 3°C
2 850 3.5°C
3 700 4°C
4 500 4.5°C
5 400 5°¢C
6 300 5.5°C
7 250 6°C
8 200 6.5°C
9 150 7°C
10 ! 100 . 7.5°Q

| :

1| 70 ' g°cC
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b. TIf test a. is satisfied then each level k is individually

tested for acceptance:

ITK k

k
fest. Toat.! < I

c. Finally, if the time of the satellite obéérvation from which
the temperature is derived is within 6 hours after synoptic

time (00Z or 12%Z), then a weight factor F is used:

F (1)

1, 6<1<12,

F (1) = g 051<6 ;

here T is the difference expressed in hours between the time

of the satellite observation and the closest preceding syhoptic N

time. The difference between the satellite-derived value and the

model value is multiplied by the factor F, and it is this modified
correction which is added to the model value; this factor

reflects in a crude way the’relative confidence in forecast ;

and observation as time elapses from synoptic analysis time.

3.2.1.3 DescripTioN oF DIM EXPERIMENTS

The two DIM experiments we discuss in this Sectibn are
denoted by numbers 8186 and 8240. Each numerical experiment
assimilated conventional synoptic data using a 12-hour cycle
beginning 00%Z, Jan. 29, 1976 and ending 032 Feb. 21, 1976.
In experiment 8240 only NESS-processed NIMBUS temperature data
were insetted, whereas in 8186 NESS‘processed VTPR, as well as
NIMBUS temperature data, were inserted. The quality controls for 8186

were the standard rejection criteria for both synoptic and asynoptic

“ data. For 8240 the standard rejection criteria were used for

conventional data, and the special rejection criteria were used

3-7
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for the satellite data. The forecast model used in the
four-dimensional assimilations was the current standard 4° by 5°

GISS GCM (see Chapter 4). A geostrophic correction based on

satellite~derived temperature data was made to the winds near

temperature insertion points (cf. Stone et al., 1973; see also
Kistler and McPherson, 1975), The impact tests consisted of
studying 11 forecasts from 03% February n, where n = 1,3,5,7..111.
Each forecast from an initial state obtained by four-dimensional
assimilation of satellite data was compared with a forecast from

a control initial state at the same time; the control, or NOSAT,
initial state obtains by a four-dimensional aésimilation in which

no satellite data are actually inserted.

Table 3

Experiment 8136
Average Impact over North America

48 hour 72 hour
RMS Skill Score RMS Skill Score
SLP .21+.40 -1.55+1.86 -.48+.27 -3.964+2.16
2500 .43+3.54 1 =1.42+1.28 -3.34+2.96 X —.6911.19
Table 4

Experiment 8240
Average Impact over North America

T SR

48 hour 72 hour
RMS Skill Score RMS Skill Score
SLE | .25+.18 .06+1.12 .27+.32 .76+1.90
2500 | 2.46£1.97 | .25+.79 -.41+3.41 -.52489
3-8
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3.2.1.4 ResuLts of DIM EXPERIMENTS

RMS efrors and S1 skill scores of sea-level préssures (SLP) and
of 500 mb geopotential heights (2500) were calculated at 48 and 72-
houfsvafter initial time for each forecast, based on the differernce
bethen‘fdrecast values and the corre§ponding vaiugs providéd by the
NMC a;5i§sis-at the same'synoptic timés. These erxor measures were
computed for both the control forecasts which‘were Started~ffom NO

SAT initial states, and the experimeﬁtal‘forecasts 8186 and 8240.

Tables 3 through 6 summarize the impact results for the 11 indi-
vidual forecasts. Differences di' 1<i<1l, between fhe'error>measures\
(RMS or Sl) for the experimental forecasts and the ceorresponding
error measure for the NO SAT forecast with the same initial time
were computed. The entries in the tables are the average 3, d =

11 2 = g71(a,-8)%/11, of RMs

error differences, and of the S1 skill-score differences over the

11 cases, respectively. They are given in the form,aio. We consider

a result statistically significant if d>>0. Results for verification
over North America (30°N to 70°N and 75°W to 130°W) are given in
Tables 3 and 4 for run 8186 and run 8240, respectively. Similar
results for verification over Europe (30°N to 86°N and 10°W to 40°E)

are given in Tables 5 and 6.

A statistically significant (5220) positive impact occurs for
experiment 8186 in the S1 score of the 72-hour sea-=level pressure
over Europe (Table 5), and marginal (ago) positive impact obtains
for the 48-hour skili of sea-level pressure over Europe; even thesé
impacts are not consistent with the results for RMS errors or for the

the 500-mb heights. A marginally significant (ago) positive impact

3-9
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occurs also in the RMS error of the 500-mb heights at 48 hours over
Burope in both experiments (Tables 5 and 6). All other impacts'

are negative and/or statistically insignificant.

Table 5.

Experiment 8186 ,
Average Impact over Europe

48 hour 72 hour
RMS - |Skill Score RMS Skill Score
SLP 0.384+.32 1.65£1.31 - 0.15+.43 1 2.314+1.37
2500 3.5+3.23 1.36%+1.69 0+3.17 ‘ -1.46+1.48
Table 6

Ekperiment 8240 i
Average Impact over Europe

48 hour 72 hour
RMS Skill Score. | -RMS « |} Skill Score
SLP .25+.19 .28+.53 .39+.23 .6611.21
2500 1.46+2.35 .19+.98 § 1.40t2.63' | —-39%.95

The results for experiment 8240 are also summarized in

Subsection 3.3.2.3.

3.2.1.5 ConcLusION

We see that assimilation of DST-6 asynoptic data by the Direct
Inseftion Method failed to exhibit a positive statistically
significant impact of the satellite observations. This method has
been presented primarily for comparison with the results of the new

techniques developed and tested by the Analysis and Assimilation

Group.
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3.2.2 AutomaTeD ConsisTenNcY CHeEck (ACC) (K.K. Wong, P. Suchanick,
and M. Ghil) '

3.2.2,1 INTRODUCTION

One of the problems encountéred in assimilating observational
data into numerical forecasting models is that of deﬁermining whether
the data inserted are of a reliable nature (e.g.,’Gandin, 1963, pp.
158-166).‘ The method previously used at GISS wés to compare the
observed value with the model forecast values at adjacent grid
points and reject the data if the difference exceeded a specified

value.

The above procedure is describéd in Subsection 3.2.1.2
and referred to throughout the rest of this réport as quality
control; it had the considerable advantage of being very easy to
implement. Its drawback is that it only allows for the use of
very large error tolerances, and thus rejects only observations
which had highly unreasonable values. It does not use the error
structure of the data themselves and would in fact reject useful data
when the forecast model happened to differ considerably from the
actual state of the atmosphere. To eliminate the obvious short-
comings of this type of method, a procedure was developed that
uses as rejection criterion a comparison of a given observation

with the observations surrounding it.

3.2.2.2 PROCEDURE

Since in most cases the data are not received in a strict
geographical order, the first step in the procedure‘is to order

the data according to latitude and longitude. Surface quantities,

3-11
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Pressure and temperature, are reduced to sea level.

For each observation p01nt all ‘the observatlons within a
given radius are then stored and sorted accordlng to distance
from the selected observation point. Next, the sorted data
points are scanned according to increasing distance, until three
p01nts are found which form a triangle having the observation in

questlon in its interior.

The quantities at the threée points forming the triangle
are then linearly interpolated to the interior observation point,
and the difference between the interpolated value and the observa—
tion is calculated. Histograms of the computed differences are
shown in Figures 1 to 3. 1If a triengle cannot be formed about a
selected observation, or if the observation is missing, or if it

is obviously in error, it will be ignored in' further computations.

The standard deviation o of the difference for all observa-
tions is computed and it serves as the basis for the rejection

criterion. The computed values of o for the different quantities

rare as given in the first row of entries in Table 7. If the

difference between an Oobservation and the interpolated value of

its three selected neighbors is less than 20 the observatlon is
considered reliable and is used in the a551m11atlon without

further modification. If the difference lies between 20 and 30,

it is assumed that the observation is partially correct the
observed value is then modified to a value equal to the 1nterpolated
one plus or minus 2o, depending on whether it exceeds 20 in the
positive or negatiye direction. Finally, if the difference is
greater than 30, tpe observatioh iS{considered to be in error and

will be rejected.
3-12
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Figure 1. Histogram of the distribution of differences between the observed values
of ‘sea-level pressure, pg, at a given point, and the values obtained by linear inter-
polation from observed values at the 3 cbservation points which are the nearest neighbors

.of thé point under considération; 1=0.006 mb, 0=4.689 mb.
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Figure 2. Same as Fig. 1: histogram corresponding to T (sea-level temperature)

u=-0.094°C, 0=6.688°C. Notice that /0 again does not differ significantly from zero.
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Figure 3. Same as Figs. 1 and 2: histogram corresponding to the temperature T;4=T(py4),
at the mandatory pressure level P4=500 mb; u=-0.076°C, 0=2,335°C. Notice that % here

is considerably smaller than for Ty
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3.2.2.3 RESULTS

A test analysis was performed on surface pressure, sufface
temperature and upper air temperature at mandatory levels. The
test compares the number of observations accepted and rejected
using the above criteria with the corresponding quantities when
using "quality control", i.e., the differences between the model fore-
cast Vvalue and the observation. The rejection criteria currently
used in quality control are 20 mb for surface pressure and 7°C for
surface and upﬁer air temperatures. Results of this comparison are
shown in Table 7. {Tﬁe three categories in Table 7 refer to the
observations accepted, modified, or rejected by the ACC criteria.
The subdivisions labeled "accepted" and "rejected" refer to the number

accepted or rejected by the quality control procedure based on the

difference between forecast and observational values.

Table 7
P T Temperature at Mandatory Levels (mb)

s s 850 700 500 400 300 250 200 150 100 70
0 value 4.7 6.7 3.8 3.5 2.3 3.4 3.6 5.8 3.3 3.5 2.4 2.3
A
o] acgepted 3199 3067 259 376 396 382 375 293 268 255 204 230
P rejected 1 207 5 1 0 0 5 20 13 28 48 3
M
O accepted 90 131 3 8 13 6 7 6 7 4 6 6
D rejected 0 29 0 1 1l 0 1 9 8 1 2 1
R
E accepted 166 218 19 11 9 9 8 6 7 7 0 11
J rejected 18 73 6 7 0 1 1 5 1 2 1 3
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In general, it can be seen that a significant_difference

between the two methods appears in the numbers for surface pressure
and temperature. A significant number of surface temperature
observagions (207), which under "quality control" would have been
rejected, are accepted under ACC. Conversely, -a sizeable number of
surface pressure and temperature quantities that were accepted
under quality control standards are either modified or rejected
with ACC. Another significant difference appears in fhe 250- to
70-mb témperature observations where a large number of observations
are rejected by quality control and are acceptable under ACC.

This is probably due to the inaccurate representation of the
temperature inversions in the tropopause region by the forecast

model.

3.2.2.4 CoNncLusIONS AND RECOMMENDATIONS

An inherent drawback in this procedure is accounting for
observations in data-sparse regions. With conventional synoptic
data, a significant number of reports cannot. be evaluated with

this procedure; "guality control" procedures have to be used for

such observations.

The ACC method is curréhtly being modified to apbly to
asynoptic satellite data. Consideraple improvement over present
quality control procedures is expected in this application, where
no data sparsity problem exists. For asynoptic data, ACC can
be‘combined with the local interpolation procedure (LIP,
Subsection 3.2.3) to provide a simple, effective filter of
.observational errors.

Assimilation runs remain to be made and results analyzed
to test the effect of synoptic and asynoptic data verified by the

ACC method on forecast accuracy.
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3.2.3 LocAL INTERPOLATION ProceDURE (LIP) (H. carus, M. Ghil, and
R. Dilling)

3,2.3.1 INTRODUCTION

Satellite-derived temperature data, as well as conventional
synoptic data, are obtained in general at locations that do not
coincide with grid points of a computational grid. Values of the
observed‘fields at grid points have therefore to be computed from

the values at the observation points. Subsections 3.2.1 (DIM)

and 3.2.4 (SCM) describe two simple procedures for such a computation.

In addition to the problem of the difference in location,
we also have to deal with the fact that the observations contain
measﬁrement errors, and also errors because of the difference
between the length scale of which a measurement is representative
and the scale of the model's grid size. A certain filtering
of these observational errors is contained in each of the methods
presented in Subsections 3.2.2 (ACC), 3.2.4 (scM), 3.2.5 (AVM) and
3.2.7 (sAM). The method we present here obtains values of the
observed fields at grid points:and also contributes to filtering
out the errors. It has been developed mainly as a preliiinary
data handling pfécedure for the statistical assimilation method

(saM) .

3.2.3.2 Tue MeTHOD

The method is based on least~-square-fitting of low-degree

polyncmials to the data. The value of the fitted polynomial at a

3-18



grid point in the vicinity of observations is accepted as the

value of the pre-filtered observed field at that point. The

filtering obtains because of the least-square fit. The poly-

nomials depend on a number of parameters which is smaller than the
number of observations; the parameters are simply the coefficients of
the polynomial . Thus we can place higher confidence, in a statistical
sense, on the values of the coefficients than on the individual observa-
tiong. FPFurthermore, low-degree polynomials are considerably smoother
than a high-degree‘intarpolation polynomial which would abtually pass
through all the observations. A good rule of thumb for least-square
polynomial fitting is that the number of coefficients should be com-
parahle to the sqﬁaxe—rcot of the number of observations fitted (cf.

Isaacson and Keller, 1966).

In its present form, the method has been formulated for
satellite-derived température data obtained in l0-minute time in-
tervals, (compare Subsection 3.2.7.2). Such an interval is suf-
ficiently small so that time itself need not be considered as a
variable, and the data are assumed to be simultaneous. We found
in general that a sufficiently large number of temperature
retrievals obtain within an interval so as to expect a large
part of the noise to be filtered out by the least-square. fit of
polynomials up to the third degree. The independent variablés in our
polynowmials are latitnde $ and longitude A. The fit occurs on fixed

mandatory pressure levels, so that no vertical variable is necessary.

We regard a gridpoint as lying in the vicinity of an observa-
tion point, or retrieval, if it is a corner of a grid rectangle con-

taining one or more retrievals. Such a restriction is required
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§ to avoid using the fitted polynomial in an extrapolatory mode.

; The value of the observed temperature field at a grid point, or

hypothetical retrieval at the gridpoint, is assigned the time of

PR

the earliest retrieval in any of the four grid rectangles sur-
k\t\,:«- . o, ; . 3 ‘o .
roun@&nq the gridpecint; the assignment of time is necessary since
i :
Ii ' :
thg¢hypothetical retrievals are computed "off-line", before -

o
Nt

their use for assimilation purposes.  The hypothetical retrievals

at grid points become observed temperatures for an assimilation run,

; replacing the raw observaticns at their off-grid locations.

i
/);

; Sinc

(¢

“the data are provided and fitted in discontinuous
patches, the question of the continuity of the prefiltered observa-
i tion field arises. This question was confronted in an ad hoc

? manner, which reduces discontinuities without eliminating‘them
aitogether. Each 10-minute patch was subdivided into three equal
subpatches. The least-square polynoﬁfal is calculated for the
whole patch, but the hypothetical retrievals are’computed and
assigned only for the middle third of the patch. To provide fof
geographical continuity of the hypothetical retrievals, therefore,
the lO—minute intervals used have a two-thirds overlap, so that

the middle thirds of successively used intervals are chronologically

contiguous.

3.2.3.3 PRELIMINARY XESULTS

The effect that the degree of the least-squafe~polynomial
used has on the fit énd on the continuity was ihvestigated in a pre-
liminary empirical study. We limited ourselves to linear; guadratic
and cubic fits; experience has shoWn that polynomials of higher degree
are unreliable for smooth data fitting due to their oscillatory nature.

The degree of the polynomial was further limited by the number of
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retrievals available for the fitting since a fit based on in-
sufficient data cannot be relied on. The actual criterion hsed
was that the number of dataﬂﬁgspﬁéé QB less than one-third of the
square of the humber of coefficients to be detefmined by the

fitting. Table 8 shows the minimum number’of retrieVais required

by this criterion.

Table 85’ Characteristics of the Polynomial Fit

Degree No. of Coefficients No. of Retrievals Required

1 3 3
2 6 12
3

10 33

The preliminary empirical study to determine the appropriate
dégree of the fitting polynomial was abplied to four sets of tempera-
ture data processed by NESS from NIMBUS-6 radianée data, each being-
subjected to 12 minutes of processing on an AMDAHL 470V/6 computer.

These sets are described in Table 9.

Table 9. Data Used in the Preliminary Study

Reference Initial Final Duration (Simulated
Description Time Index Time Index Time in Houxs)
Winter 1 ' 28480 28505 25
Winter 2 ' 28685 28698 13
Summer 1 24738 24750 12

-~ Sunmer 2 24548 24568 . 20

The durations vary between data sets because of missing retrievals.

The goodness of fit of the three types of pdlynomials for
the data described above is shown in Table 10.

Table 10. Goodness of Fit (0°C)

Degree | 1 | 2 |3
Winter 1 1:647 1.1.20 0.94
Winter 2 1.40 0.94 0.68

1
2

Summer | 1.24 0.83 0.58
Summer ° 1.15 | 0.75 | 0.55

3-21
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The goodness of fit is measured by the root~mean-square (RMS) error

of the polynomial values versus the actual retrieval values at the

Sy P s e

observation points; the rms error shown is averaged over all manda-

tory pre?sure levels. The best fit is given by the third-degree

polynomials. This is to be expected, since the fit will improve
with the number of parameters available, and the error will be zero in f
particular for a polynomial of interpolation. However, the improvement

in fit shown in Table 10 is larger from first degree to second, than

from second to third; this was the'case for all data sets tested..

A problem arises when a hypothetical retrieva% at a grid

I\ .
2 " point can be evaluated in two different ways becaus?’the gridpoint
; i .

: is in the vicinity of two different but proximate s%ts‘of retrievals. i
é This is the continuity problem mentioned eay;iggéf,%e call the %
differences between the two values salti; fér the data sets in Table
9, we also computed:the RMS values of the salti. These RMS values

are shown in Table 11, again averaged over all levels.

Table 11. RMS of Salti (°C)

The numbers. in parentheses show the number of
gridpoints for which salti were observed.

| 1st Degree l 2nd Degree 3rd Degree
Winter 1 |2.35 (1062) 1.93 (998) 2.67 (603)
Winter 2 | 2.42 (1036) 1.86 (993) 1.82 (454)
Summer 1 |1.98 (1102) 1.62(1073) 1.72 (582)
Summer 2

1.96 ( 936). 1.47 (884) 1.65 (480)

The magnituwle of the salti are a measure of the smoothness

of the fit as the intervals change. Table 11 shows clearly that

polynomials of the second degree afford, in general, a smoother
transition between intervals than those of first or third degree.

When salti occur, our procedure is to avérage the two hypothetical :
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retrievals and ﬁp<$ssign to the obtaining hypothetical retrieval

the earlier of the two discrete times.

Examination of Tables 10 and 11 shows that polynomials of
the second degree appear to be the most suitable compromise between

gogdness of fit and smoothness of fit.

3,2.3.4 CoNCLUSION

The computatiaﬁ of hypothetical retrievals using second-
degree polynomials is currently being implemented. We shall
use - the prefiltered asynoptic temperature data provided by this
procedure as observational data for future assimilation runs based
on SAM. The effectlof prefiltering on initial states obtained with

SAM and on the quality of forecasts from these initial states will

be assessed.

3.2.4 SUCCESSIVE CorRRECTION METHOD (SCM)  (p. Suchanick and M. Ghil)

3,2.4,1 INTRODUCTION

A successive correction technique has been applied to the objec-

tive analysis of conventional synoptic data, as well as to the time-
continuous, four-dimensional (4-D) assimilation of satellite—derived
asynoptic data. It is based on a simplified version of the method
proposed by Begthorsson and pdds (1955) and implemented operationally
for the purposes of synoptic objective analysis by Cressman (1959).

To the best of our knowledge, the application of this method to

asynoptic satellite data is new.




i
y
b

B

5
&
]
N
b

3.2;‘4.2 THE ANALYSIS METHOD

The analysis method is essentially one of applying successive
corrections to a first guess field. The first guess field -is the
model foreqast field in ail our applications. Corrections’ére |
determined as the differeﬁée between the observed data and the
first guess field which is interpolated td thé observation point.
Linear interpolation is used to evaluate the first guéss field at
observation poihts from the four grid points surrounding the observa-
tion (cf. Russell, 1975). Moreover, forecast v;Lpes are computed
at sigma levels, while the observations are givenﬁét mandatory pressure
levels; hence an interpolation procedure, linearfin log p, is per-

formed with respect to the vertical to obtain model valuesvaﬁ

mandatory levels.

-The model forecast value at the observation point, ¢°f, is

thus given by:

N P e
n-< + n—
o 4\ ¢3rl PQ) (bjlz pl
g =1t a ' (1)
j=1 J np np ‘
2 1

here the subscripts 1 and 2 refer to the sigma level above and
below a given mandatory level (%) respectively, while @y are the
horizontal weights proportional to the area Aj of the opposite

rectangle of a grid box, as in the diagram below.

2— 3
R | A.
- '-x.“ - a. = (“)
A, ' a -
*3 2 z A
1 — j=1
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The obsarvations are taken one at a time and the difference §

between the observation and the forecast at mandatory levels,
8= 90 - (3)

is computed. If the lowest sigma level of a particulaxr grid point
has a pres$ure which is lower than that of the lowest mandatory
level at that point, the model guantity is extrapolated to the
mandatory level. In the case of temperature, the suxface tenperature
is used as the lowest lavel. Tf the model surface pressure is lower
than the lowest mandatory-level pressure at that peoint, then the
temperature is reduced hydrostatically to the value at the nandatory

level.

At this point, a guality check is nade (see Subsection 3.2.1):
if § exceeds a specified value, it will be ignored in further com-

putation.

The actual analysis is performed on the mandatory pressure
levels, separately for esach point. It consists of a numbex of
successive scans. Bach scan, indexed k, takes into consideration

the observations that are within tha scanning radius Dy of the
(k)

>

given grid point. The difference Si at observation point i is

maltiplied by a weighting function given by Cressman {1959) as

2 2
I ()
i o2 4 g2

2

whare di is the distance between observation point i and the grid

(k)

point we consider, and d,<D ; clearly wy =0 if 4,>D

k.

L3
I
[
197}

L s 8 ave " e R 5 SR S

e ki



The total correction Cy applied to a given grid point during

scan k is given by

(k) | |
c. = 1‘:‘Ikwial C (5)

kK o1 N

where N is the total number of observations within radi_us'Dk of
the given grid point.
Note: Tests were made with

N
b w.d‘k) .
C, = ifl__i_j;;_ ' (5')

as suggested by Stephens and Stitt (1970). Theoretical considerations
suggest that division by N is preferable, and this was borne out by

test results,

A number of scans is performed with successively smaller radii
for each type-of analysis. Preliminary testing was carried out to
determine an optimal number of scans as well as optimal scanning

radii.
3.2.4.3 APPLICATIONS AND RESULTS

The above scheme was implemented for the insertion of
satellite data in GISS assiﬁilatiqn runs. The déta consist SOIely
of temperature profiles given at 11 mandatory pressure levels and
are inserted in 10-minute intervals. Four scans ére made with
scan sizes of 700, 600, 500, and 400‘km, Runs were made covering:

the period from January 29, 1976 to February 21, 1976 with 72-hour
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forecast runs made from 03Z on the days February 1,3,5,7,9,11,13,15,
17, and 21. Sea level pressure and 500mb-height skill score and RMS
error impacts over the NO SAT control run are shown for 48 and 72
hours in.Tables 12 to 15. These error measures and the corresponding

impacts were computed as described in Subsection 3.2.1 (DIM).

ExperimentFnumber 8310 consists of the. insertion of conventional
synoptic d&fa by the direction insertion ?ethod (DIM), and of the
jsnertion of vertical temperature profiles provided by NESS, using
radiance data from NOAA-4 (VTPR) and NIMBUS-6 satellites, by the SCM
method; in the insertion of asynoptic data wévalso used the standard
rejection criteria explianed in Subsection 3.2.1.27(Tab1e 1) . A geo-
strophic wind correction as in 3.2.1.3 is also made. Experiment 8310
is thus comparable ﬁo DIM experiment 8186. Experiment number 8352 is
similar to 8310, except for the use of special "quality” rejection cri-
teria described in Subsection 3.2.1.2. It is thus comparable\“o DIM
experiment 8240, plus the utilization of VTPR data. The plots of the
differences between 500 mb geopotential heights in experiment 8310 and

in the NO SAT control run are shown in Figures 4a and 4b.

A considerable net improvement in both skill score impact and

RMS impact of satellite data over DIM results seems to be obtained
when u51ng SCM for the assimilation of the data. This can be seen
from a comparison of ‘Tables 12 and 14 with Tables 3 and 5 in Sub-v
section 3.2.1. A similar improvement can be observed by comparing.
in turn Table 13 and 15 with Tables 4 and 6 of Subsection 3.2.1.
This improvement is observéa consistently in the algebraic amount

of the impact (sign and még%itude), as well as in the statistical

significance (ratio of the mean impact to its variance); it is

observed in all the verified quantities, with the possible exception
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Table 12 :
Experiment 8310 1
Average Impact Over North America !
48-hour 72-hour i
RMS . Skill Score RMS Skill Score 5
SLP 0.54+0. 38 1.75¢1.96 0.71:0.51  1.57+3.19 i
2500 6.65+3.33 1.53+1.19 5.63+3.52 2.41+1.34 é
Table 13
Experiment 8352 4
Average Impact Over North America !
48-hour . 72-hour i
RMS " 'skill Score RMS Skill Score
SLP 0.72%0.31 2,25%1.60 0.57+0.46 0.91%2.50 é
Z500 - 0.26%2.50 1.58 %0.69 3.25%3.16 1.04%0.78 " :

Table 14

Experiment 8310
Average Impact Over Europe
48-hour ' 72-~hour
RMS Skill Score RMS skill Score

SLP 0.58+0. 35 2.48+1.44 -0.58%0.49 3.11+2.49 :
2500 7.16+3.72 0.93£1.96 0.49+4.85 -0.96%3.51 :
i
Table 15 g
Experiment 8352 » N §
Average Impact Over Europe o g
48-hour 72-hour §
RMS Skill Score RMS Skill Score f
SLP 0.36x0.21 1.04+0.78 0.40:0.42 1.84:*1.16 ) %
Z500 4.82+2.88 0.58+1.10 5.68+2.45 0.68%1.49 f
;
3-28 g
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of the RMS error in the 500mb height verified at 48h over North
America (Table 13 vs. Table 4), and of the S1 score of 500mb heights
verified at 72h over Europe (Table 14 vs. Table 5). The improve-
ment cannot be explained either by the slight différences in quality
control procedures between experiments 8310 (SCM) and 8186 (DIM),

or in the satellite data quantity between 8352 (SCM) and 8240 (DIM);
it has to be attributed mostly to the different assimilation
methods. The results for experiments 8310 and 8352 are summarized

also in Subsection.3.3.2.3, as well as those for experiment 8240.

The more general comparisons theére support our conclusions here.

The SCM procedure was also used for the insertion of conventional
synoptic data in the GISS model with an ultrafine grid (2.5° x 3°,
see Chapter 4). The data consist of surface pressure and temperature,
upper air reports of temperature, wind and relative humidity, and air-
craft reports bf temperature and winds. Assimilation and forecast
runs were made covering the same period as above. Sea level pressure
and 500mb height skill scores after 48 and 72 hours are shown in
Table 16. No control run using DIM was available for the ultrafine

GISS model, but some indirect comparisons are made in Chapter 4.

Table 16

Average Skill Scores of Ultra-Fine NO SAT Assimilation

AVG SD SE
48 HR"SLP N.A. 67.06 9.05 ) 2.73
72 HR SLP N.A. 74.25 11.20 3.38
48 HR 2500 N.A. 35.99 4.87 1.47
72 HR 2500 N.A, 42.57 6.51 1.96
48 HR SLP N.A. 58.99 5.29 l1.60
72 HR SLP EUR. 68.14 7.63 2.30
48 HR 7500 EUR. 54.07 6.29 1.90
72 HR Z500 EUR. 61.66 7.20 2.17




3.2.4.4 CONCLUSIONS AND RECOMMENDATIONS

Analysis of skill score and RMS results suggests a modest

but consistent improvement achieved with the SCM method over the
direct insertion technique when applied to the time continuous, 4-D

assimilation of asynoptic satellite temperature data.

The effect of the SCM method on the insertion of conventional
synoptic data has yet to be fully analyzed. Analysis of sea-level
pressure and 500 mb height charts suggest that at the least, the
SCM analysis is somewhat smoother than that produced by the direct

insertion approach.

Further analysis is needed specifically to determine optimal
scanning radii and number of scans; such optimization may further

improve results.

3.2,5 AsyNoPTIC VARIATIONAL METHOD FOR SATELLITE DATA ASSMIMILATION

(M. 'Ghil and R. Mosebach)

3.2.5,1 INTRODUCTION

One of the most promising approaches in the objective

analysis of synoptic data has been the variational method pro-

posed by Sasaki (1958). This method has been further developed

and applied to more and more realistic problems andlfo real-data
studies by Sasaki (1969, 1970a, b, c), Stephens (1970), Lewis (1972),

Lewis and Grayson (1972), and Achtemeier (1975), among others.

-



The main idea of the approach is to obtain an analyzed field
which is as ¢lose as possible tc the observations, while at the
same time satisfying exactly or approximately certéin dynamic re-
lationships which are believed to hold for the true fields. When it
is required that these relationghips be satisfied exactly, these

relationships are called stropnyg constraints, when satisfied only in

an approximate sense, by minimization, they are called weak constraints.

The most common relations or constraints chosen thus far have been
those aimed at preparing the initial state in such a way as to
prevent inertia-gravity waves from developing unrealistic amplitudes
and cause serious and rapid deterioration in the forecast from this

initial state.

We decided to.attempt the adaptation of th}s method tc the
time-continuous, four-dimensional assimilation of satellite-derived
temperature data. For this purpose it seemed reasonable to apply
the variational method to grid point values surrounding a limited
area of observational data. Satellite sounding data obtained
during a short time interval comparable to the éorecast model
integration time step extend over such a limited area. The method
provides a rational procedure for inferring from temperatnre data
the values of other meteorological variables, such as the winds,
at adjacent grid points. This inference is based on the natural

coupling between variables given by the variational constraints.
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The variational method also provides in this context a dynamically
consistent way of obtaining a smooth transition between the values
of the variables in the limited area in which they have been

corrected by the instantaneously available observations, and their

values in the surrounding domain.

The limited-area approach dictated by the nature of the

application also influenced the choice of minimization technique

to be used. The variational method essentially consists of

minimizing a functional of the functions to be determined; in our case
+hese functions are the meteorological variables, regarded as functions
of position at given, fixed time. This minimization must be performed
in the presence of constraints, the latter being usually included

in the functional itself by the use of Lagrange multipliers.

The minimization technique which has been widely used in
meteorological applications is based on the derivation and solution

of the Euler-Lagrange equations corresponding to the functional

which is to be minimized. The solutions of the Euler-Lagrange
equations yield extrema, in particular the desired minima, of the
functional. These equations, however, turn out in general to be

. ither complicated partial differential equations, and in meteoro-
logical applications they are often of mixed elliptic-hyperbolic

type. The latter fact creates a difficulty in their numerical solution.
This difficulty has been circumvented in some of the quoted

1iterature by modifying the equations or the data, so that the
equations after modification become elliptic everywhere and thus

solvable by standard numerical methods. The shortcomings of such
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an approach have been pointed out by Ghil (1975) in a slightly
different context; numerical solutions for a meteorologically
significant problem of mixed type have been given by Ghil and

Shkoller (1976), and by Ghil et 'al. (1977).

For the immediate needs of the Impact Test Project, instead
of developing numerical methods for the solution of the relevant
Euler-Lagrange equations, it seemed more expedient tc use a direct

minimization technique. The use of such a technique was also

facilitated and made rather natural by the relatively small number

of points involved in the limited-area application.

3,2.5.,2 THE MeTHOD

The meteorological variables which we wish to adjust in the
neighborhood of satellite temperature retrievals are the horizontal
velocity field Y = Y(A,@,d), the surface pressure m = w(A,0), and
the model temperature field itself, T = T(A,0,0). Unsubscripted
symbols shall denote the values of the variables which are used
by the model in the next time step of the data assimilation process.
The superscript ( )° shall denote the values of the variables
which we desire to approximate as closely as possible while still
satisfying the gelected constraints. Thus T° is the temperature
given by satellite observations, #° is the surface pressure fore-
casted by the model during the assimilation process for the time

‘An question; and ve is obtained from T° and forecast values of V by

the geostrophic correction formula mentioned in Subsection 3.2.1.
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The functional we wish to minimize is
F(T,ﬂ,V}EfmiV—V°|2+B(W—W°)2+Yﬂt2+6(T‘T°)2 ; (1)

here «,B8,v, and § are positive congtant weights. The constraint
chosen is that L be as small as possible, i.e., that spurious
pressure tendencies be eliminated. The expression used for L
in the evaluation of (1) is

wt=—v-f1ﬂVdo (2)
-~ 0 ~

We notice that the weak constraint (2) couples w and V, but not
T. Therefore F will be decreased by as much as possible with
respect to T by simply setting T=T°. However T® enters, as

mentioned previously, into the definition of ve.

In actual computations the continuous functions T, w, and
V are approximated by discrete functions defined on a fixed grid,
and the integral in (1) is approximated by a sum. For instance,
with a the radius of the Earth, and AS a discrete area element,

FB(w=m°)%(A,0,0)acosdd dfdea ~ 5.

f(r-mo)? -
i,9,k (n-me°) AsAo}i . i (3)

rd.k

similar approximations are made for the other two terms in the integrand

Both m, and lv—v°]2 are evaluated 1n a way consistent with the finite-

difference formulation of the GISS General Circulation Model (GCM)

(Arakawa, 1972; Tsang and Karn, 1973; Ghil and Mosebach, 1976).

After discretization, F becomes just a simple quadratic

function of the individual grid-point variables 1. A

ik, Yigk’
large number of methods exist for minimizing such quadratic func-

tions of a large number of variables. The technique we chose is



an adaptation of the conjugate-gradient method of Powell (1964) ;

this method does not require the computation of derivatives,
which is expensive. The basic program which was adapted to our
application is a Fortran program due to N. Rushfield (1970, personal

communication). Its flowchart is given as Figure 5.

Choosing Conjugate Directions. The method essentially
consists of successive searches for the minimum along n linearly
independent directions, where n is the total number of variables.

The search occurs first along the coordinate axes corresponding

to the n variables. These n searches constitute the first iteration.
At the end of the first and of each following iteration, one
direction of search is changed, according to a certain algorithm.

In principle, the method needs n iterations to determine the n

directions which are mutually conjugate, in a well-defined sense,

with respect to the particular quadratic to be minimized; at the
end of these n iterations the location and value of the minimum
are found. Thus, only a number of function evaluations of the

order of n2 should be needed to find the minimum.

In practice, new directions found according to the basic
algorithm can be close to being linearly dependent. To avoid
this and ensure a reasonable converge rate, changes in the
algorithm are necessary and have been implemented in the program

(cf. Powell, 1964; Rushfield, 1970).

The Lineur Search. The search along each direction is
performed independently of the other directions. The crucial fact

about mutually conjugate directions is that for such directions,
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FSQ—RSTEP

MAIN—CONTROL— -—FSQ—RSTEP

-———CGRAD

SLMIN—FSQ—RSTEP

——RSCALE

RSTEP—

RCOMP1-—RAVRX

Figure 5. Variational Method Flowchart

%

Function FSQ computes the value of the function F,
SLMIN performs the linear search along one direction, CGRAD
chooses a new direction to replace an old one; RSTEP, RSCALE,
RCOMP1l, and RAVRX are subroutines used in the function evaluation

and consistent with the GISS GCM.
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and only for them, n independent searches will yield the minimum
of the given quadratic. The search is basically done by deter~
mining triplets of points along the direction searched and

fitting parabolas through them. The idea is that the turning
point of such a parabola is an approximation to the minimum along
the given direction. The detailed linear-search algorithm is given

in Table 17.

Convergence Criterion. Convergence is assumed if after
any iteration none of the variables have changed by more than a
prescribed small quantity €. The more complicated criterion
proposed by Powell (1964) does ﬁot seem to be necessary in the

case of a quadratic function like the one we attempt to minimize.

3.2.5.3 PRELIMINARY RESULTS

dnalytiz> Test Casecs. The program was tested by attempting
the minimization of a number of analytically prescribed gquadratic
functions of up to 100 variables. The convergence criterion was
taken to be a change of not more than ¢ = .02 in any viri..re.
Sample cases are presented in Table 18. All computations were
carried out with a Fortran H compiler and an optimization level
OPT = 2. The computer used was either an AMDAHL 470V/6 or an
IBM 360/95 machine. Computing times on both are quite similar,
and the ones listed correspond to the AMDAHI computer, which

are in general slightly larger. We notice that for all test

cases in Table 18, convergence was achieved within a few iterations.

Real Data Tests. The method was tested for a nine-level



(1)
(2)

(3)

(4)

Table 17, Description of the Linear Search Algorithm

ai

Start with the initial value of the function, F.

Move along a specified direction by a specified amount,
changing one (for the first iteration) or more (for
Successive itertions) of the variables and get a new
value of the function, r'.

Continue until at point C the value of the function is
greater than at a Previous point B. (Call point reached
before B, point A,

Three points are now defined. Fit a guadratic form to
these points and find the turning point of the quadratic
(point D). If the turning point is 3 minimum and if p .

is sufficiently close to A, B, or C, then choose point D

As the minimumn. Otherwise, take point D and the two points

A, B and C and Tepeat Step 4.
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Table 18. Test Cases for Variational Technique

No. of Time for
Function F Initial Guess Iterations Computation*
10 .
F = % (x ) X; = 1.5 for all i 4 .15 min.
i=1 T
10 2
F =z (x-1) x. = 1.5 for all i 2 .13 min.
i=1 1
100 2 xi = 1.5 ix10 3 .19 min.
F =3 (x~1i)
i=1 x. = 0 i<10
l —
10 T
F =15151n (xi) X; = ay 3 3 .16 min.
a = random variable
with normal
distribution
about 0, range:
["lll]
2 - - _
Foxy=2x X+x, 1%, = -4 2 .13 min.
x2 = 2
10
F=3 sin2(2x.+3x. )| %, = a, x ®
i=1 SR | i+1 i i 4 11 .12 min.
a = random variable
with normal dis-
tribution about
0, range: [-1,1]
10 2 T
,F=§=l(2xi+3xi+l) xi = ai 7 10 .78 min.
a = random variable
with normal dis-
tribution about
0, range: [-1,1]

*Computations were performed on an Amdahl 470V/6 with compiler optlmlza-

tion level OPT=2.
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2 x 2 square of the GISS GCM computational grid corresponding to the
indices J=10,11, I=10,11 (cf. Tsang and Karn, 1973; see also Fig. 8).
This means that 76 variables werezigyeiﬁéa‘f?2=9x4x2 horizontal wind
component values + 4 surface pressure values)fg The observed values

for this test were taken from the NMC analysis at 00Z August 23,

1976. The results are shown in Table 19.. After the first iteration
the variables do not change appreciably. In fact. the convergence

is assumed after only two iterations, with the convergence criterion

of € = .02 (i.e., less than a 2 percent change in all of the variables.)

Figures 6 and 7 show the percentage change in the zonal wind for

each level at particular grid points.

The basic problem in the implementation of this approach is
that the time necessary to calculate the function is large. Since
eadh linear search requires that the function be computed several
times, and since each iteration requires a linear search over as
many directions as there are variables, reducing this computation

time is crucial.

Referring acain to Table 19, we see that 13.3 seconds are

required for one iteration. The problem arises when we realize

that we are only dealing with 76 variables.and that the computation
time is quadratically proportional to the number of quantities.
Thus, if we were to deal with a patch of 5 x 5 grid points, we

would increase the time for one iteration to:

25 x 25 sec _ min
ix 4 % 13.3 3¥er.” 8.66 TEer.

%

This number of grid points is typical of the patch size involved in

some other assimilation methods discussed in this report for
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Results for a real date test of AVM (see text).
required per iteration was 13.3 sec.

1,9
10,11

I=

FUNCTION

10,11 T
10,11
10,11 =19

DESCRIPTION

QUANTITY

U WINDS

J=10,11
v

V WINDS

I
J
I

PRESSURE

Table 19.
J

.3754 E+19

.3809 E+19

.5242 E+21
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averaging (AVRX) usually done in the GISS GCM differencing scheme

' every time we calculate the function. Results for this latter pro-

cedure are given in Table 20, a 15 percent time savings is achieved,
and variable values after the variational Corrections equal the pre-

vious ones to at least three significant digits,

3.2.5.4 APPLICATION To LARGE REGIONS

Ignoring, for the moment, tpgﬂ;ime problems, experiments
are being conducted to apply the method to the full neighborhood
of a satellite retrieval patch, Figure 8 shows one such patch.
The H's denote the grid points where satellite temperature data
were oktained. Geostrophic corrections were made to winds at
these points, in addition to those marked with +'s, We shall
attempt to apply the variational method to the entire regioh
including the shaded area. The size of this region is taken

to be twice that of the geostrophically corrected area. The values

insertion; the grid points marked with H's or +'s now have
geostrophically corrected values.

An immediate problem to be faced is the size of the matrix
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but with ARVX computation omitted (see
The computation time was reduced to 11.3 sec.

Results are the same to within the required accuracy.
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Same as Table 19,
QUANT. §

K

1=10,11 1.9
310,11 |, 4
2<10,11 1=10,11

I=10,11
PRESSURE

QUANTITY
DESCRIPTION
U WINDS
J=10,11

text and Figure 5).
V WINDS

Table 20.
iteration.

+2416 E+19

«2103 E+21 2449 E+19
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U which determines the directioqs chosen for euch linear search
(see Powell, 1964). For a 25 x 25 patch this matrix would have
dimensions of 11825 x 11825 or use 559 megabytes of storage. It
may be possible to write the matrix U to disk one line at a time.
For testing, we set y equal to the identity matrix, which iS equiva-
lent to choosing the directions as the variables themselves (i.e.,
always varying only one at a time and never a linear combination
therecf). 1If convergence is fast as in the "2 x 2 case this seems
to be the best idea anyway, since the matrix only changes after the
first iteration. As of now, E?ere are no results for using the

AVM on this expanded region.

3.2.5.5 CONCLUDING REMARKS

The asynopt?c variational method (AVM) formulated herein seems
to belpromiSingr both dynamically and computationally. We expect
that only one or two ite}ations of the conjugate-gradient algorithm
used are needed in real-data applications; this will achieve the
adjustment of meteorological variables to values which are within
observational error of the satellite-derived values, and which
also satisfy thérdynamical constraints we impose. A number of
approaches are being pursued to reduce the computational time

required.
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3.2,6 FILTERED EQUATIONS MeTHOD (FEM) (1. Peng and B. Shkoller)

3.2.6.1 FiLTERED EquaT1ioNs MeTHOD, [: PRELIMINARY TESTS OF
A GLoBAL BALANCE-EQUATTON MoDEL

3.2.6.1.1 INTRODUCTTON

Since four-dimensional data assiniilation was first pro-
posed by the GARP Study Conference at Stockholm in 1967 as a
technique to obtain a better representation of atmospheric synop-
tic states, a large number of assimilation experiments have been
carried out using primitive-equation models (see the reviews by
Bengtsson, 1975, and by McPherson, 1975), One of the major objectives
of these experiments was to reduce or damp the spurious onset of large
inertia—gravity waves, often referred to as "initialization shock";
these "shocks" wefe excited by the insertion of data, particularly
when real data were used, and have to be considered meteorologically
as "noise". It has been found that requiring local balance between
corrections of the mass field and the wind corrections can reduce
the excitation of inertia-gravity waves and hence accelerate the
assimilation process (Rutherford, 1973; Stone et al., 1973; Kistler
and McPherson, 1975). A more far-reaching solution of the noise prob-

lem seems to be the use of a filtered model. It jis expected that in

sorved without contamination by excited gravity waves and that
the impact of insertion will be enhanced. The crucial question is
then: How accurate can the evolution of atmospheric synoptic

states be described by a filtered model?

The most complete and accurate system of equations which

does not admit high—frequency oscillations is the system of balance
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equations (Bolin, 1955, 1956; Charney, 1955; Monin, 1952, 1958;
Thompson, 1956). The major way in which this system differs from

the full baroclinic primitive-equation of large-scale atmospheric

flow model is the omission of the terms in the divergence equation
which are related to the irrotational component of the horizontal

wind. Charney (1962) has shown that this system can be obtained as

a second-order approximation in the expansion of the primitive equa-
tions in terms of the Rossby number, Ro; in addition, a term arising
from the beta effect on the irrotational wind appears in the balance
equation in the case of planetary scales. According to Charney (1973),
the expansion holds even for R, = 0(1l), provided the Richardson number,
Ri’ is sufficiently large for (RiRo)-l, to be small. Most recently,.
Moura {1976) examined the accuracy of the balance system for describing
slow, large-scale motions in the atmosphere; he considered solutions
of a linearized form of the system and compared them with solutions

of the linearized Laplace tidal equations, as obtained by Longuet-
Higgins (1968). The results show that the balance system describes
well the slow, large-scale atmospheric motions, except the Kelvin

wave which is not a solution of the system. The previously mentioned
additional term in Charney's balance equation corrects this deficiency,
but introduces additional unrealistic high-frequency modes. Despite
this Kelvin wave deficiency and possible inadequacies in the case of
rapid synoptic development (as mentioned by Bolin, 1956), or in the
presence of strong heating (Charney, 1963; Murakami, 1972), the use
of a filtered global weather prediction model based on the balance

system seems feasible. At least, it is worth the effort to test it.

Aside from the guestion of its physical applicability,

the balance system presents a serious mathematical problem in
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solving it. The complicated nonlinear balance constraint between
mass distribution and motion makes it very difficult to obtain a
single diagnostic equation which could be solved for the irrotational
wind or for the vertical velocity; it is even more difficult to
obtain a mathematical condition guaranteeing the existence of a
solution for such a diagnostic equation. Because offthese dif-
ficulties all the reported methods of solving the balance system

are iterative and not known a priori to converge. Charney (1962)

has found, in integrating the system over North America, that the
iterative method he proposes will converge only if the potential
vorticity is positive and he suggests to impose this constraint on
the flow. The implication of such a constraint is, however, not clear
in the case of cross-equator flow. Masuda (1971) reports some test
results of a«bseudo—hemispheric balance model in which the values

of the Coriolis parameter f used by the model between 30°N and the
equator are modified so that the modified f decreases linearly toward
a non-zero valﬁe, 2Qsin (m/6), at the equator. All these considera-
tions indicate the kind of difficulties one would encounter in work-

ing with a global balénce—equation model.

The purpose of this work is to formulate a global balance-
equation model for numerical weather prediction, to test its fore-
casting skill, and to assess its potential as a tool for data
assimilation. The model equations are given in Subsection 3.2.6.1.2.
The method of solution is described in Subsection 3.2.6.1.3. The
results of forecast tests and their discussion follow in Subsections

3.2.6.1.4 and 3.2.6.1.5.

The potential of the balance system as a data assimilation

tool is discussed in the next Section, 3.2.6.2.
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3,2,6.1.2° ‘:‘THE MoDEL

rFor the convenience of handling boundary conditions at
the Earth's surface our filtgred model uses the so-cailed sigma
coordinate system; this has the added advantage of facilitating
comparisons with the existing GISS Primitive Equation Model. 1In
o coordinates, the basic equations governing atmospheric large-

scale, quasi-horizontal motions may be written as follows:

v ) ‘ :
=NV -5 = - YT -V -fkxV+F (2.1)
ot 3o
30 _ _ RT 4 , (2.2)
o P : ‘

I _ _ g . _ 3_(mo) * (2.3)
3¢ =~ L (Y 30 :

3 - _3 v _ORW P(VZyx .30 g) , T OQ

3 (mq) = - ¥ « (nqV) -2 (nqd) + w(E-C). (2.5)

3t 3o

Here

t = time,

o = the vertical coordinate, (p-pt)/(ps-pt),

p =‘//5‘1\‘$ssuré,

P.= pr{£§sure at the top of model atmosphere, assumed éonstant,
P~ pres\;ure aﬁiv_r}'c\“:ottom of model atmosphere,

=P, - P,
V = horizontal velocity -
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V = gradient operator on constant ¢ - surface,
5 = do/dt,

k = vertical unit vector,

f = Cofiolis parameter,

R = gas constant,

cp= specific heat at constant pressure,

Q = heating rate per unit mass,

q = specific humidity ,

E = evaporation rate ,

C = condensation rate ,

L=
]

geopotential ,
t = temperature .

horizontal friction force .

|
n

Let us write

‘V + V
— _w
v, =k x V
_(p —_ _w
v = 9y .
X X

We apply the curl operator Vx to Equation (2.1): the vertical component

of the resultant gives:

v

Q

2t
k (¥ xF).
The dot-differentiation V", of (2.1) gives:

2 Y ve (71 d)
(-+ o-—-)vx+ (Vx ) +V°‘“§"]+V o+ RIVUETD

-sztp - VEeVY = VIV-TV)

i i g i i @

veF

(2.6)

(2.7)

(2.8)

;,',‘. v . o _
(5= + V°V + 6%3) (v2¢+f)+l(v2¢+f)v2x o x 5—5)- 5]+ Rk -(g'rxzn.é)-

(2.9)

(2.10)
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Equations (2.9) and (2.10) are respectively analogous to the vortici-
ty equation and the divergence equation in the p- or z- coordinate
systems. We neglect the terms quadratic in x and é in the vorticity
equation, and all the terms involving either x or & in the divergence

equation’; this yields
B g%y o —pe (T u + £)V) - T(6VE0) - ke (GRVTxVm)+ K+ (VXE) (2.11)
ey VT 7L v vl - BoVgg¥) - ke (RITRIT)T 2t XD .
2 T 1 2 . 2
70 + orvs (BT - Te(ETY) + FUTETY) - 7T LT BT = 0. (2.12)

The second equation is the so-called balance equation, which
expresses the balance constraint between mass distribution and
motion and, according to Thompson (1956) and Bolin (1956),

filters out gravity waves.

Equations (2.11l) and (2.12) may replace (2.1) and form
a complete system of equations with Egs. (2.2) to (2.8). The complete
system obtained by ‘this replacement is the system of balance
equations in © coordinates; they are the equations governing our

model. This balance system can be justified by a scale analysis,

similar to the analysis of Charney (1962); such an analysis is

beyond the scope of the present report.

The top and bottom boundary conditions are:

=0 at o = 0, and =0 at o = 1.

Qe

With these boundary conditions, (2.3) determines sea-level pressure

tendency, namely,

= -j Ve (TV)do.

N

——




There is no need for lateral boundary conditions in a global model.

3.2.6.1,3  MeTHOD oF SoOLUTION.

Since it is not possible to determine the fields of x and
& diagnustically from the other fields, we seek X and & simultaneously

with the other unknowns. To do SO, we replace Equations (2.2)

and (2.12) by their local time derivatives and treat 3y/ot, 3T/3t,
om/dt, d9¢/st, 9q/3t, x, and § as unknowns of the new system of

the equations. After substitution and rearranging terms, the new

system of equations may be rewritten as follows:

2 2 2
SV U= ckxTY) TV p 4 £) - Ut [ (vy 4 £)Ix}
*3 oR )
- ¥ (G5=Ty) -(—p YTRIT)E + &-(gxg) (3.1)

9 2 lgp T - . 1.2 .
§E{Rv fofgdd + RoV (5 Um) -V (fzy) + SV(TY-Vy)

= Z-(vzwzw)} =0 (3.2)

5—4nT)=—(kwi) V(rT) - Y (nTVX) - ——(nTo)
—"SZ;;*(vw%-g) +g—po (3.3)
%E" = -&xZﬂ%Xtﬁ— Ve(nvy) - %E(né) : '(3_4)
g?“fq) == (kxVy) -V (rq) - V(mqVx) - -g?(‘rrqc}) + 7 (E-C) (3.5)

Equations (3.1) to (3.5) are solved for Y/at, ar/dt, an/a3t, aq/%t,

X, -and G with fhe top and bottom boundary conditions,

=0 at .0=0 and o=1. (3.6)
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Our model atmosphere is global and hence no physical
lateral boundaries are present. This is an important advantage,
since fictitious boundaries cause errors that eventually propagate
throughout the computational domain. Because of the lack of a
. suitable global plane projection which does not seriously distort
“some areas, however, the difficulties associated with lateral

boundary conditions do not;bompletely vanish in a global model.

If two or more plane projections are "patched" together to represent
the globe, difficulties arise in the patching area. If a spherical
coordinate system is employed, care must be taken to avoid
singularities at the poles while asymmetry will still be allowed
there. The use of the scalars y, y instead of the two-vector V

is an important advantage in this respect.

Our model uses a multi-level latitude-longitude grid system.
Both poles are grid points. At each pole, we treat each discrete
uvariable’as the average over the area bounded by the latitude
circle half-way between the pole and its neighboring grid points,
and Equations (3.1) to (3.5) are averaged over this area. The areal

integration of the divergence or the curl of a horizontal vector is res-

pectively reduced to meridional fluxes across or zonal circulation

along the previously mentioned latitude circle.

The numerical procedure of our solution method is primarily
a block relaxation method. It is described below. We start from
a certain first guess of the dependent variables, and then suc-

cessively adjust the variables block by block until the solution is
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reached within a certain error. Each block consists of all the
discrete dependent variables along a vertical line of fixed

latitude and longitude.

J

In our multielevel latitude—lonéitude érid system, the
discrete dependent varlanLes are unly staggered in the vertical
dlrectLon, 5 is represented at the mid-point . between the levels,
while all the other variables are represented at each level. The
Jacobian repreeenting advection in the vorticity equation is
approximateqﬁgxsArakawa'e (1972) scheme. Other nonlinear transport
and divergence ferms in the system of equations are approximated
by the box method, and the usual cente;ed difference scheme is
employed in the remaining terms. In terms of the discrete
variables in the grid, Equations (3:1) te (3.4) may be written

for an N-level model as follows:

=1,2,...,4N,

Z Ap,m (13 X, (1,3) = B_(i,3), i=1,2,...,1, (3.7)
mt 3 =1,2,...,7 ;

where, for each horizontal grid point (i,3j), the 4N-dimensional

vector X (i,3), is the transpose of

el & L& L& Ly
{ (at)ijl“ Tt N 9 iy ot isn Tiqn i3jN
an
Oi5,L reveiliy, N L (Bt)iJ b,
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The 4N x 4N matrix, Agm(i,i), is a funetion of i, ¥, and 1 only, while

the dAN=dimonsional vector, B (i,1), is not only a function of w, i,
P \

and T, but alse a function of X CHdny G # (4, 9).

For given initial conditions, T, q, T, and V at t = to'

the equation 2
Vo o= K+ (¥xv)

is solved for y. The first quess for X (i,3) is then obtainad

m
follows: 1\ is set equal to zero everywhere ; ¢ and dr/at are
camnputoed from the continuity oqﬂﬁtinn and the boundary condition
(3.6); Finally, apsdt  ang ITYYE are Gomputed from the vorticity
equation and the first law of thermodynanics, respectively. For

t greoater than tal the first gquess of Xm(i,j) takes the final value

of Ny (o) at the previous time step.

The inteqration of Equations (3.1) to (3.6) consists

simply in the following algorithm:

(@) Given ¥, n, v, q, and a first guess of X (i,3) at
time &, compute tho Foreing functions F, Q, B-C, and the coefficient

matrices Apm(l'J)-

(k) Porform bloack relaxation; i.e., for Fixed (i,3)
compu te Bp(i,j) for all p, using the current xm(i'j') # (1,7); then

solve (3.7) for new Xp(led), mo= 1,32, =+ AN; do this for all (i,9)

L
i
{91
O



successively. Repeat the process until for each m the differences

between the corresponding vectors Xm(i,j) of two consecutive

t
!
L
{
;

iterations become less than e‘Mangm), for all (i,j), where € is

2

a small prescribed constant.

(c) Calculate Y, w, and T at t+At from the final xm(i,j)
of (b) by'a leap-frog scheme (use forward extrapolation for the

first time step).

(d) Make a convective adjustment if the temperature lapse .

rate becomes superadiabatic.

(e) Calculate q at t + At directly from. (3.5).

Steps (a) through (e) are performed first for t = to' then for

t = tO +‘At, to + 2At and so on, until t equals the time up to

which we wish to forecast.

In closing this section, we wish to point out that the
replacement of the original diagnostic balance equgtioq by its
prognospic form relaxes the balance requirement while still
preserving the filtering property. In other words, because the
model uses the balance relation between the time change of the
wind field and that of the mass field, the initial wind and mass
fields need not be balanced, and accordingly, the predicted wind
and mass fields are nqt necéssarily in balance. However, the
amount of imbalance ih the‘ihitial data is preserved throughout

the integration, and not increased.

3-60

R T I N S PR DA A S SRS S R CRE L LS SRR Slshira i Sh R ot



BRI i A

g o o S R T e A
SR LT s e T A TR PR AARR T T YRR TR VAR ETER seey

3,2,6,1.4 Some PRELIMINARY TESTS.

The version of the balance-equation model that was tested
has three levels and a horizontal grid-spacing of 4° 1latitude and
59 longitude. The ground surface height at each grid point is
the same as in the GISS primitive-equation (PE) model (Somerville
et al., 1974)., Friction and non-adiabatic heating were not included.
The data sets used for the initial conditions were horizontal
wind, temperature, and surface pressure spatially interpolated to
the GISS grid from the National Meteorological Center's objective
analysis. The predicted sea-level pressure and 500-mb geopotential
height fields after every 12-hour interval following the initial
conditions were compared with the corresponding NMC analysis, and
the Sl skill-scores (see, for instance, Druyan, 1974, for definition)

and root-mean-square errors were computed.

In a few tests, our model forecasts were also compared
with the forecaéts made by the three-level, adiabatic and frictionless
version of the GISS PE model (A. Bayliss, personal communication, 1976)
using the same initial conditions. In one case, further comparlson

was made with a 24- ~hour forecast by the nine- level, adiabatic and

frictionless version of the GISS PE model.

The length of the time step At was 0.5 hour for some tests
and 1 hour for the others. When At = 1h was used, smoothing was

performed near the poles. For the initial time step the convergence
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of our iterative method is slow, because we started with y = 0 every-
where. It needed about 65 interations to satisfy the convergence
test with € = ,005. Afterwards, convergence was reached in 5 to

10 iterations for € = .01l.

Each test was terminated aften.g%“or after 60 hours depending
on the quality of the forecast. We focused our attention particu-
larly on the quality of the forecasts over the United States and
neighboring areas, pecause the verification of the forecasts is

more reliable over this region.

The quality of the model forecast varied considerably from
one test to another. The worst and the best test cases, respective-
ly, are the forecasts made from initial conditions at 002 January 1,
1975 and 00Z August 18, 1975, respectively. Tables 21 and 22 show
the Sl skill scores and rms errors in the predicted sea-level
pressure and 500-mb geopotential height fields in the former and
the latter cases, respectively. For comparison, we also show in

the tables skill scores and rms errors for the corresponding fore-

casts made by the three-level, frictionless and adiabatic version

of the GISS model. It is clear from the tables that at least for the
three-level frictionless and adiabatic version of the models, the
balance-equation (BE) model, even at its worst, is equal to or better

than the PE model.
In the remainder ofzthis‘section we discuss four test

cases in some detail. The first one is the worst case mentioned

above. Figure9 shows: (a) the initial sea-level pressure (SLP)

3-62




Table 21. s]_skill scores and rms errors of the forecasts
adiabatic frictionless versions of
the balance-equation (BE) and primi
models with initial data as 6f 00Z January 1, 1975.

made with the 3-level,

Sea-Level Pressure Error

Elapsed Time Region Sl(%)
BE PE
A 51.3 57.6
B 49.8 74.2
12 hours
C 50.1 56.8
D 52.8 61.9
A €9.9 73.6
B 59.5 82.0
24 hours
C 67.1 71.9
D 66.0 72.3

rms (mb)
BE PE
4.0 5.9
1.8 3.6
5.3 6.1
4.6 5.9
7.2 8.1
2,7 2.9
6.9 7.3
6.4 6.9

Region A: 22°N - 62°N and 40°W - l40°W

B: 22°S - 22°N

C: North of 22°

D: Global

tive-equation (PE)

500 mb Height Error

8, (3)
BE PE
28.7 35.7
49.3 61.4
32.0 36.7
40.7 44.7
48.6 51.5
62.9 65.8
43.7 44.8
49.5 49.9

rms (m)

BE PE

47.2 54.8
14.8 21.2
55.8 59.7
55.3 61.0
73.8 74.5
31.0 25.1
64.5 64.9
61.7 62.5
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Table 22, Same as Table 21, but for initial conditions as of
00Z August 18, 1975

Sea-Level Pressure Error

Elapsed Time Region Sl(%)
BE PE

A 40.4 71.4%*
B 42.5 77.8

12 hours
C 41.1 55.9
D 44.4 57.6
A 56.8
B 53.1

24 hours
o 56.0
D 60.7

rms (mb)
BE PE
2.1 4.3%*
1.5 3.4
2.3 3.7
3.9 4.5
3.4
2.3
4.1
7.0

Region A: 26°N - 78°N and 40°N - 140°N

B: 22°S - 22°N

C: North of 22°N

D: Global

500 mb Height Error

S, (%)
BE
32.9
52.1
35.5
40.3

39.6
59.0
42.7
48.8

PE
34.4
67.7
36.8
41.8

*Computed for a region somewhat smaller than region A.
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rms (m)
BE PE
25.0 41.6
12.6 22.5
25.6 30.7
37.8 37.6
31.4
16.8
39.9
66.0
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distribution over North America and the neighboring oceans at 002
January 1, 1975,7(c) the observed SLP distribution at 00Z January
2, 1975, (b) and (d), the 24-hour forecasts by the three-level BE

model and by the three-level PE model, respectively.

The observed significant synoptic developments in this area
during the 24-hour period from 00Z January 1 to 00Z January 2 were
as follows. The high pressure near the west coast moved eastward
across the United States. A cyclone deepened rapidly on the Atlantic
coast. A deep extensive low in the high latitudes moved eastward.
The high pressure over the eastern Pacific pushed nearly northward.
On the northwest side of the high pressure a low pressure moved north-
eastward as it deepened rather quickly. Both models did not predict

these developments satisfactorily.

The intensity of the East Coast cyclone is accurately predicted
by both models, but the forecast center position is far inland, and the
PE forecast is slightly worse. The movement of the high-latitude low
is well predicted by both models, but false intensification is apparent
and strong in both model predictions. Again, the PE prediction is
slightly worse. The deepening of the Pacific low is not predicted by
either model, and in this respect our model makes a poorer prediction.

In both model predictions the movements of the low are too slow.

The northward movement of the eastern Pacific high is well pre-
dicted by both models; the predicted center pressures, however, are
much too high, and the PE forecast appears worse. Our model's pre-
diction of the movement of the high pressure system over the Central
part of the United States is much too slow, and the predicted center
pressure is again much too high. The PE model prediction is even wor;e.

Over the western part of the United States, both model predictions are

3-65




A O Sl L Rk

disastrous. In general, the overall sea-level pressure gradients in

Figures 9b and 94 are obviously stronger than in Figure 9c.

Figure 10 shows: (a) the initial 500-mb geopotential
height distribution at 00Z January 1, 1975, (b) the 24=-hour
forecast by our model, (c) the observed distribution at 002
January 2, 1975, and (d) the 24-hour forecast by the three-level,
frictionless and adiabatic version of the GISS model. It is
clear that the predicted movements of the low troughs and high

ridges are too slow in both models.

Both models failed in predicting the following important
developments: (1) the developing of a ridge over the central
part of the United States, (2) the relative decrease in height
over the Rocky Mountains, and (3) the developing of a shallow

trough along 155° w.

The next test case we discuss started with the initial
conditions at 002 January 2, 1975. The initial sea-level pressure

and 5C0-mb geopotential height fields are shown in Figures 9c¢ and

10c, respectively. Figure 11 shows: (a) the 24-hour forecast of sea-
level pressure for 002 January 3, 1975, made by our three-level model,
(b) the observed sea-level pressure at 002 January 3, (c) and (d) the
24-hour forecasts of sea-level pressure. made by the three- ané nine-
level frictionless adiabatic versions of the GISS PE model, respective-
ly. Clearly, all model predictions of sea-level pressuré"have much
stronger gradients than the observed. This must be due to the exclusion
of friction and nonadiabatic heating, since the skill of the nine-level
GISS PE model (with friction and non-adiabatic heating included) has
been well demonstrated (somerville, et al., 1974; Druyan, 1974). It

is quite surprising that the sea-level pressure forecast by our
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three-level model (Fig. 1lla) is as accurate as the forecast by the
nine-level no-forcing version of the GISS model (Fig. 11d4), and
even somewhat better than it. The skill of the three-level PE

forecast (Fig. 1llc) is obviously the worst.

The forecasts of 500-mb geopotential height made by the
three models and the observed height distribution at 002 January 3,
1975, are shown in Fig. 12. The forecast by our three-level model
(Fig.1l2a) looks almost like a copy of the nine-level PE model
(Fig.12d). Both forecasts miss the closed isolines over the Gulf
of St. Lawrence and the Gulf of Mexico. The predicted trough over
Nebraska is weaker, and the predicted low over Greenland is deeper
than the corresponding observed features in both forecasts. There
is no observed trough or ridge over the northeast Pacific like there is
both forecasts. Clearly, the forecast by the three-level PE model

is again much worse than the forecast by our three-level model.

The third test case we discuss started with initial
conditions at 00Z August 18, 1975. Fig.13 shows: (a) the
initial sea-level pressure, (b) the 24-hour forecast by our
model, and (c¢) the observed sea-level pressure at 00Z August 19,
1975. During this 24-hour period the observed features of the
>circhlation developed as follows: the Arctic high pressure moved
eastward; the pressure systems over the northeastern Pacific
were stationary, while the Aleutian low deepened slightly;
the pressure systems over North America were also stationary,
but the low pressure near the Rocky Mountains deepened; the low

pressure over the Atlantic moved slowly northeastward; the high
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center behind it was about to combine with the Atlantic high.
All these features are predicted quite well, except that the
predicted Atlantic low moved slower and the low pressure, which
was originally centered near the Rocky Mountains, was predicted

to shift into a wrong position.

Fig. 14 shows: (a) the initial 500-mb geopotential height
distribution, (b) the 24-hour forecast by the model, and (c) the
observed distribution at 00Z August 19, 1975. The intensity of the
centers and the positions of the troughs and ridges are well
predicted, except that the predicted geopotential heights over
the east Atlantic near the African coast are too high. The
computed skill scores and rms errors (Table 22) also indicate

good agreement between forecast values and observed values.

The last test case was started with initial conditions at 002
August 19, 1975; the initial sea-level pressure and the 500 -mb
geopotential are shown in Figures 13c and ldc. Figures 15a and 15b
show the 24-hour forecasts of sea-level pressure and 500-mb
geopotential height, respectively. Figures 15c¢c an?d 154 show
the observed sea-level pressure and the 500 -mb ééopotential
height at 00Z August 20, 1975, respectively. During the
24-hour period, the center of the eastern Pacific high moved
northeastward. The Aleutian low weakened. The Arctic high

moved eastward and weakened. The low pressure over the western
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part of the United States was almﬁst stationary, but weakened.

!

The cyclone over the eastern part of Canada moved eastward to

the sea and intensified. The high pressures over the east and
west Atlantic combined into one with greater intensity. The
Atlantic low moved northeastward and intensified. These features
are rather well predicted by the model, except that the weakening
of the low pressure over the western part of the Untied States is
not predicted and that the pPredicted center position of the low
is incorrect. The positions and intensities of the 500.-yp

lows, troughs and ridges are also predicted rather well. However,
the predicted geopotential heights over the region southwest from
the west coast of the United States are slightly higher, and the
predicted gradients along the Atlantic trough are somewhat strdnger

than the observed.

It has been mentioned in the above discussion that the

pressure systems of the 24-hour forecast in the January cases

are too strong. In the Auqust cases, the same kind of error
becomes apparent in the 48-hour forecasts. Figures 16a and 16c
show the 48-hour forecgsts of sea-level pressure and 500-mb

height (24 hours after figures 15a and 15b), respectively. As
compared with the corresponding plots of observed quantities
(Figures 16b and 16d), the false intensifications are clearly seen.
We expect, according to our experience with the PE model, that the

over-predicted pressure gradients will disappear or be largely
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reduced whepn frictional dissipation and nonadiabatic heating and
. (. :

cooling areincluded in the model in an adequate form. When these

physical mechanisms are included in the model, it will be meaningful

to test the model further beyond one day.

3.2.6.1.5 SuMmARY AND CoNcLUDING REMARKS

A multi-level balance-equation model of the global atmosphere
is developed in a sphericai‘sigma coordinate system. The model
equations are the vorticity equation, the balance equation, and
the laws of conservation of thermal energy, of mass and of moisture.
An iterative numerical method/is used for the time integration
of this highly impliciy/system'of equations. Some test forecasts
have been made with a/three—level adiabatic and friction<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>