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PREFACE 

This report documents the findings obtained from the DST 

Temperature Sounding Impact Test Project conduct'ed at GISS between 

April 1976 and April 1977. The objective of the project was to 

determine the impact on weather forecasting that can result from 

operational use of temperature profiles obtained from satellite 

soundings. 

The project stemmed from the recommendation of an ad-hoc 

advisory committee that met at GISS in March 1976 to review the 

meteorological research program. The consensus of the committee 

was that among GISS meteorological programs, the sounder impact 

study' had the highest priority, in terms of Agency objectives. 

Results from the project tests show the impact of sounding 

data to be substantial and beneficial for a one-month winter test 

period, according to all the verification criteria applied. 

Results for a two-week summer test period show positive impacts of 

considerably smaller magnitude w1th much less statistical signifi-

cance. The magnitude of the monthly mean impact in the winter 

forecasts is comparable with that of improvements made in NMC 

operations over the past decade. 

The largest magnitude of the sounder data impact was obtained 

(1) using the combined data from two satellites and (2) applying 

a time-continuous four-dimensional assimilation procedure developed 

at GISS and based on statistical weighting ("optimal interpolation") 

of temperatures. Significantly smaller (but positive) forecast impacts 

resulted when conv§ntional data assimilation methods were used. 
1 
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These smaller positive impacts from conventional assimilation tech

niques agree in magnitude with results recently reported by NMC for 

this same DST period. 

This study leads us to believe that adoption of the GISS 

assimiZation techniques~ pZus operationaZ use of simuZtaneous data 

from two sateZZites shouZd resuZt in a significant increase in the 

accuracy of 48 and 72 hour forecasts. 

DESCRIPTION OF r.Xr:::'1I:lc~.JTS 

Sounder Impact experiments were carried out for the DST-5 and 

DST-6 periods of Data System Testing. The periods over which the 

DST data were used extended from Aug. 18 through Sept. 4, 1975, for 

DST-5, and Jan. 29 through Feb. 21, 1976, for DST-6. The data sets 

contained all the conventional operational upper air and surface data 

collected by the National Meteorological Center in a ten-hour window 

about synoptic times, as well as special aircraft reports, cloud-tracked 

winds and temperature sounding data. The temperature sounding data sets 

included the NESS operational sounding data from the VTPR instrument on 

the NOAA-4 satellite and NESS-processed sounding profiles obtained from 

the HIRS and SCAMS instruments on the NIMBUS-6 satellite. 

Each impact ex~)'eriment consisted of a distinct analysis/forecast 

cycle for the entire period. The same forecast model was used 

in all the impact experiments." The analysis scheme treated all the data 

identically in every experiment except for the handling of sounding 

temperature l~~:"~files. The bas.ic cycle which serves as the control ex-

periment is the "NO SAT" case and consisted of omitting all satellite 

sounding data. Eyery other experiment reported involved asynoptic assi

milation of the sounding data within ten-minute intervals of the time of 

" n 
a 
~1 
n 

11 
,J 

\), 
., 

fC~ 

Ii 
g 
,f 

~1 
tl 
tl 
g 
~ 

I 
i 

I 
1 
1 
i 
I 

I 

j 
.) 

1 
l 
1 
! 
.1 

1 



r 

observation. Experiments differed from each other either in respect 

to the number of satellite sounders from which data were used or in 

the method by which the data were assimilated. In no experiment were 

the cloud-track wind data from the University of Wisconsin included 

in the study. 

RESULTS OF EXPERIMENTS 

The major impact results summarized below are derived from the 

experiment in which optimal statistical weighting procedures were 

applied to the sounding data. The results are presented for the 48 

and 72 hour forecast comparisons using the GISS analysis technique 

and forecast model. 

The evaluation of the impact is assessed according to the 

following criteria: 

(i) Magnitudes and locations of initial-state differences 

in the analyzed fields produced with and without sateZZite data, 

(ii) Statistical'measures of forecast accuracy (Le., Sl 

skill scores and rms errors) obtained from numerical integrations 

starting from the initial states prepared with and without sateZZite 

data; 

(iii) Verifications of local precipitation and surface 

temperature forecasts based on prognostic charts produced with and 

without sateZZite data. 
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The principal findings obtained for the winter test period 
are: 

• Satellite data generate large initial state differences in data 

sparse regions which lead in turn to significantly different forecasts. 

• Forecasts started from initial states obtained with the aid of 
satellite data show a mean improvement of about 4 points in the 48 and 
72-hour Sl skill scores as verified over North America and Europe. 
This corresponds to an 8 to 12 hour forecast improvement in the forecast 
range at 48 hours. 

• Satellite data lead to substan~ial differences in the 72 hour 
forecast errors over North America in 83% of the winter forecasts. 'Of 
these, 77% of the impacts were beneficial resulting in a 38-75% re-
duction of errors at 500mb. 

• An automated local precipitation forecast model applied to 
128 cities in the United States showed an average 15% improvement 
when satellite data had been used for the numerical forecasts. Over 
the midwest, where the difficulties in modeling mountain and coastal 
effects can- be avoided in the precipitation model, there was a 75% 
improvement obtained from the use of satellite data • 

• The statistical impact of data from two satellites is greater 

than ·that from either satellite alone and is proportional to the com-
bined sounding yield of both satellites • 

• Satelli te soundings do not systematically smooth potential 

temperature gradients. 

iv 
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In the corning year, more detailed studies of certain aspects of 

the data assimilation method are planned. In addition, similar tests 

will be conducted employing a higher resolution model. Among the 

problems which still require study and clarification are the removal 

of the statistical bias of satellite data, the treatment of the large-

distance tail in the statistical covariance errqr function, the pro-

pagation speed of disturbances in the model, and the effect of 

balancing techniques on initial states. From the outset of the 

project, many promising experiments had to be abandoned or deferred 

in order to meet the firm schedules leading to this report. It is 

hoped that some of thege unfinished studies including the testing 

and operational use of GISS.derived sounder temperature profiles 

can be completed in time for FGGE. 

The instruments scheduled to become the operational system on 

TIROS-N are essentially the same as the present HIRS and SCAMS 

temperature sounders; it is expected therefore that the data pro-

cessing and assimilation techniques developed for these sounders during 

the Data System Test may also be used for the future operational 

system. This means that the data assimilation technology developed 

for the present sounders will carryover to the TIROS sounding systems; 

it is hoped that the experimental results reported herein for the 

assimilation methods will then prove themselves operationally. 
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SUMMARY 

1. InitiaZ-State Differences. Forecasting is an initial-value 

problem. If satellite data are expected to lead to improved forecasts, 

then a necessary condition is that they produce ~ignificant differences 

in the initial description of the atmospheric states. Earlier reports 

by NMC and GISS s:10wed occasional large differences (of up to 60m in 

the 500mb heights) in data sparse regions. In the impact experiments 

employing the statistical assimilation method, the magnitude of the 

differences between initial states obtained with satellite data and with-

out was found to be on the order of 90 to 120 meters in the 500mb heights 

at mid-latitudes in seven of the eleven initial forecast days during 

the winter test. Such a height difference corresponds rougly to a 

5C mean virtual temperature difference in the 1000 to 500mb column. 

The differences occurred mainly in data sparse regions and range over 

areas between 10 6 and 4 x 106km2. At low latitudes the areas where 

dif,ferences are observed were even larger, and so was the magnitude 

of the differences. The initial state differences in the summer were 

smaller, of the order of 30 to 60 me.ters over regions of areas from 

(See difference charts in Chapter 5, Figures 16a 

and 16b.) 

The differences produced by the assimilation of satellite sound-

ing temperatures showed a warm bias in the 1000 to 500mb thickness over 

th~ oceans in the mid to high latitudes of the northern hemisphere in 

ten of the eleven winter cases. It is not clear whether this systematic 

bias represents correct observations of a warmer synoptic situation 

or whether it is a spurious feature of the" sounding system. 

vi 



2. Effect of Sounding Data on AnaZysis. In a report by 

S. Tracton and R. r-!i;cPherson (NMC Office Note 136), it is claimed 
that "the. NIMBUS 6 soundings underestir,nate the variance in the ther-
mal structure of the atmosphere, and -this deficiency acts to the 
detriment of the an~lyses which ipcorporate the satellite data." 

This effect has been invesi:igated in this repoJ';t in terms of detailed 
subjective and automatic examinations of isentropic cross-sections 
throughout the winter period and also in terms of an analysis of the 
available potential energy budgets for the various experiments, as 
well as f0~ NMC's own analysis. GISS studies do not seem to sub-
stantiate the c~aim that the sounder data analyses are affected in 

any serious way by a smoothing of the atmosphere's thermal structure. 

Evaluations of isentropic cross-sections in the winter show 
that 406 cases of moderate to intense potential temperature gradients 
(greater than 8°/400km) occurred along longitudes 17lJoW and 150 0 W 

for the North Pacific. Among these cases, 40 percent were weaker in 
the SAT system while 24 percent were more intense, the remainder being 
about the same. In 119 cases along longitude 85°W over the United 
States, 27 percent were weaker and 8 percent were more intense. This 
indicates that the sounding data are not leading to any systematic 

~---, 
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I 

i\ 

1 

1 

1 
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smoothing of the temperature fields in data sparse regions. Similar case 
results were obtained for cross-sections along specific latitudes in 
the N. Pacific. A tendency toward war~er temperatures was observed in 
the SAT analysis but no systematic smoothing of potential temperature 
gradients was evident. (Excmples of isentropic variance are shown in 
Chapter 5, Figures 17 and 18.) 
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In subsection 5.3.3 we show that the 10-15 percent difference 

in eddy available potential energy bet~een SAT and NO SAT analyses 
is primarily due to the differences in the Aleutian Low. To determine 
which analysis is correct, one would need more complete data in 
order to do a detailed study of the Aleutian areas. On the other 
hand, the GISS and NMC analyses differ by 25 to 50 percent, and they 
differ allover the globe. The NMC analysis scheme seems to con
siderably underestimate the available potential energy in the atmosphere. 
This could be a significant source of error in NMC forecasts, if 
underestimation of the variance in the thermal structure of the atmosphere 
indeed has a detrimental effect on the analyses. 

J. Net StatisticaZ Impact. The average improvement in the Sl 
skill scores of sea-level pressure and, 500mb heights for the statisti-
cal assimilation experiment in the winter test was 5 percent when 
verified over North America and Europe; the corresponding improvement 
in rms error is 10 percent. (See Chapter 3, Tables 41 and 4.2, re-
spectively. ) This could repres~mt an 8- to l2-hour forecast improve-
mente The statistical sigI?!ifil.~,ance of these impacts was greater than 
two standard devia;'Cions .)!See Ct'fapter 3, Tables 40.and 43.) The 

/1 
statistical imprd~ements in the, summer \<lere 2 percent and 5 percent >., 

respectively, (see Chapter 3, Tables 35 and 37, re'spectively) with 
smaller error significance attached to the impact. (See Chapter 3,' 
Tables 36 and 38.) 

The impact of the statistical assimilation method was approxi-
mately twice that obtained from the use of successive correction .~. 
methods both in terms of percent impact and statistical significan~?e. 
Compared with a direct insertion method the percent impact was r9u~hly 
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ance. (See Chapter 3, Tables 41 through 43.) The improvement in the 

statistical magnitude of forecast impact resolution just from optimal 

statistical weighting of sounding data compared with direct insertion 

is also in qualitative agreement with recent simulation studies reported 

by N. Philips of NMC. Since NMC reports a small but positive impact for 

the winter test roughly comparable to our impact with the successive 

correction method, there is good reason to believe that an adaption of 

the GISS statistical assimilation method will produce a similar improve-

ment in the forecast accuracy of NMC operational forecasts. 

A substantial positive impact occurred in a number of winter cases: 

3 cases out of 11 showed improvements of more than 20 percent in Sl skill 

score and of 30 percent in rms errors. A longer sequence of impact tests 

is needed, however, to establish whether these cases are random occur-

rences or whether they are related to weather systems periodically missed 

in data-sparse regions by the current operational systems. 

A further experiment was designed to test the conjecture that 

the impact is not a result of random disturbances produced by the four-

dimensional temperature assimilation and wind balancing techniques of 

our method but mainly to actual information content extracted from the 

satellite data. In this experiment, simulated satellite data were 

generated at each time step from the 12 hour forecast fields, and tem-

perature profiles computed at the position of each Nimbus sounding loca-

tion were introduced; these profiles had the vertical error structure 

of actual satellite data. The errors used to generate the profiles were 

a func·tion of height and latitude; they were obtained from regional 

comparisons with co-located radiosonde profiles. Assimilating these 

"fabricated" data led to negligible statistical impacts in both the sea-

level and 500mb heights confirming the fact that the sounders provide 
• 

real atmospheric information. (See Chapter 5, Table 4.) 

ix 



r ,..",-...----- --- ---
r 
f 
" ~ 

I' 
t 
t 

t , 

~ 
c 

~ 
I~ 

~,-

f 

, 

-. 

l 
t 
\ 
I; 

': 

4. Subjective Interpretation of Forecast Impact. Verification 

of prognostic charts of the 72-hour forecast errors for the SAT and 

NO SAT system analyzed over North America showed seven examples of 

synoptically better verifications of 500mb heights for the SAT system 

and two wfth the NO SAT system. The percent reduction in the forecast 

error in regions where the satellite had an impact ranged from 38 to 

75 percent from day-to-day. Sea-level pressure differences were 

generally not as systematically favorable with the major deficiencies 

occurring over the North Atlantic. These regional impacts lead us 

to conclude that in general satellite da.ta make larger and more con

sistent impacts in the 500mb height forecasts than in surface forecasts. 

A computerized local precipitation forecast model was developed 

to test the impact of satellite data in terms of local weather fore-

casts. The model is based on calculations using quantities produced 

by the numerical model, such as vorticity advection, temperature 

advection; it also makes use of an algorithm embracing conventional 

practices employed for operational precipitation forecasting. The auto-

matic precipitation model was applied to the SAT and NO SAT forecast 

outputs for the eleven cases and precipitation forecasts made for 

the same 128 cities in the United States used by the National Weather 

Service in their monthly regional forecast. The model indicated a net 

15 percent improvement for the SAT system among all the occurrences of 

different yes/no precipitation forecasts. In particular, when there 

were restrictions on the number of cities to the mjdwest, in order 

to avoid the effects of mountains and coastal precipitation which 

are more difficult to model, ther~ was a four-fold improvement in 

precipitation forecasting. (See Chapter 5, Table 6.) 
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5. Dependence of Impact on Sounder Coverage. Experiments 

were conducted to test the impact of each of the sounders separately. 

The statistical impact of temperature data from either the NOAA-4 or 

the NIMBUS-6 sounder alone was less than the impact when both were 

combined; the magnitudes were in proportion to the respective yields 

of the two sounder systems separately, and of the combined system. 

This result supports earlier simulation studies reported by GISS 

where it was shown that (i) two satellites damp down wind errors 

more effectively than one, and (ii) that two satellites with ob

servational errors of approximately 2°C have a comparable effect to 

one satellite with IOC observational error. 
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CONCLUSIONS 

GISS impact test results point to two major areas which, if 

improved, can bring about larger forecast impacts from satellite 

sounder systems. 

First, technology must be developed to improve the accuracy 

and vertical resolution of the sounder temperature profiles themselves. 

At present, the accuracy of vertical temperature sounding profiles 

derived from satellite radiance data when compared with co-located 

radiosonde profiles have rms errors of approximately 2-2.SoC. Although 

theses accuracies fall short of meeting GARP data requirements, the datu 

are still capable of producing the modest impacts demonstrated in this 

report when properly utilized. However, the deficiencies in the quality 

of the data can only partially be compensated for by special processing 

and assimilation methods. While continuous data monitoring and close 

interaction between the processing of raw data and the assimilation 

of processed data will remain as major considerations, the need for 

more accurate temperature profiles under all conditions is still the 

most important requirement. 

Second, numerical prediction models themselves must be improved 

to make better use of the sounding data. In order to successfully 

assimilate synoptic data and have them contribute to more accurate 

forecasts, it is necessary that the model be able to convey information 

accurately over extenft~4 distances and periods of time from one region 

of the globe to another. Improvements in model forecasts can only 

pr.'oceed by a judicious combination of higher grid resolutions, more 
i 

.,. ac(;urate numerical discretization methods, and better representations 

of atmospheric processes in the model. 
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A concerted effort in designing better observing instruments 

and systems, refining the methods for processing and assimilating 

their observations, and developing better numerical models will 

lead to considerable improvements in numerical weather prediction 

and to a better understanding of the atmospheric circulation; 

these are the goals of the Global Atmospheric Research Program. 
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1. INTRODUCTION 

1.1 BACKGROUND 

Complete atmospheric temperature profiles with global coverage 

have been available from spaceborne IR grating spectrometers since 

SIRS 1 flew on NIMBUS-3 in 1969. Since that time, NASA and NOAA 

supported the evolution and flight testing of a series of instruments, 

each possessing significantly improved technological capabilities 

with respect to horizontal spatial resolution, spectral resolution, 

and scanning coverage. This effort led to the introduction of the 

VTPR instrument in December 1972, as the first operational sounder 

to become part of the data base of the National Weather Service. 

These operational sounders have been producing roughly lOOO.VTPR 

sounding temperature profiles per day for use by NMCi this number is 

equivalent to half the total number of radiosonde reports, and they 

are routinely incorporated into the operational analysis. 

Mor~ recently, prototypes of advanced sounders, which are 

expected to replace the current operational VTPR instrument, were 

flown and tested on NIMBUS-6. In spite of further technological 

improvements in sounders, the accuracies of temperc:.ture prtJf;i.les have 

improved only marginally while the yield has been greatly increased. 

This quality of information has led to downward revisions for the 

expected accuracy of the TIROS sounders and in turn has led to a grow-

ing concern in the meteorological community about the effectiveness 

and usefulness of the sounder capability for the First GARP Global 

Experiment (FGGE). 

During this period NOAA and NASA have conducted a limited number 
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of experiments on the operational impact of sounding data. Studies 
conducted at NMC with temperature data from the original SIRS and 
VTPR instruments and, more recently, from the new NIMBUS instruments, 
find no impact of satellite sounding data on forecast accuracy. Some 
scientists at NMC suggest that sounding data will actually degrade 
the forecast skill when numerical models with higher resolution are 
introduced into operational forecasting. 

These findings run counter to conclusions reached from similar 
sounder studies conducted earlier at GISS. The studies reported by 
GISS find small but favorable forecast impacts in 48 to 72 hours 

when the full yeild of satellite data is inserted into the analysis. 

This concern with sounder performance evidenced itself at a 
GISS program review held in March 1976, where a steering committee 
composed of scientific consultants and NASA management personnel 

recommended that program priority be given to tests of forecast 

impact from the NIMBUS-6 sounding data. 

In accordance with this recommendation, a DST Sounding 

Temperature Impact Test Project was set up at GISS and a work plan 
submitted on April 15 was approved. That plan specified a definite 
assessment by December 31, 1976, and a preliminary assessment was 
delivered to the NASA administrator on December 6, 1976. This 

report serves to document that assessment and presents more recent 
results and investigations bearing on the interpretation of the 

sounding impacts. 
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1.2 ASSESSMENT OF FACTORS INFLUENCING THE SOUNDER IMPACT ON FORECASTING 

Aaaupaay. The most important factor in forecast impact 
would seem to be the accuracy of the sounding data. Simulation 
studies confirm that data accuracy is in fact a significant element 
in forecast impact. RMS errors for sounding temperatures as com-
pared with co-located radiosondes are about 2.SoC well above the 
desired accuracy levels specified in GARP documents. However, the 
yield of data, i.e., the amount of sounding data available as input 
for data assimilation, has turned out to be of comparable importance, 
both in the simulation study and in the real data tests. The 
importance of yield relative to accuracy was one of the surprises 
in this series of tests. 

Yield and Covepage. The importance of yield in terms ~f 
forecast impact was a major consideration in the design of the GISS 
assimilation method. In simulation studies and in later real VTPR 
data tests, studies consistently showed that the magnitude of the 
impact was proportional to the quantity (frequency of insertion per 
gridpoint per day) of data inserted in the model. For example, 
results of the simulation study shown in Figure

i 

1 indicate that 
sounding temperature profiles from two satellites having 2.SoC error 
accuracies yield initial states of comparable accuracy that would be 
provided fr,>m one satellite sounder having 1 ° accuracy. 

The trade-off between accuracy and yield has never been fully 
exploited by the op~rational groups responsible for providing tempera
ture sounding data, nor by the groups responsible for incorporating 
the sounding profiles into operational forecast systems. Part of the 
reason this idea apparently failed to take hold in operational 
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practice was the fact that processing procedures were developed 

to tossuout data which were perceived to be suspect by cloud 
'! 

/; 

contami'hjl,~ion thereby reducing the yield. Alternative techniques 

were proposed by GISS which could have greatly increased the yield 

without degrading the overall accuracies. Similarly, techniques 

utilizing the full field of observations, based on four-dimensional 

assimilation and horizontal temperature gradients ,corrections that 

could be used to adjust the mass field, were also tested and 

recommended. 

The NIMBUS-6 sounding data and the processing techniques 

developed by W. Smith et a~., for the DST-6 data, led to a different 

situation. The HIRS and $C:AMS sounder systems provided roughly 5000 

soundings per day with overall accuracies comparable to the VTPR. More

over, the information in these data is much less correlated with the 

first guess fields supplied than the current VTPR operational systems, 

which use the NMC forecast as the first guess. There does not 

seem to be in the NIMBUS system, any consistent bias or significant 

reduction of yield in the presence of clouds. 

Although the GISS studies analyzing the effect of clouds on 

the accuracies of the temperature profiles are incomplete, no 

evidence of a cold bias in cloudy regions was detected. To the 

contrary, there may be a compensating bias everywhere on the warm 

side to account for clouds. Confidence in the quality of these 

data is enhanced by similar findings obtained with our own processing 

techniques developed for these data. The GISS methods for the 

HIRS/SCAMS sounders are radically different from those of NESS, yet, 

the comparisons of temperature data quality seem to give consistent 

results as is shown in Chapter 2. As a result of the increased yield, 

the impact studies produced substantial differences in the initial 
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states and those differences led to a beneficial average forecast 

impact for the system with satellite data. 

A recent point raised by analy~ts at NMC concerns the ability 

of sounding data to specify the thermal structure of the atmosphere. 

Isentropic cross-section analyses performed on these data by NMC 

reveal significant reductions in the variance of the fields due to 

a smoothing of the temperature gradients as compared with the 

structure shown in the radioson4e analysis. The GISS investigation 

of this problem, as shown i~) Chapter 5 shows no systematic smoothing 

of potential temperature gradients in data-sparse regions. 

Data Assimilation. The design and development of proper satellite 

data assimilation techniques is a major aspect of the total analysis 

system. The reason special eff.orts are,. required in this area is the 

enormous volume of satellite data that is available and the large 

errors in these data, which have to be assimilated along with conven-

tional in situ obse.rvations. If one applied the conventional technique 

of intermittant synoptic insertion of all the data, then most of the 

information content of the asy~optic data will be lost as a result of 

time-space averaging. Automatic quality control checks are desirable 

but difficult to apply in data-sparse regions. As a result of ex-

perience ga.ined over many years of experimenting with satellite data 

assimilation methods, a scheme was developed based on theoretical 

findings and practical results reported in the recent meteorological 

literature. The method implemented a time-continuous four-dimensional . , 
assimilation procedure based on statistical weighting of temperatures 

and on geostrophic wind. corrections: it modified the technique so as 

to deal with the practical problems imposed by the available real data. 
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Of all the components used in ,the assimilation scheme, the impact 
I 

resulting from statistical weighting procedures may be the most 

significant. Serious mathematical and computational problems 

;' ,associated with this method were encountered and considerable care 
\, \: 
w\\pt into the solution of these problems. The methods are described 

in some detail in Chapter 3 of this report and also appear in the 

earlier Phase I Study Report. 

The main point to be commented on here is that the GISS. technique 

is adaptable and transferable to an operational forecast system. If 

this scheme or reasonable facsimile thereof were introduced into an 

operational practice, then significantly improved initial state deter-

minations and forecast accuracies could result by 1978 when applied to 

the 'l'IROS,-N sounding data. 

Fopecast ModeZ. The magnitude of forecast impact is high+y 

dependent on the skill of the forecast model. Clearly, if the forecast 

model breaks down well before 48 to 72 hours, no matter how well the 

data in the northern hemispheric oceans is specified, the impact will 

be negligible. Predictability studies show that today's forecast 

models will haVE! a (hgnificant downstream response to finite amplitude 
\> 

differences in the inItial states over the oceans in 48 to 72 hours, 

when the differences in the initial states are as large as those pro-

duced by the satellite data. The major concern is to what extent can 

the improvement in skill of the large scale synoptic forecast at 72 

hours be useful to local weather forecast operations. To the extent 

that the numerical weather forecasts are improved on these time scales 

by better models, the impact of satellite data is expected to be 

additive to that of model improvement. 
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NMC is currently engaged in an intensive effort to develop a 

high resolution model. Results with a limited-area forecast model 

for the past year show skill score improvements in sea-level pressure 

and 500mb heights on the order of 5 to 10 percent. This translates 

into a 12-hour forecast gain in the accuracy of large-scale synoptic 

predictions. The GISS studies with a higher :t:-esolution model show 

similar for~cast improvements (Chapter 4). 

Forecast improvements of these magnitudes using NIMBUS-6 and 

NOAA-4 sounding data were obtained without any increase in the model 

resolution (Chapter 5). Tracton and McPherson (1977) speculate that 

the performance of high resolution models will be degraded by satellite 

data. In the few limited forecasts made with a higher resolution GISS 

model results do not substantiate these speculations. In fact, to 

the contrary, the GISS high resolution model (250km mesh size) produced 

somewhat more substantial impacts in the forecast skill than the 

low resolution model as a result of using sat~}lite data. Result~ 

seem to suggest that the combined effects of r~solution and te~pera-
ture sounding data may be additive. If this is confirmed by further 

tests, it could produce a major increase in the skill of operational 

72-hour forecasts. 

1.3 OPERATING APPROACH 

It was recognized from the ou~set of this project that the 

success of the program ultimately rests on the quality of the data 

and the forecast skill of the rnodel. The winter DST data sets 

offered the best chances of showing an impact because of the active 

systems originally in data sparse regions and moving over land in 

48 to 72 hours. Although the satellite-borne instruments were 

seriously degraded during the winter period, losing all 15~m 
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channel capability the sounding data were reprocessed by NESS so as 

to include special efforts to filter the instrument noise. As a 

back-up system in case the NESS procedures were not effective, GISS 

developed its own temperature retrieval techniques. As a result of 

the quality of the sounding data, additional quality controls to 

check the data were added to the GISS data assimilation schemes. 

Furthermore, because the volume of data was so large, balancing 

techniques were developed and tested in order to minimize the shock 

effects produced by data insertion. In addition, it was desirable 

to use an improved forecasting model, if possible, which might be 

more responsive to differences in the initial states. 

An important constraint imposed on the project was to demonstrate 

in operational terms the impact of sounding data on forecast operations. 

This meant the development of product outputs and verification tech-

niques that are standard practice at NMC. 

The project has been organized into the following four activities. 

The general approach to meeting these program objectives is described 

below and the specific programs to develop and demonstrate sounding 

capabilities are detailed in the subsequent chapters. A brief 

description of the specific program objectives of the four groups are: 

• Sounder Temperature Studies: This group had two tasks. 

First, to assess the quality of the IR and microwave data with 

respect to their dependence on initial guess, clouds and atmospheric 

effects, such as sea-level albedo and other uncertainties in the 
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calculations of transmission functions; and second, to develop an 

alternative to the NESS retrieval prd:cessing system for the HIRS and 
Ii 
I: 

SCAMS sounders based on Chahine' s duai~ frequency prin:ciple. 
II 
'/ 

• Assimilation and Analysis: This group was responsible 

for developing an analysis scheme and new assimilation techniques 

which would make use of the error structure of the satellite 

data in blending them with conventional data. It also~as to 
~I 

develop filtered models which minimize the shocks of imbalanced 

sounding data. 

• Forecast Model Development: To develop a higher reso

lution (vertical and horizontal) numerical forecast model in 

order to improve the accuracy of forecasts up to four days. 

• Evaluation and Verification Test: To evaluate the 

impact of satellite data on medium-range forecasts in the context 

of a real-time forecast operation. Emphasis in evaluation tests 

was on practical utility, i.e., usefulness to a local forecaster 

in the field. 

In each area listed above the report will show the development 

of a significant technological capability which we believe will 

lead to a further improvement in the forecast impact in the future 

tests with FGGE data sets. 
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2. SOUNDING TEMPERATURE STUDIES (STS) 
(J. Susskind, Scientist; D. Edelmann, Manager) 

2.1 INTRODUCTION 

The DST operational data set of temperature profiles derived 
from satellite borne observing systems (VTPR on NOAA 4 'and HIRS 
and SCAMS on NIMBUS 6) was produced at NOAA/NESS. Most of the 
impact studies discussed in the remaining sections of this report 
use the operational temperatures of these as their data base. The 
accuracies and :lields of these operational temperatures are pre-
sented in Section 2.2 of this Chapter. 

The remainder of this chapter of the report discusses the 
theory of temperature sounding, presents an alternate method de-
veloped at GISS, for deriving temperature profiles from sounder data, 
and finally gives the results of a number of studies for measuring 
and assessing the quality of the retrieved temperature profiles. 
The quality of temperatures retrieved using the methods of GISS and 
NESS are compared and shown to be generally comparable to each other. 

The theoretical section of this report deals pr~marily with 
the two main problems facing temperature sounding from satellites;. 
the effects of clouds on the radiances, and limited inherent ver-
tical resolution, even when the clear column radiances are·known. 
These pr blems are amplified by noise of an instrumental nature, 
affecting the accuracy of a measurement, and noise of a computational 
nature, affecting the ability to accurately reproduce the physics 
giving rise to the measurements as a function of temperature. 
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The limited vertical resolution of the measurements is a 

result of the fact that the photons entering into the observed 
I' 

signal arise from a wide portion of the atmosphere. Figures 1 

to 4 show the weighting function and Planck-weighted weighting 

functions for the temperature sounding channels on the VTPR, 

SCAMS, and HIRS sounders used".,in the DST experiment. The latter 

curves indicate the portion of the total signal arising per unit 

height from each pressure. The broader the curve, the less spe-

cific the measurement. The peaks of the weighting functions and 

Planck-weighted weighting functions for the channels are summarized 

in Table 1. The resolution cannot be higher than the spacing be-

tween adjacent peaks. 

There has been much discussion of the relative merit of micro-

wave and infrared sounders. Microwave sounders such as SCAMS have 

the advantage that, given a temperature profile, their observations 

are essentially unaffected by clouds in the field of view. As 

seen from Figure 4 and Table 1, SCAM1S is characterized by limited 

vertical resolution, having only two sounding channels in the trop-

osphere. Microwave sounders also have a potentially large source 

of computational noise due to a low and variable surface emissivity, 

which must be determined accurately before meaningful microwave 

sounding can be made. 

Infrared sounders, such as VTPR and HIRS, have the potential 

of achieving higher vertical resolution and are less affected by 

variations in surface properties. The presence of clouds in the 

sounder's field of view has a major effect on observed infrared 
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~ 7 
8 
9 

10 
11 
12 
13=f.11 
14=f.12 
15=113 
16=r-14 
17=N5 

2 
3 
4 
5 
6 
7 

Table 1. Peaks of Weighting Function in·Mb. 

FREQUENCY '( CI-1- 1 ) \'IT. PEAK B 'iT. PEAK 

HIRS-SCAMS 

669.0 ;30 20 
679.0 60 50 
690.0 100 100 
700.0 280 360 
716.5 475 575 
732.0 725 875 
749.5 surface surface 

2190.0 surf<lce surfc1.Ce 
2210.5 650 surface 
2243~5 340 675 
2271.5 170 425 
2357.0 15 2 

22.235 GHZ ",indO\v 
31.400 GHZ windo\v 
52~850 GHZ surface 
53.850 GHZ 500 . 
55.450 GHZ 200 . 

-

VTPR --
-, 

668 .. 0 30 . 3 . 
679.8 60 .... , 60 
696.9 140 

..... 
J.40 '.1" 

701.2 400 475 
725.1 725 900 
748.9 surface surface 
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Figure 1. Unweighted and Planck-Weighted lllJeighting 
Functions for VTPR Temperature Sounding 
Channels. Dry Standard Atmosppere. Nadir 
Viewing. 
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Figure 2. Unweighted and Planck-Weighted Weighting Functions 
for HIRS 1511m Channels. Dry Standa.rd Atmosphere. 
Nadir Viewing. 
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Figure 3. Unweighted and Planck-Weighted Weighting Functions 
for HIRS 4.3~m Channels. Dry Standard Atmosphere. 
Nadir Viewing. 
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Atmosphere. Nadir Viewing. 
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radiances, however, and this factor must be dealt with accurately 

before meaningful infrared soundings can be achieved. 

This study has also addressed the ability of the VTPR tem

perature sounder on NOAA 4 along with the combined HIRS-SCAMS 

temperature sounder on NIMBUS 6 to deal with the problems of 

clouds, vertical resolution, and the accuracy of temperature re-

trievals for each instrument. Our conclusions show that effective 

cloud filtering (i.e., determination of clear column radiances) can 

be obtained by use of combined HIR~-SCAMS observations or by ~se of 

either insi~rument separately. The VTPR instrument, however, has no 
J 

cloudf:i.l:t.ering ability of its own and hence cannot give informa-

tion about surface or lower tropospheric temperatures independent 

of outside information. Both sounder systems have only moderate 

vertical resoluti.on below 400 mb and contain very l~~,ttle informa-

tion at the levels of 300, 250, and 200 mb. 

The HIES and SCAMS sounders give comparable quality retrievals 

when used separately indicating, on the one hand, that clouds are 

not seriously degrading the quality of infrared retrievals, and, on 

the other hand, that HIRS is not realizing th~ potential for signif-

icant improvement in results when the full complement of HIRS chan

nels can be used. During the winter DST periods, when the 15-~m 

channels on HIRS malfunctioned, HIRS alone retrievals were i~;possible 

and combined HIRS-SCAMS retrievals were only marginally better than 

SCAMS alone. 
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2.2 OPERATIONAL TEMPERATURE RETRIEVALS FOR DST-5 AND DST-6 

2.2.1 NIMBUS-6 HIRS., SCAMS" THIR 

2.2.1.1 "OVERVIEW 

In August 1975, and again in January 1976, GISS initiated 

real-time processing operations of NIMBUS 6 sounding data for the 

GARP Data Systems Tests (OST) -5 and -6, respectively. The raw 

sounding data we:t;'e processed into ca1ibrated,Earth-10cated 

radiances and then into temperature and humidity profiles by a 

technique developed by NESS/NOAA (Smith'-;'Hayden, Woolf, et a1.) 

and integrated into a OST-supportab1e system by GSFC personnel 

(Gary, Iobst, et al.) 

A1thJ)ugh plans called for a 60-d;~y OST-5 data set of amalga

mated temperature and humidity profiles from the HIRS, SCAMS, and 

THIR sounders, and a 65-day data set. of equivalent OST-6 profiles, 

neither test generated a full data base. 

Processing operations for the summer test were discontinue¢l 

on September 5, when excessive noise was detected in the 15 11m 10ng-

wave channels. This condition, which persisted through the DST-6 

period,. requirEld major changes in the temperature extraction tech

niqueto compensate for the loss r{f"'Zthese channels. 
(~ : ." " ,~ ..... 

• -'."j 

The start of OST-6 was delayed until late January when a 

malfunction in either the HIRS instrument or in the data recording 

device on board NIMBUS 6 caused a bit slippage in the structure of 

the raw data. This problem was overcome by changes to 'the, INGEST 

section of the software and~rea1-time processing operations com-

menced on January 23. 
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Subsequent analysis of the processed microwave sounding 

da ta by NOAA progranuners, re',ealed that the algori thm which co-
-, 

locates microwave with infrared soundings, contained an error in 

the scanning direction of the microwave instrument. A management 

decision by the GARP Project Office was made in April 1976, to 

reprocess both DST data sets from the raw data archived in the 

tape library at GISS. These activities came to a successful com-

pletion in March 1977. 

2.2.1.2 DATA SYSTEMS TEST-S 

Data Systems Test-5 was planned to start in mid-August and 

run for 60-days' duration. However, due ·to the difficulties in 

the 15]1 channels, which forced the prematut:e termination of the 

test, the final data set only contains profiles from 2lZ August .1 
i 

17, to 12Z September 4 for a total of 17.6 days. 

2.2.1.2.1 YIELD 

Table 2 and its graphic equivalent in Figures 5 and 6, show 

the daily composition of the data in terms of time gaps and profile 

counts. 

With the exception of August 21, 22, 25, 30, and September 2, 

for which at most one orbit of data is missing, the remaining days 

(~ontain rather large data gaps with the worst cases occurring from 

August 26 through August 29. These are large discontinuities, 

especially when compared agianst similar DST-6 statistics, which 

account for almost 23 percent of the total data set and which are 

reflected in the large daily fluctuations in the number of retrieved 

profiles. For those days for which the data are most complete, 
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Table 2. Missing Data and Profile Count for DST-5 NIMBUS 

August september 
4

1 Date 18 19 20 21 22 23 24 25 26 27 28 29 30 31 1 2 3 Totals 

Missing Data 6.4 9.7 7.4 1.8 1.7 5.3 4.3 1.8 10.9 7.4 8.4 9.9 0.4 7.5 6.9 1.9 3.2 1.9 96.8

1 

(Hours) 

I 
Profile Count 4163 4546 3693 5842 6055 5178 5083 5912 4353 3311 3923 3867 5100 4859 3996 5623 4745 3994 84,243 

I 

1Data available to 12 GMT only. 

~ ;'-

Table 3. Missing Data and Profile Count for DST-6 NIMBUS 

l 

February 
Date 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 

Missing Dat:d 0 3.7 0.9 0.5 1.5 3.6 2.3 3.7 1.2 0.9 0 0.6 2.2 a a 5.0 0 3.8 0 4.0 1.9 a 

'I 
1 

1 
" 1 

(Hours) 

Profile cou~ 5755 5220 5501 5525 5872 5146 4797 5581 5265 6020 6091 6110 5518 5108 5929 4813 5551 4638 5923 5103 4728 6334 1 

1 Date 23 24 25 26 27 28 29 

Missing Data 0 2.6 5.6 0.3 2.1 4.4 a 
(Hours) 

Profile Count 6361 5716 4845 6177 5674 4602 5943 
-

March 
1 2 3 4 

1.9 1.8 0 0 

5819 5755 5955 6159 

Totals 

54.5 

183,534 
I 

I 
i 

I 

I 
i 

I 

j 

1 

I 
1 
~ 

, 
• 
~ 
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the average global profile count of approxi~ately 5700 retrievals 
!i 

compares closely with the average number of profiles obtained 

during DST-6. 

2.2.1.2.2 ACCURACY 

Figure 7 shows the weekly RMS errors of profiles retrieved 

over water and colocated to within +110 km and +3 hours of radio-
" 

sonde observations. The overall accuracy for the entire period 

is of the order of 2.29 0 , and as can be seen from t.he Figure, only 

within the tropopause region (250 mb to 100 mb) do the errors in-

crease to 30• 

It must be noted that these errors (and those given in Figure 

8 for DST-6) were computed by restricting the observations in the 

sample to tho~e profiles that do not exceed 50 errors for the , 

column and 70 errors for the individual levels. 

2.2.1.3 DATA SYSTEMS TEST-6 

Data Systems Test-6 was planned to start on January 1 and 

run for 65-days' duration. Problems with bit slippage and the con-

sequent modifications made to the software, delayed the start of 

real-time operations to January 23: final reprocessing, subsequent 

to software corrections for the microwave scanning direction error, 

was also started from this date. 

The final archived data set does not contain profiles before 

February 1, because a one week start-up period is required to 

generate accurate multi-level and surface analysis fields 

for fine tuning the retrieved temperatures. 
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Z.2.1.3.1 YIELD 

Table 3 and its graphic equivalent in Figures 5 and 6, shows, 

in contrast to DST-S, that the data for this period is E1rtremely 

continuous in its coverage. There are 21 days for whi<1/h at most 

one orbit of data is missing, and for these the globat average is 

5800 retrievals per day. 

Th~ continuity of this dataset is the result of a coordinated 

effort between GISS and MHDS (the NIMBUS 6 archives at. GSFC) to 

recover and process every available orbit. Similar efforts for 

DST-S, were not as succ~ssful due to problems in the date-time 

identification of the HIRS and SCAMS orbits. The subsatellite 

tracks of the missing orbi,ts, the actual time and date of the data 

gaps, and the complete count of profiles for DST-6, are presented 

in Appendix A. 

2.2.1.3.2 ACCURACY 

The weekly DST-6 accuracies, shown in Figure 8, indicate 

that these temperatures are of poorer quality, in an RMS sense, 

than those for DST-S, by approximately 0.7Q. 

This reflects the fact that for the latter period all instru-

ments were functioning properly, while the former operated. with 

the 4.3~ and microwave channels only. 
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2.2.2 NOAA-4 VTPR 'J 

2.2.2.1 OVERVIEW 

The VTPR instrument, which became operational in December 
1972, has been returning usable global temperature and humidity 
soundings taken from on-board the NOAA. 2,3 and 4 satellites. 
The Level I radiances, the first guess temperature values used 
in the NESS technique, and the NESS operational retrieved pro
files, have been routinely archived at GISS during the operational 
life of the instrument and used in the 4-dimensional GISS assim-
ilation scheme directly as an operational product, and as GISS-
derived temperature profiles. 

This section reviews the quality and coverage of the operational 
NESS temperatures. for the DST-S and DST-6 test periods. 

2~2.2.2 DST-5 AND DST-6 YIELDS 

Tables 4 and 5 and their graphic equivalent in Figures 9 
and 10 show the daily composition of'the data in terms of time gaps 
and profile counts. 

As can be seen from Table 4, the data coverage for DST-S, 
with the exception of August 28 when 50% of the orbits are missing, ," '':...:::;.::::' 

is fairly continuous. For the l8-day period the number of retrievals, 
which are obtained only over water points, average to a little over 
1000 profiles per day. 

Table 5 for DST-6 on the other hand, shows the data coverage 
to be much less continuous after February 21 than during the first 
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Table 4. Missin9 Data and Profile Count for DST-5 VTPR 

August September 
18 19 20 21 22 23 24 25 26 27 28 29 30 31 1 2 3 

1.8 2.5 4.7 2.8 3.4 2.6 1.2 6.5 2.0 2.1 12.0 3.9 1.9 4.6 1.8 1.8 4.6 

1106 1104 1003 1144 1024 1116 1125 1017 1146 1132 715 1034 1064 997 1136 1144 1047 
------- -- --------- - - -------

Table 5. Missing Data and Profile Count for DST-6 VTPR 

Febrcary 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 

3.3 6.6 5.5 5.1 9.7 3.0 3.4 2.1 7.6 4:3 3.2 6.5 6.2 11.3 6.2 1.5 3.2 

" 

4 

7.5 

890 

18 

3.3 

-~;. .. -,..,~.;..",..- ~~~~i'r,r.~·"'·~r-~ 

... 

Totals 

67.7 

18,944 

19 20 

2.9 5.9 

21 

15.3 

22 

9.2 

i 
I"~ 

.~ 

1258 1087 1097 1181 863 1250 1241 1231 1024 1134 1272 1073 1059 785 1073 1241 1253 1279 1237 1114 498 902 
- - ---- -----

March 
23 24 25 26 27 28 29 1 2 3 4 Totals 

16.5 20.4 11.9 13.5 8.7 13.6 14.3 16.8 11.8 6.6 15.6 284.7 

632 217 708 620 917 623 506 438 695 958 453 _L..30,41~J 
--------- ------- ----- - - ---
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part of the test period. These time gaps are the result of problems 

encountered during the transmission of the data from NESS to GISS, 

and the almost complete breakdown in data link communications towards 

the end of the experiment. Although from February 1-20 the average 

number of retrievals is over 1100 profiles per day, the yield is 

reduced to an average of only 620 daily profiles for the latter 

part of the test. 

2.2.2.3 DST-5 AND DST-6 ACCURACIES 

Figure 11 and Figure 12 show the weekly RMS errors of pro-

files retrieved over water and co located to within +3 hours and 

+110 km of radiosonde observations. Also shown are the RMS errors 

of the initial guess used in these retrievals. The same error cut-

off criteria applied to the NIMBUS accuracies (Sections 2.2.1.2.2 

and 2.2.1.3.2) have been used here to evaluate the VTPR retrievals. 

Bo·th periods show good accuracies, with DST-6 errors roughly 

0.10 0 'i,vorse than in the summer. The initial guesses, coming from 

a l2-hour forecast, are also very good in the regions near radio-

sondes. The accuracies of retrievals in data poor regions, where 

the forecast guess is of poorer quality, is of unknown quality. 

2.3 GISS APPROACH TO TEMPERATURE SOUNDING: THEORETICAL CONSIDERATIONS 

The basic theory for temperature retrievals and the techniques 

developed at GISS for their implementation are discussed in detail by 

Susskind et al. (1977). The theory discussed in this report will 

deal primarily with special considerations for the HIRS and SCAMS 

sounders. 

2-22 



P"':';l""~ ~~" 

.!. 

i', 

, 
i 
I 

I 
I 
~ 

,; 

, 

" i", { 

,} 
< 
'i' 
~ 

t 
i , 
• i . , 
~ ~ 
~ , 
t, 
i' 
~ f 

~ : 

; i 

f 
;-- i 

r , 
f-. 

t 
! : 
I ' 

N 
I 

N 
w 

0 

100 

200 

300 .... 
.Q 

E 400 

~ 
:I: 500 
C!) 

ILl 
:I: 600 

700 

800 

900 

1000 
1° 

'"orl «;, ·oi/':'7<~:.~,-4f~r'r"'f' .. • , ....... , _~~ ·~.~-~ .. ,~, ... t;-"'·;f ... ..,4 .. "'1"~,-".···~·~'-,-'.,-·-..... • .. • 

8/18-24 8/25 - 31 
0 

100 

200 

/1 E 300 
/ I 

~ 
MEAN ERROR-O.O'l :I: 400 l I MEAN ERROR 0.02J 
STDR. DEV. 1.96 C!) \ I STDR. DEV. 2.30 
RMS ERROR. 1.96 ILl RMS ERROR 2.30 :I: 500 ) 1 OBS. 38 

I 1 
OBS. 36 

600 
: 1 

-j 

700~ \ 1 ~ 

\ 1 
8001-

I \~~GUESSI ~ 

9001- ~ \ I "-
10001 " I 'I ~ I 

2° 3~ 4° 5" 1° 2° 3° 4° 5° 
RMS ERROR (OK) RMS ERROR (OK) 

Figure 11. DST-S Weekly VTPR Accuracies 
Temperatnre Error Versus Height 

0 

100 

200 

,Q 

E 300 

~ 
:I: 400 
C!) 

ILl 
:J: 500 

600 

700 

800 

900 

1000 10 

+3 Hqurs, 110 km, Watf-r, 18°N-70oN Latitude 

~'" ·- .. ;:;;;:t::. '<I~""'~~,;...'tfI,~~"OF" '"'Pr~~p .... rwrq'li-'--:""'r. .:---,...,-,",,~~ 

9/1-4 

MEAN ERROR 0.09 
STDR. DEV. 2.30 
RMS ERROR 2.30 
OBS. 32 

5° 

~,~ 

J 

\\--1 

1 
1 

1 
i 
1 
1 
1 
i 
j 

1 
1 
J 
:j 

1 
1 

~ 

~;;~"";'~''''~~~~L'>''' : .. :.'-~' ;""f..:._.,_-_, .• -"'-.... ~, . ...,..~ .. "~~_ .. ~&_,:.;.~~, ....w.:...~~~ .... ~"""'_ .. "._".~.:_~.:nr... " ",:,:";,,,._~ ..... ~:k.."""~ ~ _~..o. '. '.:.'~~ ...... _ ":'.~.Il._ . .;':;~. '-c...ft.i.~...:~~~ .. ~~.;.: ... ~,~.1:.:.i.-~,"";~_· .... -:.IL_ ..... .,,.::.. __ '"'--k..:_.:..:...........:·.L.--.. __ -"-.. ~.>..Jo:,:..:...;..:.t..:....;~ ..... '-.J~-t~~~~-~ __ ~ ......... ~ 



... ,~-.~. 
?'. 

~ 
~ 
; 
f 

N 
I 

N 
::. 

"""TA';; "71 -.,.......,.,--.u-,-.: --;-";:~ ~ ..... %,W'::;W: ,,..-.,... .. -: '\~.:·~F·-

1/31-2/6 
Orl-------.--~~,_------~----~ 

217-13 
o rl---------r--~----._--------,_------__, 0 

2/14-20 

100 100 100 

200 200 200 

300 300 300 l .... 
r , 

400 MEAN ERROR 0.63 400 
.Q 400 I I MEAN ERROR 0.15 

/ 
MEAN ERROR 0.24 

.Q 

E 
I- 500 
r 
t!> 

..., 600 
r 

700 

800 

900 

I 
I 
I 
I 
I 
I 

\ I 
\ I 

STDR DEV. 

RMS ERROR 

OBS. 

\·L .... J GUESS I 
I ........ 

2.33 

2.42 

46 

.Q 

E 
I- 500 
r 
t!> 
..., 600 
r 

700 

800 

STDR.OEV. 

I 
RMS ERROR 

\ OBS 
\ 
\ , 
~R'T'VAL/ 
, I 

" 

2.43 

2.45 

40 ~ '00 ~ 
..., 600 
r 

700 I-

800 I-

900 I-

/ 
/ 

( 

\ 
\ 
\ 
\ 
\ , 

STDR.DEV • 

RMS ERROR 

OBS. 

\ 
\ 

\ 

'1 / GUESS/ 

" 1000 I I l I 
, 

), I 
I ........ 

iOOO I 1 \ I I .......... > I ,:::L '" " , 
1° 2° 3° 4° 5° 1° 2.0 3° 4° 5° 1° 2° 3° 

RMS ERROR (OK) RMS ERROR (OK; RMS ERROR (OK) 

.<> 
E 

I-
r 
t!> 
w 
1: 

2/21-27 2/28-3/4 
o I ,,------,-----,------, 0 

200 

300, , ..... 

400 

500 

600 

700 

800 l-

900 i-

1000 I 
1° 

100 

200 

300 
.......... 1 

t ... 
I ", 

M EArl ERROR 0,06 MEAN ERROR -0.03 

I 
I 
I 
I 
I 
I 
I 

"I I 

1\ 

II 
2° 

, STOR DEV. 

\ RMS ERROR 
\ OBS 

\ 
\ , , 

) 

" 
,,/"'~ GUESj] <........ . . 

..... ... .... ... ..... ..... 
I ..... 

2.06 .Q 

E 
2.06 

13 
I-
r 
t!> 

w 
r 

400 

500 

600 

700 

800 

900 

1000 

STDR DEV . 

RMS ERROR 

OBS 

2.41 

241 

23 

3° 4° 5° 1° 4° 5° 

RM'> ERROR (DK) RMS ERROR (OK) 

Figure 12. DST-6 Weekly VTPR Accuracies 
Temperature Error Versus Height 

±3 Hours, 110 km, Water, 18°N-70oN Latitude 

4° 

2.35 

2.36 

45 

~,j-"" <.,;'-".~'f--. ~,~,~o~~·~-,.r,~_~ 

-j 

I 

5° 

~~ 

l 
~ 

- ~ 
,1 

j 
..'~i 

f 

I. 

I 
. .4 ' ... ="".~",""", __ ,, " .. ~,~'"=·'n_·o""_~"" . ''.OJ'' ," .... -""~ ........... ~ ......... """"'--'-'_~ 'lI\ .. i' ....... 11 ...... " .... ',:"i iJ~ij ·iiei~'"'"" .. II!lI~l!!IIIo_riillii·.iI<:ii.,i1ii,.IIIf"··.K .. jijlM!!i~:~ 

~~ ... I0<: .... ~ __ .~ • ...t""'~_..:.~.,~ .... .:.. . .:...~_, ___ ~~~ • .._w.~~.'_'""O_",.~., __ .•. ,:;i,.". •• ~_~.,....... _ __'_ ......... _.~ _ . ...-.: •. _~~~, ......... ~_ .. _~o_,._._~~_. __ ......... ____ ... .::...... L .. __ ..:._'. ____ ...... __ .••.• ..,. __ . __ •. __ ___ ,~,_ ....... _ .• ~ •• _ .•. _ .. _~ • 



, 

2.3.1 TEMPERATURE RETRIEVALS GIVEN CLEAR COLUMN RADIANCES 

There are many techniques for retrieving atmosphere tempera

ture profiles from' radiance observ'ation. The approach used by NESS 

in creating the operational DST temperature profiles involves the 

use of statistics, i.e., tabulation of past radiance observations 

together with co located radiosonde temperature measurements. The 

approach used at GISS is based on the method developed by Chahine 

(1972', 1974, 1975), and does not rely on past statistics. Avoiding 

the use of statistics gives one a greater chance of finding unusual 

meteorologically significant temperature profiles, such as those 

indicating passing fronts, which would have a great impact on a 

forecast. It also places a greater emphasis on being able to the-

oretically reproduce the atmospheric physics giving rise to the 

measurements. 

The approach involves taking an initial guess temperature 

profile, caJ.;culating clear column radiances, comparing with the 

observations, and modifying the guess profile iteratively until 

agreement is reached. 

For each sounding channel used, the guess is modified ac-

cording· to the equation 

Ri,clr 
--- Bi [Tn (Pi)] ~ 
Ri (n) 

(1) 

where Bi[T) is the Planck black body function evaluated at sounding 

frequency i and temperature T~ Pi is a characteristic pressure for 

channel i, typically the peak of the weighting function for that 

channel~ Tn(Pi) is the nth guess temperature at Pi~ Rin is the clear 
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colunm radiance calculated for channel i using Tn(p); and Ri,clr is 

the "observed clear column radiance," i.e., the radiance which would 

have been observed if the field of view of the observation were 

completely clear. In fact, the field of view is in general at 

least partially cloud covered, and the "observed clear column radi-

ance" is in fact not an observation but must be constructed from 

the observation by filtering out the cloud effects. Two techniques 

for doing this are described in the following section. One uses 

only infrared observations and the other uses combined infrared 

and microwave soundings. 

2.3.2 CLOUD EFFECTS 

Consider a field of view which is otherwise homogeneous but 

partially cloud covered with cloud fraction a. The radiance ob-

served by a sounding channel i can be written as 

Ri = (l-a)Ri,clr + aRi,cld (2 ) 

where Ri,clr is the radiance which would have been observed if the 

entire field of view were clear, and Ri,cld the radiance if the 

entire field of view were cloudy. The clear column radiance can 

be written (neglecting solar radiation) as 

where 8i is the surface emissivity; Bi(T) is the Planck black body 

function evaluated at sounding frequency \)i and temperature T; Ri+ 

is an effective downward flux of thermal radiation; Ti(P) is the 

channel-averaged transmittance from pressure P to the top of the 

atmosphere; and P is a pressure above which there is little atmos-
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pheric absorption. d1' The term dlnP is called the weighting function 

for chal,bel i (see Figures 1 to 4) and is a measure of the extent 

that the temperature at a particular pressure level contributes 

to the integral in Equation (3), and hence to the signal in channel 

i. 

Ri,cld can be written as 

(4) 

where 1'i e is the transmissivity o~ the cloud at vi, Ei,e is its , 
emissivity, ni,e is its reflectivity, Ri,c{- js an effeGtive downward 

flux striking the cloud, Pc is the cloud top pressure, and Tc is the 

cloud temperature. If 1'i,c ::: l~ as in the microwave region, the 

cloud radiance becomes equal to the clear column radiance (because 

ni,c + £i,c + Ti,c = 1) and Equation 2 becomes independent of 

cloud fraction Ct. For microwave channels, the temperature profile 

then call be constructed directly with no cloud filtering, as 

described previously, provided £i is known or can be determined. 

2.3.2.1 CLOUD FILTERING 

In the infrared, however, 1'i c : 0, and one must be able to , 
either calculate Ri,cld directly or to otherwise determine clear 

column radiances from the observations. Ri,c can be calculated 

assuming Ei,c, !li,c' Pc' and Tc are known. In the l5-~lm region, 

Ei,c ::: 1 for most clouds so Ri,cld can be evaluated as a function 

of Pc (and Tc ). Cloud properties are more variable in the 4.3-Vm 
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region and evaluation of Ri,cld becomes more difficult. Evalua

tion of Ri,cld is unnecessary, however, if measurements are made 

in dual fields of view. 

2.3.2.1.1 DUAL FIELD OF VIEW ApPROACH 

If measurements are taken in two adjacent, otherwise homo-

geneous fields of view but with different cloud fractions al and 

a2 then it follows from Equation (2) that 

(5) 

where R' , is the observation in channel i in field of view J' and ~,J 

n = (6) 

Since n depends only on the ratio of the physical cloud cover in 

each field of view, it is channel (and spectral region) independent. 

Determination of n is equivalent to determination of the clear col-

umn radiances for all channels through Equation 5 without having 

to make any assumption of the cloud properties. In the above, 

field of view I is always taken as the clearer (warmer) field of 

view and n should be a positive quantity. 

2.3.2.1.2 DETERMINATION OF n - INFRARED CHANNELS 

If the clear column radiance is known for channel i, n can 

be calculated according to 

ni = 
Ri,clr - Ri,l 
R, I - R. 2 
~, ,~, . 
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In generai, R. 1 is not known but can be approximated from the 
~,c r 

nth guess temperature profile and n determined according to 

Tli (n) = 
R (n) 1 -R. 1 
i,c r ~, 

R. 1 - R. 2 
~, ~, 

(8) 

where R~n) is calculated from Equation (3). Neglecting instru
~,clr 

mental noise on R. 1 and R. 2 and computational noise on R~n)l ' 
~, ~, ~,c r 

n~n) will be incorrect only insofar as the iterative temperature 
~ 

profile is incorrect. The sensitivity of n to temperature errors 

can best be assessed by considering apparent temperature profiles. 

2.3.2.1.3 ApPARENT TEMPERATURE PROFILES 

Chahine (1975) has shown that if one treats cloud contaminated 

radiances as clear column radiances and retrieves an "apparent tem-

perature profile," then the true temperature profile is related to 

the apparent temperature profiles in the two fields of view according 

to 

where P. is the pressure corresponding to the peak of the weighting 
~ 

function for channel i, Tl(P) is the apparent temperature profile 

in field of view 1, T2 (P) is the apparent temperature profile in 

field of view 2, and T(P) is the true temperature profile. 

If the true temperature T is known (or guessed) at a charac-

teristic pressure P., then n. can be calculated according to 
J ) 

B . [T (P . )] - B. [T
l 

(P . ) ] 
n. = J J J J 

J B. [T
l 

(P .)] - B. [T
2 

(P .) ] 
J J J J 

(10) 

2-29 



r7
> ~~''"'''(r--''T 

~ 

~ ;. 

I~ 
, 

and a subsequent temperature profile, T.(P.) is obtained by sub
J ~ 

stituting n. into Equation (9). For best cloud filtering one 
J 

must find the appropriate channels j and {i} such that errors in 

the initial guess T(P.) produce the smallest errors in the retrieved 
J 

temperatures T. (P. ). 'Note, for example, that if channel j, ul:!ed 
J ~ 

to determine n, is also one of the channels {i} used to determine 

apparent temperature profiles, it follows from Equations (9) and 

(10) that T. (P.) = T(P.), i.e., the retrieved temperature at P. is 
J J J J 

equal to the guessed value at that level, giving maximum sensitivity 

to initial guess errors. 

2.3.2.1.4 SENSITIVITY OF n TO INITIAL GUESS 

The error in n., as calculated from Equation (10), caused by 
J 

an error in the guessed temperature, T(P.), can be approximated as 
J 

(11) 

Approximating the planck black body funqtion in the infrared as 

-R,U'/T 
B.(T) = a.e J 
~ J 

and expressing the apparent temperature in field of view i at 

pressure P. as obeying the relationship (Chahine 1975) 
J 

B.[T.(P.)] = (l-a.)B.[T(P.)] + a.B.(T) 
J ~ J ~ J J ~J c 

(12) 

(13) 

where T(P.) is the actual temperature at P., and Tc is an effective 
J J 

cloud temperature, one obtains 
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Lln· __ J = 
LlT 

.R.\.>. 
J 

[T(P.)-T] 
J c 

= 

(14) 

The sensitivity of nj to guess temperature errors is minimized 

by choosing a channel which minimizes Uj, while at the same time 

sounds a.s deeply as possible into the atmosphere so as to maximize 

2.3.2.1.5 DUAL FREQUENCY PRINCIPLE 

As stated earlier, if a set of channels, e.g., 4.3 ~m channels, 

are used to construct the apparent temperature profile, and one of 

those channels, e.g., the surface channel, is used to get n, then 

the retrieved temperature equals the guess temperature at the charac

teristic level, in this case the surface. We see from Equation (14) 

that 11 determined from a 15 ~m surface channel is less sensitive to 

guess errors than if determined from a 4.3 vm surface channel. Using 

the 4.3 ~m channels to determine apparent temperature profile, and 

the 15 ~m surface channel to determine n will therefore produce a 

r~trieved surface temperature which is better than the guess (pro-

vided other sources of error are sufficiently small). The degree 

of improvement can be estim~ted by linearizing Equation (10) to give 

T(Ps ) - T(Ps ) 
= ----- (15) 

2-31 

l 
1 

1 
J 
~ 
i 



~: 

~ , 
,; 

l' 

~. 
}. 

t 
I 
~: 
f' 

f~ 

, 
~, 

I,' 
" 

, 
" 

, 
t 
i\ 

~ 
; .. ' 

:1 

" where T(Ps ) is the retrieved surface, T(Ps ) is the guess, T(Ps ) 
is the actual temperature, and n is .the true n. The right-hand 
side of Equation (15) can be evaluated from Equation (14) to give 

TS-Tc 

[ -
fu

4.3[ TTl j iln lS ulS 
eSc -1 

= T -Tc -iln 4 • 3 u4 • 3 
~ ~ -.Q.ulS [- ] 

e TsTc-l 

-.Q.U 15 Ts-Tc 
where x = e [ TsTc J, .Q.=l. 439, and 

right-hand side of Equation (16), the 

[ I-x (u4. 3/ulsJ u1 5 
, . (16) 

I-x u4.3 

U 
.~ ::: 3. The smaller the u15 
more improvement· of the re-

trieve~ temperature over the guess. The right-hand side of Equation 
nlS 1 (16) varies from ---- - - as x approaches zero (Tc very cold comn4 .3 - 3 

pared to Ts) to 1 as x approaches 1 (Tc almost the same as Ts )' 
Therefore, with very cold (high) clouds, a factor of 3 improvement 
in initial guess temperature error can be obt.ained in this fashion, 
while for low clouds, the improvement becomes small. Table 6 gives iln lS evaluated from Equation (16) as a function of Ts and Ts-Tc' iln 4 • 3 
We see that at least i of the guess error can be removed, 

L\n15 ( < 
iln4.3 -.67) provided x is less than 0.6, i.e., the clouds are at least 30 0 

colder than the surface. An iterative process, whereby Tn(p) is 
used as Tn+l(p) to evaluate n~~l from equation (8) or (10), will 
further decrease dependence of the retrieved temperatures on the 
guess but is potentially sensitive to noise. 
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Table 6. Potential Surface Guess Improvement Factor Using Infrared 

Only. 

TS=300 Ts=280 T =260 s 

L\n15 L\ n15 L\nl5 
Ts-Tc x 

L\n 4 . 3 
x 

L\n 4 • 3 
x 

L\n 4 • 3 

10 .90 .90 .88 .88 .86 .87 

30 .69 .72 .65 .69 .61 .66 

50 .51 .59 .46 .56 .40 .52 

70 .36 .50 .30 .46 .24 .43 I 

2.3.2.1.6 DETERMINATION OF n - MICROWAVE CHANNELS 

An alternate approach to the determination of n involves the 

use of the microwave channels. This procedure has the advantage 

of being independent of the initial guess surface temperature, 

but has the disadvantage of being sensitive to computational micro

wave noise, i.e., errors in computed surface emissivity. To the 

extent that the latter is not significant, use of microwave channels 

to determine n is superior to use of l5~ channels. 

One will have determined from Equation (9) a different temper

ature profile Tn(P), depending on the choice of n. Given this temp

erature profile, one can calculate the microwave brightness temper-

ature R. (n) for a given channel, e.g., 15, the surface channel, 
l. 

according to Equation (3), assuming E. is known or has been determined. 
1. 

! 
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n. is chosen so that R. (n) = R
1 
.•• the observed microwave brightness 

1 1 

temperature. 

The surface emissivity 8 i , can be determined according to the 

method of Waters et al. (1975) from the observations in microwave 

channels 1 and 2, a knowledge of whether you are looking at land 

or water, and a guess atmospheric temperature. We have tested the 

procedure by comparison of brightness temperature observed near 

radiosondes with those calculated us~ng the radiosonde temperature 

profile and the emissivity calculated from the observations. The 

resultant calculation shows small systematic differences with ob-

servation, but with standard deviation lower than 1 0 K. This 

indicates that the microwave computational noise\is not, in general, 

much worse than the instrumental noise of about a ':<:i,,c'K. The'--csys-
-','-

tematic clifferences for each microwave channel were calculated fqr 

each of the summer and winter periods for five latitude zones. Th~ 

systematic differences were subtracted from each observation in the 

handling of the data according to channel, season, and zone. 

2.3.3 USE OF MICROWAVE CHANNELS FOR TEMPERATURE SOUNDING ( 

\, Ii 
In addition to the determination of n, the microwave chattnel 

17(M5) is an excellent stratospheric channel having a sharp weighting 

function peaking at about 150 rob which can be used in temperature 

sounding, either in conjunction with infrared channels or with 

microwave alone. In the\; case of microwave alone soundings, there 

are only three channels,\\giving information at the surface, 500 rob, 
II 

and 150 rob for the deterinination of temperature pro1:iles. To the 
-'0':..:: ___ --~ 
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extent that the shape of the initial guess is correct, excellent 
troposphEric temperatures can be retrieved, provided the error in 
calculated surface emissivity is small. Features in the actual 
profile not in the initial guess will cause serious degradation of 
the results. 

2.3.4 CLOUD HEIGHT DETERMINATION 

Use of any of the three techniques described previously, 
(i.e., 4.3 ~m channels to get the apparent temperature profile and 
15 ~m channels to get n, 4.3 ~m channels to get the apparent temper-
ature profile, and microwave channels to get n, or microwave channels 
to get the temperature profile directly) will have produced temper-
ature profiles which are independent of assumption of cloud properties and basically the same as each other up to noise affects and slightly 
different vertical resolution. Cloud height and percent cloud cover 
can now be determined from the observation and retrieved temperature 
profile from Equations (2) and (4), provided assumptions are now made about the cloud properties. Clouds act as essentially black bodies 
(8=1) in the infrared spectral region. The assumption of unit emis-
sivity is not valid enough for accurate temperature determination but 
is sufficiently valid for determination of reasonable cloud parameters. If we assume a black cloud whose top is at Pc with temperature T(Pc )' 
where T(P) is the retrieved temperature profile, then Equation (4) can be evaluated at any assumed cloud top pressure to give 

(17) 
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Using Equation (2), a cloud fraction, consistent with the assumed 

cloud pressure, a. (P ), can be determined for channel i according to 
1. c 

R' 1 1.,C r 
( 18') 

where Ri is the observation for channel i and Rl,clr is the calcu

lated clear column radiance using the retrieved temperature profile 

and equation (3). Channel i should sound as deeply into the atmos-

phere as possible to maximize the numerator and denominator of 

Equation (18) and minimize the affects of errors. For any pair 

of channels, Pc and a can be determined such that ai(Pc ) = aj(Pc } 

= a. 

2.3.5 ALTERNATE TEMPERATURE INVERSION SCHEME 

An alternate inversion technique--the "Residual Error Method"--

has been developed as a replacement for equation (1). The procedure 

is an iterative process of perturbing an initial guess temper-

ature profile such that the radiances computed from a set of 

radiative transfer equations approximately equals the corresponding 

set. of measured radiances. 

Let Pc = cloud top pressure 

Ps = surface pressure 

Po = pressure where radiances are measured 

R~ (i = i, ••• ,N) = a set of measured radiances 
1. 

a = the cloud fraction 

T(p) = an initial guess for the temperature profile 
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T(Vi,p) = the transmission (for frequency vi) 

B = the Planck function 

PK.= the peak of the weight function dT./dlnp, whexe 
~ ~ 

PO<Pkl <Pk2 <···<PkN = 'Ps 

A set of computed radiances is obtained using the ini'tial 

temperature profile guess: 

p P 
R~ = (I-a) (B T +f °BdT)+ (BcT +1 °BdT) 
~ s s c P 

Ps c 
(19) 

(The,determination of cloud parameters is essentially the same as 

in previous methods, and we omit discussion of them.) 

. We seek a temperature profile for which 

I (R~-R~) /R~I <E, (i = 1, ••• ,N) 
~ ~ ~ 

for some given E. We describe the procedure graphically as shown 

i:q.·Figure 13. 

(I) (2) (3) 

Po 

I t 
PK 1 

Ps ------,-1 
T(p) rep} T(p) 

Figure 13. Perturbation Procedures Used in Residual Error Method 
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Basic to our procedure is the fact that if Tl(p»T(p) for all 

P) th RC(T »Rc(T) The first step (chart 1) is to p (P <P< , en . 1 . . 
o S 1 1 

rotate T(p) about P
s 

to obtain Tl(p) such that 

where 6T is some positive or negative quantity accordingly as 

Rm_Rc(T) is positive or negative. We repeat this process until 
N N 

we find that the signs of R~-R~(Tj) and ~-R~(Tj_l) differ. We 

m c 
then interpolate to find the 6T such that RN-RN(T j +l ) = 0, where 

T
j

+l is a rotation of T j _ l such that 

Our next step (chart 2) varies from the first step only 

in that we perturb Tj+l (p) (our current temperature profile) by 

rotations £rom Po (above PK2 ) and from P
s 

(below PK
2

). Upon 

comPletintstep 2 and obtaining a new temperature profile T (p) 

such that) ) 

c m 
RN-l(.T) = RN_l 

2-38 



r- '-~'-~~r'·~> 

f ,. 
~ 

I 

" 

". __ ._ .... _ ..... _~._~._, .... __ .. .. ~.,~.,.' .. ~.,...,.T,..,..- M .... • ..... --•. .',.,..""---~ .. ~~";"'~, 

we have put an error into Equation 19 (for i = N), i.e., 

If the weight functions had sufficiently sharp peaks, then the 
integrals R~ would be almost independent of perturbations of T(p) 
outside of a small interval about the corresponding PKi • This 

leads us to an iterative process. After applying our pertur~a

tion method (as per chart 2) to obtain the required R~'s 
l. . 

(i' = N, N-l, ... ,2) and obtaining R~ = R~ according to chart 3, 

where the perturbations ~bove PKI are linear shifts, we repeat 
the entire process until we obtain max I (R~-R~)/R~I<E (for i = l. l. l. 

1,2, ... N) for some given ~ 

Preliminary indications show that improvements can be made 
over the old iterative scheme in the far north where inversions 
850 mb have been determined through use of this method. 
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2.4 GISS OPERATIONAL PROCEDURES FOR DATA REDUCTION 

The basic operation~l procedures used at GISS for temperature 

retrieval were described in Susskind et al. (1977). Temperature 

retrievals are done at the GISS gridpoints using averaged radiances 

over the grid area for each channel. Initial guesses for the re-

trievals are taken fror:~\ a 12-hour forecast. The retrieved temper-

atures are considered to be typical of the entire grid area and 

are used for assimilation into the model at the grid points. To 

implement the dual field of view retrieval scheme, spots falling in-

to a grid area were ordered according to the ratio of the observed 

radiances of channel 7 to channel 5 for either the VTPR or HIRS 

obwervations. Those spots lying in the half with the highest ratio 

form the relatively clear field of view; the remainder the relatively 

cloudy field of view. This procedure is used so as to maximize con-

trast between the fields of view (minimize n from Equation (7» and 

also provide the greatest homogeneity of temperature profiles in the 

field of view. The ratio is used to account for the dependence of 

radiance on the zenith angle of the observation (the radiance is 

roughly linear with the secant of the angle for uniform temperature 

profiles along the scan line). In the winter DST period, HIRS chan-

nels were very noisy and not suitable for use. The spots were then 

ordered in terms of the observed radiance for channel 8, the 4.3 ~m 

surface channel. The effective zenith angle for each field of view 

is determined according to the arc secant of the average secant of 

the zenith angle of each ~pot included in the field of view. 

This is needed for cal'ulation of effective atmospheric trans-

mission functions for each field of view. The SCMIS brightness 
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temperatures are averaged into only one field of view because 

they are not affected by clouds. The HIRS radiances are taken 

from the output of the NESS operational INGEST program. The 

SCAMS observ.ations obtained from the INGEST program are antenna 

temperatures and differ by 1 0 to 2 0 from the needed brigh:.f,;,ness 
\,' 

temperatures. We obtain the brightness temperatures from a 

program by Dr. Rosenkrantz at M.I.T. which makes appropriate 

corrections to the antenna temperatures. The brightness 

temperatures are expected to have further small systematic errors 

due to calibration. Systematic errors determined as described 

in the text are subtracted from the brightness temperatures before 

use. The systematic errors are actually'systematic differences 

between observation and calculation and therefore are region 

dependent. 

2.5 DETER~lINATION OF TEMPERATURE PROFILES 

2.5.1 VTPR 

As shown in Figure 1 and Table 1, VTPR has six 15-~m tempera

ture sounding channels, 2 through 7, sounding progressively'deeper 

in the atmosphere. Because the sounding channels are all in the 

15-~m region, cloud effects cannot be filtered out and retrievals 

are strong functions of the initial guess in the lower troposphere. 

If, after apparent temperature profiles are obtained, n7 is 

determined according to Equation (10) and used in Equation (9), 

the retrieved temperature matches the guess at the surface. If 

n6 is determined and used, the retrieved temperature matches the 

guess at 700 mb. If, in fact n7=n 6 , then the retrieved temperature 

matches the guess from 700 mb to the surface. In general n7 and 
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~~ n6 are slighfly different because of noise and guess errors. 

To co.ncel ou;..:. noise somewhat, n is chosen as n = 1/3n6 + 2/3n 7 • 

This has the prop~rty}of closely matching the guess near 850 mb. 

Redundant or Highly Overcast Field of View. As shown in 

equation (9), the larger n, the more extrapolation must be done 

from the apparent temperature profiles to the true one. The pro-

cedure is thus more sensitive to noise. Also, the further the 

apparent surface temperature in the clear field of view is from 

the true (or approximately, the forecast) surface temperature, 

the more extrapolation is needed. To guard agalnst extreme cases, 

the dual field of view approach is not done if n>3 or if the 

apparent surface temperature is more than 30° colder than the guess 

surface temperature. The former case corresponds to redundant 

fields of view (a 2 <4/3al) and the latter corresponds to highly over

cast conditions or very cold clouds. In either of these cases, a 

single field of view retrieval is done as described in Susskind 

et al. (1977). 

2.S.2 NIMBUS-6 SOUNDERS 

2.5.2.1 OVERVIEW 

As seen in Figures 2 to 4 and Table 1, the HIRS-SCAMS sounder 

complex has many potentially redundant temperature sounding chan

nels. Because of cloud effects, the lower tropospheric l5-~m 

channels on HIRS, channels 5 through 7, can only be used for deter

mination of n. Channell was always extremely noisy and not 

usable. Channel 2 through 4 are potentially usable for stratospheric 

sounding. The tropospheric 4.3 ~m channels on HIRS, 8 through 10, 
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1 
have signals coming from relatively sharp portions of the atmosphere 

(see figure 3b) and have the potential of high vertical resolution 

in the lower troposphere. The channel 10 rqdiance does have non-

I' negligable contribution from above 10 mb, however, and is potential-

ly affected by non-thermodynamic equilibrium near 4.3 ].lm in the 

upper stratosphere. Channels 11 and 12 are affected to even 

greater extents. Channel 11 also receives its signal almost 

uniformly over the entire atmosphere so ")S to be essentially 

useless for temperature sounding. The microwave has, aside from 

two surface channels necessary to determine surface emissivity 

(and humidity and liquid water content), channels sounding at 

10'00 mb, 500 mb, and 200 mb. The stratosopheric channel, M5 (also 

called 17) is the sharpest stratospheric channel in the HIRS-SCAMS 

complex. The tropospheric channels can be used for cloud filtering 

in conjunction with the 4.3].lm channels or alone for temperature 

profile determ:nation. 

We have considered the three different systems -- HIRS alone, 

SCAMS alone, and combined HIRS/SCAMS soundings to assess the 

information content and accuracies of infrared and microwave 

sounders used separately or in conjunction with each other. In 

actuality, we were primarily concerned with accuracies of tropospheric 

soundings. Because these are affected somewhat by stratospheric 

temperatures, a common set of stratospheric channels was used for 

all the experiments. Slightly different techniques were developed 

for the winter DST period because of the poor quality of the l5j.lm 

channel soundings during this period. The summer period will be 

discussed first. 
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2.5.2.2 STRATOSPHERIC SOUNDING CHANNELS 

The best set of stratospheric sounding channels for the 

summer period were found to be channels 2 (15 Vm) and 17 (micro

wave) sounding at 50 rob and 150 rob. Channel 12, sounding at 

2 rob, was found to be slightly erratic,' possibly due to the affects 

of non·-thermodynamic equilibrium which were not taken into account 

in analysis of the data. Channels 3 (70 rob) and 4 (250 rob) were 

found to be too close to channel 17 to produce stable solutions. 

Channel 4 has the additional problem of cloud contamination for 

high clouds. 

2.5.2.3 TROPOSPHERIC SOUNDING AND CLOUD FILTERING CHANNELS 

2.5.2.3.1 MICROWAVE ALONE 

The microwave alone sounding system consists of channels 2, 

17, 16, and 15. The main problems are the effects of surface 

emissivity and the low tropospheric resolution. The the extent 

that the emissivity is calculated accurately and the initial 

guess has the correct shape between 1000 and 500 rob, in particular, 

the proper lapse rate between 1000 mb and 850 mb, accurate tempera-

ture retrievals will be obtained. If, for exampl~, the true profile 

has a temperature inversion at 850 mb that is not present in the 

guess, or vice versa, there is no way that it can be determined 

from the observation, and, in general, the result will be poor re-

trieved temperatures at 850 and 1000 rob. 

The procedure for analyzing microwave only data is to obtain 

the apparent temperature profile for the single field of view using 

the characteristic pressure for each channel to be the peak of its 
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weighting function. Five iterations are performed, and the 

procedure is then terminated. To guard against very poor retrievals, 

possibly due to poor surface emissivity, the retrieval is rejected 

if the retrieved surface temperature differs from the forecast by 

more than 6° K. This quality control is also used with all other 

retrieval schemes which do not match retrieved surface temperatures 

to the surface guess. 

2.5.2.3.2 HIRS ALONE 

The HIRS alone temperature retrieval system consists of 

channel.s 2, 17, 10, 9 and 8 for apparent temperature profile and 

6 and 7 (15 ~m channels) for determination of n. The characteris-

tic pressures for channels 10 and 8 are taken at the peaks of B 

times the weighting function, typically 650 and 1000mb, with the 

pressure for channel 9 set half\-?ay between those of 10 and 8. The. 

characteristic pressure for channel 10 is never allowed to go be-

neath 700 mb. Apparent temperature profiles are obtained from 

the initir.:l guess for each field of view. n6(0)and n7(0) are calcu

lated from Equation (8), using the initial guess 'temperature pro-

file. A new temperature profile is obtained by applying Equation 

(9) at the characteristic pressures. To help account for possible 

multiple cloud layers with different effective n as a function of 

height, n is chosen as a function of n6 and n7 for different 4.3 pm 

channels. n8 is taken as .75n7 + .25n6' ng =.5(n7 + n6), and nlO = 

.25n7 + .75n6. Temperatures between the characteristic levels are 

obtained by a shape-preserving interpolation from the initial guess 

(Susskind et aI, 1977). As described previously, 11 calculated from 

Equation (8) and Ts' calculated from Equation (9), are somewhat de-
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pendent on the initial guess, particularly if thf,> cloud temperature 
is close to the surface temperature. To minimize this dependence, 
the procedure is iterated five times, using the retrieved profile 
from Equation (9) to calculate 15 ~m radiances to be used in Equation 
(8) to calculate new nls, which in turn provide a new profile from 
Equation (9). The apparent temperature profiles are not iterated. 

QuaZity ControZs. The HIRS retrievals have the advantage 
over the SCAMS retrievals in that variable surface emissivity is 
not a problem and the the retrievals have the potential of finding 
structure in the lower troposphere, i.e., a different shape profile 
between 1000 rob and 500 rnb than was found in the guess. HIRS has 
the disadvantage of being affected by clouds. To filter out clouds 
n must be determined, and in turn multiply a difference in apparent 
temperatures. The larger the value of n, or the difference in ap-
parent temperatures, the further one has to extrapolate in Equation 
(9) to get the correct temperature and the more sensitive one is 
to noise and other errors. To protect against this, HIRS retrievals 
are rejected if n>5 and the apparent surface temperature in the 
clear field of view differs from the initial guess surface temper-
ature by more. than 3°, or, if the apparent surface temperature in 
the two fields of view differ from each other by more than 15° but 
less than the difference between the clear apparent surface temper-
ature and the initial guess. The first case signifies redundant 
information (but not clear), while the second signifies highly over-
cast, even in the clear field of view, with insufficient discrimina-
tion between fields of view. If n>5 and the apparent "clear" surface 

I ii n temperature is within 3° of the guess, the fields of view are treated as M 
! 

.j 
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completely clear and n is taken as zero, i.e., the clear field 

of view temperature profile is taken as the solution. Another 

potential problem in retrievals using 4.3 llm channels is the. 

effect of a "hot" surface due either to reflected solar radiation 

or ground temperatures which are considerably warmer than the 

air at the surface. The HIRS sounder does not have sufficient 

information to distinguish ground temperatures from surface air 

temperatures (two 3.7 llm window channels are needed for this) and 

the two temperatures are assumed equal in the calculation. Large 

differences produce very warm apparent surface temperatures. To 

protect against this, all cases are rejected where the apparent 

surface temperature in the clear field of view is BO greater than 

the guess temperature. If the apparent surface temperature is 

between 3° and 8° greater than the guess, the case is not re-

jected but treated specially in that n is allowed to become very 

negative, thus possibly giving temperatures colder than those 

in the "cloudy" (cooler) field of view. Ordinarily, n is not 

allowed to be less than -.2. A last additional criterion for 

rejecting a sounding arises if the iterative procedure for 

calculating apparent temperature profile does not converge within 

15 iterations for either field of view. 

2.5.3 RESULTS OF HIRS AND SCAMS RETRIEVA~S 

Global HIRS alone and SCAMS alone temperature retrievals 

with a 12 hour forecast initial guess were run using the techniques 

described. Figures 14 to 16 show locations of successful (that is, 
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passed all the quality tests described) satellite retrievals for 

three orbits. Successful retrievals represent about 80 percent of 
all possible retrievals for SCAMS and about 55 percent for HIRS. 
A majority of the unsuccessful HIRS retrievals occur over land during 
the day where reflected solar radiation and/or hot surfaces cause 
errors. 

The quality of retrieved temperature profiles can be judged 
by comparison of retrieved temperatures with' radiosonde colocated 

in a space time window. Table 7 shows the results of comparing 

the retrievals over water with radiosonde colocated within ± 110 km, 
: 6 hours during the period August 18 to September 1. The large time 
window was chosen so as to minimize overlap in time between satellite 
and radiosonde coverage. The ohart shows, for each pressure level, 
the RMS error of retrieved temperature compared to radiosonde, the 

RMS error of the initial guess compared to radiosonde, and the correla-
tion coefficient of guess and retrieval errors. Also shown are the 
total number of colocated retrievals included in the statistic. 

Results are shown for two sets of retrievals for each instrument, 
using either a 12-hour forecast or a zonally averaged climatology 
ini tial guess. 

The quality of the forecast in the lower troposphere in the 
vicinity of radiosondes is seen to be much better than climatology. 
The forecast is of unknown quality in the data-sparse regions where 
satellite ret.rieva~s are most significant and probably no }Jet:ter 
than climatology. The results of the two retrievals give an idea 
of the accuracies of retrievals near radiosondes and away from 

radiosondes where, presemably, zonally averaged climatology is as 
good a guess as near radiosondes. 
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Table 7. Temperature RMS Errors anJ Correlation Coefficients vs. Height 

water, +6 hrs, +110 km, 1BoN - 70° Nt DST SUJlUTler (Aug 1B-Sept 1) 

SCAMS 

I 
HIRS HIRS/SCAMS 

Pressure Fore. Clim. Fore. Clim. Fore. C1im. 
(mb) 

-
1000 2.77 3.06 2.73 2.73 2,68 2.78 

2.13 3.72 1.99 3.37 2.07 3.82 
1 

.48 .33 .38 .19 .46 .36 

850 2.42 2.50 2.39 2.53 2.26 2.36 
1. 82 3.65 1. 67 3.27 1. 78 3.63 

.55 .36 .50 .48 .59 .44 

700 1. 92 1. 87 1.99 2.05 1. 84 1.82 
1. 71 2.95 1.54 2.66 1. 71 2.92 

: .63 .33 .39 .26 .62 .35 

500 1.80 1. 85 2.04 1.93 1. 88 1. 85 
1.79 3.08 1.67 2.70 1. 78 3.08 

.69 .42 .46 .36 .64 .38 

400 2.13 2.24 2.05 2.13 2.20 2.25 
2.19 3.56 2.07 2.19 2.20 3.52 

.87 .74 .70 .76 .84 .73 

300 2.08 2.97 2.40 3.01 2.19 2.96 
3.01 3.77 2.81 3.44 2.93 3.76 

.80 .91 .74 .88 .75 .90 

250 J 2.32 3.01 2.56 2.88 2.41 2.95 
2.49 4.95 2.33 4.27 2.44 3.71 

.87 .85 .73 .82 .80 .84 

200 2.94 3.:32 3.09 3.15 3.02 3.22 
3.71 4.39 3.61 4.58 3.73 4.45 

.91 .93 .75 .B4 .B3 .90 

150 2.66 2.87 2.75 2.81 2.66 2.78 
3.70 4.65 ':1.02 4.77 3.70 4.72 

.77 .78 .65 .66 .71 .73 

100 2.36 2.54 2.41 2.50 2.37 2.57 
3.19 4.43 3.44 4.27 3.19 4.59 

.73 .75 .76 .74 .75 .76 

70 I 2.06 2.27 2.12 2.22 2.05 2.23 
3.36 3.13 3.79 3.04 3.50 3.25 

l .71 .70 .70 .78 .69 .73 

50 2.13 2.09 2.01 2.03 2.06 1.95 
2.BO 3.04 2.82 3.29 2.89 3.14 

.B3 .68 .75 .75 .77 .68 

Colocations 505 493 316 280 548 536 
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The quality of retrievals between 1000 and 400 rob, using a cli-

matology guess, is only slightly degraded over that with the fore-
cast guess indicating that retrievals are essentially guess-independent. 
The errors are also shown to be only slightly correlated with the guess. 
HIRS only retrievals are somewhat better than SCAMS retrievals at 
the surface, especially with a poor guess, and somewhat worse at 
500 to 700 mb. The surface errors in SCAMS retrievals are partly 
due to errors in surface emissivity and partly due to errors in the 
shape of the initial guess between 1000 and 500 mb, especially with 
regard to the 850-mb temperature. The errors in HIRS come in part 
from cloud problems, errors in physic.s (i. e., transmission functions, 
effects of water vapor, surface emissivity and reflectivity), and 
also from the fact that three channels are being used to qetermine 
structure in the lower troposphere, when, in general, the solution 
in the upper troposphere ('whose temperatures effect the radiances 
of the HIRS 4.5 ]1m channels as 1:iluch as detailed structure in the 
lower troposphere) is not known very well. 

As observed from Table 7, the retrieved temperatures in the 
range 300 to 200 mb are considerably poorer than elsewhere and 
are marked by high correlations with the guess errors. This is 

because there is little direct information about this portion of 
the atmosphere in the radiances. The major difference in the qual
ity of forecast and climatology guess retrievals also occurs in this 
region, because the poor climatology guess cannot be corrected ade
quately. From 150 to 50 mb, the retrievals are again good and 

comparable because of the channels sounding roughly 150 mb and 50 mb. 
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2.5.4 COMBINED HIRS-SCAMS RETRIEVALS 

Combining the HIRS and SCAMS observations into one sounding 

helps to alleviate some of the problems of either instrument. The 

HIRS retrieval is somewhat guess-dependent in its calculation of 

n. Therefore, a microwave retrieval is performed first to give a 

reasonable temperature profile to be used as the initial guess for 

the HIRS retrieval. This guess is used to calculate the HIRS 

transmission functions, which are fairly temperature-dependent; 

as a first guess to give apparent temperature profiles, and to 

compute nG and n7 . The appa.rent temperature profiles are 

constructed as in the HIRS alone case with characteristic pressures 

nominally luOO, 800, and GOO mb in the troposphere. Nhile, as in 

the HIRS, there is little information in the upper stratosphere, 

this region has already been significantly improved over the initial 

guess by the microwave retrieval using the SOO-mb channel. Thus, 

structure determined by the HIRS channels in the lower troposphere 

will be less effected by temperature errors in the upper troposphere 

and tend to be more accurate. Some of the inaccuracy in retrieved 

surface temperatures from SCAMS, due to errors in microwave emissiv-

ity, is removed by using the 15 ~m channels to determine n. In 

this case, only one iteration on n is performed to minimize the 

effects of noise (observational and computational) on the 15 ~m 

channels. This r·eturns a surface temperature somewhat correlated 

to (but not identical to) the microwave temperature. Impruvements 

are often of the order of 3° to 4° in cases of poorly deter-

mined surface emissivity. A second iteration on n is done to 

check the consistency of the infrared ana microwave channels. 
/ 
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If the second iteration on n pxoduces a surface temperature 

that docs not pass the basic guess consistency check, i.e., 

differs from the guess temperature by more than 6°, the combined 

retrieval is rejected. The combined retrieval is also rejected 

for any of the reasons that pertain to HIRS alone soundings. In 

case the combined retrieval is rejected, the SCAMS alone retrieval 

is used provided it, too, does not fail the basic test. 

Statistics for the combined retrievals are also shown in 

'1'a1:>le 7. The basic error structure of the retri.evals is similar 

to HIRS or SCAMS alone but the results indicate the best qualities 

o~ l':'<lch in that the yield is even larger than that of the microwave 

diane sounder, the 1000 mb and 850 mb temperatures are more accurate, 

especially with a poor guess, and the 700 mb and 500 mb retain the 

"~:C'tlnlcy of the SCAMS measurements. 

COMPARISO~ OF VTPR AND NIMBUS SOUNDINGS 

'r.:lble 8 shows a set of similar statistics for the VTPR sound-

ings. Figures 17 and 18 show the results of Table 8 alo'g with those of 

th0 combined NIMBUS sounders. Unlike the NIMBUS soundings, the qual

ity of the retrievals is closely tied to that of the guess from 700 mb 

t.o 1000 mb with error correldtion coefficients close to 1. This is 

because the instrument has no capability of measuring lower tropospher

ic temperatures independent of outside information. Only in the region 

300 mb to 200 mb, where NIMBUS has very little information, does VTPR 

show an improvement over NIMBUS results. Because real sounding abil

ity is absent in the lower troposphere, the VTPR sounder alona is 

not a practical instrument. 
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Table 8. Temperature RMS Errors and Cor~elation Coefficients 
Versus Height: Water, +6 hrs, +110 km, 18°N - 70 0 N 

Summer DST-(Aug 18=25) 
EXPERIMENT 

VTPR 

~-

Height Frcst Clim 
(mb) Guess Guess 

1000 2.07 3.07 
2.07 3.26 

.79 .87 

850 1. 90 2.65 
1.82 2.68 

.96 .96 

700 2.06 2.71 
1. 75 2.59 

.85 .86 

500 1. 77 2.36 
1. 74 3.16 

.72 .75 

400 2.15 2.35 
2.21 3.58 

.74 .66 

300 2.15 2.53 
2.96 3.55 

.57 .68 

250 2.65 2.60 
2.61 4.04 

.80 .69 

200 2.54 2.85 
3.29 3.77 

.'88 .91 

150 2.35 2.25 
2.91 3.52 

.71 .73 

100 2.47 2.41 
2.73 3.34 

.76 .74 

70 2.17 2.33 
3.27 2.93 

.65 .81 

~ 
2 .. 20 2.47 
2.68 2.81 

.69 .73 

Note: first line at each height = retrieval error; second line = 
guess error; third line = correlation. 
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2,5,6 NIMBUS 6 SOUNDINGS IN THE WINTER DST PERIOP 

During the winter DST period, the 15 ~m channels of the ~IRS 

instrument became too noisy for use. Therefore, procedures had to 

be modified so as to use only the 4.3 ~m HIRS channels and the SCAMS 

channels. The major consequence of this is that HIRS alone retrievals 

become impossible because of lack of cloud filtering ability. A 

secondary consequence is that no analogue of the combined summer 

retrieval procedure is possible in the winter. 

2,5,6,1 WINTER RETRIEVAL PROCEDURES 

The winter retrieval procedures used are basically similar to 

those in the summer. 'l'he 4. 3 ~ channel 12 sounding at 2 mb was 

used in place of the 15 ~ channel 2 for sounding the upper strato-

sphere. r-licrm~ave retrievals were run just as in the summer but 

using the channels 12, 17, 16, and 15. Combined micro\>'ave-infra-

red retrievals were run with channels 12, l7~ 10, 9, and 8 for con-

struction of apparent temperature profiles. Channels 16 and 15 

were used for determination of n as described in Section 2.3.2.1.6. 

The infrared apparent temperature profiles are modified in a manner sim-

ilar to that using the 15 ~ channels for n. The appropriate nls 

to be substituted into Equation (9) for channels 10, 9, and 8 are: 

n8 = .75"15 + .25n16 , "9 = .5(n15 + ~16)' and nlO = . 25 n15 + .75n16~ 

In the winter runs, the characteristic pressures of channels 

8, 9, and 10 were taken to be 1000 mb, 700 mb, and 400 mb, in-

dependent of temperature profile. Using the summer procedure 

of putting the characteristic pressures at the peak of the 

Planck-weighted weighting function, nominally 1000, 800 , and 600 

rob, produced substantially worse retrievals. The summer procedure 
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has the advantage of giving potential increased resolution in the 

lower troposphere, but has the disadvantage of producing spurious 

structure as a result of noise in the measurements or errors in the 

upper tropospheric initial guess. Probably a combination of increased 

problems in the winter due to larger errors from both sources made 

the technique impractical. 

2.5.6.2 RESULTS OF WINTER RETRIEVAL 

Table 9 gives statistics for temperature retrievals over water 

for the winter period compared to radiosondes colocated within 110 km 

and 6 hours. Statistics for the SCAMS alone and combined HIRS/SCAMS 

retrievals are similar to each other. As in the summer, the quality 

of the retrievals is not highly dependent on that of the initial guess. 

The .5° degradation in the quality of retrieved temperatures at 850 

and 700 mb using a climatology guess should be guaged against the 

4.5° degradation in RMS error ifl the guess temperatures. 

A different indication of the quality of the soundings is 

given in Table 10. Here detailed results are presented for two 

HIRS/SCAMS soundings co located with radiosondes ~l hr, ~ .75° latitu~e, 

longitude. The column labeled ADP gives the radiosonde temperature 

report at a pressure level. The columns labeled T Sol and Diff 

give the retrieved temperature profile and the error compared to 

radiosonde. The columns labeled T Guess and Diff give the initial 

(climatology) guess and its error compared to radiosonde. The 

highest pressure shown is the radiosonde surface pressure. Also 

shown are the apparent 4.3-~m temperatures in each field of view 
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Table 9. Temperature Errors and Correlation Coefficients 
vs. Height, water, ±6 hrs, ±110 km, 18°N-700N 

Winter DST (Jan 29 - Feb 12) 

4.3p, Microwave Microwave 

Height Frcast Clim. Frcast Clim. 
(rob) Guess Guess Guess Guess 

1000 2.80 2.78 3.03 3.13 
2.55 7.28 2.72 8.34 

.63 .22 .51 .24 

850 2.50 2.94 2.70 2.83 
1.90 6.57 2.12 7.22 

.70 .16 .63 .30 

700 2.17 2.70 2.18 2.54 
1.91 6.00 2.06 6.66 

.65 .12 .65 .26 

500 2.14 2.13 2.12 2.31 
1. 96 4.97 1.90 5.71 

.50 .18 .62 .32 

400 2.40 2.39 2.19 2.53 
2.10 4.59 2.26 5.07 

.58 .33 .80 .64 

300 2.55 2.78 2.46 2.79 
2.78 3.91 2.97 3.84 

.79 .66 .88 .70 

250 2.62 3.22 2.50 '3.24 
2.68 4.01 2.63 4.24 

.90 .82 .91 .69 

200 2.89 3.08 2.95 3.18 
3.49 5.16 3.66 5.75 

.85 .75 .85 .65 

150 3.00 2.80 2.93 2.88 
3.79 4.34 3.48 5.34 

.76 .21 .79 .18 

100 2.98 3.04 2.53 2.56 
3.57 4.02 3.28 5.20 

.73 .33 .76 .2B 

70 2.69 2.87 2.62 2.94 
3.59 4.53 3.2B 6.14 

.72 .41 .74 .54 

50 2.90 2.87 3.05 2.B9 
4.17 4.62 4.20 5.B1 

.79 .56 .78 .65 
-

Note: First line at each height = retrieval error; 
second line = guess error; third line = correlation. 
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LATITUDE 58. 

PRES ADP 

50.0 202.9 
70.0 202.7 

100.0 204.1 
150.0 207.9 
200.0 204.1 
250.0 208.1 
300.0 217.1 
400.0 232.1 
500.0 243.7 
700.0 263.7 
850.0 269.7 
991. 0 

LATITUDE 54. 

ADP 

:.!O.U 214.5 
30.0 211. 5 
50.0 208.1 
70.0 210.5 

100.0 208.9 
150.0 210.9 
200.0 208.5 
250.0 211.5 
300.0 220.5 
400.0 234.9 
500.0 244.7 
700.0 262.1 
850.0 7.70.7 
985.3 

__ ~,_~" .J\ ... '. -;;--

Table 10 

SELECT lnNTER fURS/SCAMS RETRIEVALS 

STATION NO. 03026 

REGION 1 

T SOL DIFF 

204.6 1.7 
204.9 2.2 
205.0 0.9 
205.8 -2.1 
208.6 4.5 
211. 5 3.4 
216.8 -0.3 
232.7 0.6 
246.7 3.0 
266.1 2.4 
272.6 2.9 

STA. RMS 2.50 
AVE. RMS 2.50 

STATION NO. 03920 

T SOL 

209.4 
209.4 
209.1 
209.5 

'209.8 
210.7 
212.2 
213.2 
217.2 
231.6 
244.5 
263.6 
271. 4 

REGION 1 

DIFF 

0.0 
0.0 
1.0 

-1. 0 
0.0 

-0.2 
3.7 
1.7 

-3.3 
-3.3 
-0.2 
1.5 
0.7 

STA. RMS 2.00 
AVE. RMS 2. 25 

LONGITUDE 6. 

T GUES~ DIFF 

214.0 
214.8 
215.4 
217.0 
215.9 
214.8 
217.0 
227.9 
238.1 
253.0 
257.7 

11.1 
12.1 
11. 3 

9.1 
11. 8 
6.7 

-0.1 
-4.2 
-5.6 

-10.7 
-12.0 

~TA. RMS 9.39 
AVE. RMS 9.39 

LONGITUDE 6. 

T GUESS DIFF 

214.7 
215.2 
215.4 
216.3 
216.9 
218.3 
217.1 
215.3 
217.1 
227.9 
238.5 
253.4 
258.7 

0.0 
0.0 
7.3 
5.8 
8.0 
7.4 
8.6 
3.8 

-3.4 
-7.0 
-6.2 
-8.7 

-12.0 

STA. RMS 7.47 
AVE. RMS 8.43 

.~;, •• - ..•. ',L"' ... ' •• '!f • ...,.~i:.-.~ ... ... :I"~ .• ..,~~,~ 

nI5 =2.02 

n 16=1. 06 
T

1
(850)=262.3 
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n15=·86 

n16 =·16 

T
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at the first radiosonde level above the surface (in both cases 850 
mb) and 11 determined from each microwave channel. 

The first case represents a highly pvercast situation in that 
the apparent 850-mb temperatures in each field of view are consider-
ably colder than the actual temperature. The retrieved lower trop-
ospheric temperatures, using n determined from the microwave obser-
vations, gave good, but slightly too warm, retrievals, indicating 
l1a being too large. Evidently, nl5 was too large, most likely due 
to surface emissivity errors. A microwave only retrieval would then 
have given even larger positive errors in retrieved surface temper-
ature. Mixing nl6 into na improved the quality of the retrieval. 

The second case is clearer as the apparent temperatures in 
the two fields of view are closer to each other and to the true value. 
Again n determined from the microwave gave very good lower tropospher-
ic temperatures. Stratospheric temperatures are also very good. 

, The improvement over the bad guess in the region 200-300 rnb is 
smaller, however, because of lack of specific information in the 
soundings for this region. 

2.5.7 COMPARISON OF QUALITY OF WINTER AND SUMMER SOUNDINGS 

A comparison of Tables 7 and 9 appears to indicate significant 
differences in the quality of winter and summer retrievals with a 
general degradation of about .3°. The quality of the l2-hour fore
cast guess compared to radiosondes appears also to be significantly 
poorer in the winter from 500 rr~ to the surface. This may be due 
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either to an actually poorer forecast near radiosondes or alterna-

tively to larger spatial and temporal variability in the winter 

within the space-time window, causing a degradation in the intercom-
parison between forecast and radiosonde values. The latter possibil-
ity applies equally well to comparisons of retrieved temperatures 

with radiosonde measurements in the lower troposphere. Therefore, 
the degradation in quality of winter retrievals may in fact be less 
than is apparent from Tables 7 and 9, at least with regard to SCAMS 
alone retrievals. In the summer, an additional significant improve-
ment in lower tropospheric retrievals was obtained by combined use 
of HIRS/SCAMS channels, which was not possible in the winter. 

2,6 ASSESSMENT OF RETRIEVALS IN THE ARCTIC 

Satellite t(~mperature retrievals over the Arctic Ocean are very 
important because there is a general lack of conventional data in 

this region. There has been some question on the quality of satel-
lite retrievals over the Arctic Ocean, especially during the summer, 
because during that period this region is generally covered by low-
lying stratus clouds, which would potentially degrade (or worse yet 
prevent one from doing) infrared temperature soundings. The quality 
of microwave soundings was also questioned because the ocean is cov-
ered by broken sea-ice whose surface emissivity in the microwave is 
extremely variable. As described in the theory and implementation 
sections, the effects of clouds and surface emissivity can, in prin-
ciple, be determined form the observations, provided the field of 
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view is not completely overcast (over a 400-km grid). We have con-

ducted a special study over the Arctic, both because of the signifi-

cance of retrieved temperatures there for Arctic studies and to 

determine the adequacy of the algorithms developed for cloud filter-

ing and surface emissivity under trying conditions. 

Because of the general lack of conventional data, it is difficult 

to assess the quality of -the temperature soundings. We have taken 

the approach of comparing surface temperatures retrieved by infrared 

alone and microwave alone to determine if either of these problems 

is in fact degrading the quality of our results since each problem 

would have its largest effect on the retrieved surface temperature, 

but in a different way. 

The RMS difference for the colocated retrieved HIRS and SCAMS 

surface temperature over ocean between 65°N and 85°N is roughly 3°. 

This result is independent of the use of a forecast or climatology 

guess. Since RMS differences between 1000 mb retrieved temperatures 

and radiosonde reports is of the same order of magnitude globally, 

it is considered that Arctic retrievals are of comparable quality 

to those elsewhere. 

Another assessment was made by looking at the 2-week averaged 

retrieved surface temperatures in the 65°N to 85°N region for both 

the HIRS and SCAMS retrievals. These are shown in Tables 11 and 12, 

which have for each grid point the average 2-week surface temperature, 

its standard deviation, and th.e number of observations entering into 

the statistic. The area enclosed by the line indicates land. The 

remaining area is water. The grid index going from 39 to 44 repre-
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Table 11. SCAMS Surface Temperatures 

JISPLAY OF AVFRAGCS ANU STANOARU DLV!ATIONS UF SURFACE T~MP~HATURES FOR ~UCLSSFUL MICROWAVE RETRIEVALS 
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Table 12. HIRS Surface Temperatures 
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sents latitude from 62°N to 82°N. The index from 2 to 36 to 72 repre

sents longitude from 170 0W to 0 to 180 0E. A comparison of the two maps 

shows good agreement in general, but in some areas the microwave re-

trievals are systematically 30 to 4 0 warmer. This could be due to 

cloud or emissivity (or other) problems. It is also apparent that 

the microwave retrievals are too cold over Greenland [roughly (40-43), 

(28-30)], causing most retrievals to be rejected. The source of this 

problem is being investigated. 

Nevertheless, except for some special cases, the agreement be-

tween HIRS and SCAMS surface temperatures indicates that retrievals 

are of generally good quality over the Arctic. 

2.7 CLOUD HEIGHT RETRIEVALS 

Equations 17 and 18 indicate the procedures developed for cloud 

height determination. Cloud heights and fractions were retrieved 

using first the 15-~m channels 6 and 7 and then the 4.3-~m channels 8 

and 10 [8 and 9 produced redundant curves of a (Pc) ]. Each detel:lllin

ation is essentially independent of the other. 

Table 13 shows a comparison of P determined from the 4. 3-~ m c 

channels versus Pc determined from the 15-~ m channels. ;In the cal-

culations, Pc was not allowed to be less than 200 mb or gLeater than 

700 mb. Most cases lie between the lines indicating agreement to 

better than 50 mb. Table 14 shows a comparison of n determined from 

the 15-~m channels compared with that from the 4.3-~m channels, both 

computed using the average cloud pressure determined from the 15-~m 

and 4.3-~m channels. In this case, there is a clear bias toward 

slightly lower cloud fractions determined from the 4.3-~m channels. 
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This is consistent with the fact that black clouds were assumed in 

the determination of a. This assumption is valid in the l5-~m re-

gion, but clouds in the 4.3-~m region have transmissivities greater 

than zero (emissivity less than l), and the apparent cloud. fraction 

(assuming emissivity equals l) is less than the true value. 

il 
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Table 13 

DISTRIBUTION OF CLOUD HEIGHTS FOR 4.3 MICRON CHANNELS VS. CLOUD HEIGHTS FOR 15 

MICRON CHANNELS 

4.3 MICRON RESULTS DISPLAYED ON HORIZONTAL SCALE, 15 MICRON RESULTS DISPLAYED ON VERTICAL SCALE 
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Table 14 

DISTRIBUTION OF ALPHAS COMPUTED FOR 4.3 MICRON CHANNELS VS. ALPHAS FROM 15 MICRON CHANNELS 

ALPHAS FROM 4.3 ON HORIZONTAL SCALE. ALPHAS FROM 15 ON VER'rICAL SCALE. 
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2.8 COMPARISON OF GISS AND NESS NIMBUS 6 RETRIEVALS 

A detailed' study of the relative characteristics of GISS , 

and NESS retrievals with regard to yield .. ; cl~curacy, and 

ability to retrieve features of meteorological interest. has 

not been made at this time. This section will present some 

rough statistics to indicate the general comparable quality of 

retrievals using both methods. 

2.8.1 YIELD 

When making comparisons of yield of both retrieval schemes, 

it must be borne in mind that NESS retrievals are done globally 

over a 300 km grid, corresponding to roughly 2.5° x 2.5° at the 

equator, while GISS retrievals are done at a 4° latitude x 5° 

longitude grid globally (above 66°, the grid is 4° x 10°). As a 

result of this, global coverage gives a potential of roughly 3 times 

as many soundings on the NESS grid than on the GISS grid. Tables 

2 and 3 show typicalNESS yield to be 570.0 retrievals per day. 

The typj(c,al yield of GISS soundings is 4800 retrievals per day, 

or roughly 85% of grid points observed by the satellite. 

Tables 15 and 16 give the latitudinal breakdown of GISS and 

and NESS retrievals co located with radiosondes, :!:6 hours, over 

land and water, and over water alone, for the DST 5 and DST 6 

periods. The ratio of all GISS/NESS retrievals in a latitude 

band is most likely similar to the ratio of those colocated with 

radiosondes as shown in the tables. The relative distribution of 
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Table 15. DST-5 Zonal Co1ocations of GISS and NESS Retrievals to Radiosondes 
August 18 to September 1 

+6 Hours, Land/Water and Water Only 

North SOllth 
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...... 
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GISS 498 
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, 
GISS 28 

NESS 67 

1447 656 472 237 

994 630 561 366 

165 78 144 133 

121 135 152 193 

---- - -- --------- --
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Table 16. DST-6 Zonal Colocations of GISS and NESS Retrievals to Radiosondes January 29 to February 12 
+6 Hours, Land/Water and Water Only 

'.-' 

North South 
Method 70/60 60/50 50/40 40/30 30/18 18/18 18/30 30/40 40/50 50/60 60/70 

Land/Water GISS 421 1369 579 518 264 100 38 42 1 6 11 

NESS 579 1006 918 600 438 205 58 46 29 13 15 

Water GISS 34 117 57 148 138 65 22 22 1 6 9 

NESS 36 139 167 200 211 148 25 23 23 13 3 
- - '- -- - -- - - -- - -_. -- -- - ---_._- - ---- - - - -_ .. -- ---- ---- -----
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colocations, as seen from the tables, corresponds roughly with 

what one would expect from the difference in grid sizes as a 

function of latitude. 

2.8.2 ACCURACY OF RETRIEVALS 

A comparison of Tables 7 and 9 and Figure 18 with Figures 

7and B indicate the GISS and NESS retrievals to be of comparable 

quality near radiosondes, the GISS retrievals being slightly 

worse in the summer and better in the winter. Table 17 gives 

the latitudinal breakdown of total profile RMS er.rors of GISS 

~nd NESS retrievals over water vs. radiosonde colocated to +3 

hour.s f6r both the DST 5 ~nd DST 6 period. In general, the 

latitudinal breakdown is fairly homogeneous. The sununer retrievals 

are roughly comparable overall, with the exception of the zone 

50° /40 0 N, .where, in fact, the lower tropospheric retrievals 

are comparable to elsewhere, but upper tropospheric and stratospheric 

temperatures are poor. The GISS winter re'trievals are significantly 

better in all zones from IBoN - 70oN. The loss of the 15 ~m channels 

appears to have degraded the quality of NESS retrievals more than 

the GISS retrievals. 

2.8.3 DEPENDENCE OF RETRIEVALS ON THE INITIAL GUESS 

The potential impact of assimilating satellite retrievals into 

a forecast model is maximized if the satellite temperature errors 

and forecast temperature errors are u'ncorrelated to each other. 

Tables 7 and 9 include the correlations of errors of retrievals vs. 

both forecast and climatology guess errors. While we have demonstrated 
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Table 17. Zonal Accuracies of GISS and NESS Retrievals 
DST-5: August 18 - September 1 
DST-6: January 29 - February 12 

±3 Hours, 110 Km, Water 

-
North South 

Method 70/60 60/50 50/40 40/30 30/i8 18/18 18/30 30/40 40/50 50/60 60/70 

GISS 2.30-' 2.40 2.82 2.14 2.22 2.05 2.47 2.48 0 2.74 0 

NESS 2.27 2.39 2.36 2.20 2.02 1.99 2.52 2.90 2.39 1. 75 0 

GISS 2.38 2.71 2.58 2.72 2.55 2.13 1.91 2.30 0 2.51 3.08 

NESS 3.01 3.06 3.01 2.94 2.85 1.88 2.07 2.84 3.01 2.44 0, 
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that the retrieved temperatures from 500 rob to the surface are 

fairly guess independent, the correlation of retrieval errors to 

forecast errors appears to be moderate, roughly .5. This is in 

fact an example of "spurious correlation" arising because correla-

tions are being made of two quantities wi·th a common quantity (the 

radiosonde temperature) subtracted from them. 

Table 18 gives the correlation coefficients vs. height of 

GISS retrieval errors vs. GISS forecast errors and NESS retrieval 

errors vs. GISS forecast errors. The NESS retrievals ought to be 

completely uncorrelated with the GISS forecast because th~ GISS 

forecast in no way entered into the calculation of NESS temperature 

profiles. The correlations are in fact .3-.4 on the whole. The 

GISS retrievals are only slightly more correlated from 500 rob to 

1000 rob. This indicates that the errors are to a good extent un-

correlated with the forecast guess. The region from 300 rob to 200 

rob, on the other hand, is highly correlated, as discussed previously, 

because the soundings contain less detailed information in this 

region. 

2.9 CONCLUSIONS 

This chapter has shown that an alternate scheme for proces

sing HIRS/SCAMS data to retrieve temperature profiles has been 

developed at GISS, which is fundamentally different from the ap

proach used to create the operational NIMBUS 6 DST temperatures 

developed at NOAA/NESS, in that unlike the operational approach, 

the GISS approach makes no use of a priori statistics. 
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Table 18. Correlation Coefficients for GISS 
and NESS Retrievals Versus Forecast, Winter DST 
+3 hours, 110 km, Water, l8°N-70oN Latitude 

Method 
, 

Pressure GISS NESS 
(mb) 

1000 .46 .31 

850 .60 .31 

700 .45 .39 

500 .44 .40 

400 .57 .48 

300 .85 .48 

250 .87 .65 

200 .81 .55 

150 .61 .39 

100 .65 .66 

70 .62 .47 

50 .69 --

Total .63 .46 
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Use of statistics tends to bias the solution towards the 
",'( / 

expected, with a decrease in prdpability of finding ~;ess common 

meteorological situations. The G~,SS approach, on the other hand, 

is not biased towards the expected; but does p.ut a great emphasis 

on the ability to theor!Z?tically reproduce and account for. the at

mospheric,and surface physics. Systematic errors in retrieved 

temperatures will occur in situations where the physics is not 
, \. 

adequately accounted for. Therefore the retrieved temperature fields 

should have greater variability than with a statistical approach, 

though some of it may be spurious. Techniques are presently being 

developed to distinguish the spurious from the re~~, (or at least 

realistic) meteorological situation. 

Specific findinsts in the chapter are summarized below: 

eGISS HIRS alone and SCAMS alone retrievals are of comparable 

quali ty in the summer DST 5 period. A combination HIRS/SCAMS 

retrieval system gives a significant improvement in the lower 

tropospheric results. 

e HIRS alone retrievals are impossible during the \<rinter DST 6 

period because of loss of the 15 ~m channels. GISS HIRS/SCAMS 

retrievals are slightly better than SCAMS alot1:~. Most informa-

tion in the HIRS/SCAMS sound~r comes from SCAMS. 

eGISS temperature retrievals in the lower troposphere are 

essentially independent of the initial guess. They should 

therefore be of comparable quality in data sparse regions as 
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2.9.1 

near radiosondes~. The RMS errors over the lowest 500 rob, 

using a climatology guess, are 2.20 for the summer and 2.6 0 

for the winter. Part of this increase is due to the greater 

spatial and temporal variability of temperatures in the 

winter: part is due to loss of the 15 urn channels • 

• GISS retrievals in the Arctic for both suIDmer and winter 

periods are of comparable quality to those elsewhere . 

• The yield of GISS retrievals is about 85% of all satellite 

colocations for both winter and swnmer. The number of 

retrievals per day is slightly less than NESS due pri~arily 

to a larger grid size • 

• The accuracies of GISS and NESS retrievals are comparable 

in summer. GISS retrievals appear to be better in winter. 

.Cloud heights determined by qrss retrievals by two sets of 

measurements differ on the whdle by between 0-50 rob. This 

indicates the accuracy of clo~J height determination to be 

about 25 rob. 

EXPECTATIONS FOR FGGE 

The temperature sounding system on TIROS-N to be used in FGGE 
is basically similar to that on NIMBUS 6. SCAMS is to be replaced 
by MSU, which is basically similar but contains an additional strato-
spheric sounding channel and slightly lower noise levels. HIRS is 
to be replaced by TSU, again basically similar, but with substantially 
improved noise levels and a very important correction in that both 
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the 15 ~m and the 4.3 ~m ch~nnels will be seeing the same field 

of view at the same time •. Slight differences in the fields of view 

of the two sets of\)channels on the HIRS, coupled with relatively 

high noise levels, seriously degraded the cloud filtering ability 

and general overall quality of the HIRS retrievals. These contribu-

ted to the relatively large (2.7°) surface temperature RMS errors. 

TSU will also have an additional 3.7 ~m window channel, thus al-

lowing one to retrieve ground temperature independent of surface 

(air) temperature during the day. On HIRS, retrievals over land 

during the day, especially'arid land, could not be done because of 

large differences in ground and surface temperatures. 

These changes should,make significant improvement in the quality 

of TIROS-N temperatures over NIMBUS 6, perhaps of the order of a few 

tenths of a degree at the surface. The limiting factor in the accuracy 

of the retrieved temperatures will still be the lack of sufficient 
. 

vertical resolution to measure significant meteorological features. 

The sounders on TIROS-N will be no better in this regard than those 

on NIMBUS 6 • 
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Table 2A. DST-6 Retrieved Profile Count 
by Date and Bin Number 
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2/ ~)/-I'o-- 113 (2tl6'/4 ) :NI i·~dOt:'«l 
2/ u/76-- 0 (2E!iioO) 'I-: I :-I··iO..>',: 1 
:!/ 6/76-- 6 ( 28686) NI /·11:106* I 
,,',I 0/76--12 ( 2€(:<j2) 1-:11~B06*1 
2/ 6/ 7 r,--1 8 (2ec9~) 1\ 1.'.\13,)6* 1 
2/ 7/7·":>-- 0 (2Bl'H) N I i·,;)O(,* l 
2,' 7/16-- .;, (28710) f\ J :,!oI),;~' 1 
2/ 7/"6--12 ( ?a7161 N I '4 r;j() " * 1 
2,' '(,I lf~--1 r3 ( <'8722) 1\(:.:1:106*1 
2~r !) /71> ,-- 0 ( ?R 72B) :-\1 ;.1[1')6<' I 
2/ 13/ .'6-- (, ( 28:; J'~) I-: 11·I!)06>:' l' 
2/ 0/'0;--12 ( ? "I'/t. {) ) '" 1 1',i3') 6 * 1 
2".' ::'//6--113 ~ ,";,9'/1..6) I-: I r.l.dO(,,;,t 
2,' ':)/76 -- 0 (2':l75'?) Nlr.f,[i06.<1. 
2. " ~,176-- 6 t 2P.75'J) N I /·HlO":~ 1 
2,,/ <)/'/6--12 (2871;<, ) N 1 i-4[;l06 * 1 .. 
?,' -;;/7(,--\ t'i (21'770 ) NT ;-..1clO!l'n 
2,10/'76--. 0 ("-I'I'n6 ) f\1 M!'i06" 1 
2/10/7(-,-.... 6 ( £·37·~;?) N! :-11:;06* 1 
2/ I 0/7 (;-- 1 :.:~ ( ;o::He'J) N 11>\:.106* 1 
2,1 O/76--1S"-I.287')4) 1';1 MHOf:.*l 
?~ 1 1/7(,-- 0 (';~~fjOO) 1'1 1 ;~L.!lJti 'n 
2/11/70-- 6 ( 2fHIO'.> ) 1\ I ~\Un6 0« 1 
2/1 1/7!..--12 (2fll!l;~) I-:t 1/,1-10(,*1 
2/11 /'fI.--l F:, (2'30111) " ( 1·1;3.) (j * 1 
2/12/76-- 0 ( 28 I.l 2/1 ) NI ~W06<q 
2/12./7(.-- C (2el1.;lO) N 11·\HO(, >(, 1 
2/12/76--12 ( 2f.1;I.16) Nt :-ItJCb.l 
2/12/70--18 (c8H42) NtMOO6·1 
2/13,' '(f,-- .0 ( 28?-1;!J) 1'<1 ':U06*1 
2/13/76-- ,., (?81'54 ) 1\\ ,·',lIOh>::1 
:!,'} J/ "(,-- 12 ( ?P,[>(;O) :"1 i~n06* 1 
2/13/7(,-- 1 H < 2AF:f.:t',) 1\11~B06'«1 
2/14/7(,-- 0 ( c81>72) Nt ,,:006*1 
2/14/'/6-- I> (2€?7,~ I "'I ~\!:I06$1 
2/14/76--12 ( <":'1/'1> ) Nt Mr~\,)6~1 
2. / 1 4 / 7 C -- 1 (j (2~I:SC) "I ~~E! n 6.('1 
;. / 1 :;/7:',-- 0 ( ?I;P,<; .. ) 1-:, r~n')6*i 
i'/15/'{o-- t:. (cE9C2) td MS06*1 
;'/151"6--1;> ( 28':;Ot') NI MiJ06$·1 
.~/ 1 Si'/h-- 11:1 (20914) NIfl.f,i06*1 

1~-33 

107c" 
166 

1018 
1541 
1227 
1452 
l51~ 
1563 
1382 
1 141 
1379 
)318 
1221 
1252 
1613 
1'+I~; 
1035 
1582 
1410 
1497 
1226 
1616 
14f!C) 
1541 
lO':H! 
1098 
1465 
154!; 

524 
1157 
1522-
15<;4 
1337 
1226 
1532 
148C; 
661 

15 )', 
1506 
155<,; 
1 ::;3:~ 
132d 
162'. 
1:336 
1!517 
1507 
1523 
15".4 
1540 
152~ 
1495 
1553 
)347 
1215 
1534 
1~22 
1 193 
1145 
12C2 
156e 
1377 
14~5 
146<;; 
1::'6E 

ORIGINAL PAGE IS 
Ol!' POOR QUALITY 

STATION~-- 250366 Byn::S 
STAT! ur-.s-- 38!,~0 eYTl:S 
srAfIOI\:S-- 2:::t214 BYTE~ 
STATIGNS-- 357550 BYTES 
STAT I CI\:S-- 284702 BYTES 
5TII,[01'l:5-- 3'::(;902 BYleS 
Sf AT I ur-..$-- 3<51()~:4 BYTES 
5T 1\ 'r 1 cr-:s-- 362(:~" OYTES 
STATIOf\s-- ~20oi:2 BYTES 
STATlCNS-- :2647!:0 BYTES 
ST!. T! UI\S-- 31CJ9i:6 BYfC::S 
STATIUNS-- .30SC14 BYTES 
STI<1101\5-- 283310 BYTES 
S T 1\,. 1 Cif\S-- 290502 O,'TES 
Sr,\TION5-- 37 112!:4 I:JYT~5 
STt-lIUNS-- :.125318 llYTES 
51'AT I lJ I'< 5-- 240::1'.0 UYTE5 
5TArl0NS-- 3b7062 UYTES 
STt.T10NS-- 34i715~ £IYTES 
STAT! 01\5-- 347.)/.2 BYTES 
STATICNS-- 2/34',70 I.lYTtS 
5 T /. T I or,s-- 374950'I3YT£::5 
STAT I ONS-.. • 345/1 Be !:lyrES 
STATIOr<::i-- 357:;50 BYTES 
S1'/\TIe~S-- 4240d~4 8YTE~ 
STATICr-S-- 254774 fJYTES 
5TATIONS-- 3.39918 UYTeS 
5TATltlNS-- 35847e l.lyrt~S 
Sf AT (l)!'>.S-- 121606 /lYTE:; 
STATIO:\S-- 268 /.62 IJYTt~S 
S 1 A TI nNS-- 353142 aVTES 
ST,\ r 1 U~.S-- 36 tHJ/. 6 UYTES 
5 T ,\ T 11)\15-- 310222 IjYTES 
ST,\ r I 11;,,5-- :28', I. 70 I'lYTES 
STATIlll';S-- 3 !) !", I, 62 UYTES 
STATICNS-- ,~4/1 7<)0 t:lVTES 
STATlui'<S-- ! td3';O BYTES 
ST,\TI0f\S-- .3570€o t:Y'res 
STI\Tl11NS-- . .149430 BYTES 
STATtllI\S-- .3t172o UVTES 
Sl'ATIOr-:S-- 355462 !:lYTES 
STATldNS-- 3081:14 HYTES 
STIITIU!\S-- 3'/6H06 flYTES 
5 T ,\ T r,)(\ s-- 3::;(:390 BYTES 
5TI\TI111\5-- 3519fJ? IIYTES 
STAJ IONS--' :!4<J6G2 liYTES 
STATIUNS-- .i53374'UYTES 
ST .... TI:JNS-- .3!)H24c !:lYTES 
S1'IITI CJNS-- :1~n:il8 fiYTES 
S TA T Itir--;S-- :'~1314::! BY)'ES 
STATluNS-- ::14 (:/17U f;YTES 
Sl A T I (Jr--;5-'- 3603.J4 UYTES 
STATHIt\S-- 31?54~ BYTES 
STA T) Gr,$-- 2el<.il£l OYTES 
STAT IllI\S·-- 3:'5926 oyrr:s 
STATIUN5-- ~29<)42 OYTES 
STATIGNS-- 27Ml14 BYTES 
STATlC')I\$-- 265678 BYTES 
STATIOI\S-- 27e90::! BYTES 
5 TAT 1i'!1\S-- 36.3014 B'I"T£S 
:;tl\T1U:-.S-- 31~!'~O2 E:YTES 
STATICI\S-- 24607ti bYTeS 
STAT1Of\$-- 345'.ef. byTES 
STATI .. I-:$-- 36,1U 14 9YTES 
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'P/ 16/ 76-- !) 
2/1 &/71)-- b 
2/10/76--1:-> 
2/16/7r,--1~ 
2/17/76-- 0 
2/17/76-- ,> 
2/1 7/7(,--12 
2/17/76-- 1 '3 
2/ I B/76-- /) 
2/1 tI/76-- (, 
~/ 1 IV 7 G -- I 2 
;?/I '.1/76---1 B 
2/19/76-- 0 
2/lr)/76-- (. 
2/1 '1/76-- I:? 
2/! <,//'/6-- If> 
2/;"0/76-- 0 
,:/,~ 0/ 76-- I' 
12/o!~v/76-- 1:~ 
2/?.O/"U-- 111 
2/21/76-- 0 
2/21,/ 76-- 6 
2/21/76--12 
2/21/76--10 
2/22/76-- C) 
2/22./76-- 6 
2/t!2/76--12 
2/22/ 76 - -I (, 
2/23/76-- 0 
2/:'~,!)/7o-- 6 
2./2:l/76--12 
2/2JO/7t.--l iJ 
2/'2/~/ 7 (;-- 0 
2/24/76-- t. 
2/24/76--12 
2/24/76--1 P. 
?1'';!5/76-- 0 
2/25/76-- (:: 
2/25/76--12 
2/25/76--113 
2/26/76-- 0 
2/26/76-- 6 
2/26/76,--12 
2/26/U,--lS 
?/27/76-- 0 
2/27./ 76 -- 6 
2,/27/76--12 
2/27/76--18 
2./2U/76--. C 
2./21J/76-- (:: 
2/2 0/76 --12 
2/2/.1/76--18 
2/29/76-- 0 
2./29/76-- f. 
2/29,/76--12 
2/29/76--1B 
3/ 1/76-- 0 
:3/ 1/76-- {, 
3/ 1/76--12 
::3/ 1/75--18 
3/ 2/76,-- 0 
3/ 2/75-- 6 
3/ 2/76--12 
3./ 2/7(j--lf! 
3/ 3/76-- 0 
3./ 3/76-- t: 
3/ 3./75'-··12 
:'$/ J/76--1F! 
3/ 4/7::;-- 0 
3/ 4./76-- {) 
3/ 1 • ./70--12 
3/ 4/76--11'1 
3/ r;:./7(, -- 0 

Table 2A. (Concluded) 

( ~8"21) ) NI~I,AI)6"'1 92? STA T 1 ON5-- 21,3942 IlYTES (2e'126) 1\ I ~~u 0 I;) ~ I 1477 STAT 1 ,H,S-- 34270"! rtYTES ( ;:9932) h/ ~·\d06« 1 817 S T,\ T I uN~;-'- lU"J5H2 tlyrES ( 2H'Jlll) NI :J,no(~~q 1597 51 A TI 01-<$-- 370Sl,2 !'lYTES (21'\944) /,\1 'J,B06* 1 974 STAT!~J:,;S-- 226006 ByTES ( 2H9S0) NP~::fb&*1 143>'1 STAT 1 m.s-- 3.3:Jt'54 BYTES ( ~,!9:)rj) NI ',1lclO6'Q 1517 STI\TIO~S-- 3~i 1982 BYTES ( 2<J'.I(;.?) N 1/1,';06>1< 1 1622 STAr 101\5-- ::!'!t.3:,2 Byrr:S ( ;?H"i!id) 1',' ~\W)(,* 1 12:"1 STATlC,...S-- 290270 I3YfES (,"f!')7 /, ) ",I ',tG06'" 1 1 l,69 S TA T I (Jr\S-- Jl,08 /,6 UYTES (28'),,0 ) 1,1 ;';d06*1 .,72 STArlnNS-- 2255 /,2 nYTES ( ,"U'HlI» Nl !··D05~'1 CJ6G STATIO/\:;-- 224·150 I:JYTES ( ,,11')92 ) I'll ;.:!1:)6*1 1275 5 TA T 1 01.5-- 29~e)a lIYTES (;~F.99'.1 ) N 1 ;,';J () 6 " 1 1577 S T.\ T 10 f\;S-- 365902 UYTES ( ?900(» Nt ~\tj06*1 145 ~3 STAT 1 GN~-'- 33029'. BYTES (?')OIO) Nl"-l'H)6*1 16 1 :~ ST,'1 l' I ,l:--':S-- 3742.5<0 BYTES (2')0If,) ~,I j\1~1a6* 1 gqJ STAr L ,;,,5-- 2~C41'" BYT£:S (;:9022) Nl ,"'!iJ06* 1 1 3t; t STATllH,S-- 315790 BYTES ( 2 rJO:?8) NI"m06':'1 105'1 STATION,:;-- 2 /,5720 UYTES (2<;0,,,) 1\ 1 1·IUOb l« I 1690 STATI.CNS-- 39211 i1 BYTES (2<;0110) r-! 11.206* t 5<;!: ST"lIOI\$-- 13EC7l? BYlES 12 C;OlIO) /\ I ~:;;; 06 '" I 12 II, !:TATICI\S-- 2S1Cf;C [lVTES (CC;O'.52) f\l ~'F!J6 « 1 1?77 STATICI\S-- 42963<:2 eYTES (?,C;C!:EJ r-I ,.'nO(;* I 1642 SlArrCI\~-- ::SO<;£2 ByTES (;:C;C(;4) 1\ 1 ~: h 0 (. ~ I 15C4 S TAT I Cr-.~-,- .!4€get: f:l'I'TEs (?c;070) 1\ 1 !-o:P06'" I 16~ :! ST/IT 1 U,S-- .3EG<;E2 iJ'r TEs ( 2~O"i6) "IMeOe,*l 1 Co 1 "1 STATIGr,s-- 3744EE EYTES (,,<;CE2) 1\!lJ.eC/J>·L 1::74 sTATICl\s-- :?t52Ct E!'r J(s (2<;0,,0) 1\1 :J.H06* 1 15 E6 ST.'1TICf'S-- ::t7S<;C E'YT~S (::: C;; 0 ':;'1 ) 1\1~eOc*1 1t:c::: 5 TA 11 Ch-~-- ':E6:!1€ EYTES (;:<;ICO) 1\1 foI[l~f>* I locC 5TIITluI\S-- :::(;1<;:::': BYTES I ;::C; 1 06) "I ~'HOc* 1 15=C SlATlcr,s-- :::.=96310 BYlES ( ;:<;112) /'\IM8C6('1 11 E!! STkTIOl\S-- ::756t:4 13'1' TE' S ( :.: S I Ie) 1\1t-'f.C6*1 1'17 E STATICr-S-- 342<;::4 E'rlES ( £9124) "li'1EOb* 1 16es STA1'IGl\~-- ~7.-,-~326 f.:!'YTES U'<;130) I\1:v.e06*1 1441 5 T /I T! 01\ S-- .:-;4:? !:C EYTE5 ( ;:91:?6 ) 1\1 1II.rJlJe* I I:; 1 1 STAllCI\S-- ::!505gC l!YTES ( • <; 142) 1\ 1 Mt!,:l£i«1 15f:E STA1ICI\S-- :::tJfll " EYTES (2<;14E!) "I :'~R06 * 1 l1CC STIITIC:-'S-- c5!)23c i:!YT(S (:;<;le4) I\1~f:06>1<1 6f.(; 5Tf,TIOI\!O-- 154550 EYTES (2SIEO) 1\;1 '1206';1 14 C6 STATICI\S-- :::262::C BYTES (,g lc6) " 1/.1 !} C e * I 1572 SlATICl\S-- :::t474:':- BYTES ( ~C;172) "IMf!C6*1 1611 ST/\TIGI\~":·- ;:7:::7<;C IHTES (cC;178) "1101206>1<1 15ef SlATlCr-S.-- .;c84e4 8YTeS ( ;:<;1f.4) NI'~t:06* 1 9c~ STATIGI\~-- 22345" 8 'rTF.. S I ;:c:; 1 c:; 0 I 1\ 1 'l:D06>1< 1 14E42 STATIOI\5-- ::43Ec2 SyrES (42 C1 1'i6) I\IMB06*1 15<;'.: STA TI CI\S-- 37007e eylES I 1::9202) "IM806*1 1634 STATICI\S-- ::7912c BYTES (2C'2Ce) I\IMB06*l 13l:7 STATIC"S"- ::1711:42 EYl'ES I ::,,? 14 ) "lfoHl06* 1 1333 5TA1I(;1\5-- 30'J20;4 !:lYles (292;<0) "Il"ii06*1 eel STATICI\S-- 1<;747C ByTES (2<;226) "I rJ.i:lO 0 "'1 I oe 1 STATIOI\S-- 2',3E!7C E3YTES ( ::<;23;:» I\IMf:!06*1 lSl::; STATIOI\S-- 315311<: eYTES (;:<;2::8) l\1'~eOo*l 154e STATIC"S-- 35<1174 c'rT~5 (Gg244) 1\ Pl[';Ol: * 1 12::4 STATIC/'..S-- 2€1532t. EY1E S (2<;250) r-.III,'~C6'H 15<;6 STII lJ C,,~-- 37031C EVTES (20;2=6) I\I/o'iJOt.:*1 1442 5TAllCI\5-- 3345E2 BYTES ( ~920~ I "1f,\IJ06.1 15~2 STATIC~~-- :::554l:" BYTES (::<;2€8) NI '~BOf* I I Iii STA fl C:,S-- 27171C (J\,TE5 (2<;274) /\ I MI'l()6* I 1674 5TI\TI0l\S-- 3ell4Cc EYTES (2<;"EO) NI ~50ti 0[< I 1(.Cc.; 5T/ITICI\S-,:" 37332(: EyTES 1:;<;2€6) 1\1/),:::06* I 15'::5 STA Tl Cl\S-- 3!:f.15E !.'lYTE S (:;92<;2 ) 1\1 IJclOc¥l 1523 STATICl\~-- :::~J374 I:!VIf:::S I 2G20;.r:) NIMtl06*. 101.;1.: STA TI Cl\~-- :::~2(,~4 f)YTES (29304) 1\1:'Ii.:06*1 I!.: I" ST;\TION~-- 37/.022 (l'rTES I::Ci3IC) I\IMeO",*1 1St!: STATICr-S-- 3cJ11€ EYTES ( ,,<; ~ If.,) I\I"'t~Ob* 1 IJC(; STATICr-s-- 3C.30::C 8'rTES ( ;:<;:,,2) "I Mf!06l(o 1 1472 STATI(..it\~-- ;:41::4;; OVTES (::<;3:::e) I\IM~O(:"'! 15t(; STATlCI\S-- 3t..13f::O BYTES (;:<;334) "H:c()6';1 15el 5TATIC"S-- 3t:6e:::C flVTES (2<)34'~) NII-'l!06*1 14Ct; STATICl\~-- 326<;;:<: BYTE:S (2«;346) N 1 ~q:c}" * I 16C:: 5TAT1CI\S-- J71C:;~4 E'rli:S ( ;C;J~;!) I\IMCCb*1 123C STA T1 CI\5-- ~e53C;;e eYTES 
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3. ANALYSIS AND ASSHHLATION 
(M. Ghil, Scientist~ R. Dilling, Manager) 

3.1. I NTRODUCTI ON 

ORIGINAL PAGE IS 
OF POOR QUALITY 

To achieve the goal of improved 2 to 5 day numerical weather 

forecasts we need a, better knowledge of the state of the atmosphere 

at the beginning of the forecast -- the initial state. During the 

1976 Impact Test Project the main thrust of the work done by the 

Analysis and Assimilation/Group at GISS was the attempt to optimize. 

the use of satellite-derrlved temperature data in the approximation 

of initial states. 

The GISS approach to satellite-data utilization has been that 

of assimilating the data continuously into a model integration 

running from 48 hours before initial forecast time and up to the 

initial time (Jastrow and Halem, 1973). ·In the past, the assimilation 

was done by direct insertion (Bengtsson, 1975, p. 24) of th~ data at 

adjacent model grid points. It seemed desirable to try to improve 

upon this procedure by other techniques that take into account observed 

data, as wel-l as forecast values, according to certain meteorological 

criteria of dynamical and statistical nature. 

The l\.nalysis and Ass.h,ilation Group set out for the Impact 

Test Project to develop, test and evaluate a number of techniques 

and apply the more successful ones to DST-5 (Aug.-Sept. 1975) and 

DST-6 (Jan.-March 1976) data. The techniques considered were: 

(a) dif'ferent variants and improvements of the GISS direct in-

sertion analysis and assimilation scheme, (b) variational,methods, 

3-1 
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(c) utilization of a filtered equations model for initializati.on II 

and assimilation purposes, and (d) statistical assimilation o 

methods. 

The basic assimilation procedure in all the tests reported 
herein was essentially time-continuous, four-dimensional assimila-
tion of satellite-derived temperature data into a 48-hour model 
integration. For instance, in.order to obtain the initial state 

. . , at OOZ February 1, 1976, an integration, or run, of the current 
GISS model (see Chapter 4: Forecast Model Development) was started 
at OOZ January 30, from a conventional objective analysis. Then 
forecast values were modified taking into account the additional 
information obtained from satellites during the 48 hours till 
ini tial for(f~~ast time on February 1. 

Modifications of grid point values of meteorological 
variables were made at every model time step during the assimilation run. The modifications were based on the satellite-derived tempera-
ture values obtained during the time step in question. The al-gorithm which yields mOdifled values of grid variables by using 
observed temperature values constitutes the specific assimilation 
method or technique. The methods and techniques we studied are 
in different stages of development and assessment at the writing 
of this Report. 

In the area of changes and improvements in insertion 
methods previously used at GISS, progress has been made in two 
directions: (1) development, testing and applicatioh of a successIve correcti'on method to the analysis of conventional synoptic data, 
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as well as to the assimilation of satelli te·-derived temperature data, 

and (2) development, testing, and evaluation of an automated con-

sistency check of synoptic and asynoptic data. 

The development and testing of a variational method are in 

progress. The method attempts to minimize in a root-me~n-square 

sense the difference between the meteorological variable values 

inserted into the model and the observed values of these variables, 

while at the same time forcing the inserted values to satisfy cer-

tain smoothness and compatibility constraints derived from model 

dynamics. The method concentrates on asynoptic data and uses a 

direct minimization technique. 

A partial evaluation of the GISS Filtered Equations Model 

(FEM) for initialization and assimilation purposes resulted in the 

assignment of a low priority to the continuation of this effort, 

and work on this approach has been discontinued. 

The statistical methods were easiest to develop within the 

short time span of the Impact Test Project and proved particularly 

successful in obtaining consistent forecast improvements from the 

use o~ sounding temperatures. This is the first time that such methods 

have been applied to a truly four-dimensional assimilation procedure 

using large sets of real data, and we believe that the modest., but 

statistically significant success of our impact tests is due to a 

. large extent to this assimilation method. 
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3.2 METHODS 

3.2.1 DIRECT INSERTION METHOD (DIM) (R. Dilling and M. Ghil) 

3.2.1.1 INTRODUCTION 

A direct insertion method of four-dimensional data assimila-

tion has been used at GISS for a number of years. The method used 

for conventional synoptic d~lta was desr..;:ribed by Russell (1975). 

Asynoptic data, such as temperature profiles derived from given 

satellite-measured radiances were first inserted directly into the 

model: indeed, these profiles were obtained in the past by GISS 

processing methods at GISS model grid points in the horizontal, 

and at model sigma levels in the ve'rtical. More recently, 

temperature profiles derived by different methods at NESS from 

satellite radiances have been inserted at each model time step 
" 

using an adaptation of the direct insertion method. This adaptation 

was also described by Rus-sell (1975). 

The purpose of this section is to briefly describe the direct 

insertion method, the quality control of insertion data, and the 

results of the method for two winter experiments. The quality 

control methods described here should be compared with the automated 

consistency check (ACC) described in Subsection 3.2.2. The DIM 

experiment results are to be compared with the results of experiments 

using the successive correction method (SCM, Subsection 3.2.4) and the 

statistical assimilation method (SAM, Subsection 3.2.7). Such a com-

parison appears in Subsection 3.3.2. 

3.2.1.2 QUALITY CONTROL OF INSERTION DATA 

The two numerical experiments we discuss used different 

quality controls for satellite data. In this section we define 
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the rejection crit~ria used for both conventional and satellite 

dat.:a. '1'he basic idea of the quality controls here is to eliminate 

totnlly erroneOllS observations by comparing them with model forecast 

values; the latter have the advantage of always being "reasonable," 

even when not entirely correct. 

The comparison between model forecast values and observed 

da'La is made at observation points. Thus, model data are first 

inerpolated vertically to the mandatory pressure levels and then 

horizontally to the latitude and longitude of the observation. 

For each variable Q, ~he acceptance test is 

k where LQ is the maximum acceptable absolute difference for quantity 

Q at mandatory pressure level k. The quantities subject to 

quality checks are the horizontal velocity components u,v, the 

temperature '1', the relative humidity q, and the surface pressure p . s 

The standard rejection criteria used for synoptic and asynoptic data 

Dre given in Table 1. 

Table 1 

Standard Rejection Criteria L~ 

Quantity 

Qk 
(k=l,ll) 

u 

v 

T 

q 

Synoptic 

30 m/sec 

30 nt/sec 

7°C 

0.25 

20 ntb 
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Asynoptic 

n.a. 

n.a. 

7°C 

n.a. 

n.a. 
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For asynoptic satellite-derived temperature profiles a special 

set of rejectionoriteria have been defined and used in one of the 

two numerical experiments we describe. This set consists of the 

following tests, all of which must be satisfied for the temperature 

data at a given location and level to be inserted: 

a. The "weighted profile RMS error" must not exceed 5°C. This 

weighted RMS error is defined as 

2: -1..
k (Lk)2 

T 

here the sums are over mandatory pressure levels and the weights 

L~ are given in Table 2. If this criterion is not satisfied, all 

the temperature data at that location, l~k~ll, are discarded. 

Table 2 

Special Satellite-Temperature Rejection Criteria L~ 

pressure 
Lk 

k level T 

1 1000 rnb 3°C 

2 850 3.S oC 

3 700 4°C 

4 500 4.SoC 

5 400 5°C 

6 300 S.SoC 

7 250 6°C 

8 200 6.S oC 

9 150 7°C 

10 100 7.S oC 

11 70 8°C 
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If test a. is satisfied then each level k is individually 

tested for acceptance: 

ITk Tk I < Lk 
fcst. - sat. - T 

," c 
~ . Finally, if the time of the satellite observation from which 

f the temperature is derived is within 6 hours after synoptic 

time (OOZ or 12Z), then a weight factor F is used: 

= 1, 6,::'[<1.2, 

'[ 

= 6' O~L<6 ; 

here '[ is the difference expressed in hours between the time 

of the satellite observation and the closest preceding synoptic " 

time. The difference between the satellite-derived value and the 

model value is multiplied by the factor F, and it is this modif'ied 

correction which is added to the model value; this factor 

reflects in a crude way the relative confidence in forecast 

and observation as time elapses from synoptic analysis time. 

3.2.1.3 DESCRIPTION OF DIM EXPERIMENTS 

The two DIM experiments we discuss in this section are 

denoted by numbers 8186 and 8240. Each numerical experiment 

assimilated conventional synoptic data using a 12-hour cycle 

beginning OOZ, Jan. 29, 1976 and ending 03Z Feb. 21, 1976. 

In experiment 8240 only NESS-processed NIMBUS temperature data 

were inserted, whereas in 8186 NESS-processed VTPR, as well as 

NIMBUS temperature data, were inse'rted. The quality controls for 8186 

were the standard rejection criteria for both synoptic and asynoptic 

° 0- data. For 8240 the standard rejection criteJ;'ia were used for 
,< 

conventional data, and the special rejection criteria were used 
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for the satellite data. The forecast model used in the 

four-dimensional assimilations was the current standard 4° by 5° 

GISS GCM (see Chapter 4). A geostrophic correction based on 

satellite-derived temperature data was made to the winds near 

temperature insertion points (cf. Stone et al., 1973; see also 

Kistler and McPherson, 1975). The impact tests consisted of 

studying 11 forecasts from 03Z February n, where n = 1,3,5,7 ..• 11. 

Each forecast from an initial state obtained by four-dimensional 

assimilation of satellite data was compared with a forecast from 

a control initial state at the same time; the control, or NOSAT, 

initial state obtains by a four-dimensional assimilation in which 

no satellite data are actually inserted. 

Table 3 

Experiment 8136 
Average Impact over North America 

48 hour 72 hour 

RMS Skill Score RMS Skill SCQre 

SLP .2l±.40 -1. S5±1. 86 -.48±.27 -3.96±2.l6 

Z500 .43±3.54 , -1. 42±1. 28 -3 .34±2. 96 I -.69±1.l9 
_._----.. -- --- ~--~-- - -..... ,. ~. -.-----._--- I -----.,-._-- --

Table 4 

Experiment 8240 
AveFage Impact over North America 

48 hour 72 hour 

ru~lS Skill Score RMS Skill Score 
I .. 

.27±.32 . 76±1. 90 ISLP .25+.1& .06+1.12 

ZSOO ---r-~? .~:;~.}/7 .-1_ . 25~. 79 -.4l±3.4l f -.52±89 ! 
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3.2.1.4 RESULTS OF DIM EXPERIMENTS 

RMS errors and Sl skill scores of sea-level pressures (SLP) and 

of 500 mb geopotentia1 heights (Z500) were calculated at 48 and 72 

hours after initial time for each forecast, based on the difference 

betw~!en forecast values and the corresponding values provided by the 

NMC analysis at the same synoptic times. These error measures were 

computed for both the control forecasts which were started from NO 

SAT initial states, and the experimental forecasts 8186 and 8240. 

Tables 3 through 6 summarize the impact results for the 11 indi-

vidual forecasts. Differences d i , 1~i~11, b~tween the error measures 

(RMS or Sl) for the experimental forecasts and the corresponding 

error measur~ for the NO SAT forecast with the same initial time 

were computed. The entries in the tables are the average e, d = 
11 2 11 - 2 2:1 dilll, and the standard deviation cr,cr = 2:1 (di-d) /11, of RMS 

error differences, and of the Sl skill-score differences over the 

11 cases, respectively. They are given in the form d;tcr. We. consider 

a result statistically significant if d»cr. Results for verification 

over North America (30 0N to 70 0N and 75°W to l30 0W) are given in 

Tables 3 and 4 for run 8186 and run 8240, respectively. Similar 

results for verification over Europe (30 0N to 86°N and 100W to 40 0E) 

are given in Tables 5 and 6. 

A statistically significant (d~2cr) positive impact occurs for 

experiment 8186 in the Sl score of the 72-hour sea-level pressure 

over Europe (Table 5), and marginal (d~cr) positive impa.pt obtains 

for the 48-hour skill of sea-level pressure over Europe; even these 

impacts are not consistent with the results for RMS errors or for the 

the sOO-mb heights. -'U A marginally significant (d=cr) positive impact 

3-9 

. . . . . 
:....hd,,'· .· •• .<,,,~!..~ .. ,~..-..Lod.,I.<.· ... ""'-... ~,~~ ... ;;.·,>lA, ~,;~..:ti .• ~J.!.._" " ~",; ... 

'i 

j 
.1 



:: .. 
-,-

occurs also in the RMS error of the 500-mbheights at 48 hours over 

Europe in both experiments (Tables 5 and 6). All other impacts 

are negative and/or statistically insignificant. 

RMS 

SLP O.38±.32 

Z500 3.5±3.23 

RMS 

SLP .25±.l9 

Z500 1. 46±2. 35 
-

Table 5 

Experiment 8186 
Average Impact over Europe 

48 hour 72 hour 

Skill Score RMS 

1. 65±1. 31 0.15±.43 

1. 36±1. 69 0±3.17 

Table 6 

Experiment 8240 
Average Impact over Europe 

48 pour 72 hour 

Skill Score RMS ,-

.28±.53 .39±.23 
---- ---_._- ~ .--

.19±.98 , 
; 

1. 40±2. 68 
--/ 

Skill Score 

2. 31±1. 37 

-1. 46±1. 48 

Skill Score 

• 66±1. 21 
..... _- - . -

-. 39 :t. 95 
.- ........ 

The results for experiment 8240 are also summarized in 

Subsection 3.3.2.3. 

3.2.1.5 CONCLUSION 

I 

We see that assimilation of ~ST-6 asynoptic data by the Direct 

Insertion Method failed to exhibit a positive statistically 

significant impact of the satellite observations. This method has 

been presented primarily for comparison with the results of the new 

techniques developed and tested by the Analysis and Assimilation 

Group. 

3-10 



f, " , 

t, 
~; 

t 
:t 
It 
" .~ ,. 
'!§ 

~ 
;~ 

'l":: 
t.-\o. 

~' 

l~ " 

t 1-

~~ 

" ~ 

~ 
I :~ 
~$ 

~ 
"<' 

, 
~ , 

I, 

, 
" 
?~ 
" 

Ilr 

~ 
f 

~,' '. ~ 

3.2.2 AUTOMATED CONSISTENCY CHECK (ACC) (K.K. Wong, P. Suchanick, 

and M. Ghil) 

3.2.2.1 INTRODUCTION 

One of the problems encountered in assimilating observational 

data into numerical forecasting models is that of determining whether 

the data inserted are of a reliable nature (e.g., Gandin, 1963, pp. 

158-166) . The method previously used at GISS was to compare the 

observed value with the model forecast values at adjacent grid 

points and reject the data if the difference exceeded a specified 

value. 

The above procedure is described in Subsection 3.2.1.2 

and referred to throughout the rest of this report as quality 

control; it had the considerable advantage of being very easy to 

implement. Its drawback is that it only allows for the use of 

very large error tolerances, and thus rejects only observations 

which had highly unreasonable values. It does not use the error 

structure of the data themselves and would in fact reject useful data 

when the forecast model happened to differ considerably from the 

actual state of the atmosphere. To eliminate the obvious short

comings of this type of method, a procedure was developed that 

uses as rejection criterion a comparison of a given observation 

with the observations surrounding it. 

3.2.2.2 PROCEDURE 

Since in most cases the data are not received in a strict 

geographical order, the first step in the procedure is to order 

the data according to latitude and longitude. Surface. quantities, 
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'pJ'essure and temperature, are reduced to sea level. 

For each observation point all the observations within a 
given radius are then stored and sorted according to distance 
from the selected observation point~ Next, the sorted data 
points are scanned according to increasing dis·tance, until three 
points are found which form a triangle having the observation in 
question in its interior. 

The quantities at the three points forming the triangle 
are then linearly interpolated to the interior observation point, 
and the difference between the interpolated value and the observa-
tion is calculated. Histograms of the computed differences are 
shown in ~igures 1 to 3. If a triangle cannot be formed about a 
selected observation, or if the observation is missing', or if it 
is obviously in error, it will be ignored in' further computations. 

The standard deviation 0 of the difference for all observa-
tions is computed and it serves as ~he basis for the rejection 
criterion. The computed value~ of 0 for the differe~t quantities 
are as given in the first row of entries in Table 7. If the 
difference between an observation and the interpolated value of 
its three selected neighbors is less than 20 the observation is 
considered reliable and is used in the assimilation without 
further modification. If the differenc'e lies between 20 and 30, 
it is assumed that the observation is partially correct; the 
observed value is then modified to a value equal t9 the interpolated 
one plus or minus 20, depending on whether it exceeds 20 in the 
positive or negative direction. Finally, if the difference is 

greater than 30, the observation is considered to be in error and 
will be rejected. 
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of sea-level pressure, Ps' at a given point, and the values obtained by linear inter
polation from observed values at the 3 observation points which are the nearest neighbors 
of the point under consideration; ~=O.006 rob, 0=4.689 rob. 
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3.2.2.3 RESULTS 

A test analysis was performed on surface pressure, surface 

temperature and upper air temperature at m~ndatory levels. The 

test compares the number of observations accepted and rejected 

using the above criteria with the corresponding quantities when 

using "quality control", i.e., the differences between the model fore-

cast value and the observation. The rejection criteria currently 

used in quality control are 20 mb for surface pressure and 7°C for 

surface and upper air temperatures. Results of this comparison are 

shown in Table 7. The three categories in Table 7 refer to the 

observations accepted, modified, or rejected by the ACC criteria. 

The subdivisions labeled "accepted" and "rejected" refer to the number 

accepted or rejected by the quality control procedure based on the 

difference between forecast and observational values. 

Table 7 

Ps 
T Temperature at Mandatory Levels (mb) 

s 850 700 500 400 300 250 200 150 100 70 
(J Value 4.7 6.7 3.8 3.5 2.3 3.4 3.6 5.8 3.3 3.5 2.4 ., ~ ... .) 

1>. 
C accepted 3199 3067 259 376 396 382 375 293 268 255 204 230 
P rejected 1 207 5 1 0 0 5 20 13 28 48 3 
M 
o accepted 90 131 3 8 13 6 7 6 7 4 6 6 
D rejected 0 29 0 1 1 0 1 9 8 1 2 1 
R 
E accepted 166 218 19 11 9 9 8 6 7 7 0 11 
J rejected 18 73 6 7 0 1 1 5 1 2 1 3 

~ I " 
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In general, it can be seen that a significan~ difference 

between the two methods appears in the numbers for surJace pressure 

and temperature. A significant number of surface tem~erature 

observations (207), which under "quality control" would have been 

rejected, are accepted under ACC. Conversely, -a sizeable number of 

surface pressure and temperature quantities that were acc~pted 

under quality control standards are either modified or rejecte~ 

with ACC. Another significant difference'appears in the 2507 to 

70-mb temperature observations where a large number of observations 

are rejected by quality control and are acceptable under ACC. 

This is probably due to the inaccurate representation of the 

temperature inversions in the tropopause region by the forecast 

modeL 

3.2.2.4 CONCLUSIONS AND RECOMMENDATIONS 

An inherent drawback in this procedure is accounting for 

observations in data-sparse regions. With conventional synoptic 

data, a significant, number of ~eports cannot. be evaluated with 

this procedure; "quality contr6l" procedu:r:es have to be used for 

such observations. 

The ACC method is currently being modified to apply to 

asynoptic satellite data. Considerable improvement over present 

quality control procedures is expected in this application, where 

no data sparsity problem exists. For asynoptic data, Ace can 

be combined with the local interpolation procedure (LIP, 

Subsection 3.2.3) to provide a simple, effective filter of 

_observational errors. 

Assimilation runs remain to be made and results anaiyzed 

to test the effect of synoptic and asynoptic data verified by the 

ACC method on forecast accuracy. 
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3.2.3 LOCAL INTERPOLATION PROCEDURE (LIP) (H. Carus, M. Ghil, and 

R. Dilling) 

3.2.3.1 INTRODUCTION 

Satellite-derived temperature data, as well as conventional 

synoptic data, are obtained in general at locations that do not 

coincide with grid points of a computational grid. Values of the 

observed fields at grid points have therefore to be computed from 

the values at the observation points. Subsections 3.2.1 (DIM) 

and 3.2.4 (SCM) describe two simple procedures for such a computation. 

In addition to the problem of the difference in location, 

we also have to deal with the fact that the observations contain 

measurement errors, and also errors because of the difference 

between the length scale of which a measurement is representative 

and the scale of the model's grid size. A certain filtering 

of these observational errors is contained in each of the methods 

presented in Subsections 3.2.2 (ACC), 3.2.4 (SCM), 3.2.5 (AVM) and 

3.2.7 (SAM). The method we present here obtains values of the 

observed fields at grid points and also contributes to filtering 

out the errors. It has been developed mainly as a preli~ninary 

data handling procedure for the statistical assimilation method 

(SAM). 

3.2.3.2 THE METHOD 

The method is based on least-square-fitting of low-degree 

polynomials to the data. The value of the fitted polynomial at a 
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grid point in the vl.cini ty of observi:\ ti<:''1s is accepted as the . 
value of the pre-filtered observed field at that point. The 

:Eiltering obt~lins becallt;:,e of the least-square fit. The poly-

nominls depend on a number of parameters which is smaller than the 

n.umbcr oJ: observutions ; the parameters are simply the coefficients of 

the polynomial. tJ~hus we can place higher confide'nce, in a statistical 

sense, 01' the values of the coefficients than on the individual obserVa-

tions. J:i'nrtharmorc, lmll-degree polynomials are considerably smoother 

than n high-degree ill'terpolation polynomial which \vould actually pass 

through all ·the observations. A good rule of thumb ,tor least-square 

polynomial fitting is that the number of coefficients should be com-

parublatothe squ.:l.re-.r:oot of the number of observation.s fitted (cf. 

Isaacson and Keller, 1966). 

In its present form, the methoa has been formulated for 

sCltellite-del:ived tempel:ature data obtained in lO-minute time in-

tarvills, (compare Subsection 3.2.7.2). Such an interval is suf-

ficiently small so that ti~e itself need not be considered as a 

vtlriable, and the data are assumed to be simultaneous. We found 

in general that a su:Eficiently large number of temperature 

rat.r:ievals obtain \vithin an interval so as to expect a large 

part of the noise to be filtered out by the least-square fit of 

polynO\l\ials up to the third degree. The independe~nt variables 1n our 

polyt\omials axe Intitude \p and longitude A. The fit occurs on fixed 

mandatory pressure levels, so that no vertical variable is necessary. 

We regard a gridpoint as lying in, the vicinity of an observa

tion point, or retrieval, if it is a corner of a grid rectangle con

taining one or more retrievals. Such a rpqtriction is required 
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to avoid using the fitted polynomial in an extrapolatory mode. 

The value of the observed tempera.ture field at a grid point, or 

hypothetical retrieval at the gridpoint, is assigned the time of 

the earliest retrieval in any of the four grid rectangles sur-

/f, ~>_'C' " 
roun41n~ the gr1dpolnt~ the assignment of time is necessary since 

,I 

the hypothetical retrievals are. computed "off-line", before 

their use for assimilation purposes. The hypothetical retrievals 

at grid points become observed temperatures for an assimilation run, 

replacing the raw observations at their off-grid locations. 

Since the data are provided and fitted in discontinuous 

patches, the question of the continuity of the prefiltered observa-

tion field arises. This question was confronted in an ad hoc 

manner, which reduces discontinuities without eliminating them 

altogether. Each IO-minute patch was subdivided into three equal 
\ 

subpatches. The least-square polynomial is calculated for the 

whole patch, but the hypothetical retrievals are computed and 

assigned only for the middle third of the patch. To provide for 

geographical continuity of the hypothetical retrievals, therefore, 

the lO-minute intervals used have a two-thirds overlap, so that 

the middle thirds of successively used intervals are chronologically 

contiguous. 

3.2.3.3 PRELIMINARY ~ESULTS 

The effect that the degree of the least-square polynomial 

used has on the fit and on the continuity was investigated in a pre

liminary empirical study. We limited ourselves to linear, quadratic 

and cubic fits; experience has shown that polynomials of higher degree 

are unreliable for smooth data fitting due to their oscillatory nature. 

The degree of the polynomial was further limited by the number of 
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retrievals available for the fitting since a fit based on in-

sufficient data cannot be relied on. The actual criterion used 

was that the number of data \h~lJ.st ;1:,e rib less than one-third of the 

square of the number of coefficient.s to' be determined by the 

fitting. Table 8 shows the minimum number of retrievals required 

by this criterion. 

Table 8. Characteristics of the Polynomial Fit 

Degree 

1 
2 
3 

No. of Coefficients 

3 
6 

10 

No. of Retrievals 'Required 

3 
12 
33 

The preliminary empirical study to determine the appropriate 

degree of the fitting polynomial was applied to four sets of tempera-

ture data processe~ by NESS from NIMBUS-6 radiance data, each being' 

subjected to 12 minutes of processing on an ru-1DAHL 470V/6 computer. 

These sets are described in Table 9. 

Table 9~ Data Used in the Preliminary Study 

Reference Initial Final Dur.:ltion (Simulated 
Description Time Index Time Index Time in Hours) 
W~nter 28 25 
Winter 2 28685 28698 13 
Summer 1 24738 24750 12 
Summer 2 24548 24568 20 

The durations vary between data sets~ecause of missing retrievals. 

The goodness of fit of the three types of polynomials for 

the data described above is shm"n in Table 10. 

Table 10. Goodness of Fit (OOC) 

De ree 1 2 3 
Winter 1 li6.7 ,1.20 0.94 
Winter 2 1.40 0.94 0.68 
Summer 1 1. 24 0.83 0.58 
Summer 

; 
2 1.15 0.75 0.55 
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The goodness of fit is measured by the root ... mean.,.square (RMS) error 

of the polynomial values versus the actual retrieval values at the 

observation points~ the rms error shown is averaged over all manda-

tory pre~jsure levels. , ~ The best fit is given by the third-degree 

polynomials. This is to be expected, since the fit will improve 

with the number of parameters available, and the error will be zero in 

particular for a polynomial of interpolation. However, the improvement 

in fit shown in Table 10 is larger from first degree to second, than 

from second to third~ this was the case for all data sets tested. 

A problem arises when a hypothetical retrievaJ at a grid 
)) 

point can be evaluated in two different ways becaus~ the grJdpoint 
" 

is in the vicinity of two different but proximate sjkts of retrievals. 
\', 

This is the continuity prohlem Mentioned ear1.i,e!'. "We call the 
/~-. .. -- :';-:-.0..-

differences between the two values saltii for the data sets in Table 

9, we also computed, the IU"lS values of the salti. These RMS values 

are shown in Table 11, again averaged over all levels. 

Table li. RMS of Salti (oe) 

The numbers. in parentheses show the number of 
gridpoints for which salti were observed. 

1st De ree 2nd De ree 3rd De ree 
Winter 1 2.35 (1062) 1. 93 (998) 2.67 ( 603) 
Winter 2 2.42 (1036) 1. 86 (993) 1. 82 (454) 
Summer 1 1. 98 (1102) 1.62(1073) 1. 72 (582) 
Summer 2 1. 96 ( 936) 1.47 (884) 1.65 (480) 

The magn.:i.:t.u~~,e of the sal ti are a measure of the smoothness 

of the fit as the intervals change. Table 11 shows clearly that 

polynomials of the second degree afford, in general, a smoother 

transition between intervals than those of first or third degree. 

When salti occur, our procedure is to average the two hypothetical 
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retrievals and to qssign to the obtaining hypothetical retrieval 

the earlier of the two discrete times. 

Examination of Tables 10 and 11 shows that polynomials of 

the second degree appear to be the most suitable compromise between 

g09dness of fit and smoothness of fit. 

3.2.3.4 CONCLUSION ;;/ 

The computation of hypothetical retrievals using second-

degree polynomials is currently being implemented. We shall 

use the prefiltered asynoptic temperature data provided by this 

procedure as observational data for future assimilation runs based 

on SAM. The effect of prefiltering on initial states obtained with 

SAM and on the quality of forecasts from these initial states will 

be assessed. 

3.2.4 SUCCESSIVE CORRECTION METHOD (SCM) (P. Suchanick and M. Ghil) 

3.2.4.1 INTRODUCTION 

A successive correction technique has been applied to the objec-

tive analysis of conventional synoptic data, as well as to the time

continuous, four-dimensional (4-D) assimilation of satellite-derived 

asynoptic data. It is based on a simplified version of the method 

proposed by Begthorsson and Doos (1955) and implemented operationally 

for the purposes of synoptic objective analysis by Cressman (1959). 

To the best of our knowledge, the application of this method to 

asynoptic satellite data is new. 
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3.2.4.2 THE ANALYSIS METHOD 

The analysis method is essentially one of applying successive 

corrections to a first guess field. The first guess field ·is the 

model forecast field in all our applications. Corrections are 

determined as t.he difference between the observed data and the 

first guess field which is interpolated to the observ~tion point. 

Linear interpolation is used to evaluate the first guess field at 

observation points from the four grid points surrounding the observa-
" , 

tion (cf. Russell, 1975). Moreover, forecast valUeS are computed 

at sigma levels, while the observations are givenl! at mandatory pressure 

levels; hence an interpolation procedure, linear,in log p, is per-
.! 

formed with respect to the vertical t6 obtain model values at 

mandatory levels. 

The model forecast value at the observation point, ~of' is 

thus given by: 

P2 Pi 
4 ~. lin - + <p. 2 ,Q,n-

J , J, P,Q, PI 
<1>0 = ~ Ct. f ) 

(1 ) 
j=l inP2 - .Q,nPl 

here the subscripts I and 2 refer to the sigma level above and 

below a given mandatory level (,Q,) respectively, while Ct. are the 
), 

horizontal weights proportional to the area Aj of the opposite 

rectangle of a grid box, as in the diagram below. 

2 3 
A. 

) 

" 

~:~ -~-:: 1 Ct j = 4 
(2) 

1 4 
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The observations are taken one at a time audthe difference IS 

between the observation and the forecast at mandatory levels, 

o ~ $0 - ~; (3) 

is computed. If 'thl.'} lowest sigma level oJ: a particular grid point 

has a pressure which is lower than that of the lo\\le!'~t l"andatory 

level at that point, the model quantity is extrapolated to the 

mandatory level. 1n the case of temperature , the s\.lrface temperature 

is used as the 10\\I(:st level. If the model surface p:t'essure is lO\>Jer 

than the lowest manda't',I..Yt'¥-level pr~ssu:r.e at that point, 'then the 

temperature is reduced hydrostatically,tothe value ,'),t the mandatary 

level. 

At th.is point, a quality check is made (see Subsection 3.2.1): 

if Q exceeds a. specified value lit "till be ignored in fur'ther 001\\-

putntion. 

The actual analysis is performed on the mandatory pressure 

levels, separately for each point. It consists of a nllluber of 

successive scans. Each scal'l, indexed k,tzlkas into consideration 

the observations that are \\I.l th in. the scanning radhls l)k o:f the 

given ~1r:i.d point. r:t'he diffe..rcnce ~\ (k) at observatl.on 'point i is 

mul tip'J.,ic.d by a \"eighting function. 9i ven by Cressman (1959) as 

2 d~ . (k) Dk - ( 4) :::: .t 
\" i :2 ~} 

Dk + d7 
1. 

\vhe.re d i is the distance between. observation point i and the grid 

point \\le consider I al'l,d d i "::Dk ; clearly ,,,~k)::::O if di::D
k

. 
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The total correction Ck applied to a given grid point during 

scan k is given by 

where Nk is the tota-l number of observations within radius'Dk of 

the given grid point. 

Note: Tests were made with 

w, 15 ~k) 

(5) 

~ ~ (5' ) C = k 

w, 
~ 

as suggested by Stephens and Stitt (1970). Theoretical considerations 

suggest that division by N is preferable, and this was borne O\lt by, 

test results. 

A number of scans is performed with successively smaller radii 

for each type-of analysis. Preliminary testing was carried out to 

determine an optimal number of scans as well as optimal scanning 

radii. 

3.2.4.3 ApPLICATIONS AND RESULTS 

The above scheme was implemented for the insertion of 

satellite data in GISS assimilation runs. The data consist solely 

of temperature profiles given at 11 mandatory pressure levels and 

are inserted in 10-minute intervals. Four scans are made with 

scan sizes of 700, 600, 500, and 400 km. Runs were made covering 

the period from January 29, 1976 to February 21, 1976 with 72-hour 
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forecast runs made from 03Z on the days February 1,3,5,7,9,11,13,15, 

17, and 21. Sea level pressure and 500mb-height skill score and RMS 

error impacts over the NO SAT control run are shown for 48 and 72 

hours in Tables 12 to 15. These error measures and the corresponding 

impacts were computed as described in Subsection 3.2.1 (DIM). 

Experiment "number 8310 consists of the insertion of conventional 

synoptic data by the direction insertion method (DIM), and of the 
" II 

isnertion of vertical temperature profiles provided by NESS, using 

radiance data from NOAA-4 (VTPR) and NIMBUS-6 satellites, by the SCM 

method; in the insertion of asynoptic data we also used the standard 

rejection criteria exp1ianed in Subsection 3.2.1. t (Table 1). A geo-

strophic wind correction as in 3.2.1.3 is also made. Experiment 8310 

is thus comparable to DIM experiment 8186. Experiment, number 8352 is 

similar to 8310, except for the use of special "qua1ity ll rejection cri-

teria described in Subsection 3.2.1.2. It is thus comparable \t~,o DIM 

experiment 8240, plus the utilization of VTPR data. The plots of the 

differences between 500 rob geopotentia1 heights in experiment 8310 and 

in the NO SAT control run are shown in Figures 4a and 4b. 

A considerable net improvement in both skill score impact and 

RMS impact of satellite data over DIH results seems to be obtained 

when using SCM for the assimilation of the data. This can be seen 

from a comparison of Tables 12 and 14 with Tables 3 and 5 in Sub-

section 3.2.1. A similar improvement can be observed by comparing 

in turn Table 13 and 15 wi.th Tables 4 and 6 of Subsection 3.2.1. 

This improvement is observe~, consistently in the algebraic amount 

/I 

of the impact (sign and magnitude), as well as in the statistical 

significance (ratio of the mean impact to its variance); it is 

observed in all the verified quantities, with the possible exception 
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SLP 

Z500 

SLP 
Z500 

SLP 

Z500 

SLP 

Z500 

Table 12 
Experiment 8310 

Average Impact Over North America 

48-hour 72-hour 
RMS 

0.54±0.38 

6.65±3.33 

Skill Score 

1. 75±1. 96 

1.53±1.19 

Table 13 
Experiment 8352 

RMS Skill Score 

0.71±0.51 1.57±3.19 

5.63±3.52 2. 41±1. 34 

Average Impact Over North America 

RMS 

0.72 ±a. 31 

0.26±2.50 

48-hour 

Skill Score 

2.25±1.60 

1.58±o.69 

Table 14 

72-hour 

RMS 

o . 57± 0.46 
3.25±3.16 

Experiment 8310 
Average Impact Over Europe 

Skill Score 

0.91±2-~0 

1.04±0.78" 

48-hour 72-hour 

RMS 

0.58±0.35 

7.16±3.72 

RMS 

0.36±0.21 

4.82±2.88 

Skill Score RMS Skill Score 

2. 48±1. 44 -0.58±0.49 3.11±2.49 

0.93±1.96 0.49±4.85 -0.96±3.51 

Table 15 
Experiment 8352 

Average Impact Over Europe 

48-hour 

Skill Score 

1. 04±0. 78 

0.58±1.10 

3-28. 

72-hour 

RMS Skill Score 

0.40±0.42 1.84±1.16 

5.68±2.45 0.68±1.49 
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Figure 4a. Plot of the difference between the heights of the 500 rob geopotential surface in the 
in1tial states produced at 03Z on the given dates (Feb. 1, 3, 5, 7, 9, II} by experiment 8310, 

using SCM, and by the control run. 
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Figure 4b. plot of the difference between the heights of the 500 rob geopotential surface in the 1 
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of the RMS error in the 500mb height verified at 48h over North 

America (Table 13 vs. Table 4), and of the Sl score of 500mb heights 

verified at 72h over Europe (Table 14 vs. Table 5). The improve

ment cannot be explained either by the slight differences in quality 

control procedures between experiments 8310 (SCM) and 8186 (DIM), 

or in the satellite data quantity between 8352 (SCM) and 8240 (DIM); 

it has to be attributed mostly to the different assimilation 

methods. The results for experiments 8310 and 8352 are summarized 

·3.1so in Subsection.3.3.2.3, a;:., well as those for experiment 8240. 

The more general comparisons th~re support our conclusions here. 

The SCM procedure was also used for the insertion of conventional 

synoptic data in the GISS model with an ultrafine grid (2.5° x 3°, 

see Chapter 4). The data consist of surface pressure and temperature, 

upper air reports of temperature, wind and relative humidity, and air-

craft reports of temperature and winds. Assimilation and forecast 

runs were made covering the same period as above. Sea level pressure 

and 500mb height skill scores after 48 and 72 hours are shown in 

Table 16. No control run using DIM was avaiiable for the ultra fine 

GISS model, but some ino,irect comparisons are made in Chapter 4. 

Table 16 

Average Skill Scores of Ul'tra-Fine NO SAT Assimilation 

AVG SD SE 

48 HR SLP N.A. 67.06, 9.05 2.73 
72 HR SLP N.A. 74.25 11. 20 3.38 
48 HR Z500 N.A. 35.99 4.87 1.47 
72 HR Z500 N.A. 42.57 6.51 1. 96 
48 HR SLP N.A. 58.99 5.29 1. 60 
72 HR SLP EUR. 68.14 7.63 2.30 
48 HR Z,500 EUR. 54.07 6~29 1. 90 
72 HR Z500 EUR. 61. 66 7.20 2.17 
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3.2.4.4 CONCLUSIONS AND RECOMMENDATIONS 

Analysis of skill score and RMS results suggests a modest 

but consistent improvement achieved with the SCM method over the 

direct insertion technique when applied to the time continuous, 4-D 

assim~!ation of asynoptic satellite temperature data. 

The effect of the SCM method on the insertion of conventional 

synoptic data has yet to be fully analyzed. Analysis of sea-level 

pressure and 500 mb height charts suggest that at the least, the 

SCM analysis is somewhat smoother than that produced by the direct 

insertion approach. 

Further analysis is needed specifically to determine optimal 

scanning radii and number of scans; such optimization may further 

improve results. 

3.2.5 ASYNOPTIC VARIATIONAL METHOD FOR SATELLITE DATA ASSMIMILATION 

(M. 'Ghil and R. Mosebach) 

3.2.5.1 INTRODUCTION 

One of the most promising approaches in the objective 

analysis of synoptic data has been the variational method pro-

posed by Sasaki (1958). This method has been further developed 

and applied to more and more reali~tic problems and to real-data 

studies by Sasaki (1969, 1970a, b, c), Stephens (1970), Lewis (1972), 

Lewis and Grayson (1972), and Achtemeier (1975), among others. 
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The main idea of the approach is to obtain an analyzed field 

which is as close as possible to the observations, while at the 

same time satisfying exactly or approximately certain dynamic re-

lationships which are believed to hold for the true fields. When it 

is required that these relationships be satisfied exactly, these 

relationships are called strong constraints, when satisfied only in 

an approximate sense, by minimization, they are called weak constraints. 

The most conunon relations or constraints ch'Osen thus far have been 

those aimed at preparing the initial state in such a way as to 

prevent inertia-gravity waves from developing unrealistic amplitudes 

and cause serious and rapid deterioration in the forecast from this 

initial state. 

\vc decided to. attempt. the adaptation of this method to the 

time-continuous, four-dimensional assimilation of satellite-derived 

temperature data. For this purpose it seemed reasonable to apply 

the variational method to grid point values surrounding a limited 

area of observational data. Satellite sounding data obtained 

during a short tim~ interval comparable to the forecast model 

integra tion time s'tep exte,nd over such a limited area. The method 

provides a rational procedure for inferring from temperature dat:a 

the values of other meteorological variables, such as the winds, 

~t adjacent grid points. This inference is based on the natural 

coupling between variables given by the variational constraints. 
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The variational method also provides in this context a dynamically 

consistent way of obtaining a smooth transition between the values 

of the variables in the limited area in which they have been 

corrected by the instantaneously available observations, and their 

values in the surrounding domain. 

The limited-area approach dictated by the nature of the 

application also influenced the choice of minimization technique 

to be used. The variational method essentially consists of 

minimizing a functional of the functions to be determined; in our case 

these functions are the meteorological variables, regarded as functions 

of position at given, fixed time. This minimization must be performed 

in the presence of constraints, the latter being usually included 

in the functional itself by the use of Lagrange multipliers. 

The minimization technique which has been widely used in 

meteorological applications is based on the derivation and solution 

of the Euler-Lagrange equations corresponding to the functional 

which is to be minimized. The solutions of the Euler-Lagrange 

equations yield extrema, in particular the desired minima, of the 

functional. These equations, however, turn out in general to be 

~lther complicated partial differential equations, and in meteoro-

logical applications they arc often of mixed elliptic-hyperbolic 

type. The latter fact creates a difficulty in their numerical solution. 

This difficulty has been circumvented in some of the quoted 

literature by modifying the equations or the data, so that the 

equations after modification become elliptic everywhere and thus 

solvable by standard numerical methods. The shortcomings of such 
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an approach have been pointed out by Ghil (1975) in a slightly 

different context; numerical solutions for a meteorologically 

significant problem of mixed type have been given by Ghil and 

Shkoller (1976'), and by Ghil et ·al. (1977). 

For the immediate needs of the Impact Test Project, instead 

of developing numerical methods for the solution of the relevant 

Euler-Lagrange equations, it seemed more expedient to use a direct 

minil?izatiOll technique. The use of such a technique was also 

facilitated and made rather natural by the relatively small number 

of points involved in the limited-aiea application. 

3.2.5.2 THE METHOD 

The meteorological variables which we wish to adjust in the 

neighborhood of satellite temperature retrievals are the horizontal 

velocity field ~ = ~(~,e,a), the surface pressure v = v(A,B), and 

the model temperature field itself, T = T(A,O,~). Unsubscripted 

symbols shall denote the values of the variables which are used 

by the model in the next time step of the data assimilation process. 

The superscript ( )0 shall denote the values of the variables 

which we desire to approximate as closely as possible while still 

satisfying the selected constraints. Thus TO is the temperature 

given by satellite observations, 'ITo is the surface pressure fore-

casted by the model durirlgthe assimilation process for ~he time 

in question; and ~o is obtained from TO and forecast values of y by 

the geostrophic correction formula mentioned in Subsection 3.2.1. 
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The functional we wish to minimize is 

here a,S,y, and 0 are positive constant weights. The constraint 

chosen is that TIt be as small as possible, i.e., that spurious 

pressure tendencies be eliminated. The expression used for TIt 

in the evaluation of (1) is 

7f =- V· J 1 TIVda t ~ 0 ~ (2) 

We notice that the weak constraint (2) couples TI and ~, but not 

T. Therefore F will be decreased by as much as possible with 

respect to T by simply setting T=To. However TO enters, as 

mentioned previously, into the definition of Va. 

In actual computations the continuous functions Tl TI, and 

V are approximated by discrete functions defined on a fixed grid, 

and the integral in (1) is approximated by a sum. For instance, 

with a the radius of the Earth, and As a discrete area element, 

similar approximations are made for the other two terms in the integrand. 

Both TIt and 1~_~oI2 are evaluated in a way consistent with the finite

difference formulation of the GISS General Circulation Model (GCM) 

(Arakawa, 1972; Tsang and Kern, 1973; Ghil and Mosebach, 1976). 

After discretization, F becomes just a simple quadratic 

function of the individual grid-point variables TI, 'k V, 'k. A 
1J ,-1J 

large number of methods ~xist for minimizing such quadratic func-

tions of a large number of variables. The technique we chose is 
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an adaptation of the conjugate-gradient method of Powell (1964); 

this method does not require the computation of derivatives, 

which is expensive. The basic program which was adapted to our 

application is a Fortran program due to N. Rushfield (1970, personal 

conununication). Its flowchart is given as Figure 5. 

GhOl)sing C(lnju~7ate Dirac: t'l:(l?Zs. The method essentially 

consists of successive searches for the minimum along ~ linearly 

independent directions, where n is the total number of variables. 

The search occurs first along the coordinate axes corresponding 

to the n variables. These n searches constitute the first iteration. 

At the end of the first and of each following iteration, one 

direction of search is changed, according to a certain algorithm. 

In principle, the method needs ~ iterations to determine the n 

directions which are mutually conjugate, in a well-defined sense, 

with respect to the particular quadratic to be minimized; at the 

end of these n iterations the location and value of the minimum 

are found. Thus, only a number of function evaluations of the 

order of 2 n should be needed to find the minimum. 

In practice, new directions found according to the basic 

algorithm can be close to being linearly dependent. To avoid 

this and ensure a reasonable converge rate, changes in the 

algorithm are necessary and have been implemented in the program 

(cf. Powell, 1964; Rushfield, 1970). 

Tht~ [,iHe.n' St~,n',>h. The search along each direction is 

performed independently of the other directions. The crucial fact 

about mutually conjugate directions is that for such directions, 
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r-----FSQ-RSTEP 

MAIN--CONTROL --FSQ-RSTEP 

-----cGRAD------__ _ 

SLMIN-FSQ--RSTEP 

--RSCALE 

RSTEP-

RCOMPl-RAVRX 

Figure 5. Variational Method Flowchart 

Function FSQ computes the value of the function F, 

SLMIN performs the linear search along one direction, CGRAD 

chooses a new direction to replace an old one; RSTEP, RSCALE, 

RCOMPl, and RAVRX are subroutines used in the function evaluation 

and consistent with the GISS GCM. 
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and only for them, n independent searches will yield the minimum 
of the given quadratic. The search is basically done by deter-

mining triplets of points along the direction searched and 

fitting parabolas through them. The idea is that the turning 

point of such a parabola is an approximation to the minimum along 
the given direction. The detailed linear-search algorithm is given 
in Table 17. 

Conve1"aence Convergence is assumed if after 

any iteration none of the variables have changed by more than a 
prescribed small quantity s. The more complicated criterion 

proposed by Powell (1964) does not seem to be necessary in the 

case of a quadratic function like the one we attempt to minimize. 

3.2.5.3 PRELIMINARY RESULTS 

The program was tested by attempting 
the minimization of a number of analytically prescribed quadratic 
functions of up to 100 variables. The convergence criterion was 

taken to be a change of not more than 8 = .02 in any Vlr, ... 'l.<=!. 

Sample cases are presented in Table 18. All computations were 
carried out with a Fortran H compiler and an optimization level 

OPT = 2. The computer used was either an AMDAHL 470V/6 or an 
IBM 360/95 machine. Computing times on both are quite similar, 
and the ones listed correspond to the AMDAHL computer, which 
are in general slightly larger. We notice that for all test 

cases in Table 18, convergence was achieved within a few iterations. 

Real. Data Tests. The method was tested for a nine-level 
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Table 17. Description of the Linear Search Algorithm 

(1) Start with the initial value of the function, F. 
(2) Move along a specified direction by a specified amount, 

changing one (for the first iteration) or more (for 
successive itertions) of the variables and get a new 
value of the function, Fl. 

(3) Continue until at point C the value of the function is 
greater than at a previous point B. Call point reached 
before B, point A. 

(4) Three po~nts are now defined. Fit a guadratic form to 
these points and find the turning point of the quadratic 
(point D). If the turning point is a minimum and if D 
is sufficiently close to A, B, or C, then choose point D 
As the minimum. Otherwise, take point D and the two points 
A, Band C and repeat Step 4. 
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Table 18. 

ORIGINAL PAGE IS 
OF POOR QUALITY 

l'est Cases for Variational Technique 

No. of Time for 
Function F Initial Guess Iterations Computation* 

10 2 
1.5 for all i 4 .15 min. F = L: (x.) x. = 

i=l l. 
l. 

10 
(x-i) 2 F = L: x. = 1.5 for all i 2 .13 min. 

i=l J. 

100 
(x-i)2 

x. = 1.5 i<lO 3 .19 min. 
J. -F = L: 

i=l x. = 0 i<"lO 
J. -

10 2 1T 3 . 16 min . F = L: sin (x.) x. = a. 4 i=1 l. 
l. l. 

a = random variable 
with normal 
distribution 
about 0, range: 
[-1,1] 

2 2 -4 F=x
l

-2x1 x2
+x2 

x. = 2 . 13 min • l. 

x 2 = 2 

1-----
10 2 F=L: sin 1T " (2xi +3xi + 1 ) x. = a. 4" i=l J. J. 11 .12 min. 

a = random variable 
with normal dis-
tribution about 
0, range: [-l,lJ 

10 2 1T F=L: (2x.+3x.+ l ) x. = a. 4" 10 • 78 min • 
i=l J. l. l. J. 

a = random variable 
with normal dis-
tribution about 
0, range: [-1,1] 

*Computations were performed on an Amdahl 470V/6 with compiler optimiza
tion level OPT=2. 
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2 x 2 square of the GISS GCM computational grid corresponding to the 

indices J=lO,ll, 1=10,11 (cf. Tsang and Karn, 1973; see also Fig. 8). 

This means that 76 variables were illyclved(72=9x4x2 horizontal wind 

component values + 4 surface pressure values). The observed values 

for this test were taken from the NMC analysis at OOZ August 23, 

1976. The results are shown in Table 19.. After the first iteration 

the variables do not change appreciably. In fact: the convergence 

is assumed after only two iterations, with the convergence criterion 

of S = .02 (i.e., less than a 2 percent change in all of the variables.) 

Figures 6 and 7 show the percentage change in the zonal wind for 

each level at particular grid points. 

The basic problem in the implementation of this approach is 

that the time necessary to calculat~ the function is large. Since 

each linear s~arch requires that the function be computed several 

times, and since each iteration requires a linear search over as 

many directions as there are variables, reducing this computation 

time is crucial. 

Referring again to Table 19, WA see that 13.3 seconds are 

required for one iteration. The problem arises when we realize 

that we are only dealing with 76 variables.and that the computation 

time is quadratically proportional to the number of quantities. 

Thus, if we were to deal with a patch of 5 x 5 grid points, we 

would increase the time for one i.teration to: 

25 x 25 
4}{4 x 13 3 sec = 8 66 min 

. . iter. . iter. 

This number of grid points is typical of the patch size involved in 

some other assimi.lation methods discussed in this report for 
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Table 19. Results for a real date test of AVM (see text). 
required per iteration was 13.3 sec. 

The time 

QUAN'l'ITY 
DESCIUPT10N 

U NINDS 

J=10,11 

I=10,11 L=1,9 

/ 

V \HNDS 

J=10,11 
L=1,9 1=10,11 

PRESSURE 

J-1U,11 I=10,11 

QUAN'f. , 

P Z ( 
PZ ( 

.PZ ( 
I'Ll 
Pl.I 
Pl.( 
Pl.I 
PLl 
P7. I 
I'z' I 
Pl( 
r ' . ~ \ 
P l I 
P l ( 
P Z ( 
pZ( 
P l ( 
P l ( 
Pl( 
Pl.I 
PI( 
P Z I 
P l I 
P L { 
P L I 
p 1 I 
Pi'l 
Pl.I 
Pl.( 
Pl.I 
Pl.( 
I'll 
,'l ( 
P 1 ( 
P Z ( 
P Z I 
Pl.I 
PlI 
f1 { ( 
f'i ( 
P 7 I 
i'1. ( 
li7 \ 
;Jl. ( 
P l I 
Pl I 
t> 1. ( 
Pl.( 
r z ( 
PZ( 
PZ ( 
Pl.( 
Pt ( 
PI I 
P L ( 
PZ ( 
Pl( 
Pl.I 
ilL( 
PI ( 
P Z ( 
Pl.I 
PI ( 
P l I 
PI. I 
i'i. ( 
PI ( 
P I I 
P ~ t 
P,1 ( 
r / ( 
PI ( 
P t ( 

PI ( 
.' L ( PI ( 

VALUE 1\F'fER 

ORIGINAL PAGE IS 
OF POOR QUALITY 
VALUE AF'l'ER 

ITER. 1 ___ ~Ic='1'~g~R:.!...~2 ____ _ 
37.t;1'fH 
a. i!:7~7 
:1. :!4':'1:! e 
£l.lS'.?l. 
;:4.C~.!o2~ 
15.1:2U30 
:?3.H'J!lC 
25.::l:: r,17 
24.::7114 

U.::S1GE 
27.74612 
R.~5~5b 

!.<l.fl:J.e~ 
-1. "(,<1<;;~ 
21.tl?55 

:3. Cl~)74 
15 .. 7L;234 
-1 • t<;\;3 9 
16.5((;69 

0.<;<'''72 
12.':5't3C 
-1.1l375 
13.1:5\75 
1.0GB 

lO.CC:7fl7 
-1.~1971 
11.~(:654 
!'.c37f.! 
8.C<'012 

-1.::4382-
9 • U{,4 2 
1. tCn7 
6.2<;114<; 

-1.0:.1.."154 
?fS>i65 
1.;:S941. 

1l::.::C;:6-: 
13.1H52 
22. <;<;;.',9 
20. ~!:1I32 
-3.7<;','<;<; 

-lO.~7"39 
1 • 1:1371;, 

-9;CCLl49 
-b.t!n85 

- III • I 7 (, e 7 
!i.~27bl 

-3. iC386 
-6.<:1:.24 
- 8. l(;'; 04 
-i. ,6107 

-O.lCI74 
-b .l6;Ut7 
-6.S:!J.45 

£.:0247 
-0. <;6409 
-5.~4?'06 
-6.(<:280 
O.~77e2 

-2. !'e047 
-,~. C:<;/)56 
-6.4C;707 
-0. <:1706 
-4.CC74b 
-4.;:7295 
-b.?:!76C 
-~:. (EnO 
-'i.~<;70C 
-3.1;927 
-5. t:~~26 
-2.2'1(,76 
-5.7P19 

lCC)"5117 
llr.:O.'F.·,28 
lCC2.C;7H4 
lI:Cl.~;:'79 

FUNCTION .5242 E+21 .3809 E+19 .37S4 E+19 
~~~~-------------------~~~~~--~~~~~~~~~-------,-. ---

3-43 

j 
1 
1 
\ 



,-
" 

" 

, 
, . 

r 

h 
l::;:: 

1')' , 

2 

3 

4 

5 

6 

7 

8 

9 
-6 

Change in :IU" winds ofter variational corrections 

-3 o 3 

rJ=IO,I=IO 
P ,)J 

__ /J=II,I=IO 

-...-... 

6 12 

Percen't Change 
Figure 6. 

3-44 

-...-

15 

t\ ,'., 

... --

.18 

-....> ,.... 

21 



C h . II U II • d 'ft .. I . ange In win s a er vartatlona corrections 

/ 
/ 

J=IO I=IOJ 

/ 
/ 

I 

1 
.1 

2 I 
/ 

I 
J=IO 1=11 / 

3 
I 

~/ 
a- I 

/ 
4 ( 

I 
5 

6 

7 

8 

9 .L_ 
-12 -9 -6 -3 0 3 6 9 12 

Percent Change 

Figure 7. 

t: 3 
3-45 

I , 
I 



r. 
i. 

l 
I .. ,. 
~,-. 

dealing with satellite-derived temperature data obtained over a 
lO-minute time interval. 

The hope is that the time will increase less than quadratical-
ly or that some other way will be envisioned to reduce this time 
estimate. One way would be not to perform the three-point zonal 
averaging {AVRX} usually done in the GISS GeM differencing scheme 
every time we calculate the function. Results for this latter pro-
cedl.::,re are given in Table 20. A 15 percent time savings is achieved, and variable values after the variational corrections equal the pre-
vious ones to at least three significant digits. 

3.2.5.4 ApPLICATION To LARGE REGIONS 

Ignoring, for the moment, tJl~_'j:.ime problems, experiments 
are being conducted to apply the method to the full neighborhood 
of a satellite retrieval patch. Figure 8 shows one such patch. 
The His denote the grid points where satellite temperature data 
were ottained. Geostrophic corrections were made to winds at 
these points, in addition to those marked with +IS. We shall 
attempt to apply the variational method to the entire region 
including the shaded area. The size of this region is taken 
to be twice that of the geostrophically corrected area. The values 
of the observed variables in the AVM function F are chosen to 
be the current model values for the shaded area. That is, 
in the shaded area the values are the same as before the 
insertion; the grid points marked with HiS or +IS now have 
geostrophically corrected values. 

An immediate problem to be faced is the size of the matrix 
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u which determines the directions chosen for e~uh linear search 
(see Powell, 1964). For a 25 x 25 patch this lYlatrix would have 
dimensions of 11825 x 11825 or use 559 megabytes of storage. It 
may be possible to write the matrix u to disk one line at a time. 
For testing, we set U equal to the identity matrix, which is equiva
lent to choosing the directions as the variables themselves (i.e., 
always varying only one at a time and never a linear combination 
thereof). If convergence is fast as in the '2 x 2 case this seems 
to be the best idea anyway, since the matrix only changes after the 
first iteration. As of now, fhere are no results for using the 
AVM on this expanded region. 

3.2.5.5 CONCLUDING REMARKS 

The asynoptic variational method (AVM) formulated herein seems 
to be promising, both dynamically and computationally. We expect 
that. only one or two iterations of the conjugate-gradient algorithm 
used are needed in real-data applications; this will achieve the 
adjustment of meteorological variables to values which are within 
observational erJ::"0r of the satellite-derived values, and which 
also satisfy the dynamical constraihts we impose. A number of 
approaches are being pursued to reduce the computational time 
required. 
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3.2.6 FILTERED EQUATIONS METHOD (FEM) (L. Peng and B. Shkoller) 

3.2.6.1 FILTERED EQUATIONS METHOD J I: PRELIMINARY TESTS OF 
A GLOBAL BALANCE-EQUATION MODEL 

3.2.6.1.1 INTRODUCTION 

Since four-dimensional data assinlLlation was first pro-

posed by the GARP Study Conference at Stockholm in 1967 as a 

technique to obtain a better representation of atmospheric synop-
tic states, a large number of assimilation experiments have been 
carried out using primitive-equation models (see the reviews by 

Bengtsson, 1975, and by McPherson, 1975). One of the major objectives 
of these experiments was to reduce or damp the spurious onset of large 
inertia-gravity waves, often referred to as "initialization shock"; 
these "shocks" were excited by the insertion of data, particularly 
when real data were used, and have to be considered meteorologically 
as "noise". It has been found that requiring local balance between 
corrections of the mass field and the wind corrections can reduce 
the excitation of inertia-gravity waves and hence accelerate the 
assimilation process (Rutherford, 1973; Stone et al., 1973; Kistler 

and McPherson, 1975). A more far-reaching solution of the noise prob- 1 
lem seems to be the use of a filtered model. It is expected that in 
a filtered model the inserted information will be effectively ab-

sor0ed without contamination by excited gravity waves and that 

the impact of insertion will be enhanced. The crucial question is 
then: How accurate can the evolution of atmospheric synoptic 

states be described by a filtered model? 

The most complete and accurate system of equations which 
does not admit high-frequency oscillations is the system of balance 
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l , 
equations (Bolin, 1955, 1956; Charney, 1955; Monin, 1952, 1958; 

Thompson, 1956). The major way in which this system differs from 

the full baroclinic primitive-equation of large-scale atmospheric 

flow model is the omission of the terms in the divergence equation 

which are related to the irrotational component of the horizontal 

wind. Charney (1962) has shown that this system can be obtained as 

a second-order approximation in the expansion of the primitive equa-

tions in terms of the Rossby number, Ro; in addition, a term arising 

from the beta effect on the irrotational wind appears in the balance 

equation in the case of planetary scales. According to Charney (1973), 

the expansion holds even for Ro = 0(1), provided the Richardson number, 

-1 R., is sufficiently large for (R. R) , to be small. Most recently" 
~ ~ 0 

Moura (1976) examined the accuracy of the balance sy·stem for describing 

slow, large-scale motions in the atmosphere; he considered solutions 

of a linearized form of the system and compared them with solutions 

of the linearized Laplace tidal equations, as. obtained by Longuet-

Higgins (1968). The results show that the balance system describes 

well the slow, large-scale atmospheric motions, except the Kelvin 

wave which is not a solution of the system. The previously mentioned 

additional term in 'Charney's balance equation corrects this deficiency, 

but introduces additional unrealistic high-frequency modes. Despite 

this Kelvin wave deficiency and possible inadequacies in the case of 

rapid syn.optic development (as mentioned by Bolin, 1956), or in the 

presence of strong heating (Charney, 1963; Murakami, 1972), the use 

of a filtered global weather prediction model based on the balance 

system seems feasible. At least, it is worth the effort to test it. 

Aside from the question of its physical applicability, 

the balance system presents a serious mathematical problem in 
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solving it. The complicated nonlinear balance constraint between 

mass distribution and motion makes it very difficult to obtain a 

single diagnostic equation which could be solved for the irrotational 

wind or for the vertical velocity; it is even more difficult to 

obtain a mathematical condition guaranteeing the exiS·tence of a 

solution for such a diagnostic equation. Because of\these dif-

ficulties, all the reported methods of solving the balance system 

are iterative and not known a priori to converge. Charney (1962) 

has found, in integrating the system over North America, that the 

iterative method he proposes will converge only if the potential 

vorticity is positive and he suggests to impose this constraint on 

the flow. The implication of such a constraint is, however, not clear 

in the case of cross-equator flow. Masuda (1971) reports some test 

results of a pseudo-hemispheric balance model in which the values 

of the Coriolis parameter ! used by the model between 300 N and the 

equator are modified so that the modified f decreases linearly toward 

a non-zero value, 2~sin (n/6), at the equator. All these considera-

tions indicate the kind of difficulties one would encounter in work-

ing with a global balance-equation model. 

The purpose of this work is to formulate a global balance-

equation model for numerical weather prediction, to test its fore-

casting skill, and to assess its potential as a tool for data 

assimilation. The model equations are given in Subsection 3.2.6.1.2. 

The method of solution is described in Subsection 3.2.6.1.3. The 

results of forecast tests and their discussion follow in Subsections 

3.2.6.1.4 and 3.2.6.1.5. 

The potential of the balance system as a data assimilation 

tool is discussed in the next Section, 3.2.6.2. 
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3.2.6.1.2 THE MODEL i 

For the convenience of handling boundary conditions at 

the Earth's surface our filtered model uses the so-called sigma 

coordinate sys.tem~ this has the added advantage of facilitating 

comparisons with the existing GISS Primitive Equation Model. In 

cr coordinates, the basic equations governing atmospheric 1arge-

scale, quasi-horizontal motions may be written as follows: 

Here 

oV • av 
_.- = - (Y:Y)Y - (j 

at ocr 

= -

aRT V TI - V~ ~ fk x Y + F P ~ 

a (TIq) = 
at 

v • (TIq~) - .L(TIqa) + TI (E-C) • 
dcr 

t = time, 

~~\ l' 

P = pr\~ssure, 
I, 

(2.1) 

(2.2) 

(2.3) 

(2.4) 

(2.5) 

Pt = prJ,~ssure at 

Ps= pre~;~ure at :Jottom of model atmosphere, 

the; top of model atmosphere, assumed constant, 

TI = Ps - P t ' 

V = horizontal velq.9oity ! 
~=.~-----=c-
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v = gradient operator on constant 0 - surface, 

cr = do/dt, 

k = v~rtical unit vector, 

f = Coriolis parameter, 

R = gas constant, 

c p = specific heat at constant pressure, 

Q = heating rate per unit mass, 

q = specific humidity , 

E ;:: evaporation rate , 

C = condensation rate 

<P = geopotential 

t = temperature , 

F = horizontal friction force . 

Let us write 

V = y.1jJ + V -x 
(2.6) 

~ = k x !1jJ 
(2.7) 

V = 'i.x -x 
(2.8) 

We apply the curl operator 'Ix to Equation (2.1): the vertical component 

of the resultant gives: 

k·(.'Z.X~). 
(2.9) 

The dot-differentiation ~', of (2.1) gives: 

\

a .a 2 2 2 
(at + 0aa)'V x + (V x ) + 

\ av] 2 0 Vcr • ...:::. + V <Jl + RV· (TV1T-p ) - ao - -
2 

-fV 1jJ ~f· Y1jJ V (~-" ~~) = 
(2.10) 
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Equations (2.9) and (2.10) are respectively ana1ogousto the vortici-

ty equation and the divergence equation in the p- or z- coordinate 

" 
systems. We neglect the terms quadratic in X and a in the vorticity 

equation, and all the terms involving either X or a in the divergence 

equation~ this yields 

a 2 2 
• a oR 

at'iT IjJ = -'iT-{('iT IjJ + f)~U - ~.( (j~aoljJ) - k. (.-.-'iTTx'iT 'IT)+ ~. (~x~) (2.11) 
- ~ -

2 T 1 2 2 

'iT ~ + oR'iT· (-'iT 'IT) 'i.. (f~\b) T -'iT ('iT,¥.'iTIjJ) 'iT • { ('iT 1jJ) ~1jJ} = o. (2.12 ) 
- p- 2 - -

The second equation is the so-called balance equation, which 

expresses the balance constraint between mass distribution and 

, 
, 

motion and, according to Thompson (1956) and Bolin (1956), 

filters out gravity waves. 

Equations (2.11) and (2.12) may replace (2.1) and form 
, 

a complete system of equations with Eqs. (2.2) to (2.8). The complete 

system obtained by this replacement is the system of balance 

equations in 0 coordinates; they are the equations governing our 

model. This balance system can be justified by a scale analysis, 

similar to the analysis of Charney (1962); such an analysis is 

beyond the scope of the present report. 

The top and bottom boundary conditions are: 

. . 
o = 0 at 0 = 0, and 0 = 0 at 0 = 1. 

With these boundary conditions, (2.3) determines sea-1ev~1 pressure 

tendency, namely, 

1 

= - J 'iT. ('ITV) dcr. 
0- -
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There is no need for lateral boundary conditions in a global model. 

3.2.6.1.3 METHOD OF SOLUTION. 

since it is not possible to d~termine the fields of " X and 
a diagnustically from the other fields, we seek X and a simultaneously 
with the other unknowns. To do so, we replace Equations (2.2) 

and (2.12) by their local time derivatives and treat aw/at, aT/at, 
an/at, a~/at, aq/at, X, and a as unknowns of the new system of 
the equations. After sUbstitution and rearranging terms, the new 
system of equations may be rewritten as follows': 

2 2 
-(~~w) ·~(V W + f) - V· { (V w + f)~X} 

- 'V. (o2-Vw) _(OR VTxV1T\.J .. + kiVx]') - ao- p - -1 - -~-
(3.1 ) 

2 

-~. (V W~W)} = 0 (3.2) 

(3.3) 

(3.4) 

(3.5) 

Equations (3.1) to (3.5) are solved for aw/at, aT/at, a1T/at, aq/'dt, . 
X, and 0 with the top and bottom boundary conditions, 

. 
0 and 1- (3.6) 0 = 0 at o = o = 
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Our model atmosphere is global and hence no physical 

lateral boundaries are present. This is an important advantage, 

since fictitious boundaries cause errors that eventually propagate 

throughout the computational domain. Because of the lack of a 

suitable global plane projection which does not seriously distort 

'some areas, however, the di;fficulties associated with lateral 

boundary conditions do notccmpletely vanish in a global model. 

If two or more plane projections are "patched" together to represent 

the globe, difficulties arise in the patching area. If a spherical 

coordinate system is employed, care must be taken to avoid 

singularities at the poles while asymmetry will still be allowed 

there. The use of the scalars ~, X instead of the two-vector V 

is an important advantage in this respect. 

Our model uses a multi-level latitude-longitude grid system. 

Both poles are grid points. At each pole, we treat each discrete 

variable as the average over the area bounded by the latitude 

circle half-way between the pole and its neighboring grid points, 

and Equations (3.1) to (3.5) are averaged over this area. The areal 

integration of the divergence or the curl of a horizontal vector is res-

pectively reduced to meridional fluxes across or zonal circulation 

along the previously mentioned latitude circle. 

The mrmerical procedure of our solution Ibethod is primarily 

a block relaxation method. It is described below. We start. from 

a certain first guess of the dependent variables, and then suc-

cessively adjust the variables block by block until the solution is 

j 
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reached within a certain error. Each block consists of all the 
discrete dependent variables along a vertical line of fixed 
lati tude and longi tud,I:~. 

In our multi-level latitude-longitude grid system, the 
discrete dependent variables are only staggered in the vertical 
direction; a is represented at the mid-point between the levels, 
while all the other variables are represented at each level. The 
Jacobian representing advection in the vorticity equation is 
approxima~ed_py Arakawa's (1972) scheme. Other nonlinear transport -,<'., 

and divergence terms in the system of equations are approximated 
by the box method, and the usual centered difference scheme is 
employed in the remaining terms. Inte~ms of the discrete 
variables in the grid, Equations (3.1) to (3.4) may be written 
for an N-level model as follows: 

p = l,2 , .•. ,4N , 4N 
i 1,2, ... ,1 I Ap,m(i,j) Xm(i,j) = B (i,j), = 

m=l p 
j 1,2, ••. ,J '"'"" 

where, for each horizontal grid point (i,j), the 4N-dimensional 

vector X (i,j), is the transpose of m 

at)! at)! aT (aT) x (~t) '···'("t} '("t) , .•. , at ' , ..• , o ijl 0 ijN 0 ijl ijN ijl 

6"ij,} '.'.'Oij,N-~' 
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'l.'hl' !IN x 'IN m,)tl':lx, i'pm(i,'i), is CI ftHlQtion 01: 11'/ ~I/ and '1' only, while 

l·lH.' 'IN-dil\h,'n~i()nill VQt;;hlC, f\)(i,j)" ],8 not only u 'function of 'If/ ~I/ 
und ".t'/ but {\lso ,) function of X

I1
\(i',j'), (i't:j') :J (i,j). 

For given initial condition~, '1', q, v, and V at t = to' 

'l}ht:' f:J.rst: ('1tlCss ;f:or x (i,'l) is then ohtnincd .1 m.J 

\...~Qrnput.(\d fl'()m 'tht, ~()nti,lnd.t'y ~'qn,)tinl) and tht:;' lK)\,mdary condition 

(3.6); :finully, ~~!/~)t .lnd ~Tli)t urI,' l';omputcd fronl the vorticity 

t'l111'
l
tion and thQ first 1",,, of thermodynamics, respectively. 1"01,' 

t 91~Q\) CC't;' th':ln to ,th(' :first; tJUt'SS of Xm (i, j) takes t.ho fin~)J. value 

<.) f Am (:i., ;l) Cll~ tilt.' p);'(wil.)l,lS t;i.me step. 

Tho intQqr~tion of Equations (3.1) to (3.6) consists 

simply in the fo1 tmdnq nlgor:i.thm! 

(il) Gi.VQn ~I, H, IJ', q, nl\d a :fj.,r.s,t 9\10::;$ of Xm(i,j) at 

b.rn(.' t, comp\Olb.:- thQ forcinSl functions s.:, Q, E-C, 1:mdthu co~.f:.fici,ent 

(b) P~rform blo~k .t'C'laxatiant i.e., for fixod (i,j) 

L"ompute 0pCLj) ,for .:.111 P, using thl:' ourrant \n(i'j') i- (i,j); then 

salv(' (:3.7) foe n.C'\~ Xmfid), ll\ ~ 1,2, ... , 4Ni do this for <:Ill fi,j) 
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successively. Repeat the process until for each m the differences 

between the corresponding vectors Xm (i , j) of two consecuti v'e 

iterations become less than E·Max(~m)' for all (i,j), where E is 

a small prescribed constant. 

(c) Calculate t/J, TI, and T at t+~t from the final x (i,j) 
m 

of (b) by a leap-frog scheme (use forward extrapolation for the 

first time step). 

(d) Make a convective adjustment if the temperature lapse . 

rate becomes superadiabatic. 

(e) Calculate q at t + ~t directly from. (3.5) • 

Steps (a) through (e) are performed first for t = to' then for 

t = to +,~t, t + 2~t and so on, until t equals the time up to 
. 0 

which we wish to forecast. 

In closing this section, we wish to point out that the 

replacement of the original diagnostic balance equ~tion by its 

prognostic form relaxes the balance requirement while still 

preserving the filtering property. In other words, because the 

model uses the balance relation between the time change of the 

wind field and that of the mass field, the initial wind and mass 

fields need not be balanced, and accordingly, the predicted wind 

and mass fields are not necessarily in balance. However, the 

amount of imbalance in the initial data is preserved throughout 

the integration, and not increased. 
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3.2.6.1.4 SOME PRELIMINARY TESTS. 

The version of the balance-equation model that was tested 
has three levels and a horizontal grid-spacing of 40 latitude and 
50 longitude. The ground surface height at each grid point is 

the same as in the GISS primitive-equation (PE) model (Somerville 

et al., 1974). Friction and non-adiabatic heating were not included. 
The data sets used for the initial conditions were horizontal 

wind, temperature, and surface pressure spatially interpolated to 
the GISS grid from the National Meteorological Center's objective 
analysis. The predicted sea-level pressure and SOO-rob geopotential 
height fields after every 12-hour interval following the initial 
conditions were compared with the corresponding NMC analysis, and 

the Sl skill-scores (see, for instance, Druyan, 1974, for definition) 
and root-mean-square errors were computed. 

In a few tests, our model forecasts were also compared 

with the forecasts made by the three-level, adiabatic and frictionless 

yersion of the GISS PE model (A. Bayliss, personal communication, 1976) 
using the same initial conditions. In one case, further comparison 
was made with a 24-hour forecast by the nine-level, adi.a.batic and 
frictionless version cif the GISS PE model. 

The length pf the time step fit was 0.5 hour for some tegts 

and 1 hour for the others. When fit = Ih was used, smoothing was 
performed near the poles. For the initial time step the convergence 
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of our iterative method is slow, because we started with X = 0 every-

where. It needed about 65 interations to satisfy the convergence 

test with E = .005. Afterwards, convergence was reached in 5 to 

10 iterations for E = .01. 

Each test was terminated afte~,'~ or after 60 hours depending 
',' 

on the quality of the forecast. We focused our attention particu

larly on the quality of the forecasts over the United States and 

neighboring areas, because the verification of the forecasts is 

more reliable over this region. 

The quality'of the model forecast varied considerably from 

one test to another. The worst and the best test cases, respective-

ly, are the forecasts made from initial conditions at OOZ January 1, 

1975 and OOZ August 18, 1975, respectively. Tables 21 and 22 show 

the Sl skill scores and rms errors in the predicted sea-level 

pressure and 500-mb geopotential height fields in the former and 

the latter cases, respectively. For comparison, we also show in 

the tables skill scores and rms errors for the. corresponding fore-

casts made by the three-level, frictionless and adiabatic version 

of the GISS model. It is clear from the tables that at least for the 

three-level frictionless and adiabatic version of the models, the 

balance-equation (BE) model, even at its worst, is equal to or better 

than the PE model. 

In the remainder o~ this section we discuss four test 

cases in some detail. The first one is the worst case mentioned 

above. Figure 9 shows: (a) the initial sea-level pressure (SLP) 
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Table 21. S 1 skill scores and rms errors of the forecasts 
made with the 3-level, adiabatic frictionless versions of 
the balance-equation (BE) and primitive-equation (PE) 
models with initial data as of OOZ January 1, 1975. 

Sea-Level Pressure Error 500 rob Height Error 

Elapsed Time Region Sl (%) rms(rob) Sl(%) rms (m) 

BE PE BE PE BE PE BE PE 

A 51. 3 57.6 4.0 5.9 28.7 35.7 47.2 54.8 

B 49.8 74.2 1.8 3.6 49.3 61. 4 14.8 21.2 

12 hours 
C 50.1 56.8 5.3 6.1 32.0 36.7 55.8 59.7 

D 52.8 61. 9 4.6 5.9 40.7 44.7 55.3 61.0 

A 69.9 73.6 7.2 8.1 48.6 51. 5 73.ti 74.5 

B 59.5 82.0 2.7 2.9 62.9 65.8 31. 0 25.1 

24 hours 
C 67.1 71.9 6.9 7.3 43.7 44.8 64.5 64.9 

D 66.0 72.3 6.4 6.9 49.5 49.9 61.7 62.5 

Region A: 22°N - 62°N and 400W - l40 0W 
B: 22°S - 22°N 
c: North of 22° 
D: Global 
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Table 22. Same as Table 21, but for initial conditions of t as • OOZ August IS, 1975 'I ~' ! 1 ~ 

~ r: 
?i l 1 
; 

I 
r 
J., 

~ Sea-Level Pressure Error 500 mb Height Error ~ 

Elapsed Time Region Sl(%) rms(mb) Sl(%) rms(m) 

~ BE PE BE PE BE PE BE PE i 
A 40.4 71.4* 2.1 4.3* 32.9 34.4 25.0 41.6 i 

j 
B 42.5 77.S 1.5 3.4 52.1 67.7 12.6 22.5 1 

12 hours 1 
C 41.1 55.9 .2.3 3.7 35.5 36.S 25.6 30.7 I 

1 

~ 

, D 44.4 57.6 3.9 4.5 40.3 41.S 37.S 37.6 

A 56.S 3.4 39.6 31.4 

~ 
j 
4 

53.1 2.3 59.0 l6.S 
1 ~. 

B 
24 hours ~ 

C 56.0 4.1 42.7 39.9 ii ~ i\ I· il 

1 fi 
D 60.7 7.0 4S.S 66.0 1 ~ 

j 

f ! 
1 i 
:f 

~ Region A: 26°N - 7s o N and 40 0 N - 140 0 N It 
'& ': B: 22°S - 22°N ~ "-. 

M 
1 ~ c: North of 22°N j 

.. D: Global i ~ 

J 
\\ 

*Ccmputed for a region somewhat smaller than region A. ~ 
'I 

" 'j II 
" ~ 1 ~ 
l' I ,':I 

) 
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distribution over North America and the neighboring oceans at ooz 

January 1, 1975, (c) the observed SLP distribution at OOZ January 

2, 1975, (b) and (d), the 24-hour forecasts by the three-level BE 

model and by the three-level PE model, respectively. 

The observed significant synoptic developments in this area 

during the 24-hour period from OOZ January 1 to OOZ January 2 were 

as follows. The high pressure near the west coast moved eastward 

across the United States. A cyclone deepened rapidly on the Atlantic 

coast. A deep extensive low in the high latitudes moved eastward. 

The high pressure over the eastern Pacific pushed nearly northward. 

On the northwest side of the high pressure a low pressure moved north

eastward as it deepened rather quickly. Both models did not predict 

these developments satisfactorily. 

The intensity of the East Coast cyclone is accurately predicted 

by both models, but the forecast center position is far inland, and the 

I" PE forecast is slightly worse. The movement of the high-latitude low 

is well predicted by both models, but false intensification is apparent 

and strong in both model predictions. Again, the PE prediction is 

slightly worse. The deepening of the Pacific low is not predicted by 

either model, and in this respect our model makes a' poorer prediction •. 

In both model predictions the movements of the low are too slow. 

The northward movement of the eastern Pacific high is well pre-

dicted by both models; the predicted center pressures, however, are 

much too high, and the PE forecast appears worse. Our model's pre-

diction of the movement of the high pressure system over the Central 

part of the United States is much too slow, and the predicted center 

pressure is again much too high. The PE model prediction is even worse. 

Over the western part of the United States, both model predictions are 
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disastrous. In general, the overall sea-level pressure gradients in ~ 

~ 

Figures 9b and 9d are obviously stronger than in Figure 9c. J ~ 
~ ~ 

Figure 10 shows: (a) the initial 500-mb geopotential 

height distribution at OOZ January 1, 1975, (b) the 24-hour 

forecast by our model, (c) the observed distribution at OOZ 

January 2, 1975, and (d) the 24-hour forecast by the three-level, 

frictionless and adiabatic version of the GISS model. It is 

clear that the predicted movements of the low troughs and high 

ridges are too slow in both models. 

Both models failed in predicting the following important 

developments: (1) the developing of a ridge over the central 

part of the United States, (2) the relative decrease in height 

over the Rocky Mountains, and (3) the developing of a shallow 

trough along 1550 W. 

The next test case we discuss started with the initial 

conditions at OOZ January 2, 1975. The initial sea-level pressure 

and 500-mb geopotential height fields are shown in Figures 9c and 

10c, respectively. Figure 11 shows: (a) the 24-hour forecast of sea-

level pressure for OOZ January 3, 1975, made by our three-level model, 

(b) the observed sea-level pressure at OOZ January 3, (c) and ld) the 

~4-hour forecasts of sea-level pressur~c made by the three- and nine

level frictionless adiabatic versions of the GISS PE model, respective-

lYe Clearly, all model predictions of sea-level pressure have much 

stronger gradients than the observed. This must be due to the exclusion 

of friction and nonadiabatic heating, since the skill of the nine-level 

GISS PE model (with friction and non-adiabatic heating included) has 

been well demonstrated (Somerville, et al., 1974; Druyan, 1974). It 

is quite surprising that the sea-level pressure forecast by our 
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three-level model (Fig. lla) is as accurate as the forecast by the 

nine-level no-forcing version of the GISS model (Fig. lId), and 

even somewhat better than it. The skill of the three-level PE 

forecast (Fig. llc) is obviously the worst • 

The forecasts of 500-mb geopotential height made by the 

three models and the observed height distribution at OOZ January 3, 

1975, are shown in Fig. 12. The forecast by our three-level model 

(Fig.12a) looks almost like a copy of the nine-level PE model 

(Fig.12d). Both forecasts miss the closed isolines over the Gulf 

of St. Lawrence and the Gulf of Mexico. The predicted trough over 

Nebraska is weaker, and the predicted low over Greenland is deeper 

than the corresponding observed features in both forecasts. There 

is no observed trough or ridge over the northeast Pacific like there is 

both forecasts. Clearly, the forecast by the three-level PE model 

is again much worse than the forecast by our three-level model. 

The third test case we discuss started with initial 

conditions at OOZ August 18, 1975. Fig.13 shows: (a) the 

initial sea-level pressure, (b) the 24-hour forecast by our 

model, and (c) the observed sea-level pressure at OOZ August 19, 

1975w During this 24-hour period the observed features of the 

circulation developed as follows: the Arctic high pressure moved 

eastward; the pressure systems over the northeastern Pacific 

were stationary, while the Aleutian low deepened slightly; 

the pressure systems over North America were also stationary, 

but the low pressure near the Rocky Mountains deepened; the low 

pressure over the Atlantic moved slowly northeastward; the high 
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center behind it was about to combine with the Atlantic high. 

All these features are predicted quite well, except that the 

predicted Atlantic low moved slower and the low pressure, which 

was originally centered near the Rocky Mountains, was predicted 

to shift into a wrong position. 

Fig. 14 shows: (a) the initial SOO-rob geopotential height 

distribution, (b) the 24-hour forecast by the model, and (c) the 

observed distribution at aaz August 19, 1975. The intensity of the 

centers and the positions of the troughs and ridges are well 

predicted, except that the predicted geopotential heights over 

the east Atlantic near the African coast are too high. The 

computed skill scores and rms errors (Table 22) also indicate 

good agreement between forecast values and observed values. 

The last test case was started with initial conditions at aaz 

August 19, 1975; the initial sea-level pressure and the SOO-mb 

geopotentia1 arc shown in Figures l3c and 14c. Figures 1Sa and lSb 

show the 24-hour forecasts of sea-level pressure and SOO-mb 

geopotential height, respectively. Figures lSc aI')~ lSd show 
;' . ./ 

the observed sea-level pressure and the SOO-mb geopotential 

height at ooz August 20, 1975, respectively. During the 

24-hour period, the center of the eastern Pacific high moved 

northeastward. The Aleutian low \'!eakened. The Arctic high 

moved eastward and weakened. The low pressure over the western 
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part of the United States was almdst stationary, but weakened. h 
'1\ The cyclone over the eastern part 'bf Canada moved eastward to 

the sea and intensified. The high pressures over the east and 
west Atlantic combined into one with greater intensity. The 
Atlantic low moved northeastward and intensified. These features 
are rather well predicted by the model, except that the weakening 
of the low pressure over the western part of the Untied States is 
not predicted and that the predicted center position of the low 
is incorrect. The positions and intensities of the SOO-mb 
lows, troughs and ridges are also predicted rather well. Hm ... ever, 
the predicted geopotential heights over the region southwest from 
the west coast of the United States are slightly higher, and the 
predicted gradients along the Atlantic trough are somewhat stronger 
than the observed. 

It has been mentioned in the above discussion that the 

pressure systems of the 24-hour fo~ecast in the January cases 

are too strong. In the August cases, the same kind of error 
becomes apparent in the 48-hour forecasts. Figures l6a and l6c 
show the 48-hour forecasts of sea-level pressure and SOO-mb 
height (24 hours after Figures lSa and lSb), respectively. As 
compared with the corresponding plots of observed quantities 
(Figures l6b and l6d), the false intensifications are clearly seen. 
We expect, according to our experience with the PE model, that the 
over-predicted pressure gradients will disappear or be largely 
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reduced whe~ frictional dissipation and nonadiabatic heating and 
/i 
(( 

cooling are>"i~,cluded in the model in an adequate form. When these 

fhysical,mechanisms are included in the model, it will be me~ningful 

to test the model further beyond one ,day. 

3.2.6.1.5 SUMMARY AND CONCLUDING REMARKS 

A multi-level balance-equation model of the global atmosphere . 
is developed in a spherica~sigma coordinate system. The model 

equations are the vorticity equation, the balance equation, and 

the laws of conservation of thermal energy, of mass and of moisture. 

An iterative numerical method; is used for the ti.me integration 

of this highly imPlicit system of equations. Some test forecasts 

have been made with a/three-level adiabatic and frictionless ver-. / 
si.on of the model, u~ing a latitude-longitude grid with 4° spacing 

in latitude and 5° i~ longitude. Global objective analyses made 

available by the National Meteorological Center, NOAA, were used 

to obtain the initial conditions and also to verify the forecasts. 

Some forecast examples are shown and compared with predictions by 

two versions of a primitive-equation (PE) model. 

The results demonstrate: (a) that it is feasible to construct 

a global filtered model on the. basis of the balance equations, 

(b) that a limited number of forecasts made with such a model 

compare favorably to forecasts made with an analogous version of 

a PE model, and (c) that, even for short-range weather predictions, 

the complete success of a balance equation model will depend 
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ig. Initial sea-lev 1 
pre s ure (mb- 1000), valid 
0000 ~IT 1 January 1975. 

ORIGll-lAL PAGE IS 
OF POOR QUALITY 

Fig . 9b . The 24-hr forecast 
sea-level pressure (mb-1000) 
by 3-level PB model, valid 
0000 G.IT 2 January 1975. 

Fig. 9c. T e obse::- cd 3 C ?.· 

le· ... el ::>rcs:.;u:: (11lb·-1000) 
valid 0000 GMT 2 January 
1975. 

Fig. 9.1. The 24-hT forecast 
sea-level ~ressure (mb-1000) 
by -level E model, valid 
0000 GMT 2 January 1975. 
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Fig . 10 . In! i 1 500mb 
hei h s (100,-) , v lid 
0000 Gt_ 1 Januar 1975. 

_ ig . lOb. The 24-.r fore
cast by 3-1 v 1 BE roo e1, 
500mb h ig ts (100m ) , valid 
0000 G~ 2 January 1 9 75 . 

Fig . 1 0c . Th obs rv d 
500mb heigh s (100m) , valid 
COOO Gl,rr 2 January 1 975. 

Til 24-hr or
h ights (100m) 
~E rae> e1 , va 
J nuary 197 . 
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Fig. 12a. The 24-hr fore
cast 500mb he ights (100m) 
by 3-1evel BE model, valid 
0000 GMT 3 January 1975. 

Fig . 12b . The observed 
500mb heights (100m), valid 
0000 Qf!' 3 Janu. 1975. 

Fig. 12c. 
cast 500mb 
by 3-1eve1 
0000 :,1T .'. 

The :!·~-hr f ore
hei ghts C. ·'Om) 
PE model, valid 
.j,; It.'o r 1975. 

Fig. 12d. The 24-hr for -
c st 500 high s (100m) by 
9-1eve1 E mo .. ·1 , valid 0000 
G 1'1' nue. 1975. 
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Fig. l3a . Initial sea
level pressure (mb-lOOO) , 
v lid 0000 G}IT 18 
August 1975. 

7ig . l3b . The 24-hr 
foreca t s -level 
pres ur (mb-lOOO ) b j 
3-lc7c1 BE model, valid 
0000 G ~ 19 August 1975. 

Fig. 13c . Th 0 s r v d 
··1 v 1 p r s ur 

(rtb-1000), va lid 0000 
G!':' 19 . 175. 



~----.~-- -----
54 54 

. It - -. 

~1~. ~--~_.~ .. r---~---~_ 16' ~---'_1~ .. r---~----~~~~----~_.~ 

3-76 

Fig. l4a . Initial 500mb 
hei ghts (100m) , valid 
0000 G~T 18 August 1975. 

Fig. l4b. The 24-hr 
forecast 500mb heights 
(100m) b 3-level BE 
model , v i d 0000 GMT 
AUlJus t 1975. 

Fi g . l4c . ~he observ 
500mb h ights (100 ) 
valid 0000 GMT 1 
197 ~ • 
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~ig . lSa. The 24-hr fore
e st se -level pressure 
(mb-1000) by 3-lev 1 BE 
mod 1 , val 'd 0000 GMT 
20 Augus t 1975. 

Fig . l Sb. The 24-hr fo eea~t 
'iOOmb he ights (100m) by 3-
leve l BE mod 1. 

F i,g. lSe. Th observed se -
level ,?re sur e (mb - 1000), 
v lid 0000 c;r.rr 20 Augus 1975. 

Fig. 15 . ~he observ 500mb 
heights (100m), valid 0000 
20 u ust 1975 . 
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Fig. 16. The I'.H-hr ore
e s t se -level p r essur e 
(rob- l OOO ) by 3-1 ve l BE 

mode l, va l i d 0000 G~ 
21 August 1975 . 

Fi • 16b . The observed 
sea-l ev 1 _r essure ( ~-1000 ) , 

va1'd 0000 G~ 21 ~gust 

975. 

Fig. 16e . The 48-hr f or -
e st 500r:lb heights (lI)Om) b. 
3-1p.ve1 HE model, v l i 0000 
C·?,i' 21 ugus t 1975 . 
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crucially upon the careful parameterization of the diabatic heating 

(or cooling) and frictional dissipation processes. One must 

realize that the task of parameterizing various subsea Ie forcing 

processes in a balanced equation model is even more difficult than 

the corresponding task in a PE model: in addition to all the para-

meterization difficulties confronting us in a PE model, we must succes

sfully parameterize the dispersive effect of gravity waves on heat and 

momentum transports, particularly when the forcing on any scale 

exceeds the bound that limits the validity of the balance equations. 

Besides the task of including forcing in the balance equation 

model more work needs to be done in order to make the method of 

solution more efficient and to improve the model in the region 

of steep mountains where forecast errors are generally larger. 

3.2.6.2 FILTERED EQUATIONS METHOD 1 II: THE BALANCE-EQUATION 

MODEL AS A DATA ASSIMILATION TOOL 

3.2.6.2.1 INTRODUCTION 

In Section 3.2.6.1 we described a balance-equation (BE) 

model. One of the main reasons for developing this model was to 

eventually use it as a data assimilation tool. In this section 

we describe some preliminary tests of using the BE model to help 

assimilate satellite-derived temperature data, in combination with 

the GISS 9-level primitive-equation (PE) model. 
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The nine-level version of the balance-equation model is 

still too time consuming and needs further evaluation and im

provement. Hence, a successful test of using it exclusively 

to carry out data assimilation was not deemed useful at this 

stage. Instead, tests have been made to assess the potential 

of the BE model as a partial-balancing device in PE-model data 

assimilation. 

3.2.6.2.2 THE METHOD 

The basic idea of part.ial balancing can easily be described 

as follows. Define an atmospheric function, F, by 

(!~ + am Ow) V·[(f + y2.)!.1 

+ iV2 (9. • 9.) ; 
(2.1) 

here Y is the gradient operator in the a-coordinate system, ~ is 

the stream function defined by V2• = ~·(yxy), and the other 

notations are conventional. Denote the local value of F by R, 

so that 

F{.,~,T,w) =Ri (2.2) 

this reduces to the well-known balance equation in the a-coordinate 

system for R = O. For nonzero R, we say that there exists inertial-

I )-~ -.. ~.~, 

gravftational imbalance in the atmosphere. In case of four-dimen-

sional (4-0) data assimilation, exceSisive imbalance is generated 

as a result of the updating process. (See, for instance, Appendix 
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B.) Therefore, it is desirable at a certain stage of the assim

ilation to reduce the imbalance artificially, i.e., .to find 

corrections ~~, ~~, ~T and ~~ such that 

F(~ + ~~, ~ + ~~, T + ~T, ~ + ~n) = (l-a)R 

or, 

F(~ + ~~, ~ + ~~,.T + ~T, n + ~n) - F(~,~,T,n) =-aF(~,~,T,n), 
.' 

where 0 < a < 1, and a may be a function of space and time if 

desired. One way to find such increments is the following: 

regard the increments in the above equation as temporal changes, 

and substitute the above equation, instead of the balance equa

tion proper, in the BE model; then solve for the required incre-

ments by integrating the model forward and backward about the 

current time t. 

In the experiments we describe herein, the above partial-

balancing procedure (PBP) was applied intermittently every 12 

hours during the assimilation process~ The total reduction of 

imbalance in each application of the procedure depends upon the 

number (ISTEP) of forward and backward time steps performed, 

on the length of the time interval (~t) used, and on the number .. 

of iterations (ITER) in each time step, since the balance-equation 

model uses an iterative method for time integration. 
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3.2.6.2.3 PRELIMINARY RESULTS 

Nineteen assimilation experiments were run with DST-5 data, 
starting from OOZ August 18, 1975, and using different values 

of the parameters ISTEP, LTER and 6t, as well as different smoothing 
procedures when necessary. We were, interested in the impact of 

the above-described PBP on the accuracy of forecasts started 
from initial conditions obtained with the aid ofPBP. A number 
of 72- to 84-hour forecasts were made from such initial conditions 
with the GISS PE model. These forecasts were then compared with 
the corresponding forecasts of control experiments which were 
started from initial conditions obtained by using the same data 

assimilated by the direct insertion method, with geostrophic wind 
corrections (DIM, Subsection 3.2.1). Sl skill score and rms 
errors were computed for each forecast against the corresponding 
NMC objective analyses. Both the com~~ted skill scores and rms 
errors seem to indicate that forecasts/made from initial conditions 
assimilated with the aid of the PBP have generally no better skill 
than of forecasts made from the control initial conditions. Two 
typical examples are given below. 

Table 23 shows the evaluation, over North America, of forecast 
run 7937 in which the initial conditions were taken from assimila-
tion experiment 7936 after a two-day assimilation. In experiment 
7936, ISTEP in each application of PBP, is 2, i.e., marching forward 
and backward once, while 6t = 10 min., and ITER = 6: the local time 
derivatives of ~, ~, T and IT, as well as X and cr were smoothed 
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Table 23. 

~,~ .... 

Sea-
level 
pressure 

500 mb 
heights 

Table 24. 

Sea
level 
pres,sure 

500 mb 
heights 

The RMS errors and skill scores (SI) over North America 
of the forecast run 7937, as compared with the control 
forecast 7819. (In parentheses is the difference be
·tween the two forecasts. Positive sign means worse, 
negative sign means better.) 

Elapsed 'l'ime (hrs. ) 

12 24 3G 48 60 72 
~~ ... -~---'.~ -- ---

(S%1 
42.4 49.4 68.0 81. 8 96.2 98.6 
(+.5) (+.4) (+.5'> (+2.6) (+3.6) (+4.2) 

rms 1. 57 2.07 3.04 3.97 5.G~ 6.67 
«mb) (-.38) (-.02) (+.19) (+.21) (+.43) (+.61) 

25.ti 30.5 33.6 41.5 47.9 54.5 
(%) (+. 7) (-.6) (+1. 0) (+1.0) (-.6) (-1. B) 

rms IB.2 22.1 27.0 33.6 42.3 58.0 
(ml· (+.9) (-.5) (+3.9) (+2.9) (+1.4) (+.2) 

The RHS and skill soores (51) over North AmeriCi.l of the 
forecant run 7921, as compared with the control forecast 
7819. (In parentheRcs is th~ difference between the two 
forecasts. Positive sign means ,,,orse, n~gativc sign 
means be Lter. ) 

Elapsed Time (hrc.) 

40 60 72 
"'---~----------

S 49.2 52.6 69.0 76.8 90.2 89.5 
(%1 (+7.3) (+3.6) (+1.5) (-2.4) (-2.4) (-4.9) 

r;S-----2·-.-4-3--2~21-~3-.j6---4.l0 5.38 58.5 
(mb) (+.48) (+.12) (+.51~ (+.34) (+.17) (-1.0) 

rms 
(m) 

35.0 
(+9 .• 9) 

27.6 
(+10.3) 

37.1 
(+6.0) 

31. 5 
(+8.9) 

36.5 4.17 
(+3.9) (+1.2) 

,.,~-- .-

36.3 45.8 
(+3.2) (+15.1) 
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47.0 51. 6 
(-.5) (-4.7) 

44.6 58.4 
(+3.7) (+.6) 
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horizontally in each iteration by a 5-point averaging formula with 

equal weights for all points, including the center point. Table 23 

indicates that forecast 7937 seems slightly better than the 

forecast of the control experiment 7819 at 24 h, but slightly 

worse thereafter. The slight skill improvement relative to the 

control in the 24-hour forecast is, however, not synoptically 

significant. Figure 17 shows a comparison of the forecast sea-

level pressure centers plotted with their inner closed isobars. 

Table 24 shows the evaluation, over North America, of 

forecast run 7927 in which the initial conditions were taken 

from assimilation experiment 7926 after a two-day assimilation. 

In 7926, ISTEP = 2, ~t = 30 min., ITER = 4, and whenever the 

iterative method exhibited an instabilitYr the temperature and 

vorticity fields were smoothed horizontally using as-point 

averaging formula with the center point weighted by 4, and the 

other foux points weighted by 1. Table 24 reveals that the 

forecast skill of run 7927 is worse than that of control run 7819. 

After 60 hours the skill scores of 7927 show some improvement 

compared with'those of 7819, but this statistical improvement 

has no synoptic s,igniii,cance at all. The sea-level pressure (SLP) 

fields for forecasts stal,;ted from 03Z August,'; ;,{O both in experiment 
I ."', 

7927 and in experiment 7819 ,"as"'~lell as the ilt::-ttled SLP analysis 

for\,"30Z August 23 are plotted in Figures 18 through 20, respective

ly. It is very clear that both forecasts miss completely the low 

pressure syste, centered near (SOON, 80 0 W) , and the secondary low 

center close to Nova, Scotia. The forecast fields for experiment 
i 

7927 are no better than those for control ru~ 7-319, except that the 
:;;.l 
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Figure 18. Sea-level pressure forecast for OOZ August 2 J by run 7927. 
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Figure 19. Sea-level pressure forecast for aDZ August 23 by run 7819. 
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Figure 20. ~~tual analysis of sea-level pre~sure for DDZ August 23. 
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number of very small eddies are reduced. Furthermore, forecast 7927 
weakens the two maritime semi-stationary high pressure centers in 
the verification region by a 4 mb more than the control forecast. 

The above two examples indicate that, relatively speaking, 

the assimilation which averages horizontally the local time deri-
vatives in each iteration is better than the assimilation which 
smoothes the temperature and vorticity fields themselves. There 
is an excess of smoothing in either case. It may be possible to find 
ways to reduce the excess smoothing. 

3.2.6.2.4 CONCLUDING REMARKS 

The results of the experiments tend to indicate that the 

partial-balancing procedure described above does not provide a 

significant improvement in data assimilation over the straight 

forward procedure used for the control case. We note, however, 

(a) that all the assimilation experiments were carried out 
only for a short period - mostly 2 days, and 

(b) that during the assimilation period, most of the synoptic 
systems were semi-stationary and rather weak (see Figure 21). 

Under these unfavorable circumstances, one hardly expects 

much benefit from assimilation. Since all the experinlents were 
done within this single unfavorable period, it is proper to say 
that the test is inconclusive. 
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21. The Intensities and Traj ectories of Sea Level 
Pressure Centers During the Period of the 
Assimilation Experiments. 
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3.2.7 STATISTICAL ASSIMILATION METHOD (M. Ghil, R. Dilling and 
H. Carus) 

3.2.7.1 INTRODUCTION 

It is well known that observational systems do not provide 
values of the atmospheric variables which are entirely exact and 
accurate at any given time. Numerical weather prediction models 
attempt to give as close an approximation to future states of the 
atmosphere as possible, say 2 to 5 days in advance. For an accurate 
approximation of future values to be possible, it is necessary to 
start the prediction with the best possible approximation of the 
meteorological variables at the present, i.e., at the initial time 
of a numerical forecast. 

In principle, information from observations at some initial 
time should be sufficient, at least in quantity if not in quality 
to determine the complete initial atmospheric state at that time. 
In practice, the observational network is not sufficiently dense 
and uniform to provide the amount of information needed. In particu-
lar, over large areas on the surface of the earth, observational 
data are completely missing at synoptic times (OOZ and l2Z). 

It is natural therefore to attempt to fill the void and include 
in the specification of an initial state, in addition to observations 
at the initial time, information provided from a model forecast, as 
well as by the available observations, before initial time. The 
forecast model, of course, provides information based on a previous 
initial state, and hence also on observations at previous times. 
Furthermore, it should be pos~ible to improve the approximation of 
the initial state by utilizing a priori information on the cumulative 
statistical structure of both model errors and observational errors. 
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The idea of using cumulative statistical information about 

observational errors in order to compensate for the deficiencies 

in the amount and accuracy of the observations at a given synoptic 

time was proposed by Eliassen (1954). Gandin (1963) applied ex-

tensively statistical methods to the objective analysis of conventional 

synoptic data. This approach to objective analysis has corne to be 

known in the meteorological literature as "optimal interpolation." 

The inclusion of forecast information into the specification 

of an initial state by statistical methods leads to "optimal inter-

polation" of the differences between observations and forecast values, 

rather than of the synoptic observations themselves. This approach 

has been advocated and implemented by Rutherford (1972, 1973). 

The application of statistical methods not only to the objective 

analysis of conventional synoptic observations, but also to the time-

continuous assimilation of asynoptic satellite-derived data, was 

first ca:['ried out with SIRS data for a non-divergent barotropic model 

by Bengtsson and Gusltavsson (1971, 1972). Our procedure of local 

"optimal interpolation" based on differences between satellite ob-

servations and forecast values combines the above ideas for blending 

of satellite data in a time-continuous manner into assimilation runs 

of the GISS GeM. The statistically determined corrections are then 

added at each model time step of thl~ assimilation cycle to the 

forecast values. We have been further encouraged in the vigorous 

pursuit of this particular approach by the conclusions of Phillips 

(1976), to wit that only an explicit consideration of the statistical 

error structure of satellite temperature data will enhance their 

impact on numerical weather forecasts. 
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In Subsection 3.2.7.2 the four-dimensional time-continuous 

statistical ~ssimilation method (SAM) we developed is described. 

The application of the method to DST-5 and DST-6 data is described 
;) 

,1 

i 
" 

in Subsection 3.3.1 of the Results Section of this Chapter. The 
.~ 

1 

J , 
results of this method are then compared with those of the direct 1 

insertion (DIM) and asynoptic successive correction method (SCM) in 

Subsection 3.3.2. Finally, our conclusions concerning the effect 

of the assimilation method and of the quantity and quality of satel-

lite data on forecast improvement are drawn in Section 3.4. 

3.2.7.2 THE METHOD 

The theoretical considerations in developing a statistical 

assimilation method are presented in anyone of the references 

mentioned in the Introduction (Subsection 3.2.7.1). We shall not 

dwell upon them here and only present the actual procedure used 

in the numerical experiments we discuss in Section 3.3. 

The vertical temperature profiles obtained from satellite-

based radiance measurements are grouped by lO-minute time intervals. 

.. This is the length of the time step bt for the GISS GCM (see Chapter 

4), and there was no reason to use smaller groups of data. Certainly 

bt is very short compared to the characteristic time scale of syn-

optic motions (6-l2h) and therefore the assimilation using such 

g~oups of data can be termed time-continuGus in the context of 

global and of large-scale forecasts. A plot of a typical group of 

temperature data obtained in a lO-minute time interval is shown in 

J 
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Figure 22. In the sequel we shall refer for the sake of brevity to 
satellite-derived temperatures as observed temperatures. 

The basic idea of the method is that these temperature data, 
which differ from the model forecast values at the same time and 
location, should be used in order to improve the estimate of the 
true atmospheric temperature in a neighborhood of the observations. The 
weight to be .given to forecast values and to observed values in an 
averaging process is determined 'from previously available information on 
the error structure ·of both model forecasts and satellite observations. 

In the present implementation of the method, only information 
at the same mandatory pressure level is used, i.e., the "optimal 
interpolation" is two-dimensional. The formula used for the inter
polation of forecast values from grid points to observation points 
is given in Subsection 3.2.4 {SCM>' 

To simplify notation, we shall use a single subscript to 
indicate location, thus: k = (i,j), where i stands for discretized 
Longitude and j for discretized latitude. Let k be an observation 
point (on a fixed mandatory pressure level), Tk the observed tem

f perature, and Tk "t!'!:~ (interpolated) model temperature at the obser-
vat:ion point k. Let Yk be the difference between the observed and 
the forecast temperatures at k , 

(I) 

We wish to compute corrections 0 p. to f~recast. values at grid 
points 9., = (m,n) near the observation points k, where k ranges 
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over a group, or "patch", of observations such as the one shown 

in Figure 22. In the figure, observation points ~ are marked by 

T's; grid points ~ which are affected by the observations after 

corrections are made appear as +'s. More precisely, after apply~ng 

the corrections provided by our method, the temperature at + - points, 

as well as at T-points, will be different from the forecast value, i.e., 

T,q. 

The corrections 15 ~ a,re computed by a linear formula, 

k 
Q,q. = Eka.R,Yk 

here and in the sequel we drop the vector notation for ~ and ~, 

the mUlti-index character of k and R, being tacitly understood. 

The coefficients a.~ in Equation (2) are defined as the$olutiQP--, 

of the system of linear equations 

where ~~ =(a.~, ••• ,a.~), and N is the number of observation points 

(2) 

(3) 

in the patch. System (3) is the familiar normal system which arises, 

in all statistical applications based on a least-squares approach. 

The statistical information accumulated on observations and 

forecasts is incorporated into the entries a~k' of the matrix ~R, and 
k 

into the components St of the right-hand side vector ~,q.. These 

are given by 

(4a) 

(4b) 
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here skk l is the (spherical) distance between the two observation 
points k and kl, and sk~ is the distance between the observation 
point k and the grid point ~, at which we wish to make the 
correction. Notice that~ depends on observation points only, and 
we can drop the subscript t, while @t depends on both observation 
points and the correction point we consider. 

The function ~(s) is a correlation function. The fact that 
it depends only on the distance s reflects the assumptions of 
homogeneity and of isotropy we made at the outset concer~ing the 
error structure. We shall comment on the effect of these assump
tions and on related questions in Sections 3.3 and 3.4, as the 
occasion arises. 

A preliminary correlation function IV (Sl): was computed for DST-5 and 
for DST-6 separately, based in each case on all the pairs of differences 
(Yk' Ykl) available within the same DST period. The observations within 
the same interval ilt were considered as simultaneous and classified ac~\\ 
cording to tfte; ,distance s between them. Thus, letting T index the 
successive time intervals ilt, we have 

1lJ(s) = (5) 

here T runs over all the time intervals of ilt = 10 minutes within a 
DST period, and the sums in the denominator run over all the points, 
k as well as kl, present in the pairs YkYkl of the numerator. Fur-
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ther details on the computation of $(s) are given in Ghil et al • 

(1976a) for DST-5. The computation for DST-6 was entirely analogous. 

It is important to notice that the forecast values which enter into 

Equations (1) and (5) are based on l2-hour forecasts between synoptic 

times. The effect of forecast deterioration over 12 hours is not 

explicitly taken into account in the present implementation of the 

method any more than anisotropy is. 

The function $(s) was computed for discrete values of s, 

s1 = lOOkrn, s2 = 300km, ... , sp = (2p-l)xlOOkrn. This means in 

particular that the sums in Equation (5) extend over (s l+s )/2 p- p 

< s < (s +s +1)/2, rather than over s=s. The continuous function ~(s) 
- p p p 

used in (4) was obtained in some cases from the discrete values $p=$(sp) 

by extending $(s) to the other values of s using linear interpolation. 

In fact tne procedure was somewhat more complicated, and is described in 

detail in Subsection 3.3.1. 2. In other cases we fitted an analytic 

function ~ = ~(Si so, c), depending on the parameters So and c, to the 

values $ = $(s ), by a least-squares fit. In other words, we 
p p 

obtained the values of So and of c for which ¢(SiSoC) satisfied 

2 
l: [~(s iSo,C)-$] = minimum· p p p 

(6) 

Further details on the analytic expressions we used for ¢ and on 

the determination of So and of c are given in Section 3.3 and in 

Appendix A. 

Having described the computation of the correlation function 

~(s) in (4), we return now to the algorithm given by Equations (1) 
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to (4) for obtaining the corrections o~. It is clear that ~ is 

determined exclusively by the geometry of an observation patch. 

But the weights ~ ~ depend on the correction point ~, because ~ ~ 

in Equation (3) does. This would seem to imply that for every 

correction point ~ we need to solve Equation (3) for the weights 

a~; such an approach would be computationally rather expensive. 

The number N of observation points in a patch is typically 50, so 

that a few thousand algebraic operations might be involved in making 

the correction at just one point. Fortunately, it is rather easy to 

circumvent this difficulty. 

Let! = (Y1, •.. ,YN) stand for the vector of differences Yk • 

Combining Equations (2) and (3), the correction Q~ is given by 

(7 ) 

)T denotes the transpose of a vector or a matrix, ~T¥ is the 

inner or scalar product of the column vectors ~ and ¥, and ~-l is 

the inverse of the matrix A. The matrix A, however, is symmetric, 
T 

A =A, since a kk , = ~(skk') = .(sk'k) = ak'k. This allows us to write 

Equation (7) as 

(8 ) 

where we used the rules for the transpose of a product and of an in

verse. Equation (8) makes it evident that we only need to compute 

the vector D = ~-l! for an observation patch once; all the corrections 
-

<551, are then conI "1ted as inner products ~ i!J . Thus, th~ total number 
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of operations per patch is reduced to a few thousand, rather than a 

hundred times as much. Comput~r time estimates for the implementation 

of SAM will be given in Section 3.3. In the present version of the 

method, a general-purpose linear equation solver is used to solve the 

system 
(9) 

the solver is based on Gaussian elimination with' partial pivoting. 

This concludes the description of the method. We proceed with a 

description of the numerical experiments and their results in the next 

section. 

l; 

3.3 RESULTS (M. Gtril, M. Halem and R. Dilling) 

3.3.1 DESCRIPTION OF THE EXPERIMENTS 

3.3.2.2 INTRODUCTION 

The purpose of our experiments was to study the effect of satellite 

data on the quality of initial states obtained with the aid of such data, 

and on the accuracy of forecasts starting from such initial states. 

Specifically we studied the effedt of the quantity and accuracy of the 

satellite data themselves on the one hand, and of the assimilation methods 

used to extract the information from the data, on the other. 

Experiments were carried out for the DST-5 (August 18 to September 

2) and DST-6 (January 29 to February 21) periods. The temperature data 

used w~re based on radiance measurements obtained from the VTPR instru-

ment on board the NOAA-4 satellite and from the HIRS and SCAMS instru-

ments on board the NIMBUS-6 satellite. We used in separate experiments 

temperature data derived from the measured radiances by the 
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processing methods developed by NESS (Smith and Woolf, 1976), as 

well as those derived by GISS (Chapter 2 of this Report). 

All the experiments consisted basically of a continuous 

assimilation run, extending over the entire DST period, and ot 

forecasts started from selected initial states produced by the 

assimilation run. The assimilation methods used for the satellite 

data were direct insertion (DIM, Subsection 3.2.1), asynoptic succes

sive correction (SCM, Subsecti'on 3.2.4), and time-continuous local 

statistical assimilation (SAM, Subsection 3.2.7). 

The assimilation run of every experiment was started at OOZ 

on the first day of the DST period (August 18 for DST-5 and January 

30 for DST-6) from an initial state given by a GISS object:ive anal

ysis of conventional synoptic data available at that time (cf. Sub-

section 3.2.1). At every model time step, i. e., every 10 minutes 

thereafter, corrections were made to the model temperatures, using 

satellite-derived temperature data which had become available during 

those 10 minutes. The assimilation method used aetermines the way 

in which the corrections were obtained from the data. In the control 

run, or NOSAT run, no temperature corrections were made at asynoptic 

times. In some runs, wind corrections based on a geostrophic formula 

(cf. nubsection 3.2.1) were also made at grid points where a temp-

erature correction was made and at immediately adjacent grid points. ,,"\ 

The forecasts based on a given assimilation run were started at 

03Z on selected days during the DST period, beginning 2 days after the 
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start of the period, i.e., August 20 for DST-5 and February 1 for DST-6. 

The reason to start the forecasts at 03Z and not at OOZ was to achieve 

as close a parallel as possible with operational practice at NMC, 

because NMC uses intermittent assimilation with a +3h " windm<1" fur 

satellite data. Thus.; an operational NMC forecast started at OOZ uses 

all asynoptic information up to 03Z; so do our experimental runs 

started at 03Z as we rely on time-continuous assimilation. Starting 

3h after the insertion of asynoptic data also has the effect 

of letting the model smOtJth out the initialization shock ?ccurring 

at synoptic tjne (see Appendix B; Ghil,. 1975; and Ghil et al., 1977). 

Because of the short duration of the Impact Test Project, methods 

were still being developed while some experiments were carried out or 

had been completed. The summer experiments (DST-5) were carried 

out first, and more refined methods became available for 

the winter experiments (DST-6). We expect to be able toperform 

in the near future on DST-5 data some of the experiments we have 

carried out with DST-6 data. The only methods which have been ex-

tensively tested, and on the results of which we report here, are 

direct insertion (DIM, Subsection 3.2.1), asynoptic successive correc-

tion (SCM, Subsection 3.2.4), and statistical assimilation (SAM, Sub

section 3.2.7). 

3.3.1.2 SUMMER EXPERIMENTS 

A summary description of DST-5 experiments is given in Table 25. 

The number of parameters which influence the assimilation process is 

large, and the computational effort to carry out a full-length ex-

periment for the entire DST period is considerable. Therefore, it 

was not possible to perform experiments for all the possible com-

binations of parameter values. Even so, experiments were performed 

for a representative number of combinations. 
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The major parameters which were varied from experiment to ex-

periment were: (1) the use of data from one or two ;satellites, (2) the 

use of temperatur~ data processed by NESS methods ~by GISS method~, 

and (3) the assimilation method of the data. As we can see from 

the table, experiments were carried out with data from one satellite 

only, the NIMBUS-6, as well as with data from both NOAA-4 and NIMBUS-6; 

with NESS-processed data as well as with GISS-processed data; with 

the methods of direct insertion (DIM), successive corrections (SCM), 

and statistical assimilation (SAM). 

A few more comments are in order concerning details of the S~~ 

experiments. In two of them, Numbers 8119 and 8130, the correlation 

curve ~(s) was not obtained by a least-squares fit of a two-paramet~r 

analytic function ~(s; so' c) to the global data ~(s) as described 

in Subsection 3.2.7.2. At the time of preparation for these DST-5 

experiments, we considered separate data curves $k~(s) for different 

latitude bands k and mandatory pressure levels ~, as described in 

Ghil ~t ale (1976a). The curve $(s) for these two experiments was 

then obtained by a least-squares fit of a piecewise-linear function 

to all the data curves ~k£(s) jointly; this least-squares fit is 

described in Ghil and Economedes (1976). The reaS('lllS for using $ 

of the form 

~(s; so' c) = (l_c)e-s / so + c (2.1) 

with certain non-zero values of c, will be discussed in the next 

Subsection, in connection with the winter experiments. The main 
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Table 25. Summary of DST-5 satellite-data assimilation experiments. 
Experiment Satellite Data Assimilation Corre.lat1.on Bias No. Method Curve Removed 

NESS GISS -sis a-c} e 0 + C at at 
bservatior. grid point VTPR NIMB VTPR NIMB s c 

0 

(kIn) 

'; 

7336 NO SAT 

7854 X X DIM 

7970 X DIM 

8036 X X SCM 

8119 X SAM piece-wise line~r X 

8130 X SAM piece-w'se linear 

8637 X X SAM 4290 -.406 

8645 X X SAM 2717 0 

8656 X X SAM 4290 -.406 X 

X=bias prop. to 8662 X X SAM 4290 -.406 sUin of weights 
SAM 4329 -.416 8692 X X NIMBUS and 3093 -.098 
VTPR 4290 -.406 

COMBINED 

8708 X X 2717 0 X 

The use of data from the VTPR instrument on board the NOAA-4 satellite is denoted by VTPR, the use of the data from the HIRS and SCAMS instruments on board the NIMBUS-6 satellite by NIMB. The processing method of the data is indicated by the acronyms introduced throughout this Chapter as DIM, SCM or SAM, with the control run appearing as NO SAT. Additional remarks concerning the method are explained in the text. 

., 

~ 

) ~ 

" ~ 

i 
1 
j 

j 

~ 
1 
I 
1 

1 
j 
j 

i 
J 

1 
I 

i 
1 
I 
\ 

"~,.,~ 



reason has to do with the problem of the systematic warm bias in 

satellite-derived temperatures (Phillips, 1976; Tracton and McPherson, 

1977) • 

A first approach in attempting to deal with the bias problem 

consisted in simply computing the average difference between obser-

vations and interpolated forecast values over a satellite-data 

"patch" (see Subsection 3.2.7.2) at time T, 

(2.2a) 

and multiplying it by a coefficient p; here NT is the number of 

observations at time T. The corrections Qt are then made using 

the modified differences 

-y' = y -py O<p<li k k , . (2.2b) 

thus P = 0 means no modification of the procedure described in Sub

section 3.2.7.2, while p = 1 means that ~I = O. In practice only 

p = 0, p = 1 were used, and no experiments with intermediate values 

were carried out. An experiment with p = 1 is marked as "bias re

moved at observation point" in Table 25. 

Another ~traightforward attempt to deal with the bias problem, 

along the same lines as the first, was to "remove the bias at grid 
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points" (experiment Number 8662). In this approach, the weighted 

average ~ of the corrections is computed 
(.Q, ' ) 

~ = LR.,a 0R.'. 
\.) (R,")' 

bR."a 

first, 

(2.3a) 

here a (R, '1) is the sum of the weights at correction point R,", 

(2.3b) 

k (see Subsection 3.2.7.2 for the definition of the weights aR,)' 

modified corrections are 

(2. 3c) 

this modification is denoted as "bias removed at grid point" in 

The 

Table 26 of the next Subsection with the remark that "bias at grid 

point is constant." It was not actually used for an experiment with 

DST-S data. 

A slightly different form of the above modification was used in 

a summer experiment (Number 8662), and is denoted in the same way in 

the "bias removal" column of Table 25. The remark it bears is "bias 

proportional to sum of weights." The formula for this modification is 

(2.4a) 

with 6 now defined as 

(2.4b) 
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The different curves ~)kR, (s) mentioned before (Ghil et al., 1976ai 

Ghil and Economedes, 1976) exhibited the striking property of a much 

faster decay at high latitudes than at lower latitudes: a function 

~klt(S) attained any given threshold value 8,0<8<1, faster, that is 

for smaller s, than the function ~k2R,(s), wheneve:r kl corresponded 

to a higher latitude band than k2 (for fixed level ~ and in the same 

hemisphere)~ This is in agreement with the well-known influence of 

latitude on the value of the Coriolis parameter, on the Rossby radius 

of deformation and hence on geostrophic adjustment. The dependence 

of curves ~kR, on the level t seemed much smaller and less systematic. 

The latitude dependence of the correlation functions for the ob-

served-minus-forecast temperature field clearly points to the fact that 

the, homogeneity assumption made at the beginning of Subsection 3.2.7.2 

is not supported by the data. Without modifying the general form of 

the algorithm, described there, we decided to allow for latitude de-

pendence by using instead of~(s) described in Subsection 3.2.7.2 and in 

Appendix A, a modified ~'(s;i,j), 

(2.5) 

here s=sij is still the spherical distance between points i and j, 

but 8ii depends on the latitude band in which those points lie. 

Further details are provided in Appendix A. 

The use of such a modified, or latitude-scaled correlation 

function has -the added advantage that polar regions, over which the 
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earth-orbiting satellites pass more frequently, are not completely 
"swamped" by satellite-derived data which would cancel completely 
the stabilizing infl,uence of model forecast values. This modifi,ca
tion was used in all the SAM experiments of Table 25 starting with 
8637. 

A certain well-known difficulty in solving system (9) of 
Subsection 3.2.7.2 arises from the fact that such a system appearing 
in s' ltistical computations is typically ill-conditioned. In other 
words, as the number N of observations Yl""'YN increases, the 
"weighted corrections" TJ become more and more sensitive to errors 
in the data, in A, as well as in y. --

Because of the ill-conditioning of this system, and in 
order to presmooth observational errors, the NESS-processed observations 
were first averaged to the GISS GeM grid points. This averaging was 
also performed in all, SAM experiments in which the modified <1>' (s) 
was used. It had the additional advantage of further reducing com
putation time. In the future we plan to use for this purpose the 
more elaborate form of smoothing described in Subsection 3.2 • .3 (LIP), 
instead of this simple averaging procedure. One further comment 
which is in order at this point is that after the statistical tem
perature corrections were carried out in experiments 8119 through 
8708, a geostrophic wind correction as mentioned in Subsection 3.2.1 
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was also performed. This was also the case with the DIM and SCM 

experiments (7854 through 8036). Experiment 8692 was not completed 

and we shall not dwell on the modification of SAM it contains. 

We turn now to the description of experiments performed with 

DST-6 data. 

3.3.1.3 WINTER EXPERIMENTS 

A summary description of DST-6 experiments is given in Table 

26. Most experiment descriptions in the Table are self-explanatory 

after referring back to the previous subsection. 

A latitude-scaled correlation function [cf., Equation (2.5) 

above], averaging to GISS grid points, and geostrophic wind correc-

tions were also used in all DST-6 SAM experiments, except 8497, 

where neither one of these modifications of the algorithm in Sub

section 3.2.7.2 was used. Geostrophic wind correction was used in 

the DIM and SCt-! experiments (8210 through 8447) as well. 

Experiment 8497 did not necessitate averaging to GISS grid 

points, since the GISS processing of satellite radiances provides 

temperature profiles only at GISS grid points in the first place. 

The remark "RAG" for experiment 8497 refers to the acronym 

"retrieve as you go" i the meaning of this \l7as that the radiance 

observations were processed concomitantly with the assimilation: 
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Table 26. Summary of DST-6 satellite-data assimilation experiments. 

Experiment Satellite Data Assimilation 
No. Me thod 

NESS GISS 
VTPR NIMB VTPR NI.MB 

7578 NO SAT 

8240 X DIM 

8310 X X SCM 

8352 X SCM 

8405 • SCM 

8447 X SCM ove r land 

8472 X SAM 

8497 X RAG (DIM) 

8545 X X SAM 

8566 X X SAM 

8574 X SAM 

8581 X X SAM 

8593 X X SAM 

8695 *. SAM 

·simulated NESS NIMBUS based on NO SAT 12-hour forecast 
·*NIMBUS Microwave (SCl'.MS) da ta only 

Correlation I Bias 
Curve Removed 

S I S 
(l-c)e 0 + c at at 

observa- grid point 
s c tion 0 

(kIn) 

~ , 

. 

1831 . 0 18 X 

184 2 . 015 

1842 .015 X .. 

2293 - . 124 

X=Bias at grid 
1842 . 015 X coint is constant 

X=Bias p rop. to 
1842 . 015 sum of weioht!'; 

1226 .129 

The same notation is used as in Table· 25. In addition, the acronym RAG stands for 
Retrieve-as-you- go; th i s means that, i n the GISS processing of satellite data , an updated tem
perature wh ich uses previously assimilated informatio~ was employed as a first guess for the 
retrieval or derivation of a temperature profile from radiometric measurements. 
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Table 26. Summary of DST-6 satellite-data assimilation experiments. 
, '1 t:xpen.rnent I ::;atel.l.l.te uata l\SSl.rnl.l.atl.on 
Method No. 

NESS GISS 
VTPR NIMB VTPR NIMB 

7578 NO SAT 

8240 X DIM 

8310 X X SCM 

8352 X SCM 

8405 * SCM 

8447 X SCM over land 

8472 X SAM 

8497 X RAG (DIM) 

8545 X X SAM 

8566 X X SAM 

8574 X SAM 

8581 X X SAM 

8593 X X SAM 

8695 ** SAM 

*sirnu1ated NESS NIMBUS based on NO SAT 12-hour forecast 
**NIMBUS microwave (SCl~S) data only 

Corre 1 B' 

Cu 

(l-c)e -5/S0 + C at at 
observa- grid point 

S c tion 0 
(kIn) 

1831 .018 X 

1842 .015 

1842 .015 X 

2293 -.124 
X=Bias at grid 

1842 .015 X noint is constant 
X=Bias prop. to 

1842 .015 sum of weiahts 

1226 .129 

The same notation is used as in Table· 25. In addition, the acronym RAG stands for 
Retrieve-as-you-go; this means that, in the GISS processing of satellite data, an updated tem
perature which uses previously assimilated informatio~ was employed as a first guess for the 
retrieval or derivation of a temperature profile from radiometric measurements. 
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the temperature processing, or retrieval, in the experiment was 

done,using as a first guess the temperature at the previous time 

step of the assimilation process. Unfortunately the experiment is 

not complete at the time of this writing, and we shall not be able 

to report on its results. 

Experiment 8405 was set up as a control experiment to check 

the information content of satellite data, and to study the possible 

smoothing effect of SCM or SAM on variable values produced by as-

simila tion runs. In it the temperature data used as "observations" 

were model values produced from a NOSAT 12h-forecast, to which 

simulated observed-minus-forecast differences were added; these 

differences were computed at the true NIMBUS observation locations, 

by using a random-number generator function with the statistical 

properties determined from actual data. 

There only remains to disc'uss the form (2.1) (see Subsection 

3.3.1.2 above) of the correlation function $(s). It was clear from 

the aspect of the latitude-and-height dependent curves ~kt(s) (Ghil 

et al., 1976a), as well as from the aspect of the globally-averaged 

curve ~(s) (Ghil et al., 1976b) that an exponential would be best suited 

for an analytic function $(s) which approximated well ~(s). 

Both normal functions exp(-s2/s 2) and simple exponentials 
o 

exp(-s/so) were tested. The simple exponential provided better 

least-squares fits to ~(s) in all cases (summ~r or winter data, as 

well as data from one or two satell,ites). 
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The idea of using a second parameter c, besides so' was based 

on the following concept (Phillips, private communication, 1976): 

Let x ~nd y be random variables with mean'x and y, respectively. 

They can be written then as 

-x = x + ~, y = y + n (3.1) 

-
where ~ and n are random variables with mean zero, ~ = n = 0, and with 

the same standard deviation as x and y respectively. The covariance 

of x and y is then, 

xy = xy + ~n (3.2) 

Now let x and y stand for Yk and Yk' of Subsection 3.2.7.2. 

Assume that the satellite measurements have indeed a warm bias, i.e., 

- - -Yk = Yk' = Y > 0; then the assumption of lack of correlation over large 

distances between observation-minus-forecast differences would result in 

-2 Y :-. 0 
(3.3a) 

(3.3b) 

as skk' -+ 00. Thus a warm bias would seem to imply a positive asymptotic 

value for $(s), and one should have c = y2 in (2.1), 

This idea was applied first to experiments with DST-6 data: 

from Table 26 we see that the values of c given by the best two-

parameter least-squares fit were positive and small. A small negative 

value of c obtained for experiment 8574, which was actually performed 

later than most of the other winter experiments: large negative values 

of c obtained also for the DST-5 data when we attempted to apply 
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this concept to them. The meaning of a negative c is not entirely 
clear (see, however, Gandin, 1963, Figs. 10 and 14; Phillips, 1976, 
Figs~ 5 and 7)~ indeed, y<O would still give a positive c = y2. A more 
careful study of the effect of very long waves on statistical 
structures of meteorological fields remains to be done. At this stage, 
functions ~(s; so' c) with c<O were only used for reasons of con
sistency. 

In the experiments with data for which a least-squares fit of 
~(s; so' c) = (l-c)e-s / so + c yielded c ~ 0, we actually used a mod-

" I ified ~ (s), 4>" = e-sso , with So provided by the two-parameter fit 
(so, c). This was done in accordance with an attempt at removing the 
bias which seems somewhat more sophisticated than the ones described 
in the previous Subsection. 

Before proceeding to a presentation and discussion of results, 
we shall stop briefly to comment on the present status of computer 
implementation of the different methods. 

3.3.1.4 COMPUTATIONAL ASPECTS OF EXPERIMENTS 

It is clear that more sophisticated assimilation methods require 
more computer time; it is important that improvements in results not 
be obtained at excessive cost.. The discussion in this subsection, 
in conjunction with the results we present in 3.3.2, will show that 
the computer time necessary to implement the more successful ones 
among our methods is quite reasonable. 

The only additional computer time spent in applying our assimi-
lation methods is in the assimilation run itself: forecasts require 
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t};.e Si:\me time as if they were started from an initial state deter-

mined by conventional synoptic analysis. The time to carry out a 

24h forecast is essentially the unit of time required to make the 

comparisons that follow and are independent, to a certain extent, 

of the computer installation; there will still be a certain depen-

dence which comes f'rom the ration of time spent in data transmission 

to and from peripheral equipment to that of computing time proper. 

The timing at other installations will also depend somewhat on the 

forecast model itself; this dependence can be eliminated by studying 
" 

the number of arithmetic operations per 24h in each model, and 

comparing it with the corresponding number for the GISS GCM. 

The timing estimates we give are for the present version of 

the GISS GCM (v. Chapter 4), the present status of our assimilation 

methods and for an Amdahl 470/6 computer with 2 megabytes of core. 

A 24h forecast runs in 40 minutes; a 24h NO SAT assimilation run, 

in 48 minutes; a 24h SCM assimilation run in 58 minutes; and a 

24h SAM run in 96 minutes. 

The differences in time between the NO SAT assimilation and 

the forecast is accounted for by the time necessary to make two 

synoptic analyses; this time is very short since the present GISS 

method of objective analysis is very simple (Subsection 3".2.1). We 

notice that the SCM assimilation requires only an amount of time 

which is negligibly larger than the NO SAT run. 

The time necessitated by the SAM method as measured here is only 

about 60 percent longer than that for SCM. We hope to reauce this 

time even further. The present length of time is d;he to two factors. 

The first and most important is that the present version of SAM is 

still experimental: a number of diagnostic quantities are computed, 
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and printed which would not be required in an operational version 
of the code. The second vactor is that the solution algorithm for 
system (9) of Subsection 3.2.7.2\16 very inefficient: it does not 
take advantage of the symmetry of ~ and of its relative sparsity. -

We plan to implement a more efficient linear equation 
solver within the SAM method in the near future. We expect that -
an operational version of the code, without diagnostic quantities 
being computed and printed, will then run in a time much closer to 
that necessitated at present by SCM; say in not more than 75 minutes, 
or 50 percent over a NO SAT run. 

Herewith the description of experiments performed with both 
DST-5 and DST-6 data is complete; we are ready to present and discuss 
the results of( these experiments. 

3.3.2 COMPARISON OF RESULTS 

3.3.2.1 INTRODUCTION 

In this subsection we shall only discuss statistical measures 
of satellite-data impact on forecast accuracy. A more detailed 
study of the differences in initial states produced by the assim
ilation of satellite-derived temperature data, from a synoptic 
point of view, appears in Chapter 5, Evaluation and Verification 
Tests. Chapter 5 also contains a study of the effect of difference.s 
in the model-predicted large scale fields·on local weather forecasts. 
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The statistical measures of impact we used were Sl skill scores 
and root-mean-square (rms) differences. The meteorological fields 

we studied in particular were the sea-level pressure Ps and the 
height ¢ of the SOO-mb geopotential surface. First the difference 
between values of the field produced by a model forecast and the 

field·values of the NMC objective analysis at the same synoptic time 
were computed. These differences were computed for the synop-tic 

time 2 days and 3 days after the initial time of the forecast. They 
will be referred to in the sequel as differences at 48 hand 72 h 
after initial time, although they actually correspond to 45 hand 
69 h (see Subsection 3.3.1.1), respectively. 

The next step was to compute the rms value of the difference. 

The actual impact measure consisted in subtracting the rms 
difference for the control, or NO SAT, forecast from the rms dif-

ference for the experimental forecast. A positive value of this 
difference then means positive impact of, or improvement due to 
satellite data for the given experiment and quantity, while a nega-
tive value means negative impact. The com?utations for skill score 

impacts were done in analogous fashion. To preserve the simple con
nection above between positive difference and positive impact, the 
S1 skill scores were defined so that higher score means poorer skill, 
i.e., zero corresponds to perfect skill and 100 to no skill. 

The verification regions over which the impact was measured 

were North America, or NA, and Europe, or EU. The verification 
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region labelled NA was a latitude-longitude rectangle extenalng 
from 30 0 N to 70 0 N and 75°W to 130oW,while EU extended from 30 0 N 
to 8GoN and from lOoW to 40 oE. These regions were selected because 
the operational NMC analyses for them are reliaple, and because they 
are situated downstream from large a.reas over which conventional 
data coverage is sparse, i.~., the North Pacific and the North 
Atl.::.ntic basins respect.ively; moreover, .being densely populated, 
the importance o'f good 2 to 3 day forecasts for these regions is 
particularly great. The downstream effect of good satellite data 
coverage over the ocean basins to the west of the verification areas 
should be noticeable at 48 to 72h after initial forecast time, 
provided (1) the forecast model is sufficiently skillful, (2) the 
asyuoptic data are sufficiently accurate, and (3) their assimilation 
was done in a way which extracts the information from the data with-
out harming model performance. 

3.3.2.2 DST-S RESU~TS 

Due to the very limited duration of the DST-5 period, forecasts 
were performed for every day of the period, starting with August 20, 
1975 at 03Z. Tables 27 through 34 present daily values of Sl skill 
score impacts and \\.~ RMS impacts for Ps (SLP) and 4> (Z500), at 48h 
and 72h, over North America (NA) and Europe (EU): Tables! 27a, 2aa, 
29a, lOa, 31a, 32a, 33a; 34a give t.he Sl impactis , while Tables 27b, 

(~ 
28b, .,29b, 30b, 31b, 32b, 33b, 34b give the co~re,~ponding RMS impacts. 
Ex[?eriments 7336 through 8130 were completed, experiments 8637 through 
8708 are ~till being performed (compare Table 25 of Subsection 3.3.1 
for a description of the experiments). The columns labelled 8/20 
through 9/2 contain th~ resuits for the forecasts started on the 
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Table 27a. 40 HR. SL? 5,c1 LL £.CCRS ! 1i?:.CT eN NC;?'TH AI'ER!CA 

EX? 8/20 3/21 e/22 ;:/23 8;2/, 0/25 6/2& i!/27 8/28 8/29 '£:/30 3/ .31 9/1 9/2 

732u 1<;.0 79.1 78.5 6-;.& 64.4 i:.3~~ 67.6 65.-4 61.7 f.b.O 07.5 7'::; .6· 83.1 /:8.4 

7854 !..2 -3.0 6.1 7.1-1.6 (r.G 5.9 1.9 .3.8 -l.~ -0.6 5.7 2.6 -3.0 

7979 2.0 -1.7 7.9 ... ;.2 -2.4 ..:l .. U t>.l., 4.3 4.5 -0.9 1.a 7.3 5.9 -4.2 

EO:!6 1.3 0.9 4.5 6.:. -C.7 1.0 ! .7 1.6 l.t 1.4 -1.1 5.\J -l.a -3.2 

e! ~g 6.7 3.9 6.£ 2.1 -f.~ -3.3 -2.0 -5.1 2.6 -5.4 -0.7 .3 -0.5 -a.a 

E 13.1 4.5 0.6 8.6 7.4 -<;.5 -C.7 -0 • .3 -0.9 5.2 -S.C; 2.0 .5 9.1 -8.7 

86'7.·~ ...... 4.9 .... :J. 4.1.~~*~ -C.5 •• ~.* 1.24.~ •• -6.9*.*.~ 5.3.· ... 41 ... -5.7 

cc!.jS· ...... 1.0 5.c 6.9 -3.6 -l.e; 2.0 l.~'~' •• -5.D -3.7 6.5 3.2 -3.0 

Bc~b •• ~ •• -2.5 •• ~.~-11.5.~ •• ~ -J.7 •••• ¥ -4.a •••• ~ ••• ~~ •• * •• ** •• ~**~*~ •• * •• 

a662""'''''* 4 • .0 ...... 6.5.~ ••• -2.0**."n -2.0' •• ~. -5.2 •• *** 0.7*." •• -7.4 

c6:;.2·.· •• ~ 2.2*{::'~" !j .. 74f."' •• "¥ "J. 2""". * .. ~.1.*.;¥ -4.9.*.~ ••••••• ******.** 

67C;d.CO""~ 2.a .... ~'" -l.2 ...... 4.~.** •• * ••• * •• , ••••• **4* ••••••• ** ••• ~.*.~* 

.#~¥~~XPERlMEHT~.* •• * 
AVE SO SE 

70.74 7.c~ 1.Be 

68.9B 7.37 i.~7 

6d.01 7.12 1.90 

b~.44 7.22 1.93 

71.42 5.63 1.5 C 

69.76 6.29 1.6E 

69.37 4.68 1.77 

69.95 5.31 1.52 

75.03 7.53 3.77 

70.37 5.06 1.91 

&7.;)6 6.72 3.01 

63.66 a.67 5.01 

~ ••• D[FF.FRCMl7336) •• *. 
AVE SO SE 

C.o C.C C.O 

1.76 3.51 0.94 

:<.74 3.<;6 1.06 

1. ::1 2.66 0.71 

-C.e8 4.85 1.30 

C.99 5.85 1.56 

):;.32 5. 01 1.89 

C.7'i 4.23 1.22 

-5.63 4.GO 2.00 

-0.£.9 5.G2 1.90 

1.66 4.28 1.92 

1.B7 2.f9 1.55 
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Table 27b. .8 Hli. 5LfI flMS IMP~CT c .. He."H ~MEI!'CA 

eJ(p 8~20 8.121 8.122 8.12~ e.l24 8.12! 8'26 8.127 8.12e 8'29 8.130 e, 31 9.11 9'2 

7:!!6 2.8 5.6 6.0 5.6 •• 1 4.1 !5.4 e • .5 4.3 •• e 4.7 •• 9 4.1 3.2 

7as- 0.1 -0 •• o.e o.e -c •• -t.l IJ 1.1 C.4 C.l -0.1 0.4 -0.2 -0.1 

7970 C.l -0.2 1.0 C.7 -c •• -C.6 0.7 0.6 C.l C.I 0.2 0.2 -0.1 -0.0 

8036 C.I 0.1 0.8 o.e -c.c C.2 0.0 0.0 -c •• Oa2 -0.0 0.0 -0.5 -0.3 

U19 0.6 -0.1 -0.0 0.6 -C.4 C; •• 0.6 0.5 C.O -0.4 0.1 o.a -0.0 ••• •• 

8130 C.3 -0.1 ,1.2 1.0 -C.6 C.I 0.3 1.1 C.7 -1.8 0.4 -0.0 0.9 -0.3-

86.17 ••• •• O.Z •• ••• 
O.S ••••• -0.2 ••••• -a.e ••• •• -0.7#.··· O.Z····· 0.3 

e645 -0.1 -0.0 1.2 1.1 -t.6 -0.1 0.6 -a.e -O.Z -0 •• -c ... 0.5 -1.1 -0.2 

E656 ••••• -0 ••••••• -0.9 ••••• -C.9 ••• •• 0.2 ••••••• ••••••••••••••••••••••• 

E66Z ••••• -0.1 ••• •• 
0.3 ••••• -0.2 ••••• -C.g ••••• -0.3 ••• •• -z.e····· -0.3 

86<;Z.···· 0.3 ••• •• e.g····· 0.0 •• ••• e.5 ••••• -0 ••• •••• 
0.3 ••••• -0.2 

e7ta ••••• -0.2····· o.Z ••••• -C.C.···· o.e ••••• -C.6 ••• •• 0.3 ••••• -0.2 

••••• EXPER I lENT •••••• • •• to IF ..... Re .. '''~~61 •••• 
• '<IE sc ~E ."E !C SE 

4.79 0.93 C.2!i c.e 0.0 0.0 

4.49 0.72 O.I~ C.29 C.51 0.1. 

•• 62 0.7C 0.19 C.l? c ••• 0.12 

4.72 0.79 0.21 C.C6 c.35 0.09 

4.76 0.83 0.23 t.15 C.l5 0.10 

... 56 0.96 0.26 C.22 C.el 0.22 

,.97 1.34 0.51 -C.02 0.!57 0.22 
00 
":J~ ...-

".7S 0.77 O.ZI 0.01 c ••• c.17 
"",0 
92 

5.96 0.66 0.33 -C.52 C.!!2 0.Z6 
~> 
~t"" 

~ 

5.56 1.56 0.59 -C.61 I.C. C.39 d"d > 
4.7. 0.87 0.33 c.ZI 0.42 0.16 ~~ 

~;.--

•• 92 0.91 0.3. C.03 C: •• 5 C.17 
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Table 28a. 72 HR. s~p SKILL SCORE '''PACT eN NCI1TH AIIE;UCA 

EXP 8.120 8.121 8.122 8.123 8124 S/~5 8.126 8.127 6/28 e.l29 8/30 S/31 9/1 9/2 

733<. 0;4.1 90.3 77.2 76.0 67. e 78.8 7::>.2 77.4 72.4 eO.7 82.3 91.7 77.0 72.<; 

1854- 2.7 -1.3 6.5 6.6 -3.6 -0.<1 5.0 2.8 O.b 4.2 -1.9 12.3 -1.7 -3 .. 3 

7970 2.5 5.2 3.7 3.7 -2.6 1.3 7.9 6.4 -1.2 4.6 2.5 16.4 -0.1 -5.0 

S036 2.4 ,<.2 9.4 5.4- 2..3 2.7 .... v 3.3 -2.5 1.4 1.5 8.3 -4.9 2.3 

a 119 12.3 1.0 4.1 6.3 -3.1 -.c.9 -6.0 -3.5 -7.2 -2.6 2.0 7.5 -2.5 -6.:;; 

0130 7.3 10.6 5.5 10.8-11.5 -5.9 -4.1 4.1 -4.1 1.2 4.5 3.::S -3.6 -7.0 

86."37 ..... '" 6.6* •• *· 10.2* •••• -2.9** •• * -2.8 ••••• -2.05.*.~* 9.8 ••••• -7.8 

!3645"'*~.· 8.2 6.3 <i.9 -9.2 -4.3 3.9 8.5 ... • .. • 0.4 3 .. 2 7.3 -2.0 -3.0 

ec56"~""" 3.5 ••••• -4.4~ •••• -5.8 ••••• -2.8.* ••••••••• **···~*~¥*····¥*··· 

8062.*" •• &.5· •• •• 8.8 ...... -1.7 ••••• 5.9 ••••• -2.1*.* •• 0.3* •• •• -8.6 

ao<;2.*.~* 6.3-""'.·· 9.1 ••• *. -2.0 ••••• 2.5 ••••• -1.9 ••••••••• ~ ••• *.····. 
e7C<:I •••• * 5.6 ••• •• 5.2.···· 0.4 ••••••••••••• * •• ·.···*·············*···· 

«"",*,,-I;. "' ... ,..:; •• ,;::tw:,;..:.·"':.;c;~:::::.:~:,~.~:::~~.;,:.::.,,.h'.::;..~:~,~ .• :~·:.:. ,:;.:'~, .... ......:; " ,.., 

, .. 

••••• EXPERIMENT •••••• • •• *OIFF.FROM(7336) •••• 
AilE SO SE AilE SO SE 

79.56 7.68 2.05 0.0 0.0 0.0 

77.55 7.30 1.95 ·2.01 4.57 1.22 

76 .. 32 6.23 1.66 3.24 5.18 1.38 

76.79 7.43 1.9<; 2.77 3.66 0.93 

79.63 5.25 1.40 '-".os 5.83 1.56 

78.81 6.02 1.61 0.75 6.C;;4 1.85 

79.60 6.22 2.35 1.51 7 .. 19 2.72 

76.51 5.96 1.72 2.44 1:.04 1.74 

82.98 3.23 1.61 -2.36 4.12 2.06 

79.96 8.15 3.08 1.15 5.~7 2.26 

77.85 7.03 3.14 2 .. 79 4.'i1 2.19 

77.96 6.<;5 4.01 3.74 2.57 1.66 
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Table 28b. 72 HA. SLP AMS IMPACT C" NCIITH AMfAICA 

••••• exPERI.ENT •••••••••• OIF •• FROMC7l36' •• •• 

EXP '..,20 8.121 8.122 8.123 e,24 e,~~ 8.126 8.127 e,28 e,29 e,30 &.131 CUI 9.12 ~"E SO 5E _Vf 5D se 

73Z6 6.4 6.7 6.0 4.6 4.7 e.e 6.9 6.5 !:.~ 5.7 ~.6 4.5 4.0 4.3 5.59 1.01 0.27 C.O o.c 0.0 

7854 e.5 -0.6 0.5 0.1 -0.3 1.0 1.6 t.3 C.3 0.5 -0.3 0.6 -0.1 0.5 5.20 0.9:3 0.25 (.39 0.62 0.16 

7970 0.4 0.4 O.S -0.3 -o.e 1.2 1.4 0.7 c.o 0." -0.1 0.3 -0.2 e.3 5.30 0.70 0.1 'Ii C.30 G.e7 0.15 

8036 0.5 0.5 0.9 0.2 0.2 0.6 C.2 -0.4 -C.2 -0.0 -0.6 0.3 -0.2 0.5 5.42 1.02 0.27 e.18 0.42 O.ll 

8119 1.1 -0.9 0.6 0.1 C.l G.2 0.6 0.1 -C.2 0.1 0.5 0.4 -0.5 •• ••• 5.53 0.99 0.27 C.17 C.52 0.14 

w 
I 

f-J 8130 0.9 1.0 0.3 0.2 -C.7 C.6 0.9 0.8 -C.6 -0.2 0.7 0.1 o. I -0.6 5.3. 0.71 0.19 CI.25 G.el 0.16 

f-J 
~ 

e637 ••••• 1.0 •• ••• 0.5 •• ••• 
C.7 •••• • 0.2 ••••• -C.4 ••••• 0.7 ••••• -0.1 5.22 1.08 0.41 0.37 C.4& O.le 

e645 0.3 1.2 o.e 0.2 -1.2 0.4 e.9 1.1 -1.0 -0.4 -0.5 0.0 -0.4 0.2 5.47 0.81 0.22 C.13 C.7. 0.20 

8656 ••••• -0.1 ••••• -0.' ••• •• -0.1 ••• •• 
1.3 •••••• 4 ••••••••••••••••••••••• 6.06 0.92 0.4e 0.10 C.84 0.42 

(!b62.···· 0.7 ••• •• 0.5 •• ••• 0.9 ••• •• 
1.1 ••••• -C.3 ••••• -I.e ••••• -0.2 5.45 0.83 0.31 C.14 1.00 0.38 

'692 •• ••• 0.9"*" -0.1 ••• •• 1.0 •• ••• 
0.8 ••••• -0.5 ••••• -0.3 •• ••• 0.0 5.35 0.74 0.28 C.2· c.e2 0.2" 

f7ee •• ••• 
0.6 ••••• 0.'.···· e.9 ••• •• I •• ••••• 

C.3 ••••• -0.2 ••••• -0.1 5.17 0.69 0.26 0.42 c.el' 0.22 
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~ 
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i 
I 
r Table 29a. 46 HR. Z500 SKIL.L SCCRE ,f,iPACl ON NCnTH A~ERICA 
I~ 
~ ••••• EXPER J r~ENT ........ • ••• OIFF.FROM(7336) •••• 
" ~ EXP 8/20 8.121 8/22 8/23 8.124 8.125 8/26 8/27 8/28 8/29 8/30 6/31 9/1 ·~.12 AVE SO SE AVE SO SE 

t 7336 40.0 4:7.3 52.7 51.5 54.3 ~4.9 42.7 47.4 40.7 49.5 43.1 54.9 55.5 ::38.0 47.32 5.<;1 1.58 C.O O.C 0.0 

! .~ 
" 7654 -a.o -1.9 5.4 6.0,-1.3 -4.4 2.0 0.8 C.3 -0.6 -1.6 5.5 -.3.8 -2.4 47.12 5.70 1.52 0.20 3.38 0.90 , , 
t .j 

I 
,1 

7970 0.2 -0.6 5.1 6.1 -3.2 -2.3 2.5 3.0 -3.0 -1.2 -2.1 6.8 0.1 -4.8 46.85 5.08 1.36 0.47 3.6.7 0.98 

! 1 , 8036 -0.6 -0.1 4.2 ~~4 -2.0 0.5 -1.5 -3.1 -3.4 -0.3 -0.2 2.7 -2.2 -2.2 47.45 5.37 1.44 -C.13 2.82 0.75 
~ 
~ 

W iH19 -2.1 -2.4 7.2 9.3 -1.7 -1.7 2.1 O.t! 2.8 -0.2 -0.7 7.2 -2.8-13.4 47.00 5.73 1.53 0.32 S.S8 1.49 " 

I 
j 
:i .... 

IV Sa31l -2.<; -0.9 (> .1 9.5 -~.2 -1.4 -0.7 2.2 1.1 -1.7 -3.9 6.4 1.6 -9 •. 1 47.03 4.58 1.22 0.29 4.75 1.27 j 
0 " 

e037 ••••• -4.1 ••••• 5.9 ••••• -1.8* •••• 0.9 ••••• -1.7 ••••• 2.5 ...... -8.5 48.59 2.91 1.1 C -C.95 4.66 1.76 .~ 
864:> ...... -3.2 4.4 6.7 2.3 -0.3 0.6 1.5 ••••• -2.9 -1.8 3.5 0.1 -7.8 48.22 4.04 1.17 0.26 3.88 1.:2 .~ 

8650.* ••• -4.0.~ •• * 3.1 ••• *. -3.4.** •• -4.0 ••••••••••••• ~ •••• ~ ••••••••••• 49.86 1.74 0.87 -2.0? 3.48 1.74 1 
~ 

8062 ••• "$ -1.7 ••••• 6.7.' •• ' -1.7 •• ,. •• 0.4 ••••• -2.4 ••••• 0.1." ••• -7.3 41:.48 3.tS 1.39 -C.84 4.19 1.58 

1 80<;O.!. •• :I< •• -2 •. 9 ••• " 7.5 •••• ¥ -0.4'."* 2.7 ••••• -1.1* ••••••••••••••••••• 46.95 3.17 1.42 1.17 4.06 1.82 

S7Ct! ••••• -2.5 ••••• 5.1 •••• • 2.b ••••••• ··.c ... * ••• * •••• * •• $* •• ~ ••••• " ••• 46.10 3.78 2.Uo 1.74 3.91 2.26 

I 
1 
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Table 29b. 

EXP 8'~0 8'21 U~2 

7336 29.1 48.7 59.1 

7854 -1.8 -0.5 •• 7 

7970 -1'-' -2.3 7 •• 

8036 -1.4 -0.0 4.5 

8119 -0.2 -2.8 9.0 

8130 -1.1 -2.3 9.1 

8637 ••••• -8.4 ••••• 

e645 -3.4 -7.8 5.6 

.;; •• ,' 'I--':~ }';"':$ •..• ~~---, •• ----r-- "" u ~ _ .. ,W.. ~~;:e;,:s. ~.'~i ",._:,.,. .. ..:., •••• _~,;.,.,~ J:·~·<'·!-:.f~'.~"f::" ... -,.iS·,~ .. ;(·:"(!!~ 

48 HR. z~oo RMS IMPACT C~ NC~TH AMERICA 

~, .. 

••••• EXPEAtMENT •••••••••• OIFF.FROMC7336 ••••• 

'i 

;! 

""'1 
~ 

., 
i 
" 

, 8'23 8'24 8'~~ 8'26 e'27 e'28 8'29 8'30 U3. .,. 9'2 A~E SO SE ~VE SO SE '" 

!!2.1 !!7.e :S'.I.! 51.9 tJ.9 4(.9 !!'!\.4 36.4 57.8 52.8 37 •• 49.73 .0.08 2.69 c.o e.o 0.0 
1 
1 , 

9.8 -3.3 -3 .. 7 8 •• 14.0 2.5 -0.4 -4.2 12.0 -2.2 -1.2 47.31 8.66 2.32 2.42 6.20 •• 66 
'.~ 

~ 
9.2 .,..2.8 -1.0 -e.2 "'9.0 -2.2 -5.7 :~ 5.7 -e.7 -3.2 0.4 49.75 e.17 2.18 -C.02 !.52 1.47 "1 

i 
9.7 -3.7 1.1 -0.2 -4.6 -7.6 -3.6 -4.8 3.! -5.2 -2.8 50.e. 9.<;16 2.66 -'.08 4.6. •• 23 ~ 

i 
14.«1 -3.7 -1.4 7.2 5.6 e.7 -4.2 -4.8 7.0 0.8 ••••• 48.53 9.53 2.64 2 •• 4 e.eo 1.66 i 
13.7 -s.o ~ .. 2.3 14 •• 1.8-10.3 -6.4 6.8 2.7 -9.3 48.43 9.28 2.48 1.30 7.73 2.07 

12.3 ••••• -3.4 ••••• 3.2 ••••• -4.4 ••••• 6.4 ••••• -5.5 52.57 8.36 3.16 C.02 7.48 2.e3 
1 

12.9 4.0 ~Q6 2.2 8.6 3.5 -3.8 -7 •• 7.1 -1.6:-11.1 48.92 7.ge 2.13 C.80 6.COO •• e. ~@ 
e656 ••••• -7 ••••••• -19.7 ••••• -15.5 ••••• -4.6 •••••••••••••••••••••••••••••• 65.86 6.99 3.50 -".72 7.09 3.5. '"Ot;) 1 

8~ l 
8662 ••••• -3.e ••••• 11.3 ••••• -1.8 ••••• -0.6 ••••• -!.3 •••• t-13.3 ••••• -5.0 55.22 11.26 4.26 -2.63 7.38 2.79 

1 ~~ 
8692 ••••• - •• 20 •••• .3.2 ••••• -1.8 ••••• 13.' ••••• -.~5 ••••• 8.9 ••••• -5.4 49.32 6.53 2.47 3.27 e.35 3 •• 6 ;:)'1; .j ~g; 2.0 ••••• -io.6 

.. 
87ee ••••• -~.3 ••••• 10 ••••••• -5.3 ••••• ••• 6 ••••• -.1.2 ••••• 53.51 8.2" 3.12 -C.92 10.22 3.86 1 

~: ! 

I 
I 
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Table 30a. 

EXP 8.120 tl.l 21 8.122 

'3:36 51.9 57 • .3 E2.6 

705 .. -1.5 -3.2 4.6 

7970 2.2 1.5 1.6 

S036 -1.3 1.5 7.2 

Sl1\1 0.7 -1.1 9.9 

8130 -1.4 3.1 8.6 

£637 ••••• -2.4 ••••• 

6645 ••• ** -0.7 6.6 

f656 ••••• v.I ...... 

e~62 ••••• -0.6.$ ••• 

e6~2 •• ~ •• -l.g ••••• 

57CI:> ••••• 0.8 ...... 

; 'J;~''':-. '<;~3i..;r; '1"7~ ... _. J .... ,~ ,. -::;- .' -~."".".~ ~.::;a: ...... -~;:"l"'"--;'-' "-.':,,>~~~-~-;--:-~--.-:.;.-,'tlt;-,'1": • .:lo"e;""~P-+'~~'~-·""'·~'+-",):,f.f",~~~';Y::·"'!¥fi;i#!~ 

72 HI'! • .£500 SKll...L SCO~E l"PACT ON NORTH A~ERICA 

8.123 U.l24 ti.l2!> 8/26 8.12.7 8.128 S/29 6/30 8/;al 9.11 9/2 
59.8 53.9 4=.7 54.5 SlO.S 51 .. 5 !:.:S.6 57.0 60.4 50.0 48.7 

4.4-10.4 -5.3 3.6 1.7 0.3 -1.0 -1.5 4.5 -3.8 -1.0 

.3.9-10.3 -3.3 4.2 -0.2 -2.9 0.2 -0.3 4.S -4.1 -2.7 

6.S -1.3 -0.6 0.3 -9.8 -5.9 -1.0 7.5 1.4 -3.2. -0.4 

10.6 -5.3 -4.1 1.0 0.2 -2.1 0.1 3.5- 7.8 -8.0-11.4 

8.4-11.2 -2.8 -2.0 -2.9 -3.4 -1.9 4.9 3.8 -4.4-12.0 

2.8*· ••• -3.J ••••• -3.1 ••••• -5.6* •••• 1.0 ••••• -6.4 

3.9 -1.1 -4.4 1.ft 0.24 •••• -7.3 2.G 1.9 -2.4 -6.1 

2.6 ••••• -2.2 ••••• -7.9 •••••••••••••••••••••••••••••• 

2.9 •••• * -4.7 ••••• -l.b~;.'. -4.1 •••• ~ 0.7** ••• -0.5 

.3.6 ••••• -~.1.* ••• -1.1 •• ~ •• -4.' •••••••••••••••••••• 

2.6 ••••• -0.2 •••••••••••••••••••••••••••••••••••••••• 

••••• EXPERIMENT ••• $ •• 
AII·E so SIi: 

54.46 4.74 1.27 

55.07 4.11 1.10 

54.94 4.21 1.13 

54.37 4.60 1.23 

54.33 3.43 0.92 

55.40 4.09 1.0<; 

5 ... 85 3.83 1.~ .. 

55.37 2.e7 0.83 

56.44 6.42 3.2 , 

55.57 4.06 1.53 

55.59 3.910 1.76 

53.16 6.32 3.6!: 

_'"'t " ~ 

! 
j 

'-o! 

••• ¥OIFF.FRCM(7336) •••• 
AilE SO 5E 

0.0 e.o 0.0 

-0.61 4.29 1.15 

-C.39 4.05 1.08 

0.09 4.e. 1.29 

0.13 6.38 1.70 

-e.94 6.2. 1.67 

-2.42 3.30 1.25 

-C.45 4.13 1.19 

-1.81 4 •• 9 2.24 

- ~. lit 2.64 1.00 

- I.;::, 3.20 1 •• 3 

1.11 1.42 0.82 

1;; 
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Table 30b. 72 HII. Z'CO AlliS 'MPACT C .. NOfITH ~"'ERICA 

EXP 8~20 8/21 8~22 e~23 8~24 e~25 8/26 8~27 8/28 e~29 8/30 8/31 9/1 '/2 

~336 53.9 70.1 G8.0 65.8 e •• o 49.7 7S.8 EI.9 58.7 ~6.5 58.1 S8.a 42.1 ~2.3 

785. -1.9 9.6 7.8 7.7 -9.3 1.3 23.4 15.6 3.9 -0.3 -0.7 7.4 -7.4 -3.4 

7970 ~.2 1.9 9.3 3.9-1C.6 -5.5 15.4 6.5 -3.5 -0.7 -4.9 5.5-10.7 -7.4 

8036 -1.3 ~.2 11.0 12.6 -1.4 1.1 1.7-19.7-11.8 -E.8 6.6 0.2 - •• 6 -2.3 

8119 i.8 -1.2 16.6 .18.0 -!l.4 -2.8 16.3 3.0 -C.3 -3.8 0 •• 7.4-14 ••••••• 

el30 1.5 5.S .2.5 12.8-11., -5.7 13.6 1.3 -7.4-41.8 •• 1 ~.5-1S.0-13o~ 

8637 ••••• -5.5 •• $.. 8.7 •••• ~10.7 ••••• 12~0 •••• *-13 •• ~ •••• 0.2 ••• $$-.4.3 

8645 -0.3 -4.2 13.2 8.6 -4.3 -8.3 10.0 9.3-12.7-13.6 ~0.7 2.2 -7.6-14.5 

8656 ••••• -1 •••••• --30.1..... 9.4 ••••• -3.3 •••••••••••••••••••••••••••••• 

e662 ••••• -0.9..... 6.6 ••••• -23.9 ••••• 10.8 ••••• -41.5 ••••• -5.9 ••••• -5.6 

8692 ••••• -1.3..... ..3 ••••• -8.5 •••• $ 9.e ••••• -7 ••••••• -0.2 •••• __ .0.9 

f7Ca ••••• -0.9..... 2.1 ••••• • ~.o~ •••• 12.5 ••••• -8....... 2.6 ••••• -2 ••• 

ri 
? 
-.~ 

,~ 

."~ 

1 
'1 
.q 

••• •• exPERI.ENT •••••••••• OIFF.FRO.(7336 ••••• 
AVE' 50 5E AVE !C 5E i 

se.76 9.72 2.6C e.o c.e 0.0 

54.93 6.65 1.78 3.83 f.es 2.37 

58._5 6.E2 1.77 C.31 7.79 2.08 

59.51 10.e1 2.89 -C.75 C.50 2.27 

57.29 6.5. ..81 2.74 ~.55 2.65 

6~.75 .2.0l 3.2. -2.99 '4.75 3.9. 

61.15 S.12 3.29 -~.~8 le.60 •• 00 

60.4' 7.62 2.04 -I.es 9.29 2.4S 

68.20 22.e3 •••• 2 -6.32 .6.78 8.39 

6 •• 49 9.55 3.61 -3.62 1 •• 17 •• 22 

59.27 6.58 2... - •• 40 e.ll 3.07 

57.88 .1.63 4.39 -C.Ol ').93 •• 51 
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Table 3la. ..8 HR. SLP SKILL SCOFiE I ",PACT eN EURCPE 

EXP 8/20 8/21 8/22 8/23 e.l24 a/25 8/26 8/27 8/28 e/29 8/.30 tl/31 9/1 9/2 
73:;6 73.4 b4.6 67.8 66.2 6c.6 6S.6 62.5 64.1 6e.o eB.2 66.5 55.061.3 70.3 

7854 ,).6 1.2 -0.2 -1.3 C.8 5.3 d.5 -0.6 0.6 I.U 3.4 -2.6 2.1 -0.9 

71970 0.1 -1.0 -2.2 -1.4 .3.0 4.4 5.9 0.7 1.1 2.0 3.1-1.6 3.9 5.4 

e03b 2.3 -2.1 1.5 -4.3 -1.5 -1.0 5.2 1 • .3 1.3 5.9 6.7 ".8 -0.2 0.2 

el19 -2.1 -3.8 3.2 -6. b - C. 5 - 1 .0 7.6 -1.7 -';.9 2.0 -O.b -4.7 -5.d-l1.3 

8130 O.~ -I.e -1.6 -B.7 -4.1 e.3 1.387 -4.0-14.7 -4.7 -5.3 -2~8 3.0 -9.1 

«:637 ••••• 2.8 ••••• I.S ••••• -1.5 •• '1' •• 2.0 ••••• -2.0 ••••• -6.6 ••••• -0.4 

e645 ••••• 2.1 -2.5 -2.1 -1.9 -4.4" 3.7 4,.34~ ••• -1.0 0.2 -3.9 0.5 0.7 

e~56 ••••• -0.3 ••••• -6.b.~ •• * -3.4 ••••• 5.7.~ ••••••• *.*.* ••••••••• ** ••••• 
Sc.b2 ••••• 1.6 •• , •• 1.S ••••• -0.5**.*. -0.5 ••••• -0.2 ••••• -5.1 ••••• 2.3 

e692 ...... 2.3 ••••• O.3« •• ~. -O.~ ••••• 0.7 ...... -3.1 •••••• ** •••••••••••• 

e7C6~ •••• -0.7 ••••• -4.0 ...... - ... :l>Il ••••• ~~',' •• ,.* ......................... * ••• 

• •••• eXPERIMENT •••••• 
AVE SO SE 

66.86 6.45 1.72' 

65.31 4'.69 1.25 

65.19 5.61 1.5C 

65.64 6.09 1.63 

69.16 5.45 1.47 

69.04 6.38 l.7a 

6b.Ol 4.43 1.68 

67.24 5.95 1.72 

67.26 7.02 3.51 

65.52 3.51 1.33 

66.66 4.06 1.81 

70.45 5.30 3.0e 

,', 

•••• OIFF.FRON(7336) •••• 
AVE SO SE 

0.0 r:.c 0.0 

1.55 2.92 0.7B 

1.67 2.69 0.72 

1.22 2.99 0.80 

-2.30 4.77 1.27 

-2.18 7.17 1.92 

-0.58 3.31 1.25 

-C.3S 2.ao 0.61 

-1.14 5.24 2.62 

-C.09 2.48 0.94 

-0.14 2.00 0.69 

-3.65 2.80 1.u2 

}:.." 

J 
""~ 

'j 

1 
i 
j 
l , 

.<~ 
~ 
'j 

j 
1 

j 
1 
i 
1 
1 
i 

.J 



" 

.' 

.~ 
:, 

r 

! , , 
t 
! 

~ f , .' 

~ f 
: I 
I' ; I 
: I 
, j 

:, ;' 

,~"'-. 

W 
I 

I-' 
r-v 
U1 

,~"~ .'",.""~:~ ,-, .S .. ' __ ··· ~t_"aa , .• ",."'~ "'~". l~t~~~ .. 

Table 31b. 48 HA. SLP AMS IMPACT ON EUACPE 

~~-'.·"'-14f" '5,Aor~~P'TJ"JIIIf'I 
"'1 '; 

j 
r<j 

l 
.1 
J 

,1 
EXP 8'20 8'21 8/22 8/23 8'24 e'25 8/26 8/27 8~28 e,29 8/30 8'31 9'. ••••• EXPEAI~ENT •••••••••• O.FF.FRONC7336) •••• 

9'2 A~e so SE AVE SO SE 
.1 

7336 !e3 5.1 4.0 3.7 ~.5 7.7 6.7 4.1 3.2 5.1 6.8 5.7 3.6 4.0 4.89 1.43 

1854 0.0 0.7 0.6 0.5 C.9 1.2 0.8 0.2 C.g •• t 1.1 0.5 0.6 0.5 4.20 1.24 

7910 0.0 0.6 0.6 0.4 e.9 C.9 0.9 0.6 C.9 0.5 -0.0 0.2 4.5 0.7 4.34 •• 43 

8036 0.1 0.3 0.6 0.4 0.3 0.2 0.7 0.5 C.l 2.8 0.9 -0.2 0.1 0.3 4.39 1.50 

8119 -0.4 0.2 -0.7 0.4 C.8 1.2 1.2 0.6 -C.7 1.6 0.5 ••••• -0.9 ••••• 4.60 1.08 

8130 -0.9 0.7 -0.6 0.0 C.9 1.7 2 •• 0.1 -C.6 1.9 0.0 2.3 1.1 -0.5 4.28 1.08 

8637 ••••• -1.0 ••••• -0.9 ••••• - •• 4 ••••• 0.7 ••••• 1.1..... 0.7 ••••• -0.0 5.18 1.91 

86.5 -0.5 -0.3 0.2 -0.5 C.4 -0.6 0.0 0.7 C.3 1.4 0.9 a.o 0.2 0.4 4.64 1.51 

8656..... 0.3 ••••• -0 ••••••• -1.9 ••••• l.t •••••••••••••••••••••••••••••• 5.38 2.87 

E66Z..... 0.7 ••••• -0.6 ••••• -C.g ••••• o.~..... 0.6..... 1.1 ••••• -0.5 4.97 •• 61 

8692 ••••• -0 ••••••• - •• 1 ••••• -0.7 ••••• 0.4..... o.e..... 0.3..... 0.1 5.16 1.57 

87e8 ••••• 0.1 ••••• -0.3 ••••• -1.3 ••••• 0.8..... 0.3..... I.e..... 0.2 4.84 •• 91 

'-". 

0.38 C.O e.G 

0.33 G.69 G.3S 

0.38 0.55 C.3. 

0.40 G.SO C.13 

0.31 G.30 «:.83 

0.29 G.61 1 •• 3 

0.72 -G.12 e.98 

0.40 C.~6 0.41. 

1 •• 4 -e.23 •• 26 

0.6. 0.09 C.76 

0.511 -C.IO iIi.67 

0.72 e.22 0 ••• 

0.0 

CI.09 

0.08 

0.19 

0.2. 

0.30 

0.37 

a.l. 

0.63 

0.29 
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Table 32b. 72 tdl. !Lf: RMS IMPACT C~ EU~CPE 

EXP 8.120 a'21 8.122 .'23 e,24 • .l2e 8.126 • .127 • .12 •• .129 a.l~~ • .131 9" 
••••• eXPEAIMEHW •••••••••• DIFF.FAO~«7~~6 ••••• 

~.l2 ~~E 'SO se AVE 50 SE 

7.).)6 4.9 4.8 4.2 6.1 7.40 11.2 8.3 3.9 ~.7 E: •• 7.6 4.6 4 •• 5.4 6.11 2.02 0.54 c.o c.o 0 .. 0 

789 e.7 0.2 0.2 I.a c.s 1.4 1.0 0.2 C.6 1.2 0.2' -0.5 0 ... 0 •• 5.56 1.1. 0.46 0.55 C.51 0.14 

7970 0.3 0.4 0.3 1.2 1.4 I.e 1.1 0.9 Cool -C.3 -0.3 -o.a 0.7 0.3 5.55 a.,. 0.4e (.56 G.e4 0.17 

8036 -e.2 0.1 0.7 o.a 0.6 1.2 2.1 0.8' 0.3 0.9 0.4 -0.2 1l.0 0.7 5.52 1.11 0.46 0,,60 Cl,,60 0.16 

ela9 0.7 -0.0 -0.3 i.l 1.7 2.2 2.0 -0.4 ~.7 1.6 -0.6 ••••• -0.4 ••••• 5.4~ 1.10 0.49 c.e7 1.la o.~. 

el30 0.5 0.8 -a.o 0.6 1..6 3.E 2.9 -0.8 1.4 0.6 -a.4 0.5 -0.3 0.2 5.37 1.46 0.39 0.1. I.SG 0.40 

e637 ••••• -0.8 ••• 0. -0.3 ••••• -1.0$ •••• 0.4 ••••• -0.5 ••••• -1.4 ••••• 0.4 6.58 2.72 1.03 -0.46 0.68 0.26 

8645 ~(·.2 0.2 -0.4 -0.9 G.6 -0.3 0.9 0.2 0.6 0.8 u.s -0.4 0.5 0.7 5.92 2.0Z 0.50 0.19 0.154 0.1. 

e656 ••••• 0 ••••••• -2.6 •• ~ •• -1.4 ••••• 0.1 •••••••••••••••••••••••••••••• 7.38 4.10 2.05 -0.8a 5 ... 2 0.71 

0.7 ••••• 0.4 ••••• -0.0 ••••• 0.5 ••••• -o.Z ••••• -0.2 ••••• 0.1 5 .. 93 :',2.59 
00 

£662 ••••• 0.9. o.la C.35 0.13 ~ t:O 
~ 

e692 ••••• -0.4 ••••• -0~5 ••••• -0.0 ••••• -1.1 ••••• 0.1 ••••• -o.g ••••• 0.4 6.47 2.20 0.83 
,~O 

-C.;!5 0.56 O.ZI 8 Z 
E7C8 ••••• ~.7 ••••• -0.5 ••••• -98.2 ••••• 1~7 ••••• -0.' ..... -0.1 ••••• 1.1 !9.76 39.54 , •• 9~ -13.64 37.2a 14.09 !;d E:= 
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Table 33a. 48 H~. Z500 !:K1LL SCCRE l"PACT ON EURe?E 

·.··¥EX?ERIMENT •••••• EX? /.1/,0 8/21 8/22 8/23 8/24 r;-../c~ d/<!o 8/27 8/':6 e/z') 8/30 3/ ..1,. 9/1 <;/2 ;"VE SD S£ 
7336 57.:3 =7.8 56.ii 53.3 51 .. 1 5':1.4 58.4- 46.3 .. C.2 48.5 51.S 44.9 4b.2 50.7 !:1.58 5.n 1.57 

7854 7.7 2.0 -4.2 1.5 0.6 \I. I 9.3-1.5 -1 • .3 -1.2 5.4 -4.4 -2.4 -2.S 5 C.29 4.44 1.19 

7970 4.(. 1.6-1.6-0.3 ~. 1 t:.2 7.:> C.9 -0.2 -1.1 3.6 -2.3 -2.3 ;U?- 50.09 4.53 1.21 

8036 5.4-1.0 -0.2 -0.1 1. 1 4.2 7.0 2.9 -C • .3 '-1. S 1.4 -5 '~J -5.Z -5.1 51 .. 34 4.£8 1.30 

E 119 ~.o 0.7 2.0 -1.6-E.1 3.3 -3.7 -2.9-17.2 -3.1 -5.3-13 • .3.-10.2 -8i.O 56.03 3 • .35 0.90 

81.l0 4 • ..1 -I.J S.d -) • .3 -4.0 lC.O 3.4 -2.£>-14.5 -5.1 -7.9-10.0 1.2 ·~7.7 53.90 4.20 1.12 

E637 ....... !> .'~~" 4- •• 2.6 .... ". -G.(j • .-4= .... 4.3; •••• -5.6.~~ •• -4.9 ...... :.'" -0.:> !:.1.69 5.~9 2.26 

\ ceet:., ...... 5.0 7.4 .3.6 -1.2 -0~7 5.1 .:1.3." .... -2.9 -0.6 -3.d -C'.9 '-1.1 5:).69 4.06 1.J ~ 

6050 ....... ~ ...... ~ ~¥ -3.5' •• *¥ -2.6.~ •• * 1.6 ..... - •• ~ ........... *. ** ...... ' •••• ~. <-':-:;':;;:';"3 7.3.3 3.66 

ec62 ** •• 1' 5.6 ••• ~ .. 4.1.¥~ •• -G.U ••• ~. 3.1 ••••• -3.2 ...... -4.Z*."'." 0.4 50.83 5.117 1.92 

56<;2 ..... .- it.S .$.' .• ~'1i 3.0.~ ••• -1.0 ••••• 5.o •• ~~* -4.2.***.~.~.** •••• *** •• Zl.43 7.15 3.20 

!07eo •••.• " 3.1 •• " •• ..i.~ ....... -O.o ••• ~.*.¥~ •• ~4.* ••• ~*.* •• ~ ••• ~.#~** •• * •• ~ !::t;..85 5.11 2.95 

.**.DIFF.FRON(7336) •••• 
AVE ~o SE 

c.o 0.0 0.0 

1.29 4.77 1.27 

1. 'III 3.10 0.83 

0.24 3. el 1.02 

-4.46 E.311 1.71 

-2.32 E.71 1.711 

-0.13 4.53 1.71 

1.16 3.65 1.05 

C.22 4.12 2.06 

0.73 3.71 1.40 

1.63 " .13 1.85 

1.98 ".28 1.32 
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Table 33b. •• ~R. zeoo RM5 ,_PAct O~ EUR~PE 

E)(P 8~20 .,ZI 8~~2 e~23 e~2. e'2~ 8~26 a~27 a'28 e'29 &'30 a~!l 9'1 
••••• EXPEAI~ENt •••••••••• DIFf.FAOMC?336' •••• 

9'2 A~E SO SE _VE !D SE 

7336 .1.9 e4.6 53.,11 ., •• 4 e7.1 'i4.!1 73.7 eo.a !l1i.9 e3.6 77.9 59.~ 55.2 57.5 61.97 1.l.e5 3.65 (.0 (.0 0.0 

7e5. 6.1 9.5 ".1 5.!! II.!! le.6 11.9 -4.1 4,,!!l 9.3 9.1 -3.1 ,1.a 2.9 55.7" 10.es 2.90 e.23 6.0a a.62 

7970 .:!.3 6.6 •• 9 1.0 14.9 13.4 10.9 1.3 e.1 4./1_ -1.5 -3.9 25.9 7.9 55.05 1 •• 42 3.8~ e.92 7.67 2.05 

80:!6 2C .• l .a.5 8.1 •• 6 7.6 &.0 aO.2 2 •• ~ .• I ·5.4 •• 7 -7.5 - •• 2 1.2 5 •• 67 a7.65 •• 72 7.30 11.8. 3.17 

ell9 a.3 5.9 0.1 6 •• 3.a 4.9 -2 .. 0 Z.8-10.0 -8.7-16 ........ 22.9 ••••• «15 •• 3 17.4!;: 5.04 -2.90 S.51 2.75 

e.~o -'3.0 16 •• -1.& -0.4 e.3 20 •• 1 •• & 5.1 -3.3 -3.1-23.1 2.9 7.:1 9 •• ,8.55 1 •• 80 3.95 ~ •• 2 le.e3 2.e9 

£637 ••••• -0.8 ••••• 9.4 ••••• -I.e ••••• 16.3 ••••• .~ ••••••• -5.7 ••• •• 6.4 5&.13 20.0a 7.59 5... e •• a 3.21 

8 •• 5 •• 4 2.7 8.6 12.6 ~.7 9.e 14.3 19.4 1.5 iii. 5 3.0 -2 •• -2.5 14.1 5 •• a6 14.14 3.7e 7.11 e.62 1.77 

f656 ••••• 13.5 ••••• - •• 4..... 3.0 ••••• 11................................ 60.07 21.01 10.51 6.00 e.33 4.16 

e662 •••••••• 6..... 6.1 ••••• -e.l..... 5.0 ••••• -7.5 ••••• -8.5 ••••• -3.0 63.79 20.39 ?71 -0.20 e.92 3.37 

e6li2..... a • .l..... 7.1..... 7.7 ••••• 20....... 5.2 ...... 12.6.,0) ••• 15.2 56.1a 1&.35 6.94 7.40 lC.39 3.93 

e7cs ••••• 2.1 ••••• e ••••••• 20.1 ••••• 13.0 ••••• 5.a ••••• -5.e ••••• 5.0 56.6S 12.~2 •• 73 e.91 1.20 3.10 
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Table 34 a. 7d hR. z~co SKILL ~CC.;:(2 If;PACT O~ E.U;::CPE. 

eX?' GF~!} 08,/'21 ",/:22 i::./~~.j c/;,!., 1:./25 b/2t> 8/,'7 0/28 £:./29 !3/30 3/31 9/1 9/2 

7.3~6 70.b -1'2.4 66.6 67.4 b7.e c1.<; 69.6 57.7 51.3 to.9 56.4 50 .1 58.3 53.6 

7654 4 • ..J -0.4 -3.'.1 4.5 1.(, 12.3 l.u-l.7 1.5.- 3." -3.8 -7.1 -0.9 -5.4-

7970 0.1 -.3.:J -2.". :'.0 ~.c 12.1 7.:;' 3.0 1.4- 5.4 -3.9 -7.2 1 ~ ,. -1.9 

S031.> 0.9 -1.5 U • 1 b.a '::.2 b.B 6..4- 2.5 I.B 2.1 1.5 -3.:' -<:.9 -4-.CJ 

e 1 1-;1 2.8 -1.0 7.4 0.3 -(..<; 1 C.3 -Co.5 -3 • .3 -e.7 2.3-12.8-16.3 -4.d -8.0 

e • .::o " -_ ... v.a 12.6 J.u -.J.J 1(, .4 b.5 -7.4 -8.5 4.3-16.3 -8.8 1.1 -7.0 

8637 ...... -. 9.5*4~ •• 4.0 ••••• 0.3**"'.· 5.7~ •• *. -O.4* ••• "-~4 .0 ••• "'. -0." 

E645 ••••• 7.3 11 .8 4.2 - t.,9 (,.j 0.3 0.3.~ .... 1.4- -6.8 -9.8 1.6-3.2 

coGb.';':~ •• ~.4$~ •• ~ -1.O.~~4~ :..c; ...... ~¥ 5.6 •• '4 •• ~.*.*.¥ .. ~.*~~*.$ ••••••• 

EOb:':""'''''''' C; .2·".;; ,".-'IF j.d""~." 4 •. 4 .f,-"...c;~ 1.9.¥~". 0.-'''.'''''. -~.7 ••••• -1.0 

st. .. z •• ··" 1.3 ... • ... 4.el· •• ". 0.24 •••• -2.5~ •••• 0.0·.· ••• • ..... *· ...... •• .. 
E7C6." •• t. l.~ ...... 5.4.y ..... ¥·. 6.4.~ ••• * •• "' •••• ~·*~~.*¥# .. ~~.*k4v ••• * •••• *. 

.~ ••• ~XPERIMENT •• ~ ••• 
AVE SD SE 

62.49 9.18 2.45 

02.01 6.56 1.75 

61.20 7.52 2.01 

61.4-0 7.55 2.02 

65.57 5.40 1.44 

62.79 5.51 1.47 

62.67 9.59 3.62 

62.24 7.34 2.12 

65.10 IO.C" 5.05 

61.9;j 7.(;.4 2.8'> 

66.11 8.93 3.9<;0 

t.9.4d 6.e8 3."7 

• ' •• DIFF.F~OM(7335).v •• 
AVE SD SE 

c.o c.c 0.0 

C.4U 4.99 t.33 

1.29 5. C2 1.34 

t.09 4.32 1.16 

-~. C9 7.52 2.01 

-C.30 8.<;08 2.40 

C.76 7.49 2.83 

0.50 5.e3 1.68 

~.69 ::.20 1.60 

1.49 5.54 2.09 

1.9~ 3 ... a , •• "d 

4.42 2.59 1.50 
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Table 34b. 72 HR. Z!OC AMS IMPACT Oh EYIIOPE 

••••• EXPERIMENT •••••••••• OIFF •• AOMC7336 ••••• 
EXP aJ2G .'il .'22 a'23 EJ24 1,25 .J26 "27 8'2a IJ29 .'30 4'31 9,a 9'2 AVE SO SE ~VE 50 SE 

7336 60.;.3 76 •• 60.9 10.0100.CI2!.4 93.3 11.1 73.1 E2.I a4.2 60.1 62.6 ee.5 79.17 al.2e '.Ie 0.0 0.0 0.0 

7854 14.0 7.7 -o.a 10.7 e.7 21.e 0.3 -0.9 e.9 12.2 -7.I-la.4 -6.3 - •• 3 76.57 ' •• 22 l.ec 2.60 lC.!' 2.76 

7970 6.6 0.4 2.0 e.2 lE.e 24 •• ll.a 4.0 I.' -e.1 -9.5 -9.6 31.1 5.7 72.3. 17.37 •• 64 e.79 11.62 3.10 

e036 .f.9 !li2.7 5.3 9.1 12.5 13.7 17.0 5.5 2.6 1.3 -0.9-12.' -1.2 6.2 67.a9 23.46 6.27 11.2e le.Cl3 •• 12 

UI. 11.8 5.1 lo.a 17.2 7.9 22.2 -2 •• 9.7 -E.I-le.3-30.1 ...... 21.1 ••••• a2.0. 19.93 5.75 (.38 •••• 7 4.75 

1130 ! •• 22.3 '.0 6.4 lE.6 3e •• 2 •• 3 1.1 6.5-15.5-'2.6 -5.2 5.2 a.2 73.al 20.46 5.47 =.36 1'S.10 5.11 

e637 ••••• 10.Z0 •••• 3 ••••••• J.O ..... 22 ••••••• -1~.1 •••• ~36.0.*.-. 3.0 .2.12 2 •• 72 9.3. -1.40 ''i.Cl6 7.20 
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E662 ...... - 23.4 ••••• -~ ••••••• 3.5"~'. 10.5 ••••• -2 ••• ····4-la.0 ••••• -19.2 a4.3e 23.03 e.71 -3.6., '''.62 6.66 

e69.<! ••••• • 6 •••• ~ •• •• 5 ••••• e.3 ••••• 10.9 •••• ·-·le.6 •••• ~-26.2 •• 40 •• 9.7 ao"oo 23.71 a.ge C.71 le.33 6.17 
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corresponding days. The first row contains actual skill score 

(or RMS) values for the NO SAT experiments 7336; the other rows 

contain the impacts determined by the differencing process 

described in Subsection 3.3.2.1. 

Considering the results for each experiment, we notice 

great variations in the daily values of skill scores for all 

quantities (for both Ps and ~, over both verification regions, 

and at both verification times); typically negative as well as 

positive impacts occur, and they are of varying magnitude. These 

variations can be attributed to a number of factors, among which 

the quality of the satellite data during the 48h preceding the 

given day figures prominently, along with the synoptic situation at 

the initial forecast time itself. Other factors can be simply 

assumed to generate random differences in the impacts. 

A much more careful analysis than was possible up to the 

present would be needed to separate random influences on the im-

pacts from those determined by the two factors we mentioned above. 

In the absence of such a separation, and in order to gain some 

overview of the experiments' impacts, we computed the results 

in the last six columns of the table. These computations were 

based on the assumption that all intluences on the impacts, but 

that of the parameter varied from one experiment to the other 

(see Subsection 3.3.1.2), were random. 

Let the entries in any of the Tables we discuss, in any of 
.& 

the colunms labelled 8/20 through 9/2, be denoted by x ij ' with 
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i the row number, O~i<M, M = 11, and j the column number, 

l~j<N, N = 14. Thus the actual skill scores for the NO SAT experi

,nent are xoj ' 1~j2..N, while the skill score impacts for all the 

other experiments are x .. , l<i<M. 
1J 

The results in the three columns with the heading "Experiment" 

represent an overview of skill scores themselves, i.e., of x . for the 
OJ 

first row, i=O, and of y.=xo·+x .. , for the other rows, i~O. The column 
J J 1J 

- N - N headed "AVE" contains the averages x = E. IX . IN and y. = r. ly.'/N 
o J= oJ 1 J = 1J 

i ~ 0, respectively; the column headed "SO" contains the standard 

deviations 0i of Xo or y., defined by o~ = 
1 1 

similarly for 00. The column headed "SE" contains the so-called 
"-

standard errors 0. in estimating the means to x and y., i~O, re-
101 

.... 
spectively; it is computed as 0i=oi/liN. 

The results in the three columns headed "Oiff. from (7336)" 

represent an overview of the impacts xij ' O<i<M. The entries in 

the first row are therefore clearly zero. The column headed "AVE" 

. - N contalns x.=E. 1 
1 J= 

and finally "SE" 

2 N - 2 x .. /N, column "SO" contains a., a.=E. lex .. -=~.) IN, 
1J 1 1 J= 1J 1 .... 

contains a.=a./liN. 
1 1 

We still see great differences between the results in the last 

three columns of Tables 27 through 34, from one Table to the other. 

A discussion very similar to the one concerning daily variations in 

results over the same area applies with respect to the variation in 

verification results over NA as compared to those over EU; the results 

of verification over these two regions can be considered as results 

of independent experiments in the case of 2-3 day forecasts. The 
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results for Ps on the other hand should be rather closely correlated 

to those for ~, and so should the results for the same quantity at 

4Bh and at 72h. We are not prepared at the present to make the 

finer distinctions alluded to above in our analysis of the experi

ments, and aim again for a "quick and dirty" overlook of all experi

mental results; a more rigorous analysis is in preparation. 

The final overlook of 51 skill score results for our DST-5 

experiments is given in Tables 35 and 36. In Table 35, the results 

in column "AVE DIFF" of Tables 27a through 34a are simply repeated, 

but as percentages of the value of Xo in each Table, and with 

appropriate headings; let these entries be labelled X
ik

' l<k<B. The 

last column of Table 35 then gives the "TOTAL" average Sl impact of 

each experiment, xi = l:~=l xik/B. 

In Table 36 we have attempted to give a rough measure of the 

statistical significance of our experimental results. Such a 

measure has to be interpreted with caution, since the total number 

of forecasts for any given experiment is small, and some of the 

verified quantities for each forecast are not independent. 

Without going into the details of statistical verification theory, 

and of hypothesis testing, we define our measure of statistical 

significance, or confidence in our results, in the following opera-

tional way: In each one of Tables 27a through 34a, compute ~ik = xi/ai' 

1~i2M, l~k~B. These values ~ik are entered under appropriate headings, 

which identify k, in columns 2 through 9 of Table 36; the first 

column identifies i, or the experiments, as in the previous tables. 

The "TOTAL" measure of significance of any given experiment i is 
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35. Summar,! of percent impact i'l skill score. 
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e705. 
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" ... Sl.P Z5!l0 48 72 "8 72 

0.0 0.0 o. c 0.0 
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Table 36. Averaae/standard 

NA 
SLP Z500 

eXPER 48 72 4f 72 

73.jt. c.o 0.0 u. c 0.0 

7i!!>4 I.BE 1.(,4 C.22 -0.54 

7"7C 2.5" 2.~4 (,. .4e -0.36 

eC')6 1.e4 2.e3 - C. 17 0.07 

Ell .. -C.5'<' -o.o!> C.~l 0.08 

8130 c.6:! C.40 C.2:J -0.57 

fEJ7 .. c:.17 0.56 -c.~,'. -1.q4 

E:;.4 :3. C.65 1.40 c.;:" -0.38 

C:c:Jo. -~.el -1.15 - '1. <: C - 0.83 

S662- -(.;.36- 0.51 -c.!:~ -1.15 

61092· C.Bt 1.27 C.£:4 -0.85 

870a .. 1.2 ! 2.2e C.77 1.35 
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then given in the last column of the Table by simple averaging, as 

The values ~. are related 
~ 

to a standardized score, or z score, for the mean of the impacts, 

in terms of a probability distribution with zero mean and unit 

standard deviation. In this treatment we have neglected 

the uncertainty in estimating the standard deviation of the mean 

impact; this uncertainty would be taken into account in the care-

ful application of a s.tudent's t-test to tne conf~dence limits of 

the mean. We hope to give a more detailed statistical analysis of 

our results in a future publication. A't this point we would only 

like to remark that for a number of degrees of freedom 'J, or sample 

size N, v = N-l = 13, the t-distribution is practically undistinguish-

able from a standardized normal distribution: the remark is valid 

a fortiori if we are willing to grant that verification results over 

Europe are independent of those over North AIDerica, and hence 

v = N-l = 23. 

After these remarks we shall limit ourselves to saying that we 

have very little confidence in the results of a given experiment i 

if \~. \<0.5, reasonable confidence if O.5<1~. 1<2, and very high con-
~ - ~ -

fidence if 2< I ~ i I· It might be ,,,orthwhile to remember that the values 

0.5, 1, 2 or z = s. correspond to the following well known values of the 
~ 

cumulative distribution function F(z) of a normal distribution 

with zero mean and with standard deviation unity: 

F ( O. 5) = o. 69, F (1) = O. 84, F (2) = O. 98 • 

Having described the presentation of our results ~n the Tables, 

we proceed to their preliminary assessment. As indicated already 

in Subsection 3.3.1.1, some DST-5 experiments are still in progress: 

they use modifications of SA.Pv1 which were based on intervening 
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i ,. experience with DST-6 experiments. We shall discuss only experiment~ 

7854 through 8130, which have been completed. 

A look at the last column of Table 36 indicates that the re-

sults of the two SAM experiments, 8119 and 8130, completed for the 

summer DST period, have at most marginal statistical significance. 

The bias removal described in Subsection 3.3.1.2 for 8119 did not 

seem to help. Columns 2 through 5 of Tabh:~ 35 seem to give some

what better skill score impacts over North America for 8130, but 

the results over Europe (columns 6 through 9) are negative for 8130 

as well as 8119. 

The statistical significance of the results for the two 

DIM experiments, 7854 and 7970, and of the SCM experiment 8036, 

seems reasonable good (~i~l.l). The best total skill score impact 

obtains, surprisingly enough, for DIM experiment 7970, which util-

ized only data from one satellite, NIMBUS-6, processed by NESS. 

Neither the use of data from two satellites (7854), nor the use of 

... 

SCM, a somewhat more sophisticated assimilation method (8036), yielded 

an improvement. 

The interpretation of satellite-data impacts for the DST-5 

period is made rather difficult, however, by the fact that, during 

that period, the synoptic situation was particularly sluggish (see, 

for instance, Subsection 3.2.6.2.4). This means that useful in-

formation from satellite data over the ocean basin upwind from a 

verification area does not reach that area in useful time, i.e., not be-

fore the information is completely-distorted by the model's insufficient 

predictive capabilities during the assimilation process. It is there-

fore somewhat surprising that a positive impact, with moderate 
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Table 37. Summary of percent impact in rms errors. 

NCRTH AJfERIC' EUROPE 
SLP Z500 SLP Z500 

EXFER 48 72 .e 72 48 72 48 72 TOTAL 

7.:3']{: o.c 0.0 O.C 0.0 o. c C.O 0.0 0.0 0.0 1 
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Table 38. Statistical significance in rms error. 
'~ 

i 
NCRTli A"ERICA 

eU~OPE I: SLP Z500 SLP Z500 ~ EXPER 48 72 4E 72 48 72 48 72 TOTA'-
, 
~ 7~36 o.e 0.0 c.e 0.0 e.o c.o 0.0 0.0 0.0 
t 7854 2.13 2.38 1.46 1.62 7.44 4.03 3.84 0.94 2.98 

! 
t , 
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7970 1.40 1.95 -'l.G2 C.15 E.68 3.27 3.38 2.19 2.3e 8C36 0.E7 .:,1.60 -C.e8 -0.33 2.59 3.7C 2.31 2.34 1.50 
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statistical significance, was obtained at all in the summer experi-

ments. 

The summary of rms results for DST-5 experiments is given in 

Tables 37 and. 38: Table 37 contains average impacts, Table 38 dis-

plays their statistical significance. We notice immediately that 

both the impact itself and the confidence we can have in i-t are 

much better for the rms results than for the analogous S1 results; 

the reason for this is not clear. These rms results, are somewhat 

encouraging, but they cannot by themselves change our conclusions with 

respect to the summer experiments: we still have to regard them as 

incoI;l.clusive. 

With this comment we turn to the presentation and discussion 

of results for the winter experiments. 

3.3.2.3 DST-6 RESULTS 

Results have been obtained, as of the time of this writing, for 

part of the DST-6 period, namely for January 30 through February 21. 

Since this period is somewhat longer than the DST-S period, it was 

only feasible computationally to perform forecasts for every second day, 

starting with February 1, Februa.ry 3, and so on, till February 21. Thus, 

eleven forecasts have been performed for each complete experiment. 

The same quantities have been computed for each forecast as 

described in the Intr,oduction (Subsection 3.3.2.1), and discussed 

in further detail in the previous Subsection (3.3.2.2). We present 

in Tables 39a-39h the Slskill score results for Ps (SLP) and ¢ 

(Z500) at 48h and 72h, over North America (NA) and over Europe (EU); 

this corresponds to Tables 27a, 28a, 29a, 30a, 31a, 32a, 33a, 34a 

of Subsection 3.3.2.2. The correspondingRMS resul'ts are given' i~ 
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Table 39a. 41t H~. ~~p ~K 1Ll SCC~E I~FACl CN NC~IH A~ f~I(A 

EI4F 2.1 1 2.1 3 2.15 7 :< ..III / 13 2/15 17 2/ 1 
.... ...... eX 

2.1 21 I VE 
I ME NT ••••••••••• OIFF.FAON(7578' •••••• PRCNf. 

SO Sf AVE SC ~E A".I~E IMPACT 

7570 1'8 . 8 !:3 •• 72 . 1 8" . 8 1.0 e~. 2 74.0 7(.0 59.8 73. 6 ... 7 :< .73 ." 3 3 . 15 . 0 C.o 0 . 0 o.c 0 . 0 

B240 -c. 1 2 .2 -0 . 6 .3 -C . 2 7 . 2 -4.2 C.6 -3 . 4 -0. 3 7z . u 1 1 . 0 1 3.32 0 . 0 3 .12 1.1 0 . 06 0 . 09 

8497-0.8 6 .5-1 . 5 J . O ••• " .... . •••• * •••••••• •••••••• # • •• 1 • .3 3 :f.95 . 4 6 1.7 9 3 . 69 1.84 0.S7 2 .4 6 

8310 - 5 • .J • 0 -4.0 1 0 . 6 e • 7 . 8 0.7 - 3 .3 -8. 8 0 . 3 7e.97 1 0 . 60 3 .19 1. 75 f.51 1.96 0.l!9 2. 41 

83 ~~ - 4 .3 6.7 O . 10 . 4 ~ . ~ ". 6. 6 0.3 4.0 - 8 . 6 1. 2 7 0 .4 8 11. 6 4 3.5 J .2 5 5 . 3 1 1.60 1 .40 3 . 0 9 

,,405 -3. .3 . 3 -2.6 . 1 1 . 3 1 . 4 . 6 -1 • - 2 • .3 1 • 7 2 • .37 10 . 4 .15 0 • .35 • ., 8 C . 90 0 . 3 ~ 0 . 49 

S447 - 2 . 0 . 6 10 . • c; - 1 • • 0 -2.6 . 5->1 . 4-6 .471 • I I. 

(472 -3.7 5 .1 -1.4 1 0 . 0 t.l 0.5 9.1 - 2 .1 3.1-13. 0 1 • 71 .35 11 . 

(5~5 -G. 6 . 7 - 5 . 1 I • .<; 5 . 11. 0 3.7 2.4 - u.s 1.2 69.64 

S!j 6b -5. -4.7 d . 3 . 2 . 2 11.8 6.9 -0 .1 - :; . 8 1 • f 69 . 45 

(5 7 .. -l .5 5.1 1 .7 1.1 1.6 c . 11.4 3.1 - 3 .5 -0.9 7 O.~O 

eS8 1 -2.0 3 . 5 -5.1 ••••••• •• ••••••••••••••••••••••••••••••• 6 9. 2 8 

.l -2.1 • 7 -5 . ~J • 1 7 . 1 1.2 11.7 . 4 4. 5 -~ . 9 0 . 3 6 9 .30 

I!(. - 1. 2 -1.3 -1.7 3 . 5 • ••• • t . ~ ••• # ••••••••• •••••••••••••• 7 3 . 29 

CI.\I E -3.4 

CSG:-..l l. b 

esc: 0 .4 

("liS E -7.6 

Colli NS -4. 3 

5 .1 - " . 3 

~ . ! 

7. 

9 . f 

2 . 

o. 
- :: .4 
-~ . 

7 . I 

. ~ 

I . , 

7. I 

• 1 

4. :! 

2 . 1 

4. 

5 . 2 

:! .. B 

J .t, 

I • I 

3 . 4 

'1 . 5 

k:.2 1. E 1.5 -6.6 0 .0 

. 6 4.7 . 6 3 .2 2 .3 

C. 8 1. ~ O. 1. 0 0 . 7 

9.9 1. 1. -6.6 c. 
1 I. 1 2.~ <. -9.0 0.0 

I I .21 

11. 6 

. 5 

1 6 . 9 1 

I 1 . 

13 .1 9 

3. 48 0 .77 5 .<;5 1.79 0 . 43 1 . 07 

3 .f 1.38 ~.53 1.97 0.70 1.90 

3 . 31:1 3.09 C:.26 I.S9 I. E4 •• 25 

• " I .3 . 28 6 . 17 1.S6 1.76 •• 51 

3. ~ . 2.3 4.55 1.37 1.6 3.06 

<;.76 -I.le ... 3 2 . 53 -C.47 - 1 .62 

3 .44 3.43 6 . 05 1.83 l . ee Ie . 72 

6.5 -0.17 .46 1 .23 - 0 .14 -0 .23 
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Table 3gb. 72 MA. SLP SKILL sco_e I~PAC' ON NC~TM A~EMICA 

• •••• • EXPER I~ENr c •••••• •••• DI~F.FAO~c757a) •••••• PAC NT 
EAP 2' I 2,.3 2; 5 2 ; 2;9 2 ;11 ;13 2 ;1 5 2' 17 2 '1 2/21 ~ ve so Sf AYE S O !E A~;!E (~PACT 

751. '4 . 9 75.8 93.4 96 . 810C.0 81 . 0 80.3 65.8 63.8 72 •• 77 .9 eO . 7. 12.1 4 

.240 - 8 . 0 -3 . 6 5 . •• 3 -1 . 0 12.0 7.3 -6 • • -2 . 0 •• 0 - 4. 0 79 . 97 10 . 67 

e497 -1. 2 1 . 0 6 . 0-10.8 • ••••• • •• •••• •• • • • • • • •• • • • ••••••••• • 6 •• 8 15 . 20 

8310 -1.1 9.4 2.6 9 . 3 11.8 14.9 •• 7 - 4 .1-' 4. 7 - 7.9 ~ 7.6 7 9 . 16 7.59 

8 352-14.4 3.7 5 . 6 . 5 3 . 5 15 . 1 5. 0 0.1 -9.7 -1.6 - •• & 79.e 2 9 . 72 

e.0~-12.0 4. 7 -2 . 8 0 . 3 1.4 -1 . 2 5 . 2 -3 . 7 - 4. 5 5 . 8 - 4. 3 81.75 2.2 4 

.447 - 7 .9 2 . e 6 . 0 e .. ~ . 6 8 . 0 e . 1-6 -7 . 8 - 1. 1-12 . 7 80 . 12 7 . 97 

8472 -8. 2 1 .9 6.3 1 0 . 3 15 . 0 5.5 9 . 5 - 0.1 -8.1- 15 . 6 -2.e 79 •• 7 . 61 

e5.5 -3 . 7 8 . 1 3.9 12.1 IC. 9 7 . 2 11.8 -0.6 -5 . 7 -2.6 3.0 76 . 6 8.3 

eS~b - 4. 9 8.6 -0.3 10.2 13 . 5 16 •• 1 0 . 5 1. 5 -5 . 7 -2. 8 5 . 2 7 v . 00 .4 0 

157. -e.o -3 . 0 •• 6 5 .7 IC.9 0. 2 7.3 -1 . 0 4.8 -0. 6 1.9 7d.65 1 0. 2 4 

8581 - 1.3 •• 2-1 . 8 •••••••••••••••••••••••••••••••••••••• • • 81 . 02 1 :! . 5 . 

8593 - 2 . 8 8 . 7 3 . 9 12 . 1 12.6 10.0 12 . 5 1.5 -4 . 2 -3.6 1 . 4 75.99 8 . 60 

1695 1 . 9 -8.2 1 0 . 6 -1 . 9 .. ... . . .. . ...... .......... ... ..... . 8 4 .63 10 . 61 

OAV -6 . 0 2 . 9 J . 9 5 . 7 .4 e.8 8.2 -1.~ - ~. 8 - 2 .6 -2.5 

CSGMA • • 4 e .1 ~ . 5 6 . e 5 . 8 5 . e 2 . 7 2 . ~ 4. 8 5 .7 5.2 

CSE 1 . 2 1. 4 1.0 1 . 9 1 . 8 1.8 c.e o .~ 1.5 1.& 1.6 

CAVSf -4. 9 2 .1 J . 9 3 . 0 5 . 1 4 . 8 ~ . 7 -Z . 1 -J.8 -1 •• -1.5 

C_VNS - e . o J . ~ 4.1 5.~ 9 .4 lC . l IC. 2 -J.e -9.0 -~. 6 -J.~ 

3 . e6 0 . 0 0 .0 

3.22 0 . 76 .31 

7 . eo - 1. 2 5 1.07 

2 .29 1. ~, 7 1 0.57 

2 .~3 0. 91 

3 . 69 -1.01 

2. 4 0 

2 . 29 

2 .52 

2 . 83 

3 . e9 

7 . 2 

Z.59 

5 . JO 

00 
~~ 

~S 

8~ 
~~ 
£:)~ 
0> 

§~ 

0.61 

1. 25 

4.0 9 

4. 73 

2 . 08 

0 . 35 

4 . 7 4 

0 . 59 

. ",9 

5 . 29 

8.13 

9.28 

t. ~d 

7 . 64 

5 . 26 

3.37 

6.68 

7.83 

0 . 0 o.C 0.0 

1.90 0.40 0 .94 

3.5. - 0.35 - 1.55 

3 . 1 9 0 .49 1 .95 

2 . 5 ( 0 . 3 1.1 3 

.59 -0.64 - 1. 26 

2 .45 o.ze 0 .76 

2 .8e 0.45 1.5 • 

1 .98 2.06 5.06 

2 . 30 Z. O 5 . 86 

1 . 59 1.3 1 2.58 

1.95 o.le 0. 4 3 

2.01 2.35 5.e8 

3.92 0.15 0.73 
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Table 39c. 48 HR. L~OO SKILL SCORE IMPAC. ON NCR.H A~EAICA 

fllP 2/ I 2./3 . 5 2/7 ~'9 ~ /11 2/ 13 2;15 
•••••• EXPEA IM EN'.. ••• • ••••• 0 I FF .FROM' 7578' •••••• PACN'. 

17 2 /19 2/21 ~VE SO SE AVE SO !E A~/SE .MPACT 

1518 38.9 36.8 .1.1 .7.2 41.4 JI. 4 4 0 . 5 40 .1 32.7 42.7 42. 39.58 

8240 -2.3 I. 3.1 2.7 - 1. 0.1 5.0 0.6 -2.5 -3.2 -0.3 39.33 

e497 -I. 3.8 -3 . 6 ••••••••••••••••••••••••••••••••••••• 43.53 

8310 3.9 4.4 -0 .4 . 1 5.6 1.1 3.4 3.9 -4.3 -6.9 2.0 38.05 

e35e 1.3 2.6 I .1 4.4 3. 1.3 4.7 1 . 6 -1.4 - 2 .8 0.9 38.00 

8405 -1.4 -0 .6 I • O. C. l 0 .1 1.7 -2.2 0.9 -1 .4 -t.3 39.71 

8447 c. .6 -0. 4.5 3.4 -0.1 6.1 3.2 1.1 -4.3 -0 .9 3A.20 

e41 1. 1.6 0.1 4.0 5 . 2 -0 .6 6.5 1.7 -2 .6 -6 . 5 2 .1 38.44 

8545 1. 5 3.1 -1. 3 .3 5 . 2 1.9 .5 3 . 8 -2 .4 -3.3 2 .3 37 .66 

e566 0.6 3.7 -2 . 0 1 . 3 5 . I 3.9 7.3 5.9 -2.6 -3.7 1.5 37 . 67 

E574 .7 -0 . 0 . 2-0.1 .6 -1 .6 5.3 1.6 -2 . 3. " •• 0.8 38.60 

8581 1.1 1.2 -2 . 2 ••••••• 4 ................................ 38 .71 

e593 1 . 9 3.1 -3.3 . 9 _ . 0 1.6 7.5 3.7 -1.6 -3.7 2.4 37.81 

8695 -4 . 3 -0.1 -2.4 -1.2 •••••••••••••••••••••••••••••••••••• 3 . 00 

CAY 

OSGMA 

CSf 

CAVSE 

C"~NS 

0.3 • 0 -C . 8 1.5 3.4 

... . I 1. 1.9 3.5 2 .4 

0 . 6 0 .4 C.5 1.0 0 . 7 

c. 4 . 5 -1 . 5 1. ~ ... 

o. 5 . ~ - 1. J.3 

c • 5.5 2.4 -1.8 - 4. 0 0.9 

1.5 1.8 ~. 1 1.6 1.6 1.3 

C.S 0 . 6 0 .7 C. 5 0.5 0 •• 

I . ~.6 3 .t - 3 . 5 -7 .4 . 3 

c. s 1 J . 5 5 . -5.4 -9.4 . 2 

4. 5 4 I. J 7 0.0 0 . 0 0.0 0.0 0.0 

4.64 1 •• 0 0.25 • "I 0.79 0.32 0.63 

.43 4.12 -2.5 ~ . 06 2 . 53 -1 . 00 -6.39 

5.38 1.62 1. 53 3.95 1.19 1 . 29 3 . 87 

4.4 I 1.33 1.5e 0.6 2.30 4.00 

..79 .44 -0.13 1.35 0 .41 -0.31 -0.32 

5 .ll 1. 5 . 1.3 e 2 .94 0.89 1.55 3.48 

•• 85 1 •• 6 1.1. 3. 1.09 I. os 2.88 

5.09 1.5. 1.9 3 . 3 1.00 1.92 4.86 

5.90 1.78 1. 3 . 63 1.0 1.7. 4.82 

4.07 1.29 0 . 67 .18 0.69 0.97 1.69 

4.0 2.34 0.2 2.12 1.22 0.18 0.56 

5.35 1.61 1.77 3 •• 1 1.03 1 . 7 4.4 7 

•• 73 2 . 37 -2.00 1.79 .90 -2.23 -5.05 



Table 39d. 72 tfR. Z500 5KII..L SCORE '''PACT ON NCRTH AIlERICA 

• ••••• EXPERIMENT ••••••••••• 0 1'1' .I'RONC "~7IU •••••• PACN'. 

t_P 2/1 2/3 9 2;'11 2/13 2;'15 2/17 2./19 21'21 ~vE SO SE AVE SO 5E A".lSE IMPACT 

7~78 4 7 .7 46.6 49.3 ~2.8 SJ.5 J7.4 44.2 44.J 38.4 51 .7 47.4 46.6 

8240 -J.8 -1 . 2.6 -0 .6 -1.9 -2 .3 4.3 -3 .4 -C.l 4.1 -2.9 . 7.18 

e.97 -J. 5 .7 -8 ••••••••••••••••• ~................... 50.00 

8310 4.5 11.0 1.2 -0 .2 1.& 1.6 -1 .9 -3.2 -0.9 4.5 44. 25 

8352 -1.2 6. 1.3 -2.8 5 . I c. 2 . 5 -0.3 -2.9 2.4 -0.9 45.6 8 

14C5 -3. 3.4 0.8 - 1.1 1.2 -2 .& 1.1 -1.3 -1.8 3.9 -0 .9 .6.87 

f447 0.7 7.5 0 . 5 -0 .3 t.l 1.4 4. 2.2 -1 .6 4. 5 o . ... 
f472 0.& • 1 • 5 s . c • 4.9 t.6 -2." -3. 3 .9 4".4d 

15.5 3.0 -0. ,.2 0.1 8.1 -0.4 -4. 2.1 4.6 43.75 

15 .. 6 I • •• -2.2 0.7 7.8 5.9 6.8 1.9 -4.5 •• 7 5.4 43. 24 

1574 I. I .8 -0 .2 -1.7 4.e -2.8 4.9 -0.6 -1.5...... 2.t 4 5 .47 

8581 2.5 2.9 -3.S •••••••••••••••••••••••••••••••••••••••• ' 7.23 

15~ 3.1 03-0 •• 3.2 1.7 1.9 7.8 0 . 1 -3 .6 o. 5.9 4~.40 

8695 -3.7 -3.9 1.4 -2.7 ••••••••••••••• •••••••••••••••••• 51 . 34 

C .. IIE 0.1 5.1 0 .4 -0 .7 5.7 

DS""''' 2.8 4." 1.7 3 .0 3.4 

CSt 0.8 1.2 0.5 C.9 l.t 

t.tVSE 

C"VNS 

0.1 -. c 
C.2 1 c.s 

C.9 -0.8 5.3 

C.9 -t .4 10 

C.5 ".7 -0 •• -~.6 2.0 2.2 

.4 2 .3 

0.8 0.7 

1.~ 1.4 2.7 2.9 

0.6 c.. u.9 0.9 

0.6 6.4 -0.7 -6.2 2.2 

.J 10.6 -C . ~ -6.9 3. 

.4 

•• 

5.33 1.61 0.0 0.0 0.0 0.0 0.0 

5.67 1 .'1 -0.~2 2.94 0 .89 -0.59 -1 .11 

8.54 4.27 -0 .90 6. 22 3.1 1 -0.29 -1 .93 

5.62 I. t: 2.41 4.43 1.34 I.SI 5.t7 

5 •• 4 1. t4 0 .98 3.to 0 .93 1.05 2.11 

4.77 1 •• 4 - 0 .20 2.50 0.75 -0.27 -0. 4 3 

5.21 1.57 2 •• 4 .9 o. 2.77 5.23 

5.36 -I. t2 2.t 3 . 1.11 t .9 4,6 

5.16 1.55 .92 4.28 1.29 2.2 6.2 

6.19 t •• 7 3.43 •• 28 1.29 2.65 .3 

•• 78 1 .51 .6 .62 0.83 0.13 1.47 

4.89 2 .12 0.63 3.59 .08 0.31 1.36 

5 .44 l.t4 3.26 •• 04 1.22 2 .68 6.98 

3.17 1.58 -2 .24 2 •• 6 1.23 -1.12 - 4. 79 
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Table 3ge. 48 H~. SLP SKILL SCORE I_FAct ON EU~OPE 

••••• 'ElIPER I MENT" ••• • ••• "0 IfF .FAOMC 75781" •••• PAC"". 
~/9 2/ 11 2 /13 2/15 2 /1 7 2'1 9 ' 2 / 21 ,"e SO SE AVE SO SE A~/SE IMPACT fliP 2n 3 5 

1~ 18 6 •• 74.4 55 . 7 5 7.9 57 . 64 .0 50 .1 66. 1 6 &. 1 t o. 6 9.1 61.95 

e240 -t • .] -0 . 5 2 . 6 2 . 6 - 1. 2 -I . ~ -2 . 2 1. 3 c.6 1 . 1 1 • 6 1. 

e497 - 4.6 13 . 1 0 . 9 • ••••••••••••••••••• • ••• ••••••••••• ~ 9.11 

8310 _ . 7 11 .4 0 .1 2 . o - 5 . 1 • 0 . 4 1.4 0.6 5 9.47 

83S2 -1.7 O. 4.4 2 .1 0 .2 - 5 .1 I. 2. .2 2 . 9 1.1 60. 

&40 0 . 7 3 . 5 5 .7 -0.6 - 1. 5 - 0 . 2 1. .9 .1 0 .9 60 . 5 0 

e447 -0 . 0 - 1.6 8 . 2 3 . 2 - 2.4 -5 . 1 1 .4 4.7 2 . 7 . 0 . ~ 1 6 0 • .36 

e472 •• 4 1. 1 0 . • • 3 -C.9 - •• 0 - 0 . 0 .1 9. 1. 4.4 5 ~ .I 

8S4S o. . 5 5 . 5 -2. 3 - •• 4 1.6 -0.4 13. 5 .. 3 •• 9 5 9.21 

8566 1 .1 7 .1 4.3 - ~. 5 - •• 1 1.6 0.3 13.6 0 .7 1.7 60.00 

8574 -3 . 5 - 2 .4 •• - 1.5- 1.1 0 . 3 1.8 2.1 4 -0. 1.7 62.35 

6581 4. 3 . 5 2.7" ••••••• ~ •••••••••••••••••••••••••••• 61 . 31 

859·3 1.7 I . 6.9 •• 9-4 • • - •• 1. 0.6 12. 1 3 . .3.9 59 . 2 1 

8695 3 . 9 -2.3 3.4 3.6 ••••••••••••••••••••••••••••••••••• 6 1.01 

CAY 1 • 1.0 ~ .O .9 - 1.3 -3.6 C.8 

1 • .3 DS(J04A 3.2 ~ . 

CSE 0 . 9 1.0 

CAIISt 

CAIINS 

I. 

.4 

0.9 

I. ~ 

4.. I. e 1. 0 I. & 

1 . 2 0 .5 0.3 ( .6 0.4 

•• 0 ~.6 - •• 1 -E.2 2.1 

. 9 .1 - 2. 2 -~.7 1.7 

1.. 6 . 9 . 0 2 . 5 

1.~ 4.9 1.6 

O.!: 1.6 0 . 5 

3. C 4.4 .3. 

• 1 I I. 3 • .] 

1 . 5 

0.5 

5. 2 

. 6 

. 7 2.03 0.0 0.0 0.0 0.0 0.0 

2. C6 0 . 2 e 1.77 0.5 3 O . ~2 0 •• 5 

.4 4. 06 7.61 3 .81 1.07 6.55 

6.7 4 2 .(3 .4& ..17 1.44 1. 1 •• 00 

. 0 2 2.36 1.04 .5 0 . 78 1 . 35 6 

6.84 2 . 06 1.46 2.02 0 . 61 •• 0 2.35 

8 . 37 2.53 1.57 3.71 1 . 12 1.4 0 2. 5 . 

8 .23 2 •• .&1 ..26 1.2& .19 4.53 

6 .. 84 .6 2.7 . 4.84 1.46 1.8& 4.4 3 

9.16 2. 1 6 1.95 4.96 1.49 1. ':,. 3 .1 5 

7.29 2.20 -0.40 2 .87 0.86 - 0.46 - 0.6. 

l).01 5.~0 3 .6 2 C.98 0 .57 6.41 5.85 

8.63 .60 2.7. • •• 6 1. 3 . 2.0. 4.4:J 

11 . 05 5 .53 2 .16 2.96 1.4& 1.46 3. 49 
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Table 39f. 72 HA. ~LP SKILL $CO~E •• PACl ON EUACPE 

.Il5 
•• •• •• EXPERIMEN' ••••••••••• OIFF.FAO •• 757.' •••••• PACN~. 

21 ,"VE SO SE ' AVE SO SE AV/!E IMPACT 

EXP :2/1 2/3 5 2/7 11 13 

757U 7 • • 6 73.7 5.5 7,,. 5 .. . 61 . 8 66.4 7 5 .7 53 .1 e8 .1 75.1 69.9 9.71 

8240 - 1. 8 -3. •• .0 -:c. . 6 - •• 7 4.2 -3 .1 3 . 3 6.6 69.31 8 . 51 

e49 • I .4 10.8 •••• • • •••••••••••••••••••• • •••••••• 68.4 10 .58 

e:uo 8 . I ,,0 . •• 6 • • o. 12 . 7 -0 .9 •• 1.5 •• 6 1.3 66.87 9.28 

e.lS ~.tt - 1. •• 8 7.0 1 . 6 -li .6 -1 . 9 5 . 5 .5 3 . 4 •• 68.14 8 . 08 

8.0S -0. . 7 5.7 3.8-1.1 c •• -0.7 1.6 . 3 5.9 1.6 68.0 1 8 .97 

e447 _ .. 1.1 11. • I t.e -b .7 - •• 8 10.1 -1 . 2 0 . 5 7 . 1 66.7 9 •• 9 

e.72 0 . 5 5 . 8 3. 6 . 5 1. 3 -3 . 1 -0.4 1.9 0.. 3 .0 66.68 1 0 . 30 

e!!o.5 5 . 9 4.5 8 .6 -5.7 - ~ . 7 3.5 -t.7 7.8 13.. 2.9 6 6 . 56 

8560 6.7 6.3 8.3-3 . 7-6 . 1 •• 5 2.4 5 . 8 0.3 -0.2 67.5 

f57. -0.3 -2.4 2 . 8 -1 .7 -2 . 9 -3 . 7 0 . 8 7.1 -c . 5. 3.0 69. 1 5 

8581 3. •• 8 0 •••••••••••••••••••••••••••••••••• _....... 68.47 

8593 5.0 6.7 3.0 8 .2 -2.4 -5 .1 4.2 -0.9 7.5 1.2 1. 67.37 

f695 5.1 -2 . 9 1.5 8.3 ••••••• • • •••••••••••••••• ~ ••••••••• 69.39 

CAVE 3.6 4. I 6.6 -1.3 - 4. 5 -0. 0 3 . .. .5 3. 3.2 

C5"~A 3. .8 3.6 3 . 2 .4 ~. 5 3 . 3 . E 4. I 3.9 2.3 

C5E 1. 

CAYSE 3 . I • • 

CAIINS •• 3 . 

1.0 0 . 9 O. 1.1 1.0 

4.2 

t . 3 

7.3 -1 .1 - •• 1 -0. 0 

.7 - 2.:2 -7.3 - C. I 

1 . 1.3 1 . 2 C.7 

3 . 3 2.0 .2 4 •• 

5 . 4.8 " . 5 4.3 

8.59 

10.29 

8.3 

3.18 

10.32 

5.29 

t'"f 

~
c:: ~ 

a:> 
t?-J 

FiJ 

2."3 0. 0 c.o 0.0 o.e 0.0 

. 57 0.66 . 0 1 1.21 0.5. 0 .94 

5.~ 9 .,0 •• 35 0.90 5.60 

• .. 0 3 . 11 e . 2 4 2.49 1.25 4 •• '" 

••• .8. 3 . 86 1 .1 1.5e 2.62 

2 . 71 1 .96 ..5 0 . 7 4 2.66 2 •• 1 

2 . E6 3 .20 .9. 1.79 1.19 4. 5 7 

3 .11 3.2 Ii. 1.21 2.7 4.71 

2.59 3 •• 1 5 . 80 1.75 1.95 •••• 
3 .10 .38 •• 5 . 1.37 1.1. 3 •• 0 

.51 0.82 3.68 1. 11 0.7. I • I 

1.84 2 . 80 2. 2 . 1.29 2.17 • • 00 

3 .11 2.60 4. 27 1.2 9 2.02 3.72 

.6. 3.0 I 4.el 2.4. 1.25 4.30 



W 
I 

I-' 
~ 
ex> 

Table 39g. 48 MR. Z500 SKIL L SCO~E J_PAC' ON EURCPE 

•••••• eXp€AIMENT ••••••••••• DIFF.FAOMC757S ••••••• PACHT. 
EXP 2.11 ~3 ~5 2 ~7 iJ9 11 13 2/1 5 7 2~19 2 ~21 ~ve so Sf Ave so SE A~~!e IMPACT 

7578 So.t 47.2 50 . 3 1.8 4 ~ . 2 44. 3 50 . 2 b8.4 56 . 5 S5.1 67 . 2 5 4.03 8.66 

8240 -2.4 -0 . 1 .1 1.2 -0 . 3 -2 . 0 - 4.9 0.3 -0.0 1.0 8 . 3 53 . 8 4 7.1 5 

84q 2. 8 -0 . 4. 2 .~ •••• • •••••••••••••••••••••••••••••• 50 . 00 .7 

8310 6 . t 5 . 8 -0 .6 5 . 3. 1 2 .1 0.2 -9.5 -0.6 3.4 7 . 8 J . 10 10.58 

8352 - 1. O. 2 . 6 1.8 - 1. 1 -1 .9 1 .4 2 . 2 - 1. 4 .6 .7 53 . 45 

e40!> 

8447 

e41' 

1545 

8566 

8574 

8sel 

8593 

8695 

CAlle 

CSGMA 

CSf 

t.4 3.0 1 . 1 3 .0 -0.6 0 . 3 -0. 8 t.8 -0. 2 . 0 4. 0 52 . 71 

C.l 0.4 4. 4.6 - 1. 5 .9 2 .2 3 .4 0 .7 7.8 5:< .43 

6.0 - I. .3 .4 6.7 2.6 .4 1.4 -3 .7 1.9 1.6 .7 52.36 

4. 0 0 .4 3 . 8 6 . 2 . 2-5 .4 4. 3 . I 4 . 6.9 5 1.7 

.4 0.6 . 2 4. •• -3 .1 .8 .6 4.2 2 .8 4.6 52 .05 

1.8 0.4 -3.6 -0. 4 2.6 - t. 5 t.5 -l.t 0.4 .1 - 0.4 53 .9 

1.0 -1. 1 0 . 8 •••••••••••••••••••••••••••••••••••••••• 48.94 

5.5 t.3 3 . 5 6.0 1 . 6 -5 . 5. 4 - 5 .6 2 .4 4 .3 6 . 2 5 t.78 

0.1 -3.6 0 . 0 1.9................................... 52 . 7 

2.3 0 .4 1. 3 .8 1.2 -5.0 1.3 -2.4 .0 2.6 5.8 

2.7 .2 2.3 t.e 3 .4 2.7 4.1 1.7 1 . 2 2 .4 

C.7 o. 0 . 6 0 . 6 n.6 1, I 0. 9 I • .:! 0 . 5 v .4 

CAVSE 3 .1 

C.VNS 4. 5 

C.6 ~.o 5 .9 2 .1 -4.6 

0.8 ~ .8 6 . 12.7-11 . 3 

1.6 - t.E 

.7 -3.~ 

1 . 8 7 . 0 

l.8 4.7 

0.8 

7.5 

8 . 6 

6 . 8 7 

7 . 88 

6.33 

8 . 69 

9.09 

9.4' 

9.25 

0.62 

9.30 

4.77 

2.e. 0.0 0.0 0.0 0.0 0.0 

2.16 O. I 9 3.26 0.98 0.19 0. 3 5 

.86 2 . 3 4 .26 1.13 2 . C7 4.34 

3 .19 0 . 9 3 .4 1.96 0.4 7 1.72 

. 07 0 . 5 8 .65 t .l0 0 . 53 1.07 

2 . 3 1 . 32 1 . 63 0.49 .69 2.44 

1.91 1.60 3 . 8 1 1.15 1.39 2.96 

2.62 1 .67 3.95 1.19 1.40 3 ,.09 

.14 2.24 4.27 1.2.9 1.74 4 . 14 

2.e4 1.911 3.44 1.04 1.91 3.66 

2.79 0.07 1.74 0.53 C.14 0.14 

0.36 0.26 1.14 0.66 0.40 0.49 

2 .81 . 25 4.29 1.29 1.74 4 .t6 

• ..:19 -0 •• 2. 32 1.16 -0.36 -0.77 
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Table 39h. 72 HR. Z5CC SKILL SCOAE I_PAC' ON EUACPE 

fliP ~/I 2/3 2~5 2/7 
•••••• £XP£A.MENT ••••••••••• OIPF.PAQ •• 757.' •••••• ~C"'. 

#'9 2~11 2~13 2~15 2~17 2/19 2/21 ~VE SO 5£ ~V£ SO !£ A~~!£ IMPACt 

1!18 5!.3 58.4 59.9 77.3 50.6 5~.2 63.~ 71.5 5'.6 t5.9 75.3 62.06 

8240 -2.2 -1 .0 - 0.5 2.4 -1. C.3 - 4. 8 0.2 - 4.7 1.0 6.4 62.4 5 

e.97 C.I -7 . 2.3 11.1 •••• ••••••••••••••••••••••••••••••• 61 .18 

8310 -1.3 9.1 -8 .2 . 9 ~.8 -8.2 -5.1- 11.3 -9.6 2 .5 7. 63.02 

e~52 -c . e -2.5 -1 . 0 7 . 8 -0.6 -6 .4 -0 .5 1.I-tO.8 2 .5 3 .7 62.74 

8.05 -0.6 3.1 1.4 4. 2 -2.5 I • • 1 __ 11 1.9 -2.4 1. 2 2.8 61.02 

e •• 7 2.3 0 .2 8.2 6.7 - c •• ~ '.6 -1.9 2.9 -6.2 8.9 5.9 60.06 

8.72 e. 0 . 2 -0 .4 9.2 6.6 -2 .9 0.0 -3 .7 -7.9 2 .1 1.2 61.10 

85.5 1.5 1.3 1.8 .9 5 . 6 -3 .9 3.8 -3.' 0.9 7.0 3.3 59.53 

8566 3.. 1 •• 1.7 8. 5 .8 -3.5 2.9 -3.6 -1.3 1.6 3.1 60.23 

8574 -2.8 -t .3 -2.7 C.l ~.1 -0.6 -0.5 0.3 0.0 3.3 1.7 62.00 

8581 -4.5 -0.' -2.8 •••••••••••••••••••••••••••• , ........... 6C.43 

8593 3.4 2.5 2.1 1 . 5 - 4.0 4.6 -2.8 -1 .4 3 .9 1.9 59.61 

8695 -0.5 -6.1 -0 .8 6.6................................... 62.9 2 

CAVE 

05CMA 

C5£ 

0.3 -0.1 C.I 7.2 2.e -.1.2 -0.0 -1 .£ -4.3 3.4 3.8 

~ .9 ~.6 3 . 2 3.5 .8 3.1 3.~ .1 .9 2.5 . 1 

C.8 1 . I 1.0 0.9 1.1 C.9 1.0 I . 1.2 0.8 0 .7 

(AVSE C.4 -0 .0 C.I 7.7 2.l: -.3.1 - 0.0 - t. ! -3.5 •• 4 5.7 

OAVNS 0.6 -0 . 1 C.2 9.3 5 . 5 -f.t -C . I - 2 . 1': -e.4 5. 2 5 . 0 

9.47 

7.70 

5.58 

9.94 

6.17 

7.93 

7.26 

9.50 

8.90 

9.15 

. 3 0 

'2.06 

9.39 

6.29 

0'"0 

~ tij 

2.e6 0.0 0.0 0.0 0.0 0.0 

2.32 -0.39 3.16 0.95 -C.41 -0.63 

2.19 1.55 7.53 3. 7 7 0.'1 2 ••• 

3 .00 -0 .. 95 1.99 2 ••• -0.40 -1.54 

l.e6 -0.68 4.93 1.49 - 0.4 5 -1.09 

2.39 t.04 2 .1 3 0.64 1.63 1.68 

2.19 2.00 _.08 1.53 1.30 3.22 

2. e6 0.9 4.97 1.50 0.1E5 1.56 

2.68 2.5' •• 13 1.25 2.04 4.09 

2.76 1.84 3. 69 t.1 1 1.65 2.96 

2.eo 0.01 . 02 C.61 0.11 0.11 

1.19 -2.57 2 .06 1.19 -2.15 -4.14 

2.83 2.'5 4. 0 4 1.22 2.01 3.95 

3.15 -0.19 5.22 2.61 -0.C7 -0.31 
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Table 39i. •• HA. SLP .MS IMPAct o~ HO.tH AMEAICA 

•••••• EXPERlMEN' •••• - •••••• O.PP.pag.C757 •••••••• __ CNI. 
EXP ~'I 2'3 2'5 2'7 2'9 2'11 2'13 2'15 2'17 ~'19 2/2t ~VE SD se Ave se IE 111.G IMPAC' 

7578 7.8 9.6 10.2 to.6 ••• 1 7._ 7.3 5.9 5.9 7.5 7 .3 1.24 

8240 -0.3 0.6 -0.2 1.0 -C.3 0 .4 1.3 -0.5 -C.O -0.1 0.7 7.99 

1497 0 .4 2.5 -0.1 -1 ••••••••••••••••••••••••••••••••••••• '.11 
8310 - 0.3 1. 5 -1.0 2.7 2.4 0.5 1 .3 0.3 -C.2 -0.4 -0.8 7.70 

8352 -0.2 2.6 - 0.3 2.0 C.9 0.3 1.5 1.0 C.7 -0.7 0.1 7.52 

C.C5 -0. 2 0.5 -0 .9 0.7 0.1 -0.. 0.6 0.1 - 1.0 - 1.0 0.3 1.35 

6447 0.1 2.7 -0.3 2.6 1.1 -e.2 1.4 -0 . 2 C.3 -0.6 -1.6 7.75 

! 72 -0.2 1. 0.' 2.3 2.6 C.5 1.1 -0.2 0.2 -1.5 -0.0 1.66 

.545 -0.1 .1 -0.3 2.6 .e o. '.7 0.1 0.3 -0.4 o.e 29 

• 566 -0.3 2.7 Q. l 1.7 2.5 0.6 1.0 1.0 -0.4 1.4 0.5 7.26 

157. -0.4 1.2 '.0 • 3 1.6 -0.' 1.0 1.8 C.7 0 ••••••• 7.5t 

85.1 0.4 -1.5 -2.0 •••••••••••••••••••••••••••••••••••••••• '0.24 

• 593 -0 . I 1.8 -0.6 2 .0 2.9 1.3 t.7 l.t C.8 -0.1 0 .6 

1695 0.0 -0.3 0.4 I •••••••••••••••••• ~ •••••••••••••••••• 

CAllE -0.1 I.' -0.3 1.6 1.6 c.. t .3 o.! 0.1 -0.3 0.1 

CSGMA 0.2 1.2 e.7 •• 0 •• 1 C.5 e.3 C.l C.5 0.7 0 •• 

eSE 0.1 o.~ 0.2 0.3 0.3 0.2 0.1 C.2 0.2 0.2 0.3 

CAliSE -1.3 '.1 -1.6 5 4.7 ~.2 12.0 2.1 c •• -1.3 C.3 

GAIoNS -1.1 .4.! -3.1 15.4 14.~ 4.9 17 •• 7.1 2.3 - 4.2 1.0 

7 .21 

9.04 

•• 8l 

1.86 

2.24 

1.56 

•••• 
1.75 

1.62 

1.35 

1 •• 3 

1.76 

1 •• 1 

2.53 

).78 

0.97 

0.e5 0.0 0.0 0.0 0.0 0.0 

0.56 0.25 (.60 0.18 1.31 3.05 

1.12 0.43 1.51 0 .76 0.e7 5.22 

0.47 0 ..... 1.26 0.3. I. 6.61 

0.55 0.72 1.03 0 .31 2.31 8.69 

.0.0 -0.1. 0.63 0.19 -o .! -1.29 

0. 49 0.49 1.35 O.f 1 1.20 5 .90 

0.4. 0.5. 1.20 0.36 1.~2 7.09 

0 •• , 0.95 1.16 0.33 a •• ! II .5 • 

0.49 0.98 1.03 2. 3... .. ... 
0.57 0.82 0.75 0.2. 3 •• ' 9.99 

1.46 -1.05 •• 27 0.7. -1.42 -12.70 

0.5 • 1.03 1.05 0.32 3.~' 12.50 

0.'8 0.50 C.93 C.46 I.oe 6 . 07 
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Table 39j. 72 HR. SLP AMS I~PAC' Q~ NCPTH AME~ICA 

•••••• OPEAIMEN' ••••••••••• 0. PP.,.AOM' 757., •••••• PAC"'. 
fliP .'1 2'3 2,5 2'7 2'9 2'11 2'13 2'15 2'17 2'19 2'21 ~tlE so Sf AVE SD ! £ S'I'G 'MPAC" 

7578 10 .1 12 .3 10.3 11.4 .3.3 ••• 0 7.0 4.2 6.8 10.0 9.5 ~.62 2.67 

• 240 0.7 -0. 0.2 0.3 -0.0 2.3 1.0 -t.5 -0.1 1.3 -o.~ 9.34 2.4 • 

.497 1.9 1.3 -0.2 -1.3.......................... ......... 10.60 1 •• 9 

8310 0.1 2.6 -0.1 -0.4 3.6 3.5 0.4 -1.1 -0.5 0.4 -O.E a.90 1.97 

8352 -1.8 2.2 0.2 -1 . 15 • • 2 2.1 0.7 -0.1 0.7 1.5 -0 . ~.04 2 .65 . 
• 405 -1.4 1.2 -1.0 -o.s 0.1 -0.7 0.5 -1.0 -2.1 1.5 0.4 ~ .. ., 2.49 

8 •• 7 - C.4 1.6 0 •• -0.9 •• 7 •• 1 0.9 -1.0 -0 .0 1.3 -2. ~.21 2.34 

8472 -0 .3 2 .3 -0.0 -0.5 3 .3 I.. 0.3 -0 •• -C.l -0.9 - 1.0 9.21 2.21 

85.5 0.9 3.1 -0.6 -1 .0 3 .1 1.2 1.1 -0 .8 -0.3 0.6 0.9 e .1I6 2.16 

8566 0.6 4 .0 -l.S -2 . 4 3 . 9 2.7 o.a -o . a -1.2 3.2 2.4 a . 55 2.49 

.574 -1.5 0.2 -0.3 -2.t • • 1 -1.7 1 .5 -t .1 C.5 1.9 ••••• ~ .6. 3 .13 

.581 -0.4 -0.2 -t .3..................... ••••••••••••••••••• 11.54 1.02 

.593 1.3 3.1 -0.5 -1.9 3.15 1.15 1.2 -0.11 (.2 0.7 t . 2 

.~9S c • • -0.7 0.9 -1.1 •••••••••••••••••••••••••••••••••• 

CA\le 0.0 1.6 -0.3 -1.. 2.5 t. 0 •• -o.~ -C.3 a.t -C.l 

CSCileA 1.1 1.4 0.7 o.a 1.3 1.5 C.4 0.4 0.. t.o t.3 

CSE 0.3 0.4 C.2 0.2 0.4 C.5 0.1 0.1 0.2 0.3 C.4 

C.-\lS! 

CAVHS 

0.1 4. 0 -1.6 -5.1 s.e 3.2 7.3 -7.! -I . 3.6 -0.1 

O.J 12.e -2 •• -9.7 1 •• ~ 14.0 II.9-20.e -4.4 11.5 -c.s 

E.76 2 .36 

11.05 1.99 

~~ 
.,, """ 

~ ~ 
''8 

0.81 0.0 0.0 0.0 o.e 0.0 

0.15 0.27 a.o C.32 o. 2.82 

0.94 0.42 1.46 0 .73 0.5 4.3 

0.59 0.71 1.71 0 . 51 1.39 7.42 

0 •• 0 0.57 1.150 0.45 ~ . 21 5.98 

0.75 -0.2 1.12 0.34 -0.8a -2.a7 

0.70 0.41 1.49 0.45 0.91 4.22 

0.67 0 .4 1 1.43 0.43 0.95 4.25 

0.62 0.15 1.38 0.40 1 • • 9 7.83 

0 . 69 1.06 2.14 0.59 1.79 n.Ol 

0.'99 -0 .05 1.55 •• 9 -0 .10 -0.50 

0.59 -0 . 64 0.60 0 . 35 -1 .ee -6.69 

0.71 0.115 1.411 0 0 .4. 1.17 8.8. 

o.s~ -~ :o 1.04 0 .52 -0.C4 -0.23 
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Table 39k. •• HA. l!OO AMS IMPAC' OH HO_'" AMeAICA 

•••••• e.PE.I.eHf ••••••••••• OI~.PROMI'S'.' •••••• ~CH'. 
eap I~I a~~ a~5 2~7 2~~ 1~ll 2~13 2~IS 2~17 2~19 2~2' AVE so 5e AVE 50 IE s,saG IMPACf 

757 ••••• 63 •• 99.7101 ~61 0~.0 ~~.3 .3 •• 57.5 ~1.6 " ••• 3.e 77.9. 17 ••• 5.26 0.0 0.0 0.0 o.c 0.0 

.2.0 0 •• -2.. S.O 9.0 - •• 0 -6.5 .6.9 0.2 5.5 -0.3 .9 75.47 16.78 .06 2.'6 6.55 1.97 1.1! 3.16 

•• 97 -4.1 13 •• -.5.1-26.2 ••••••••••••••••••••••••••••••••••• 90.54 36.65 ' •• l3 -8.09 .e.7. e.37 -C.9 7 -10. 3. 

1310 .2.0 .2.5 -4 •• '7.3 26.6 -9.8 15 •• 6.2 0.2 - ••• - 1.1 71.29 17.02 

.l52 12.3 9.5 3.] 15. 6 16.0 -6.1 23.6 5.3 5.8 -0., 5.6 69 .67 16.26 

e.es 3.2 -0.9 2.4 •• 6 1.4 I •• 5.6 -4.1 e.4 -7.9 -1.3 7e.72 17.57 

'447 t.o 9 •• -8.3 19.3 IS.' -e •• 25.&-15.1 0.3 -5. 2 12.5 7 ••• 2 16.49 

'472 •• 0 •• 9 1.5 7.3 21.9 -6.027.6 1 •• 6 - '.1-10.3 4.9 71.72 17.53 

.545 e.3 13.4 -2.' 15.6 26 .~ 7.3 31.7 -0 .4 - •• 2 -0.6 4.1 6t.92 15.7. 

.566 1.4 6.3 7.5 12.0 25.3 -2.8 • -". 0 --.6 le.4 -'.0 72 •• S 12.65 

157. 5.3 -5.7 4. 3 12.0 Ie., -0 •• 26 •• -'.1 -1.7 7.0 ••••• 71 . ~2 13.92 

.581 1.8-1 ••• -32.9........................................ 92.72 35 ••• 

'5~ ~ •• la.7 -9 .9 •• 9 2 • • 0 5.2 30.. 7.4 e.9 3.3 6.0 6~.11 19.53 

'69~15 •• -7.7-12.9 - •• 6................................... 92.62 19.89 

CAllE l.7 3.9 -... 7.6 16 •• - •• 3 21.3 0.1 0.6 0.1 2.9 

OSGMA 7. 2 9.7 10. 7 1 1.9 10.0 e •• e.7 7._ '. 6 7.3 e.5 

elE 

CAltSE 

2.0 1.7 ~.o 3.' 3.2 1~7 2.. 1.4 1.5 2.3 I •• 

1.9 I.e -1.6 2.2 5.3 -I.' 7.7 0.( 0 •• 0.0 1.6 

CAIINS e.8 6.1 -4.' 7.5 16.5 -~.6 2f.5 0 •• 1.0 0.1 3.5 

5.13 6.65 ••• 05 3.3l I.S9 •• 53 

'.90 8.26 1.29 2.50 l.ll .0.60 

5.30 1.21 •• 5. •• 3. 0.1. 1.55 

4. 97 5." 2.87 l ••• l.lI .56 

5.19 6.2. II.e9 l.52 I. Ie .97 

4.55 9.02 11.52 3.33 2.'1 11.57 

3.65 5.09 9.'7 2 ••• 1.17 6.5l 

••• 0 6.03 1 0 •• 5 3.2. I.e. 7.1 

.'1 -16.62 11 •• 4 10 .0 1 -1.65 -2'.33 

.89 '.'3 10.67 3.22 2.7. II .33 

9 ••• -10.15 4.e9 2.45 -4.I~ -'3.02 
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Table 391. 72 HR. Z50C RMS IMPAC' O~ NO~'H AMe~ICA 

•••••• £ICP£.IMe .. ' ••••••••••• O ... P .I"..,M( '.7 ••••••• • PAC"'. EXP 2'1 2'3 2'~ 2" ~'9 2'1' 2'13 2"5 2'17 .'19 2'21 ~vE so Sf A~e 50 !£ S'S'G IMPACT 7'78 80.4119.21&'.4 118.413E.0 14.4 70.9 68.3 5~.3 ~9 .9 90.0 9 ~ . 7 . 03 7.85 0.0 O. 
8240 -4.8- 13.5 6.6 13.3 -8 .8-1 2.9 12.7 -9.5 8.1 14.1 -~. 94.15 28.91 6.72 -0.41 ••• 32 

t'~7 -9.2 . 0 -0.6-35.2 ••••••••••••••••••••••••••••••••••• 11e.&7 6.37 13.16 -10.02 11.1 

8310 -8.4 24.9 -3.7 4.4 28 . 3 2.6 It.4 -5 .5 1.5 .7 l .e 8e.l2 1.5 

e3S2-17.1 17.1 -2 .3 -0.2 17.7 0.0 16.3 - •• 4 -(.2 6.9 -&.1 ~0.50 3 .95 

8'05-11. 2 6.3 -0 .9 -0.5 -3 .9 -7. 7.9-10.5 0.8 1.6 I.! 95 ~25 25.56 

e447-10.1 15.0 -2.1 4.6 .... 10.~ 17 •• -4.2-1!.3 26 •• -0.6 88. 1.] 22 . t!S! 

e472 70.1 20 . 8 -1 .4 4.4 32.7 -7 .8 28 .5 10.5 -t.3 -8.6 7.4 8e.08 33 .81 

t!5 46-1 7.3 33 . 7-11 .' 6.0 25 . 0 - 4.9 26.' -3.7-1 4.8 1.2 20.0 8e.2 23.13 

t!S66 -9.2 '2.7 -3.3 13.5 ~e.7 23.8 - 6.9 -2.6-19.0 31.0 19 •• 3.00 19.9' 

E574-13.5-10.4 -4.2 11.8 17.2-10.e 1 5.5 -0.7 -e •• 16.5..... 92.6 5.9 

858.-33. 2-19.1-26 •••••••••••••••••••••••••••••••••••••••••• 131. '5.99 

8593-17.' 32.3-12.0 2.9 2t!.8 - 0 . 6.4 1.5 -9. 4 - •• 7 19.6 87.33 25.35 

8695- 15.6-2' .8 -5.7 -1.8 ••••••••••••••••••••••••••••••••••• 120.& 

CAlif -7.4 .0 . 0 -S.l •• 9 18.5 - ( .7 l S.6 -2.E •• 9.0 E.7 
OS~A 23 .4 20.e 7.5 12.3 13.4 le.s 10.0 s.c e.l 
CSf f.5 ~.e ~.l 3.~ 4.2 ~ . 3 3.2 I.t 2.6 
'AIIS£ -1.1 

C""'NS -9. 2 

1.7 -4.5 0.5 4.4 -C . 2 4.9 - I.! -2.3 
... -4 ... I. 13.6 -1.0 24.0 -3.(-le.8 

12.1 lC.1 

3.8 3. 

2~4 2.0 

9.0 7 .4 

.9.6& 

~§ 
~q.) 

2! 
~> 

t"'< 
C ", 

t~ 
~rn 

6. 5 .03 11.68 

7.22 3.25 IC.49 

7.71 - •• 50 •• 27 

6.90 5.61 13.3 1 

10.20 13.66 3.5 

6.f8 5.4' 17.26 

5.76 10.'4 19.26 

8.21 1.50 12 •• 3 

9.23 -26.' 7.0 

7.64 6.4. .7.41 

9.'4 - H.9 IC.l 

0.0 o.e: 0.0 

3.4. -0.12 - 0 .43 

•• 90 - I.'l - 10.6S 

3.5 1.6 6.00 

3 .16 I.OJ 3. 4 

1.89 -0.1 - •• 60 

4.01 1.40 

.09 •• 91 '4.5 

4.98 1.10 •••• 
.56 •.• " ".4. 

3.93 0.l8 1.60 

'.0 -"'.4 4 -27.'6 

5.25 1.2 6.84 

5.t. -2.31 -12.77 
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'!'able 39m. t8 MA. !LP RM S IMPACT C" E. URCPE. 

•••••• £xPER. ME NT ••••• •••••• OJ fF.FRO~.,.7.t •••••• ~C~,. 
txt: 

75'S 

.'1 2'3 2'5 2'7 ~9 II 2'13 2/1 5 2'&7 19 2/21 ,ltE. SO Sf AVE SO IE S'IIG • MPAC' 

~. 2 8.5 7.7 7 .' 1 .7 7 . 0 9 . 0 . e 5 . 6 6 . 2 11 . 9 

e2.0 -0. O.t l . t 0.9 -0.' -0.1 -0.0 0 . 1 o.t 0 . 8 0. ' 
e.97 1.0 0 . 7 .1 0.1 •••••••••• • • • ••••• • • • ••••••• •• ••• •• 
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Table 41. Summary of percent impact for skill scores. 
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Tables 39i-39pi these are the analogs of Tables 27b, 28b, 29b, 

30b, 3lb, 32b, 33b, 34b given for DST-5. Table 40 presents our 

rough measure of statistical significance for the Sl results. Its 
entries were computed in the same way as those of Table 36 of the 
previous '~~section. Table 41 is analogous to Table 35 of that 
Subsection and contains the mean percentual skill score impacts for 
each experiment. 

Before discussing the results, it is important to remember 
that Experiment 8405 is a control experiment, as described in Subsection 
3.3.1.3, and that all the results have to be gauged against those 
of Experiment 8405. We notice first in Table 40 that the measure 
of statistical significance for Experiment 8405 is ~5= 1.07. Hence 
the results of the DIM experiment 8240, with ~'l= 0.13, have no con
fidence whatever attached to them (also ~1<0.5), while those of the 
SCM experiments 8310, 8352, and 8447, with ~3 = 0.94, ~4 = 1.01, and 
~6 = 1.36 respectively, can JJe considered as marginally significant: 

~3 ~ ~4 = 1 = ~5 < ~6 

= The corresponding mean percentual impacts from Table 41 are x5 = 0.97 
for the control experiment 8405, and Xl = 0.21 for the DIM experiment 
8240, which is practically negligible; they are x3 = 2.75, x 4 = 1.83 
and x6 = 2.98 for the SCM experiments 8310, 8352, and 8447 respectively 

We already notice a strong correla-
tion between measure of impact and measure of confidence. Moreover, the 

control experiment shows that the DIM experiment totally failed to 
produce favorable impacts, while the SCM experiments produced results 
considerably better than the performance level set by the control 
experiment, in fact twice as good, at least. Also Experiment 8310, 
which used a larger amount of data, obtained from two satellites, 
produced results which were 50 percent better in mean percentual 

impact than those of Experiment 8352, utilizing the same assimilation 
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method (SCM) but qata from NIMBUS-6 only. Furthermore, Experiment 

8447, in which no satellite data were inserted over land, reflecting 

higher reliance on conventional data, produced results comparable to 

and even better than those of Experiment 8310, while using only data from 

one satellite (NIMBUS 6). 

We proceed now to discuss the SAM experiments, 8472 through 8695, 

i. e. , 7 < i < 13, omitting, however, the incomplete ones, 8581 and 

8695. The comparison of results, in both impact and significance, of 

Experiment 8574, i=lO, which used only NOAA-4 data, Experiment 8472, 

i=7, which used the more abundant NIMBUS-6 data, and the remaining 

SAM experiments, 8545, 8566, and 8593, i = 8, 9, and 12, which used 

data from both satellites, immediately shows the importance of data 

quantity, independently of the assimilation method. We have in fact 

~10= 0.66 < ~7 = 1.39 < ~j' j = 8, 9, 12 with ~j ~ 2; similarly 

xlO= 1.20 < x7 = 3.11 < Xj ~ 4.65. Thus Experiment 8472 is comparable 

to the best SCM experimen't, 8310 or 8447, while Experiment 8574 pro-

auces somewhat poorer results. 

The results of the three SAM experiments which utilized fully 

the available data~'~545, 8566, and 8593, are remarkably similar. 
/1 

We have '8 = 1.:,94, ~9 = 1.85, and ~l2 = 2.05; these give us all high 

st?<cistical con':t:idence in the mean impacts, being very close to, and 

one even larger than, 2. The mean impacts are x8= 4.74, x'9 = 4.46, 

and x12 = 4.79, that is close to 5 percent. This is certainly not 

a very large impact, but is quite comparable to improvements in 

numerical weather prediction which have been considered as important 

over the last decade; it corresponds approximately to the ability of 

making a 60 h forecast of accuracy which equals that of today's 

operational 48 h forecast (see for instance Chapter 1 of this report.) 
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We remark in passing that the attempts at removing the bias, 

either at observation point (8566), or at the correction point (8593), 
did not make much difference in the results. The use of SAM itself, 
however, certainly did make a difference. It is very interesting to 
consider the SCM experiment which is similar in other respects to the 
three SAM experiments we are in the process of discussing, namely 
Experiment 8310; we immediately notice that the two quantities 

measuring results, ~3 and x3 ' have a value which is almost exactly half 
the corresponding representative value for SAM, ~3 = 0.94, versus 

2, and X3 = 2.75, versus 5. The values of ~l and xl for DIM experi
ment 8240 can be considered zero for all practical intents and 

purposes of this discussion. We observe at this point that, in a 
certain sense, SCM is a low-order approximation to SAM, in which the 
matrix A of Subsection 3.2.7.2 is approximated by a diagonal matrix 

(compare Rutherford, 1972). 

The results for rms errors strongly support those presented 

here for skill scores; they are given in Tables 42 and 43: Table 
42 contains mean rms impacts and Table 43 gives their statistical 

significance. The statistical significance of the rms results is 
influenced by data quantity and assimilation method in the same way 
as the Sl results, and so are the mean impacts; the values of rms 
mean impacts are of the order of 10 to 12 percent for the best SAM 

experiments, and 5 to 7 percent for the SCM experiments. 

Furthermore, differences in initial states correlate well with 
impact on forecasts from those initial states. Our statistical 

measures of impact also correlate v.ell with improvements in the 

capability of predicting local weather when using the large-scale 

numerically predicted fields for guidance (see Chapters 1 and 5 of 

this report). 
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Table 42. Summary of percen t impact for rms errors. 

NCRTH A~e"JC" EURGPE 
SLP Z500 SLP Z500 

eXPEA •• 72 4E 72 48 72 48 72 TOtAL 

7578 0.0 0.0 G.O 0.0 c. a 0 .0 0.0 0.0 0.0 

824 0 .J.05 2.82 3.16 -C.43 3.~8 3 .93 2.09 1.51 2.43 

8497 . 5. ~2 4.39 -I C.38-1(.69 12.74 !:.72 2".41 20.03 6.43 

831 0 6.e l 7.42 e.!3 6.00 7.48 - 5.78 10 .25 0.53 5.1 3 

8J52. 8.f9 5.98 1(l.f C 3.47 ".67 ~.99 6 .89 6.16 6.31 

.405 -1.29 -2.87 l.f5 -1.60 2.07 :!.32 5.11 5.82 1.51 .-
~ .4. 7 5.90 4.22 E. 56 5.99 1.58 1.8 I 12.54 2 0.31 7.36 ~ 
w 

8"72 7. 09 4.25 7. ~7 14.57 7.Cjj8 6.95 - 0. "6 -0.58 5.97 

8545 II. f8 7.83 1 1 . !7 5.84 !.38 1.66 17. 14 15.56 9 . 57 

e566 ll.E8 11.07 E . 53 11.46 1".15 9.98 17. 00 17.24 12 ••• 

e!7 • • 9.~9 -0.50 7.73 1.60 -2.4 6 -3.76 9. 21 7 .48 3.66 
00 

8 5tU . -12.70 -6.69 - c a.3 :!-27.8t 3.15 7.26 -11. 2Cjj -8.17 ~S -9.6 ~ 

8593 12.!0 8.88 • 1 . 33 t.8 • 7.88 4.76 14.6. 13.31 
tot1G') 

. 0 .0 2 82 
e695 . 6.(7 -0.23 -I:! .C~ 1~.77 2.97 -C.48 - 7.2 1 -6.70 ~ ~ -3 .ge 
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Table 43 . Statistical sigrtificance for rrns errors. 

NORTH A HF. A J CA EUROPE: 

SLP Z500 SLP Z500 

EXPER 48 72 .. e 72 48 7 2 48 72 TOTAL 

757 5 o.e 0.0 C.C C.O 0.0 0 . 0 0.0 0. 0 0.0 

524 0 1.38 o. ee 1.25 -C.a2 1.3a 1.74 0.62 0 . 52 0.94 

549 7* 0.57 0.58 - (.97- 1.13 2.40 1.03 2.57 a.99 0.88 

& 310 1.43 1.39 I.S9 1.60 1.63 -a.a 7 1.92 0.10 1.1 1 

e 3S 2. 2.~1 1.~7 3.3 a 1.03 1.71 C.95 1.67 2.31 1.52 

840 5 -0.56 - 0.82 c.ee -C.7 9 1.24 1.69 4. 3 S 3.83 1.23 

w 8447 1. 2 0 0.91 1.32 1. 40 (l. 3 0 C.54 2.61 1.63 1.24 

I 
I-' 847 2 l. e 2 0.95 1.16 1 .9.3 2.44 2.55 - 0.10 -0.17 1.37 
0\ 

"'" 8 5 4 5 2.E5 l.89 ~.71 1 . 10 1.28 0.41 3. 5 4 4.32 2 el 2E 

B5 6 6 3. 44 1.79 1.17 1.9.;3 .l.18 1.64 2. 9 3 4.91 2.77 

f5 74 . 3.47 - 0.10 l.e8 C.38 -C.88 -0.86 3.le 2 .. 42 1.19 

858 1. -1.42 -1 .86 -I.es -E.44 C.37 C.82 -1.54 -4.77 -2.0 E 

e~9 3 3.~4 1.77 :C .74 1. 22 1.86 1.04 3 .33 4.74 ...., ,- 2.49 

BE9S· l.e8 - 0.04 -4.1 5 -2.31 ~.12 -C.16 -1.91 - 1.65 ~~ -o.e e .... 
~c: 
Q~ 
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This concludes the discussion of our DST-6 experiments, to 

the extent allowed by the framework of this report. 

3.4 CuNCLUSIONS AND RECOMMENDATIONS (M. Ghil) 

During the 1976 Impact Test Project (April 1976 - April 1977), 

we have developed, tested and evaluated a number of methods for the 

four-dimensional (4-0) assimilation of satellite-derived temperature 

data. The methods were all local and time-continuous, using only 

data provided by satellites in a small interval of 10 minutes at 

a time. We applied a direct insertion method (DIM), a successive 

correction method (SCM), and a statistical assimilation method (SAM) 

to DST-5 and DST-6 data. 

The results of the DST-5 experiments were inconclusive. This 

is probably due to two causes: (1) the synoptic situation during 

that summer period, and (2) the fact that our methods at the time 

when the experiments were carried out had not been perfected. 

The results of the DST-6 experiments allow us to draw a number 

of conclusions: (1) satellite-derived temperature data can have a 

modest, but consistently positive impact on numerical weather fore-

casts, as verified over the continents of the Northern Hemisphere; 

(2) this impact is highly sensitive to the quantity of the data -- a 

two-satellite system is superior to one satellite by an amount rough

ly proportional to the quantity of data transmitted; (3) the assim-

ilation method plays a major role in the level of impact for the 

same data -- direct insertion proved practically worthless, while 

SCM provided about half the impact obtained with SAM. 
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The impact for the best method and the best data was about 5 

percent in 8 1 skill score and 12 percent in r~s error; these cor

rer::.pond to an extension of about 8-12t i'n the \usefu1ness of oper

ational weather prediction (NWP) in the range between 48 hand 

72 h. There are indications that local weather forecasts using 

large-scale NWP results as guidance can be similarly improved. 

Our results seem to point to two major areas in which improve

ments can bring about larger impacts of asynoptic observing systems. 

The first is improving the accuracy of the observations themselves: 

in the presence of large errors (2-2.5°C rms errors in vertical 

temperature profiles derived from satellite radiance data), even as 

modest an impact as the one we obtained is surprising. The deficien-' 

cies in data quality can only partially be compensated for by large 

data quantities and by processing and assimilation methods. There 

is furthermore a major need for continued development of the processing 

methods and of the assimilation methods themselves. and also of a much 

closer interaction between the processing of raw data and the assimi1a-

t5.on of the processed data. 

The second area of improvement is in the numerical models them-

selves: for the asynoptic data to be successfully assimilated and 

contribute thus to a better approximation of initial states, it is 

necessary that the model used in the assimilation process be able 

to convey the information present in the data accurately over ex

tended instances and periods of time. Model improvement can only 

proceed by a judicious combination of higher grid resolution, better 

numerical discretization methods, and better representation in the 

model of atmospheric processes. 
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We hope that the concerted effort in designing better observa-

tion instruments and systems, i:in refining the methods for processing 
\\ 

and assimilating the observatiort.::, and in developing numerical models, 

will bring about the improvement in numerical weather prediction 

and in our understanding of the atmosphere which is the goal of the 

Global Atmospheric Research Program. 
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4. FORECAST MODEL DEVELOPMENT 
(w. Quirk, Scientist; Y. Sud, Manager) 

4. 1 APPROACH 
From the start of this DST forecast impact project it was 

clear that the forecast models must be improved if satellite 

sounding data were to have its maximum impact. Current forecast 

models are of little operational use beyond 48 hours, however~ 

satellite data has its. greatest impact on weather prediction 

forecasts of 48 hours and longer (see Chapter 3: Analysis and 

Assimilation). Satellite data is of use primarily in defining 

the atmospheric state in data-sparse regions such as oceans, 

and by the time this weather influences conditions over popu

lated regions the forecasts have already greatly deteriorated. 

The deterioration of forecasts beyond 48 hours is believed to 

be due to three main causes: (1) forecast model inadequacies such 

as too coarse horizontal resolution, (2) the nonavailability or 

poor quality of data from certain regions, and (3) inadequate methods 

of data analysis and assimilation. Robert (1975) has estimated that 

almost 80 percent of the error in 36-hour forecasts comes from fore-

cast model deficiencies, rather than errors in data. Since it is 

only at periods longer than 48 hours that satellite data become 

important for forecasts over populated areas, it is imperative to 

use better forecasting models. Only through a concentrated effort 

to improve all three areas can the most effective use be made of 

satellite data., Onty aftep the fopeaast modets and methods of data 
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data over the entire globe will forecasts of a week or more be 
possib l.e. 

During 1976, the model development group considered the problem 
of how best to improve the forecast skill of the GISS GCM in time 
for use during the DST Impact Test Proje:ct. A number of improvements 
were made to the model physics in the areas of parameterization of 
clouds, radiation, hydrology, snow accumulation, and the planetary 
boundary layer: but these improvements showed little affect on model 
forecasts. A fourth-order differencing scheme was successfully de-
veloped and tested du-ring the early phases of the Impact Test 

Project. While this model was a definite improvement over the standard 
GISS second-order model, in the few forecast tests conducted, the model 
was still in its developmental stage and could not be used operational-
ly. Among other disadvantages, it ran two times slower than the 
second-order model. By using smoothed leap-frog time differencing 
the fourth-order model now uses only about 20 percent more CPU time 
than the second-order model, and should be ready in the near future 
for future forecast impact tests. 

A decision was finally reached to develop a high resolution 
(ultrafine) 250 km grid version of the second-order model for use 
during the Impact Test Project. Preliminary results indicated 

the ultrafine model made substantially better forecasts than the 
fine model; for this reason a data assimilation and forecast experiment 
was initiated. However, as the final assimilation scheme was not 
fully tested with the fine model until late December, the ultra fine 
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test did not begin until early in January. The assimilation program 
proved to be extremely time consuming. New methods to speed up 
this program are being tried, but it still takes 6 hours to do 
one similated day for an assimilation and nearly 10 hours for fore-
casts of 4 simulated days. Because of the large amount of computer 
time involved, only the No SAT assimilation run has been finished 
and analyzed. The satellite assimilation r-un is now in progress. 

4.2 DEVELOPMENT OF THE ULTRAFINE MODEL 

The current GISS Global Circulation Model (GCM) has a 
horizontal spacing of 4° in latitude by 5° in longitude~ this 
grid yields horizontal resolution of about 400 km in 
midlatitudes. Theoretical studies (e.g., Grotjahn and O'Brien, 
1976) have shown that with this resolution wave-lengths about 
the size of synoptic systems are poorly represented by the 
finite differencing scheme. In th~ GCM these systems propagate 
much more slowly than in nature and they do not strengthen as 
much as the observed highs and lows. Robert (1975) has esti
mated that almost 40 percent of the error in 36-hour forecasts 
is attributed to insufficient horizontal resolution. 

NMC has developed the Limited Area Fine Mesh (LFM) model to 
increase its forecast skill without greatly increasing the computer 
time needed for a forecast. This model consists of a fine mesh 
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(200-km resolution) over the United States embedded in the' 
standard 400-km grid. They have run the model for several 
years now and have found that about one-half the error in the 
propagation and deepening of low-pressure systems is eliminated 

by use of the LFM model (Brown 1975). The success of the LFM 
model is also shown in the statistical scores for sea-land pres
sure and 500-mb forecasts shown in Tables 1 and 2. (These tables 

were made available to us by Duane Cooley of NMC). The numbers 
in the columns headed by 6L PE give the Sl skill scores produced 
by the 6-level Primitive Equation model (400-km grid) for the 
last 16 months. The first column gives the average l2-hour 
forecasts skill during each of 16 months for the PE model, the 
second column gives the same statistics for the LFM model. 
The average scores for the last 12 months are also given. 
From the averages one can see that the improvement of the LFM 
over the PE in sea-level pressure skill is greatest at 48 hours. 
For the SOO-mb skill the improvement is greatest at 24 hours, 
but there is still substantial skill improvement at 48 hours. 
It is surprising that the LFMmodel can make such good forecasts 
at A8 hours, given the smallness of the area that has a fine 
grid. NMC is now planning to ~mplement a mOdel with a hemi
spheric or global fine mesh so the time for which meaningful 
forecasts can be made will be extended. 

It is of interest to note that this effort on the part of 
NMC is simultaneous with the acquisition of three IBM 370/195 com
puters. The improvement of weather forecasting models at NMC 
historically has occurred with the acquisition of new computer 
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systems. Figure 1 (from Fawcett, 1977) shows that the SOO-mb 

36-hour forecasts was greatly increased with the introduction of 

the barotropic model when the IBM 700 series was introduced, and the 

skill was greatly increased again with the introduction of the CDC 

6600 and the 6-1evel PE model. 

Table 1. SEA LEVEL PRESSURE 

ORIGINAL PAGE IS 
OF POOR QUALITY 

S1 Comparisons of the 6TJ FE and LFM for the contiguous United States. 

12-hr 24-hr 36-hr 48-hr Gr. P~LFr-! 6L PE-r:Fr.! BAR GL PE LFM 6L PE LFf.t 

Oct 75 37.9 40.8 47.5 45.7 56.0 54.9 
Nov 75 37.7 40.9 46.2 46.7 55.3 55.4 
Dec 75 37.8 39.7 46.3 47.5 56.1 55.4 63.4 
Jan 76 36.8 37.6 45.4 44.5 53.8 54.0 60.7 
Feb 76 40.0 39.5 49.3 46.7 58.2 55.3 65.9 62.9 
f.!ar 76 38.5 37.7 48.1 44.7 57.4 51.7 66.8 56.7 
Ap.r 76 39.2 39.0 46.4 44.5 55.3 51. 7 62.5 59.8 
f.lay 76 39.2 38.6 47.1 45.0 55.8 51.9 64.1 58.6 Jun 76 '11. 9 40.0 48.1 46.6 56.5 54.8 63.0 59.5 
Ju1 76 42.6 40.5 47.0 46.8 54.0 53.9 60.4 58.4 
Aug 76 43.7 41. 4 49.5 47.1 55.2 53.7 61.5 59.6 
Sap 76 43.5 41. 9 51. 8 47.2 59.4 52.8 67.4 60.7 Oct 76 36.4 37.2 43.7 42.0 51. 8 49.4 59.1 57.2 
Nov 76 35.3 37.5 42.1 43.5 49.2 50.6 55.2 58.0 Dec 76 38.6 38.3 45.7 44.3 54.4 52.0 61.7 59.0 
Jan 77 38.3 37.6 48.4 45.8 56.3 53.3 63.3 62.1 

AvO 1:<:1 go Feb 76 39.8 39.1 47.3 45.4 55.3 52.6 62.6 59.4 to Jan 77 

4-S 



r I" 
f 

t 
j 

, 
~( 
1· 
l 
I~I= 
f 
I~ 
-g; 
-~ 

!~ 
1 

-~ 
-'/ 

~ 
'" ~ 
~;> 

'" t 
r .. 
~. 

~ 
f 

f 
! 
~ , 
t', 

!.:; 
.;,l 

, 
.' w 

Q: 

~; 
0 
u 
(/') 

...J 

...J , 
.; 

~ 

i (/') 

, (/') 

t 
~\ 
f} 
.' 
" ~4 , 
'< 

NATIONAL METEOROLOGICAL CENTER YEARLY 
SUMMARY Sl SKIL.L SCQRE CENTEF<EO ON JULY 

.65 -

.60r-

-1-------

.55- . "----

.50- 'r 
36-HOUR 500mb 

FORECAST 

.45-

1-._----------

.401-
1--._---

--f-._--

BAROTROPIC 
.35 - MODEL 

PRE-NUMERICAL (IBM 700 3-LEVEL 
PREDICTION SERIES) GEOSTI~CJrIC 

r-1.00EL 
(Ifm 7(94) 

30 _L...l.--L...L...L-L_L ._L....l.-l__ 1-1-._L_ 
• 1953 1958 19G3 

YEAR 

*Adjusted 1'0 same region 

4-6 

'~TPR 

n-~}IO% 
6-LEVEL PRIMITIVE 

EQUATION MODEL 
(CDC 6600) 

\ 
~ 

0/(' 
LFM 
IBM 

3GO/190 

,.L I I 
"1968 

I __ J-L-L_L-L_I 
1973 

ORIGINAL PAGE IS 
OF POOR QUAUTYI 

'1 
1 
"' 

.. ~ , 

.~ 
! 

.~ 
1 

Ii 
I .~ 
i ] ; , 
I . 
! 



r~~';~T""T'""-'~' 

~' 
~ . 
'~ 

". 
~ 
It 

l; 
'r 
'. ';', 

" 

< 

~' 

~, 

~~, 

Table 2. 500 MBS 

51 Comparisons of the 6L PE and LFM for the contiguous United States. 
The barotropic model (BAR) performance is included at 36 hours. 

l2-hr 24-hr 36-hr 48-hr 
6L PELFM 6L PELFM BAR 6L PE--r:Fl>1 6L PELFM 

Oct 75 23.3 18 .. 7 31. 7 25.5 44.5 38.7 34.7 
Nov 75 21.9 18.1 29.4 25.2 36.5 33.8 
Dec 75 20.9 16.4 28.4 22.8 39.4 35.1 29.9 40.1 
Jan 76 20.6 15.6 26.9 22.5 37.6 33.8 30.5 38.4 
Feb 76 20.2 15.7 26.5 21.2 36.7 32.0 28.0 37.3 36.1 
Mar 76 19.7 15.8 26.8 21. 8 37.8 34.0 28.8 40.0 34.2 
Apr 76 24.3 21. 0 32.1 27.7 42.1 40.6 36.3 47.3 46.0 
May 76 24.9 20.0 31. 4 26.4 42.8 39.2 34.6 47.1 42.0 
Jun 76 26.7 22.3 32.1 28.1 44.8 37.6 36.2 43.9 43.3 
Ju1 76 26.8 22.9 31. 7 28.0 42.4 38.5 34.6 44.6 42.2 
Aug 76 25.2 22.1 31. 7 27.5 42.0 38.2 34.6 44.7 42.3 
Sep 76 23.6 20.5 29.9 25.1 43.8 36.1 32.7 42.6 39.2 
Oct 76 20.7 18.0 27.3 23.5 39.2 32.9 31. 3 38.7 37.8 
Nov 76 19.6 16.3 25.3 21. 8 33.9 30.6 28.9 35.5 35.5 
Dec 76 18.9 15.0 25.5 20.2 36.1 31. 3 26.5 36.8 32.7 
Jan 77 20.6 16.9 28.4 24.4 40.3 35.1 31. 7 41.0 38.4 

Average Peb 76 22.6 18.9 29.1 24.6 40.2 35.5 32.0 41.6 39.1 to Jan 77 

This points out the way that improvements in computing technology 

have gone hand in hand with the improvement of weather forecasts. 

Because of tne importance of long-term forecasts, accuracy 

for sounding impact development of a high-resolution GISS GCM 

model was given a high priority. The new model, called ultra-

fine, has a resolution of 2.5 0 in latitude by 30 in longitude. 

until the 1976 Impact Test Project, development of this model 

had not gone forward because of tb.e ~imited computing resources. 

Only recently, with the addition of the JU!DAHL computer dedicated 
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to the Global Atmospheric Research Programme (GARP) and the 

concentration of all resources on this effort, were we able to 

perform a limited number of high-resolution experiments. 

Three major efforts in the development of the high-resolution 

model were performed during the Impact Test Project. First, a 

coding effort was required to reduce the core requirements for 

the model to run on the A~DAHL computer. Second, numerical tech

niques were developed to ;minimize finite amplitude stationary 

computational instabilities (e.g., checkerboard tendencies in 

the pressure fields). Both of these tasks were completed by 

June 1976, and limited forecast tests were carried out with 

summer DST data sets using the new high-resolution model. Third, 

a new topography had to be created for the ultrafine grid. 

The model used for the DST experiments was somewhat different 

from the version described by Somerville et al. (1974). In this 

version, the numerical differencing near the poles was modified 

to obtain a nearly equal area mesh near the poles using the split 

grid technique described by Halem and Russell (1973). The use of 

the split grid,tE=chnique allowed the model's time step to be 10 

minutes instead of 5, so it effectively cut the computing time of 

the model in half. However, a problem arose, when we tried to 

extend this technique to an ul trafine resolu·tion model. 

The split grid technique was not amenable to using TASU (Time 

Alternating Space Uncentered), the method developed to prevent finite 

amplitude stationary computational instabilities. This did not 

matter for the fine model because no significant checkerboard 
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pressure patterns showed up in the forecasts, but checkerboard 

patterns of about 5 rob in magnitude showed up in the ultrafine 

forecasts. A method of eliminating such spurious checkerboard 
'0 

pat1;:~rnihas been developed by Shapiro (1970) and that method was 

'llse:a at GISS to eliminate the checkerboard. We used the 16th 

order version of Shapiro's filter. To 16th order it conserves 

energy and vorticity. It removes the )checkerboard pattern only 

and does not otherwise affect the calculations. 

The topography used by the ultrafine model was generated 

from the 1 0 x 1 0 terrain heights compiled at Scripps Institution 

of Oceanography as published by W.L. Gates and A.B. Nelson (1973). 

The heights were averaged to the GISS 2.5 0 by 30 grid to obtain 

GISS ultrafine topography. 

4.3 TESTING THE ULTRAFINE FORECAST MODEL (R. Atlas) 

Two forecasts were made to evaluate the forecast skill of the 

new ultrafine high-resolution model. They were carried out using 

NMC analyses produced for the DST-5 period as initial conditions. 

Comparison of the\~skill S,cores of the new ultrafine modelrw'.tth 
, 

the standard GISS fine model, and NMC's own model forecasts are 

shown in Figures~; and 3. It should be noted here that the NMC 

model has a certain advantage in these comparisons in that it uses 

the same topography for both the analysis and forecasts, whereas 

the GISS topography is quite different so some errors may result 

from incorrect extrapolations to sea level. 
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An additional test was made using the NMC analysis for l2Z 

May 10, 1976. This forecast was of special importance for the 

following reasons: on this date the forecast with the operational 

Primitive Equation (PE) model at NMC generated a physically unreal-

istic 36-hour, 300-mb isotach prediction. The operational PE 

forecast produced a significant ageostrophic flow leading to 

gross overestimation of the wind speeds over California. This 

problem has recurred often, and a decision was made to closely 

investigate this case. The forecast was redone with a hemispheric 

model developed by Dr. N. Philips of NMC which used the same resolu-

I· tion, and the problem was eliminated when a higber resolution 

embedded grid was introduced over the United States. 

The experiment was repeated at GISS to determine if improve·· 

ment in the forecast was due to the increase in reolution or if 

it was model- or data-dependent. 

Fine (4° by 5°) resolution and ultrafine (2.5° by 3°) reso-

lution models were used to generate a forecast from the operational 

analysis provided to GISS by NMC. The analysis data were valid 

for l2Z May 10, 1976. Initial data in the South€!rn Hemisphere 

and equatorial latitudes were not reasonable and were replaced by 

summer climatological fields. Examination of the forecasts indi-

cated the following: 
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~l) No significa~t cross geopotential flow occurred in the 

GISS fine or~ultrafine pred1ctions. Although a southerly 

extension of ~he Pacific isotach maxima does develop after 

24 hours, thelse isotachs do conform with the general 

contour pattern associated with a weak Pacific ridge 

generated by th~ model, and isotachs are present in the 

verificati~n~ The results are in direct contrast to 

the NMC predictions, which had isotaclhs of high wind 

speed crossing geopotential contours at a large angle. 

(2) The GISS fine model (like the NMC model) was slow in 

its movement of a trough into Montana, as well as the 

movement of a weak high-pressure ridge over California; 

also it did not extend the high-pressure system at 1300 

longitude far enough north. 

(3) The GISS fine model did not sufficiently develop the 

isotach pattern over the northwestern united States. 

(4) The ultrafine version gave a significantly better set 

of predictions: 

(a) The position of the trough in Montana is 5° 

in longitude closer to what was observed. 

(b) 

(c) 

The position of the ridge off California is 

also displaced further east by 5°. 

The isotach errors are much smaller. Diffter-

ences of 20 knots can be noted at the cent.eX' 

of the Pacific isotach maxima and over the 

northwestern United Stat.es. 
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(5) Changes in the isotach strength at 300 rob appear to 

be related to changes in the vorticity gradient at 

that level. This may in part explain the decrease of 

isotach maxima speeds after 6 hours. 

The tentative conclusions of the Forecast Model and Development 

Group were that better data specification over the oceans and 

low-latitude regions might have improved skills, but the problem 

in question is clearly model-dependent. The forecast was 

significantly improved when higher resolution was used. 

The above findings show that the ultrafine model significan'tly 

improved forecast skill. Both skill score and forecasts of 

synoptic systems are improved. Therefore, efforts of the Forecast 

Model and Developmen't Group were focused on a data assimilation 

and forecast experiment with the ultrafine model. 

4.4 IMPLEMENTATION OF THE ULTRAFINE ASSIMILATION CYCLE WITH 
DST-6 DATA 

4.4.1 INTRODUCTION 

In the previous section it was shown that increasing the 

horizontal resolution of the model gave better forecasts. The 

next question to be answered was: Could using the ultratine model 

for an assimilation cycle also improve the initial state? The 

importance of the initial state has been stressed in a paper by 

Baumhefner (1977). Baumhefner compared forecasts from an initial 

state prepared by the Working Group on Numerical Experimentation 

(WGNE) with forecasts made from an initial state prepared by NMC. 
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He found that the one-day forecasts made with the NMC initial 

states were 25 percent better than the forecasts made with the 

WGNE data. Since both groups used the same data in their analyses, 

this difference must be due to either differences in the first 

guess field (i.e., the l2-hour forecasts from the previous 

synoptic time) or their method of inserting data. In either 

case, it is evident that the method of arriving at an initial 

state is critical. 

4.4.2 ASSIMILATION AND FORECAST EXPERIMENTS USED TO TEST THE 

ULTRAFINE MODEL 

There are two aspects of model skill that were tested using 

DST-6 data: 

1. Was the forecast model improved by using ultrafine 

resolution? 

2. Were the initial conditions improved by using the ultrafine 

model? 

To answer these two questions three assimilation and forecast 

cycles were carried out: 

1. A fine control experiment that consisted of a fine NO SAT 

assimilation cycle was carried out ~~om January 29 to Feb-

ruary 12, 1976. This experiment is described in Section 3.2. 

It used the direct insertion method (DIM) Section 3.2.1 of in-

serting observed data. Eleven forecasts were made from initial 

conditions taken from the assimilation run. The forecasts 

were for February 1, 3, 5, 7, 9, 11, 13, 15, 17, 19 and 21. 
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2. An ultrafine experiment that tested the full effects of 

using the high-resolution for both an assimilation run 

~nd for eleven forecasts for February 1, 3, to 21. This 

experiment differed in a few subtle ways from Experiment 1 • 

First of all, the Successive Correction Method (SCM, see 

Section 3.2.4) was used to insert observed data during the 

assimilation run, since the paucity of observed data made 

it impossible to use the DIM method for the ultrafine 

model. This, however, should have no affect on our con-

elusions, since, as shown in Section 3.2.4 use of the SCM 

method has little affect on the fine model assimilation 

cycle. The other way that this experiment differed from 

the control was that the actual observed snow from the 

first week of February was used to estimate albedos, 

instead of using climatological albedos. This, however, 

had little affect on model predictions except for those of 

ground temperature. A fine control run using the SCM method 

a.nd having February observed albedos is now beino run, so 

that a more perfect control run will be available. 

3. A set of eleven fine forecasts that used the ultrafine 

assimilation for initial conditions. This experiment 

tested how much of the improvement in the second experi-

ment was from use of a better forecast. model a.nd how much 

was due to use of a better assimilation model. 
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4.5 PROBLH1S OF STATISTICAL EVPILUATION 

A standard measure for evaluating the forecast skill of 

an assimilation experiment is to calculate the 12, 24, 36, 48, 

60, and 72 hour forecast ru~s errors and skills for each forecast 

made using the assimilation for an initial state. The scores 

for all the forecasts can then be averaged together to give 

average skill scores and RMS errors for each forecast interval. 

A problem arises in computing RMS and Sl scores. There is 

an NMC analysis, a fine assimilation analysis, and an ultrafine 

assimilation analysis. Which analysis should be considered as 

the "truth?" It turns out that it makes a big difference. For 

example, Figure 1 shows two sets of Sl scores and RMS errors for 

SOO-mb heights over North America. The upper set of curves 

(showing lower forecast skill) is the average of 11 ultrafine 

grid. The lower scores (higher forecast skill) were obtained 

by comparing the utlrafir.e forecasts with the ultrafine assimila-

tion. Figure 5 shows Sl scores and RMS errors calculated by com

paring the fine forecasts (Experiment 3) with the NMC analysis 

(upper curve worse skill) and the fine assimilation (lower curve 

better skill). This would seem to indicate that a forecast model 

would have an advantage in a comparison with another forecast 

model if an analysis generated from that particular model is used 

as the comparison. For the purpose of an impartial comparison of 

two models they should be compared with an analysis generated 

from an independent sonrce. 
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4.6 STATISTICAL EVALUPJlOi~ OF THE ULTRAFINE rn.ODEL Aim ASSIMILATION 

CYCLE 

To make an impartial comparison of the three experiments 

described in Section 4.4.2, all three sets of forecasts were com-

pared to the NMC DST-6 analyses interpolated to the GISS grids. 

The ultrafine model was compared on an ultrafine grid, and the 

fine model on a fine grid. Figure 6 shows RMS errors dnd Sl skill 

scores over the United States and Europe for SOO-rob heights "and 

sea-level pressures. The results shown were obtained by averagin,g 

together the scores for the eleven forecasts made for each experiment. 

Over Europe the ultrafine model does not show significant increase 

in forecast skill over the fine model; however, the increase in 

skill over North America is quite significant. It is not know 

why the forecast skill improvement is better over North Am~rica 

than over Europe. 

The size of the improvement in skill score using the ultra fine 

model for forecasts and assimilation is ~o great that the 60-hour 

forecasts with the ultrafine model have as good a skill score as 

the 48-hour forecasts using the fine model. This equals all the 

improvements in the skill score made with NHC's forecast models 

during the 15 years from 1962 to 1976. The increase in skill shown 

here is almost twice those shown in Tables 1 and 2 for the LFM 

model. This may be due to two factors: 

1. The ultrafine model is global so it does not have to 
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contend with any errors that are induced by having a 

nested mesh. 

2. In Experiment 2 the ultrafine model was used to generate 

both the initial conditions and forecast. The LFM uses 

initial conditions that were generated by the same model 

that generated the PE initial conditions. 

The second hypothesis is supported by the results from Experiment 3. 

The RMS and Sl skill scores obtained by doing fine forecasts, but 

using initial conditions generated by the ultrafine model (see 

Figure G) show significantly better skill over the United States 

than the fine forecasts made from initial conditions generated 

by the fine model (Experiment 1). 

If the improvement in skill score for the GO-hour forecast 

represents an equivalent increase in forecast skill, then the GO-

hour forecast for the ultrafine would be equal in skill to the fine 

48-hour forecast skill. This is critically important because it 

is agreed that the 48-hour operational forecast shows some useful 

skill and that there is little if any skill in the GO-hour forecast 

and beyond. Extending the useful forecasting range beyond 48 hours 

is particularly crucial for satellite applications. The data from 

unpopulated regions where the satellite data is most useful often takes 

48 hours or longer to influence populated regions, so clearly a 

model that can forecast for 48 hours and longer is critical to 

satellite applications. 
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4.7 SYNOPTIC EVALUATION OF ULTRAFINE FORECASTS CR. Atlas) 

As a further evaluation of the ultrafine model, ultrafine 

forecasts of sea-level pressure and SOO-rob heights have been sub-

jectively compared to ,fine forecasts and the corresponding analyses. 

This comparison has shown that for sea-level pressure prognoses, 

significant improvements in the predicted displacement and intensi

fication of individual pressure systems do occur. Along 'with these 

beneficial impacts, smaller negative impacts are also generated. 

These negative impacts sometimes take the form of small spurious 

pressure systems and may/be the result of a certain degree of noise 

in the ultrafine version. Overall, however, the ultra fine model 

produces a significantly better and more useful sea-level pressure 

prognosis than does the fine. At SOO-rob, the impact of the ultrafine 

model appears smaller. On the average, a small improvement in the 

prognostic flow patterns can be noted. However, at times the impact 

is negligible or even slightly negative. 

One case study is presented below to illustrate the impact of 

the ultrafine model. This case is typical of the sample studied 

in that it depicts both positive and negative impacts in the prog-

noses. The results were compared to the NMC analyses interpolated to 

the GISS ultrafine grid rather than to the NMC fine analyses, because 

comparison of both analyses with NMC's hand-drawn analyses of surface 

stations showed this procedure to be more accurate. 
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Case I: Forecast From Feb. 1, .GO~ 

a) Sea Level Pressure 

Figure 7a presents the initial conditions for this forecast; 

Figures 8a, 9a, and lOa are the 24, 48, and 72 hour fine forecasts; 

Figures 8b, 9b, and lOb are the 24, d8, and 72 hour ultrafine fore-

casts; the corresponding analyses are presented in figures 8c, 9c, 

and lOco 

In this case, cyclogenesis occurs near the Gulf coast and this 

new cyclone merges with a low that had been moving toward the east 

coast from the west. This results in a large intensifying low over 

the eastern u.S. at the end of 24 hours. 

The major differences between the fine and ultrafine 24-hour 

forecasts are the intensity of this eastern u.S. low, the position 

of the Canadian high approaching the Great Lakes, and the develop-

ment of spurious pressure systems in each forecast. The fine model 

has correctly predicted the displacement of a low to the east of 

the Great Lakes but has failed to develop the new low or the merged 

system., This results in a much weaker cyclonic circulation than is 

observed. In addition, it is slow in its movement of a Canadian 

high towards the Great Lakes and develops a small high over Me>cico 

and a weak low in Canadian Rockies which do not ap!?ear in the analysis. 

The ultrafine model has correctly predicted the development of 

the large intensifying low over the eastern u.S. and has displaced 

a Canadian high much closer to the Great Lakes, in better agreement 

with reality. It did not develop the spurious high over Mexico, but 
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incorreotly did S,Janerate two l.ow r.n:essute centers on the lee side 

of the ROCK;tcS. Both models are simU.ar in their fn:i.lureto predict 

~\ CYC10l\:i.C ci:rcmlatiem ontcu:ing southwest Camldn. and in their posi

tioning of a high pressure sys tQII\ over tho no:rthwQstc:rn U. S., tll.though 

minor differences in those featuros do exist. 

Oy 49 hou:rs, larg~ errors in both tho finQ and ultrafino pre

dictions are eviden't.. UQ\\levar, l\lnj()l~ ~Uf,f:crencos betwoen the blQ 

forecasts tu:o UPP'{lr,cnt.. Ncither model has correct.ly predicted the in

t.ensl. ty t.)r posj,t.ioll of t.he int.Qnso low no,\' over southenst Canada. 

Out ·t.ha ult.rnfil\t:) pI'odicrtion t)f this systelll is signific~:\n.tly bettor. 

'l~he \,llt.l:n.fiuo modal has ,f;orecasttha central pressure. of this low 

to bQ 12 mb deQP~n: and t.ha pasi t~:ilm o:ftiho low's center is also in 

p.redictdo" o,tcil() p:l:OSS\.U~Q ~ll:{\diel\t over tho nc"u:tho{\stcrn U.S., avon 

though thl1 o:t:~i"nl;:\;ltion 0;1: the isabilrs ,for both tho fino und ultrufino 

'J~ht1 lllt,l~ufinQ prQdiction dopicts the isobm:ic pat.tol:m. slightly bot

b<~.t:' OV(1,\; s{)ntl\\"N~t('l:n Cl1nuda and tho '~QstQrn U. s., b\lt incorrectly de

picts a 1\\0:1:0 intense J.e"" in the con tral U. s. 
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which extends from ~outhwest Canada to the central plains. In contrast, 
the ultrafine model moves a high pressure center off the east coast 
of the u.s. and correctly indicates a high pressure ridge extending 

to the central plains. In addition, its representation of the complex 
low in the central U.S. appears closer to the observed situation. 

(b) 500 Nb Heights 

Figure 7b presents the initial condition for this forecast; 

Figures lla, l2a, and l3a are the 24, 48, and 72 hour fine forecasts; 
Figures lIb, 12b, and 13b are the 24, 48, and 72 hour ultrafine fore
casts; the corresponding analyses are presented in Figures lIe, 120, 
and 13c. 

In this case, a broad trough extending from the midwestern u.s. 
to the western Gulf of Mexico, intensifies as its southern end moves 
rapidly eastward during the first 24-hour period. At the same time 
a very slight flattening of thf' ridge over western North America 
occurs. 

The 24-hour fine forecast correctly predicts the slight flat-
tening of the ridge and the intensification of the trough , but 

has failed to move the southern end of the trough far enough east. 
As a result, the change in orientation of this trough is not pre-
dieted. 

The 2~hour ultra fine forecast indicates the intensification 
of the trough correctly and moves the trough almost 5° of longitude 
further east (at 30 0 N) in better agreement with reality. However, 
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the ultrafine' s ll\OVemt'mt o:Ethe southern end of 'the trough is also 

slow, and thus tho uttra:f~,lH~ has also failed to predict the clmnge 

in orient.~ti(m of t.he. troug'h which has occurred. In addition ,the 

ultrafine fo:recast dopicrts an excessive flattening of t.he western 

ridt)'e. 

(I 

ay 48 hom:s t b(2ththu trou9h and the rid~~ h~\Ve flatt.,ene.d 001\-
\_\ 

siderably. ~~QstQl:'ly flow domilHltesthe eastQ:rn U. S. while llorthwest 

flow predominates over the roma.indor of the U.S. Doth the fine and 

ultrafilH~ 48-hom: forocmsbs corx~ctly indicRte that l'lOl."thwQst flow 

will dominate most of the U.S. t but neith(;u: dopicts the sligbt anti

eyclonic cu:rvn:ture of tlH~ cOlitours over the Rockies f orella dev'e,l

opment of a closod low southeast Qf Hudson Bay. ~l'he l\wjor di:f.fm:encQ 

bet.wGtmbhet.wQ for0.cnsts is t.ha position und structure of the. trough 

which ext.ends sout.hward ;fl~O\\\ Canada into the. 1I. S. 'l'be \\ltrafiui:1 

predict.ion depicts a .sharpen' t.rough 'to be located furt.her t)ast and 

to have ~l more north-south orielltntiont.hanthat predicte.d by the 

:fino 

tion 

model. 

of the 

One additional differt1nce may be noted in t.he orienta-

5'700 -m contour o:ft.hc sO\.lt::.hwQstern U.S. and northern 

~tb,~ico. Here-the fiaG modol has illoorrectly dopicted a more cycl.onic 

curvnt::.ure of this contour. 

By 7'2 hcnu:s, n radical re-oriQnt~\tion of the pa'tt.urn has oc

curred. A llew troug-h with ~tn el\st-northe~\stt.o wo!;rt-so\lth\\'tlst. 

ori~ntat.iem 110W OXt.Ollds from extl:eme south central Canada into the 

of thn U.S. Both the fino and ultrafinG models have failed to predict 

(:1aoh oftlHlse :fen.ht;ces and it t\ppours 'thut.t.he oilly n,~\jor.' differonces 

,'f 
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SEA LEVEL PRESSURE (MB -] 000. ) ) 

Figure 7a. Feb. 1 OOZ Initial pressure distribution. 

GEOPOTENTJAL HEIGHT SUI?FACE 500 M B 

Figure 7b. Feb. 1 OOZ Initial 500mb geopotential 
height in hundreds of meters. 
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SEA I.l:VCL PIll:SSU!1E 1\,(3-1000.)) 

Figure 8a. Pine 

Figurp. 8b. Ultra fine 

Figure Be. Ultrafine Analysis 
Feb ~ OOZ 
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Figure 9a. Fine 

Figure 9b. Ultrafine 

Figut'A 9c. Ultrafine Analysis 
Feb. " OOZ 
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SEA LEVEL PRESSURE OlH 000. ) ) 

Figure lOa. Fine 
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l!'igure lOb. Ultrafine 

Figure lOco U.',trofine Analysis 
Feb. 4 O(lZ 
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GEOPOTENTlAL HE I GHT SURF ACE 500 M B 

(Hundreds of meters) 

Figure lla. Fine 

Figure lIb. Ultrafine 

Figure lIe. Ultra fine Analysis 
Feb. 2 aaz 
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Figure 13a. Fine 
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Figure 12b. Ultrafine 

Figure l~c. Ultrafine Analysis 
Feb. 3 007. 
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between the two forecasts are the positioning of a spurious short 

wave ridge in southeast Canada and the extent of troughing of the 

contours over the central United States. 

4.8 CONCLUSIONS 

1. Statistical analyses for 11 cases relative to the NMC analysis 

and synoptic evaluations show that assimilation experiments performed 

with the ultrafine model produce better forecasts than the experiments 

done with the fine model at all forecast intervals. It is necessary to 

use t.he ultrafine model for both the assimilation and the forecasts. 

2. Use of the ultrafine model yields skill scores and rms 

comparisons with NMC analyses for 60-hour forecasts that are as 

good as the. fine 48-hour forecasts. This is important for assessing 

the impact of satellite data, since it takes 48 hours for satellite 

data to make large impacts for forecasts over populated regions. 

3. Only a 5-fold or larger increase in computing po,,,er can make 

use of the ultrafine model possible on a routine basis. 

4. One must be very careful in evaluating statistical scores. 

If one model is used for both generating a forecast and the analysis 

to which the forecast is compared, it will have a big advantage over 

another model which is compared to the same analysis. Until this 

ambiguity is resolved it will be difficult to state quantitatively 

just how much the ultrafine model has improved over the fine model, 

but from both our synoptic studies and those of NMC it is obvious 

that use of higher resolution does improve forecast skill. So far 

it is the only known method of improving model forecasts. 
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APPENDIX A 

DEFINITION OF THE MODEL USED FOR THE GeM EXPERIMENTS 

The model used in this study is the same model as described 

in Somerville et ale (1974) with three exceptions: 

1. The numerical differencing near the poles was modified 

so a nearly equal area mesh was used near the poles. This split-

grid technique has b~en described by Halem and Russell (1973). 

The use of the split-grid technique allowed the model's time step 

to be 10 minutes instead of 5, so it affectively cut the computing 

time of the model in half (see Section 4.2). 

2. The mountains over Greenland have only half the height 

prescribed in the topography given in Somerville et ale This was 

done because the split-grid model could not handle the flow over 

the steep mountains in Greenland. These mountains, which are near 

the pole, seemed twice as steep for the split-grid model as for 

the regular grid model since it only had half as many grid points 

at these latitudes. 

3. A more realistic distribution of albedo was used. InsteC-':d 

of using an arbitrary latitude for the extent of snow to determine 

albedo and letting all other land have 14% albedo, climatologically 

realistic albedos were specified for all land areas. The global 

surface albedos were specified by using Posey and Clapp (1964) as 

compiled by Shutz and Gates (l972a and b) . 
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5. EVALUATION AND VERIFICATION TESTS 
(R. Atlas, Scientist~ D. Sakal, Manager) I 

5.1 INTRODUCTION 

The Evaluation and Verification Group (EVG) was organized to 
evaluate the forecasting impact of satellite data in support of the 
DST Impact Test Project. Traditional statistical measures of fore-
cast accuracy have been the general tool used for this purpose. 
However, in recent years the value of interpreting these statisti-
cal measures in terms of actual improvements to weather prediction 
has been questioned by the meteorological community. 

This report attempts to svaluate the impact of satellite 
data insertions in the context of a real-time forecasting operation~ 
specifically to determine: (1) if the inclusion ot satellite data 
results in significantly different analyses and prognostic flow 
patterns, (2) if the impact of satellite data is large enough to 
result in different actual weather forecasts, as might be prepared 
by a local weather forecaster, and (3) if this impact is beneficial. 

Fo~ this purpose a prognostic plot package, similar to that 

distributed by NMC for use by local weather forecasters, has been 
developed and tested. Based on the subjective forecasting techniques 
which were applied to this plot package, a computerized forecasting 
model (CFM) ~as developed, which is capable of simulating the subjective 
forecasting process under very restrictive conditions. As a result 
of these tools, the evaluation of the forecasting impact of the 
satellite data, can thus be expressed in terms of statist.ical scores, 
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differences in prognostic charts, and actual differences in local 

weather forecasts. 

The major findings of the EVG for the winter DST-6 Impact 

Test are: 

(1) the impact of satellite sounding data over data-sparse 
regions is large enough to influence actual local weather fore-

casts, 

(2) significant differences in prognostic flow patterns 

occur as a result of the inclusion of satellite data, 

(3) significant impacts on prognostic vorticity and vor-

ticity advection fields often occur, even when no impact is dis-

cernable in the contour field, 

(4) the inclusion of satellite soundings does not result in 
a systematic smoothing out of potential temperature gradiepts, 

(5) for the limited number of DST-6 cases stuaied, the 

evaluation techniques employed indicate that the impact is in 
general modest and favorable, and in several cases, large beneficial 

impacts occur. 

In the following sections the results evaluating the impact 

of satellite sounding data on meteorological analyses and forecasts 
will be presented. Section 5.2 contains a review of the subjective 
evaluation of the DST-5 data set and the development of evaluation 
procedures. In Section 5.3, the nature and magnitude of the impact 
of satellite soundings on the initial states is presented. In 

Section 5.4, a statistical and synoptic evaluation of the impact of 
satellite soundings on prognostic flow fields is presented. In Section 
5.5 the impact on actual local weather forecasts is described. Finally, 
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Section S.6 contains our conclusions and recommendations for future 

research. 

5.2 BACKGROUND 

5.2.1 PRELIMINARY SUBJECTIVE EVALUATION 

Prior to beginning the evaluation of the DST-6 data set, a 

preliminary subjective forecast experiment and a subjective 

evaluation of prognostic charts were carried out with DST-S data. 

The preliminary subjective forecast experiment was conducted in the 

following manner: a set of SAT and NO SAT prognostic packages 

(consisting of sea-level pressure, 1000- to SOO-mb thickness; 8S0-mb, 

700-mb, and SOO-mb geopotential heights; 8S0-mb temperatures and 

dewpoint depression; SOO-mb absolute vorticity and vertieal velo

city: and 300-mb isotachs) were delivered to two human forecasters, 

without the corresponding analyses for verification. These fore-

casters would then note all of the major differences between SAT 

and NO SAT forecasts by comparing the maps for the United States 

and noting the meteorological variables at four different cities 

(New York, Chicago, Atlanta, and San Francisco) at 12-hour in

tervals for 84 hours. Finally, an actual weather forecast was 

issued for each of these cities at these times. Each forecast was 

based completely on the SAT or NO SAT prognostic charts (progs) 

without human modification. 

Two of the 14 DST-S forecasts, which were studied sUbjective

ly are presented below. Both of these forecasts were cases of 
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large positive statistical impact, but the extent to which the 

flow patterns and actual weather of the United States were affected 

was not known. 

In the first forecast, from OOZ August 26 initial conditions, 

no significant impact on the flow patterns was initially obvious, 

and the actual \veather forecasts for New York, Chicago, Atlanta, 

and San Francisco were the same for SAT and NO SAT predictions 

throughout the forecast period. Howeve~, initially small differences 

in the flow pattern increased in amplitude with time so that by 

72 hours significant differences in the absolute vorticity pattern 

were evident. By 84 hours the vorticity differences were evident, 

even over the United States and Canada, and it is obvious that 

differences in weather would be expected from the SAT and NO SAT 

predictions for the affected regions. 

Figures I and 2 illustrate these differences for the 84-hour 

forecast. On the maps, the solid lines represent isopleths of 

absolute vorticity, while the dashed lines represent the SOO-mb 

contours for the same time. Areas in which the SOO-mb contours 

are crossing vorticity isopleths from high to low values represent 

positive vorticity advection (PVA), and areas where the SOO-mb 

contours are crossing vorticity isopleths from low to high values 

represent negative vorticity advection (NVA). These areas are 

important because PVA is normally associated with low-level con-

vergence, upper-level divergence, rising motion, cloudiness, and 

precipitation, while NVA is normally associated with upper-level 
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convergence, low-level divergence, sinking, and cle~ring conditions. 

Note that the SOO-mb flow as represented by the dashed lines is not 

significantly different for the SAT and NO SAT cases, while the 

vorticity patterns over the western United States, the extreme 

northeastern United states, and southeastern Canada are significant-

ly different. In particular, note that the vorticity maximums in 

these two areas are displaced further east and are more intense 

for the SAT case. This results in strong PVA for the southwestern 

United States coast and extreme northeastern United States, strong 

NVA over the Pacific from l30 0 W to l2S o w, and in portions of New 

England on t:he SAT forecast, while no significant vortici"ty advec

tion is evident in the NO SAT forecast. 

The second forecast, from OOZ August 31 initial conditions, 

produced a slightly different outcome. Once again the differences 

in flow patterns were initially small. However, in this case the 

small differences in the positions of pressure systems, atmospheric 

flow, and trends of variables for a particular area were evident 

over the United States and actually resulted in different subjective 

forecasts being issued. Table I shows the trend of vorticity at 

the four cities. Obvious differences may be noted for New York 

and San Francisco. 
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Table 1. Trend of Vorticity at Selected Cities 

These forecasts were generated from OOZ August 31 initial conditions. 

Values indicate the absolute vorticity at each city for the SAT 

and NO SAT forecasts. 

DAY 0 

New York SAT 10 

NO SAT 10 

Chicago SAT 12 

NO SAT 12 

Atlanta SAT 8 

NO SAT 8 

San Francisco SAT 7 

NO SAT 8 

9 

9 

11 

12 

7 

8 

1 

9.5 

9 

11 

11 

8 

8 

l~ 

9.S 

9 

missing 

10 

7 

8 

6.5 7.5 8.5 

776 

2 2~ 

9.5 9 

9 8 

8.5 5.5 

7.5 5 

7.5 7.8 

8.5 8.5 

9 

8 

9 

8.5 

3 

9 

7.5 

4.5 

5 

8 

8.5 

9.5 

8 

3~ 

9 

6.5 

5 

5 

7.5 

8.5 

9.5 

8 

Differences in meteorological patterns may be noted after just 

48 hours in this case. Figures 3 to 8 depict the 48-hour progs of 

sea-level pressure, SOD-rob geopotential heights for the SAT and NO 

SAT cases. Two differences can be seen on the sea-level pressure 

map. There is a small high southeast of New York on the SAT progs 

which is missing on the NO SAT. This causes a change in the wind 

direction at New York City. Also the high-pressure ridge on the 

west coast of the United States a,nd a small high center in the 

northern plains are not as well developed on the SAT as on the NO 

SAT progs. 
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At 500 ml-, the orientation and development of the trough in 

the northwestern United States and the adjacent ridge differ 

slightly between the two progs. This difference is more evident 

in the vorticity field, where a stronger vorticity minimum is 

evident on the SAT forecast. 

These two cases demonstrated 'that the impact of satellite data 

can be large enough to influence subjective weather forecasts and 

prognostic flow patterns, as well as the importance of evaluating 

impact in terms of vorticity advection. 

5.2.2 THE COMPUTERIZED FORECASTING MODEL 

The computerized forecasting model (GFM) was designed to simulate 

the human forecaster's interpretation of a set of prognostic charts 

under the restrictive condition that no modification of the prog-

notic flow patterns (as forecast by the GISS model) can take place. 

It has two main advantages over the human forecaster approach: 

(1) by use of the CFM, forecasts can be generated for any nunlber of 

cities in a very short amount of time, and (2) the procedures that 

are applied to each set of prognostic charts will be uniform. 

The major quantities forecast by the CFr.1 are precipitation 

occurence, type of precipitation, and 24-hour surface temperature 

change. Obviously the CFM cannot perform pattern recognition in 

the same manner as a human forecaster. But it can take account of 

most. patterns in terms of the computed advection of certain quan-

tit.ies. 
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Figure 5. 4B-Hour NO SAT ~~ediction of SOO-rob Heights. 

Figure 6. 48-lIoul: SliT I'rediction of 500-1111:> Hcdghts. 
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The first step of the CFM precipitation scheme is to compute 
((".and input the forecast parameters for every city at which the C.FM \<~~ 

is to be applied. These forecast parameters are listed in Table 

2, and it call readily be seen that this list includes most of the 
basic toolsA:hat are used by operat:ional forecasters to predict 

areas of !~rge-scale precipitation. 
f')) 
.\" 

'=>,. Th!rn~xt step is to test the dewpoint depression to determine 
if there is sufficient moisture for precipitation. If this criteria 
is met, then we next test the vorticity advection field. As men

tioned earlier, positive vorticity ad~rea~ion (PVA) is a strong 
/? 

indicator of upward vertical motion, !\whereas nega!tive vorticity 
advection (NVA) is a strong indicator o£ downward vertical motion. 
Generally, if PYA is coupled with sufficient moisture, precipitation 
will occur. However, the effects of temperature advection must also be 
considered because strong cold advection can negate the effects of 
PYA, whereas warm advection will enhance it. The manner in which 
the CFM combines these quantities is illustrated in Figures 9 

through 11. 

Once the above precipitation calculation is completed, two 
additional tests for precipitation are performed. These include 
a test for cold frontal precipitation (F~gure 12) and a gross 

check for the potential for showers (Figure 13). Finally, a test 
for the type of precipitation is made as illustrated in Figure 14. i 
A sample of the CFM's output is presented in Figure 15. 
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Table 2. F'orecast Parameters 

VORTICITY ADVECTION (VA) 

TEMPERATURE ADVECTION (TA) 

THICKNESS ADVECTION (THA) 

MOISTURE ADVECTION (MA) 

DEWPOINT DEPRESSION (00) 

WINO DIRECTION (WD) 

VERTICAL WINO SHEAR (VWS) 

850-MB TEMPERATURE (850T) 
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The CFM has been evaluated from two standpoints: (1) its 

accuracy when applied to a perfect prognostic chart (an analysis), 

and (2) its agreement with human forecasters. It has been found 

that for February 1976, the C.FM was 93 percent accurate in cor-

rectly interpreting whether or not precipitation would occur, 

and 76 percent accurate in verifying a positive forecast of pre-

cipitation, and 76 percent accurate in accounting for precipitation 

which was actually observed. Its agreement with human forecasts 

was 94 percent for this period of time. 

5.3 IMPACT OF SATELLITE DATA ON ANALYSES 

If satellite soundings are to lead. to improved or even dis

tinct forecasts, then the origin of the forecast differences in the 

initial state conditions should at lease be discernable. The 

initial state differences obtained in the impact test conducted for 

the period January 29 to February 21, 1976 are presented for 

all the sounding data which have thus far been processed. The 

method used to assimilate the sounding data was based on a four-

dimensional optimal statistical interpolation precedure applied to 

both the NOAA 4 and Nimbus 6 satellites simulataneously. 

5.3.1 INITIAL STATE DIFFERENCES (M. Halem) 

Figures 16a and 16b show the SOO-mb geopotential height 

difference fields for two analysis cycles, one including all the 

soundings from both satellites (called SAT) and the other with

holding all satellite soundings (called NO SAT). The charts 
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indicate the daily variations occurring in the initial states of 

each cycle at the beginning of each forecast period. The magnitudes 

of the differences vary as a .result of variations in coverage, data 

quality, instrument difficulties encountered in processing the 

sounding data or just natural atmospheric variability. It is clear 

from the charts, that day after day, differences of the order of 

30 - 120 meters are produced in the data-sparse regions of both the 

Pacific and Atlantic Oceans. Geopotential height differences of 

this magnitude correspond to 1.5° to 5°C temperature differences 

in the 1000- to SOO-mb thickness. The variations are of both 

signs, although there seems to be a systematic tendency for warmer 

temperatures in the SAT system over most of this assimilation 

test. When the satellite tracks were superimposed, it was noticed that 

the largest differences occurred mainly in the data-sparse areas 

along the tracks where sounding data have ~ecently been inserted. It 

was also observed that where the initial state differences are 

small (i.e. I no differences of large areal extent at midlatitudes 

in the Pacific greater that 60 meters) the forecast impact in 

terms of statistical skill scores and rms scores is generally 

smaller as one might expect. 

Upon closer examination of factors that might lead to weaker 

or stronger initial state differences, it was discovered that a 

lack of data coverage is sometimes responsible for certain Cqses 

where weak impacts occurred. For example, February 13 showed a 

weak impact and in fact 3 hours of data or nearly two orbits of 

sounding retriev";lls that would have passed over the Gulf of Alaska 

just prior to synoptic times were missing. An examination of all 

missing data and their positions revealed that several critical 
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gaps in coverage had a significant influence on the outcome of 

this test. In the case of February 13, when data were recovered 

the magnitude of the initial state impact increased in some 

Iegions by as much as 60 meters. As a result, gaps in the data 

,·rere complete recovered and the DSI data were reprocessed to pro-

vide as complete data set as possible for conducting the impact test. 

An additional factor influencing the magnitude of initial 

state differences resulting from the insertion of sounding data 

is the dependence of the analysis cycle on the method of assimila-

tion. Studies show that the "optimal statistical weighting" 

approach suggested by N. Phillips, spreads the information over 

larger areas than other methods tested (e.g., local successive 

correction techniques) and through statistical corrections leads 

to better and more consistent impact results. The particular 

approach used by GISS takes advantage of the quantity of data 

available at each time interval using the statistical weights to 

improve the quality of the data. 

From the nature of the initial state differences above, one 

cannot say, a priori, whether the satellite system would produce 

beneficial forecasts, but only that the magnitude of these 

differences are sufficiently large so that one would expect them 

to produce a significant number of distinct forecasts. 
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5.3.2 ISENTROPIC CROSS SECTION ANALYSES 

An evaluation of isentropic cross sections produced with and 

without the inclusion of satellite soundings was conducted in order 

to determine if systematic differences between the two analyses 

exist. In previous reports concerning the evaluation of satellite 

data at NMC, 'j~racton had stated: "the thermal structure of weather 

systems is systematically less in the analyses which incorporate 

'satellite soundings than in those from which satellite data is 

excluded." In addition he presented an example of isentropic cross 

sections produced w~th and without satellite soundings to illus

trate the systematic smoothing of intense gradients of potential 

temperature, which resulted from the inclusion of satellite data, 

at NMC. 

The evaluation of isentropic cross section at GISS consisted 

of a subjective compar~son of cross sections produced with and 

without satellite soundings, and an objective comparison of moderate 

to intense horizontal potential temperature gradients between the 

two fields. Isentropic cross sections were constructed for the 

GISS (4°lat by SOlong) grid, along specific longitudes in the data 

sparse regions of the North Pacific, and also over the united States 

and Canada where radiosonde data is available. It should be noted 

that although the use of the GISS grid is adequate for determining 

the effect of satellite data on the initial states, it does not allow 
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for a direct comparison with the NMC cross sections a~alysis which 
were constructed from the raw data itself on a finer resolution. 

Isentropic cross sections were evaluated for each of the 
eleven initial states which were described in section 5.3.1. The 
subjective comparison of cross sections revealed that only very 
minor differences between the SAT and NO SAT analyses existed over 
the United States while larger and more significant differences 

were evident over the North Pacific. Several cases of weaker and 
stronger gradients of potential temperature in the SAT analysis 

occurred, and no systematic smoothing out of these gradients was 

observed. Figures l7a and l7b depict typical NO SA~ and SAT cross 
sections over the United States. It is obvious that no significant 

differences between the two cross sections exist and that the inclu-
sion of satellite data has not resulted in a degradation of the 

analysis. Figures lSa and lSb depict an example of NO SAT and SAT 
cross sections over the North Pacific. In this case, significant 
differences between the two cross sections are observed. For 

example, a more intense gradient of potential temperature in the 
low to middle troposphere and a more detailed thermal structure 
in the upper troposphere have resulted from the inclusion of satellite 

soundings. Although the impacts depicted in Figure IS occurred near 
the 200mb and 600mb levels (which correspond to peaks of weighting 
functions for the microwave sounder), no tendency for impacts to occur 
at these levels was observed. The satellite soundings thus appear to 
be capable of resolving thermal structures over the ocean which are 
not otherwise observable. 

The objective evaluation of isentropic cross sections consisted 
of a comparison of all moderate to intense horizontal gradients 
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Figure 17. NO SAT (a) and SAT (b) Isentropic Cross Section, 
Along Longitude 85°W, for OOZ February 13. 
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Figure 18. NO SAT (a) and SAT (b) Isentropic Cross Sec~ions, Along 
Longitude l70 0 W for OOZ February Ie. 
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of potential temperature at all mandatory isobaric surfaces. 

Wherever a horizontal gradient of greater than 8°K between 2 

gridpoints occurred in either the SAT or NO SAT systems, the gradients 

of each system were compared to determine if the SAT gradient 

was weaker, more intense, or approximately the same as the NOSAT 

gradient. Over the United States, 119 cases were comI;.tred. Of 

these the SAT gradients were weaker 27 percent of the time, more 

intense 8 percent of the time, and unchanged 65 percent of the 

time. Over the North Pacific 406 cases were compared. Of these 

the SAT gradients were weaker 40 percent of the time, more 

intense 24 percent of the time, and unchanged 36 percent of the 

time. 

An objective comparison of potential temperature gradients 

along specific latitudes has also been conducted. Over the 

United States 174 cases of moderate to intense horizontal gradients 

of potential temperature were compared. Of these the SAT gradients 

were weaker 18% of the time, more intense 20% of the time, and un-

changed 62% of the time. Over the North Pacific 482 cases were 

compared. Of these the SAT gradients were weaker 40% of the time, 

more intense 29% of the time and unchanged 31% of the time. In 

general a tendency toward warmer temperatures was observed in the 

SAT analysis but no systematic smoothing of potential temperature 

gradients was evident. 
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5.3.3 THE ENERGY SPECTRUM OF THE SATELLITE AND NO-SATELLITE ANALYSES 

(w. J. Quirk) 

The energetics of the satellite and no satellite analyses 

produced by NMC have been analyzed by Steven Tracton of NMC and 

discussed in several widely circulated memos. Tracton has evaluated 

the eddy available potential energy of the analyses. The eddy 

available potential energy depends on two quantities, the departure 

of the temperatures at a given latitude [T-T] and the departure 

of the vertical temperature gradient from an isentropic profile 

(See Peixoto, Jose P. and Abraham H. Oort, 1974. The annual distribu-

tion of atmospheric energy on a planetary scale, J. Geophys. Re~., 79, 
'" -

2149.) 

Figure r is a graph produced by Tracton showing the day to 

day variation in eddy available potential energy above 30 0 latitude 

for a few days during DST 5. Tracton has pointed out that the 

satellite system has 10% less energy than the no satellite system. 

He has stated that this difference means that the satellite system 

must be making a systematic error that underestimates eddy energy 

which the no-satellite system calculates correctly. In fact only 

a very detailed study could determine whether it is the satellite 

or no satellite system which is correct. 

To further verify and study Tracton's findings we have calculated 

the eddy available potential energy (north of the equator) for both 

the GISS SAT and NO SAT DIM assimilation, and for the NMC satellite 

analyses interpolated to the GISS grid (See Figure II). Note that our 
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calculation of the NMC eddy energy is lower than Tracton's calcu-

lation shown in Figure I. This is because almost all of the eddy 

energy is north of 20 o N, but it was averaged over the whole hemi-

sphere whereas Tracton averaged only above 20 o N. Fi.gure III shows 

the same quantities for DST 5, but for the Southern Hemisphere. 

Figures IV and V show the Northern and Southern Hemisphere quantities 

for DST 5 and 6. All 4 cases show that the satelitte case has 10%-

15% less energy than the no satellite case. However they also show 

that the GISS satellite analysis has 25%-50% more energy than the 

NMC satellite analysis. 

Table A shows a spectral analysis of the Northern Hemisphere 

Available Potential Energy during DST 5. The first row gives available 

potential energy for wave numbers N for N=O through 15 and the total 
30 

eddy energy (h ) for the GISS NO SAT case. The second line gives 
- 1 

the same quantities for the SAT case. The difference between the 

NO SAT and SAT cases are given on the next line. The fourth line 

gives a running sum of the sum from I to N of the difference between 

SAT and NO SAT. 

The running sums show that virtually all the differences 

between wave SAT and NO-SAT are in wave nnmbers 1, 2, and 3. These 

differences were to have been expected from examination of SAT and 

NO SAT height fields difference maps. The difference between SAT and 

NO SAT height fields is' primarily in definition of the Aleutian and 

North Pacific regions, areas where there is little conventional data. 

Comparisons between the GISS and NMC SAT cases show the NMC analysis 

is relatively low in eddy energy compared to GISS analysis at all 

wave numbers. Examination of plots (see Figure VI) of both analyses, 

reveals that the NMC analysis scheme has systematically smoother fields 

than the GISS analysis. Comparison of both of these maps with hand 
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drawn maps of station reports reveal the NMC maps to be systematically 

too smooth. I 
In conclusion ~,t can be stated that the 10%-15% difference 

in eddy available potential energy between SAT and NO SAT analyses 

is primarily due to the differences in the Aleutian and North Pacific 

regions. To determine which analysis is correct a detailed study of 

these areas would be necessary. On the other hand the GISS and NMC 

analyses differ by 25% to 50%; and there are differences allover 

the globe. The NMC analysis scheme seems to significantly under-

estimate the energy in the atmosphere. This could be a significant 

source of error in NMC forecasts, if as Tracton and McPherson speculate 

(NMC office note 136), underestimation of the variance in the thermal 

structure of the atmosphere will act to the detriment of the analys8s. 

5. 4 Ir~PACT OF SATELLITE DATA ON PROGNOSTIC FLOW PATTERNS 

5.4.1 STATISTICAL COMPARISONS (M. Halem) 

Two statistical measures commonly employed to estimate the 

accuracy of forecasts are Sl skill scores and rms differences in 

500mb heights and sea-level pressures. In the GISS experiments, the 

SAT and NO SAT forecasts made from the GISS analysis and forecasts 

cycle were validated against NMC's analysis over North America. Table 3 

shows the average impact for 11 separate forecasts spaced 2 days apart 

starting on February 1, for 48- and 72-hour sea-level pressure and 

500mb heights, in terms of Sl scores and rms scores. The average 

impact in Sl scores if found to be about 5 percent in 48 hours and 

7 percent in 72 hours for both quantities. RMS scores produce larger 
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Table 3. Average Statistical Impact OVer North America (11 Cases), 
February 1 to February 21, 1976. 

" I 

Sea-Level Pressure 

SOO-mb Heights 

48 Hour 

3.28 + 1.Q (5%) 

.97 + .3 (12%) 

1.91 + 1.1 (5%) 

5. 1 + 3. 1 (7%) 

Key 

72 HQ.!!!: 

4.7 + 2.3 (6%) 

1.06 + .7 (11%) 

3.43 + 1.3 (7%) 

10.74 + 6 (11 %) 

Skill Score :t Std. Err. (% impact) 
RMS Error + Std. Err. (% impact) 
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impacts on the order of 10 percent or more, respectively, for 

the same fields. The statistical error bounds indicate that the 

average impact is significant, being larger than twice the variance 

(0) for both the rms and skill score errors. Similar results with 

somewhat larger impacts occurred over Europe. €onsideration of the 

results over Europe as an independent test region, the significance 

of the impact of these magnitudes would have a confidence probability 

of 99 percent. 

Although similar positive impacts were obtained in the summer 

DST-5 experiments, the question still arises whether or not the 

impact is a fluke or the result of real information content stemming 

from satellite data. It is conceivable that these results are 

statistical fluctuations produced by the four-dimensional assimila-

tion. and balancing cycle. In order to test such a conjecture another 

experiment was set UP in which the satellite data was replaced by 

"fabricated" satellite data and maintained all other assimilation 

processes identical to the experiment described above. The "fabri-

cated'j data were generated from the l2-hour forecasts based on the 

NO SAT system. The forecasts were used to interpolate to the posi

tions of the satellite soundings and provide a temperature profile 

at all mandatory pressure levels corresponding to each satellite 

sounding that was available operationally during the test. The 

statistical bias, rms errors, and correlations were calculated for 

the differences between the original NESS soundings and the co

located radiosondes in a 3-hour window and 110-km region for each 

10° latitude belt and every mandatory level. Correlations were also 
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calculated for the difference between the forecast temperature 

profiles and the radiosondes. Based on this pair of statistics, 

a random error and bias was added to the forecast profiles in order 

to generate "fabricated" sounding data having the identical sta

tistical error structures that were measured for the DST-6 satellite 

soundings at the same positions. In this way, a new sounding tape 

was generated so that an outside user receiving this data set 

could not tell from the statistical properties or yield, whether 

the soundings were "real" or "fabricated." 

These "fabricated" data were then fed into the control experi-

ment and treated just as it was done in the case of the original 

sounding data. The forecast impacts for each of the 11 forecast 

periods are compared with the real-SAT system in Table 4. The 

largest positive impact in any forecast from the control experiment 

is a four-point Sl score which establishes the random background 

noise level due to modification of the analyis scheme by satellite 

data and balancing. The average SOO-mb impact at 72 hours for the 

"fabricated" data is -.14, while for the satellite data the net 
. 

impact is 3.43. Similar results are shown in Table 4 for the sea-

level pressure impact. Moreover, impacts of eight points or more 

occurred in the real system on February 3 and February 9, respective-

ly, more than twice as large as anything produced in the control 

experiment. This experiment further confirms the conclusion that 

statistical impacts of this magnitude which seem to occur about one 

day in five are significantly above the random noise level. On 

other days the satellite soundings probably lie in the general realm 

of minor statistical fluctuations, although some might yet be 

significant. 
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Date 

i Feb. 1 
t 3 ~ 
~ 

~. 

5 , 

r I, 7 

Ul 9 
I 

"'" "'" 11 

-13 

15 

17 

19 

21 
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Individual $~ill Score Impacts Over North America (Winter - 72 Hours) 

SOli MB Hei ghts Sea Level Pressure 

2\ SAT "Fabricated Data" 2 SAT "Fabricated Data" 
Impact Test Impact Test 

1.8 -3.5 -4.9 -12.0 

9.4 3.4 8.4 4.7 

-2.2 0.8 -0.3 -2.8 

0.7 -1. 1 10.2 0.3 

7.8 1.2 13.5 1.4 

5.9 -2.1 16.4 -1.2 

6.8 1.1 10.5 5.2 

1.9 -3.3 1.5 -3.7 

-4.5 -1.8 -5.7 -4.5 

4.7 3.9 -2.8 5.8 

5.4 -0.9 5.2 -4.3 
---

3. 43:!:1. 3 0 . -0.20+0.8 4.73+2.3 -1.01+1.6 

~, 

~ 
!: 
Ii 
~ 
~ j 
';l 

<j 

i 
j , 
' j 

i 
1 

. i 



~~ _ '~ .... "'.u.~'1 

, 

5.4.2 SYNOPTIC COMPARISONS 

5.4.2.1 FORECAST DIFFERENCES (R, Atlas and W. Johnson) 

A synoptic evaluation of the forecasting impact of the 
satellite-derived sounding data was performed by directly comparing 
the prognostic charts generated from SAT and NO SAT initial condi
tions with each other and with the corresponding NMC analyses for 
verification. Comparisons were made every 12 hours for all of the 
prognostic fields which were described in Section 5.2.1. However 
only the sea-level pressure and 500-mb height fields at the end 
of each 72-hour forecast will be discussed here. 

Figures 19 to 40 depict the errors of the SAT and NO SAT 
sea-level pressure and 500 mb prognostic fields, as well as the 
differences between the SAT and NO SAT forecasts of these quanti-
ties. The error maps, (a) and (b) in Figures 19 to 40, were obtained 
by subtracting the NO SAT and SAT forecasts respectively from the 
NMC analysis interpolated to the GISS grid. The difference maps 
(c) were obtained by subtracting the SAT forecast from the corres
ponding NO SAT forecast. Moderate to large impacts of the satellite 
data are evident on most of the difference maps, and are summarized 
in Table 5. 

This table was prepared by first noting the regions of moderate 
to large differences (8 mb or more at sea level or 96 meters or more 
at 500 mb) between the SAT and NO SAT prognostic fields, and then 
comparing the errors of each system in these regions. 
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From the table, it can be seen that moderate to large fore·· 

casting impacts occur in nine of the eleven cases and that 77% of 

these impacts are beneficial. As a result there is a 38-75% reduc

tion of specific forecasting errors at 500 rob and a 40-100% reduction 

of specific er~ors in the sea level pressure forecast. It should 

be noted that these impacts refer only to the reduction of errors 

where the SAT and NO SAT prognoses are significantly different. 

The fact that these errors are reduced or increased (in the case 

of negative impacts) does not mean that the prognostic patterns 

have been significantly altered. In order to ascertain the predic-

tive importance of the impact, it is necessary to compare the actual 

prognostic fields (rather than the difference plots). In the next 

section two case studies, in which a significant improvement of the 

500 mb prognostic field occurred, will be presented. 

5.4.2.2 CASE STUDIES 

I: 72-hour Forecast from Feb. 9, OOZ 

This is a case in which a large positive impact is evident 

in the statistical scores or in the difference maps. Figure 34c 

shows that a large difference of 128 meters, between the NO SAT 

and SAT sOO-mb forecasts, has occurred over the north central 

United States, while a comparison of Figures 34a and 34b reveals 

that this impact has resulted in a 50% reduction of the NO SAT 

SOO-mb height errors in this region. 

Figures 41 and 42 show the 72-hour 500-rob prognostic flow 

patterns for the NO SAT and SAT forecasts from February 9, respective

ly, while the corresponding NMC analysis is shown in Figure 43 for 
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verification. In the surface maps (not shown here) a low-pressure 

system, accompanied by moderate snowfall, was located in lower 

Canada at SsoN, 120 0 W (Alberta). A local forecaster, using the 
" SOO-mb contour patterns depicted in Figure 41 to steer the surface 

low, would forecast this low-pressure system to move southeastward 

into the central United States plains and would probably, predict 

moderate to heavy snow over this area. If the forecaster used the 

steering patterns depicted in Figure 42 instead, he would forecast 

the surface low to move toward the Great Lakes and predict the snow-

fall to be further north along the border between the United States 

and Canada. The NMC analysis is in close agreement with the contour 

orientation of the SAT system and indeed the surface low and its 

associated snowfall did stay further north.. The significant bene

ficial impact that is evident in this SOO-mb contour pattern is also 

evident in the lower levels of the atmosphere (not shown), and it 

appears obvious that the inclusion of satellite data can result in 

decidedly different weather forecasts for large regions. 

II~ 72-hour Forecast From Feb. 19, OOZ 

This second case is one in which a significant difference in 

the prognostic pattern occurred even though a large statistical impact 

did not result. Figure 39c reveals that a large impact of 128 meters 

at 500 rob has occurred over the southwest United States while smaller 

differences exist elsewhere. From Figures 39a and 39b, it can be 

seen that this impact resulted in a 57% reduction of the NO SAT SOO-mb 

height errors in this region. 

Figures 44 and 45 depict the 72 hour SOO-mb prognostic charts 

from February 19 for NO SAT and SAT cases respectively. The 
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corresponding NMC analysis is depicted in Figure 46. A comparison 

of these three charts reveals that the NO SAT prog is considerably 

slow in i,ts movement of a trough into the midwest and a ridge off 

the east coast whereas both of these systems are displaced further 

east and in better agreement with the analysis in the SAT case. 

5-48 ::', 

" :1 
:i 

h 
~ 
;j 

~j 
:} 
-\ 

j 
~ ; 

"I 

~t 

" .~ 

H 
11 

'I 
,) 
If 
~ 

I 
I 

1 
I 

j 
~ 
j ., 
1 
1 
j 

• i 
l 
1 

I 
J 
~ 

1 
,j 

;-1 
J 

1 
J 
~ 
1 , 
1 

.. ~ " 

.~ 

~ 
~ 

,~ 



r~-~-'~ 
; 

, I 

• 

I~ 

ORIGINAL PAGE IS 
OF POOR QUALITY 

~igure 19a. 72-Hour 
Sea-Level Pressure NO 
SAT Error Map from 
February 1 aaz Initial 
Conditions. 

Figure 19b. 72-Hour 
SAT Error Map from 
February 1 aaz Initial 
Conditions. 

Figure 19c. 72-Hour 
NO SAT-SAT Difference 
Map from February 1 aoz 
Initial Conditions. 
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Figure 20a. 72-Hour 
Sea-Level Pressure NO 
SAT Forror Map from 
February 3 OOZ Initial 
Conditions. 

Figure 20b. 72-·!lour 
SAT Error Ha~ f::.:om 
February 3 OOZ Ini t~,al 
Conditions. 

Figure 20c. 72-Hour 
NO SAT-SAT Difference 
~lap from FebruarJ 3 OOZ 
Initial Conditions. 
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Figure 26b. 72-Hour 
SAT Error Map from 
February 15 OOZ Initi 1 
Conditions. 
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o POOR QUALITY 

Figure 27. 72-Hour 
S -Level Pressure 
• 0 SAT Error ap f rom 
February 17 OOZ Initial 
Conditions. 

Figure 27b . 72- Uour 
SAT Error a~ from 
ebruary 17 OO~ Initial 

Cond'tions. 

Figur 270 . 72-Hour NO 
• SAT-SAT Oi f r nee Map 

from F bruary 17 OOZ 
Initial ondi ions. 
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~ 'igllr 28. 72-Hour 
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Figur 30b . 72 Hour 

SAT E ror a from 
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1 OOZ Ini Hal 
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Initial Condi "ons. 
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Figure 32 . 72-Hour 
500 rob NO SAT rror 
ap f rom Februar y 5 ooz 

Initial Conditions. 

Figure 2b . 72-Hour 
SA'r Error Map from 
F bruary 5 ooz Initial 
Cond i Hons . 

2c . 72-Hour NO 
Difference r-!ap 

from bruary 5 ooz 
Initi 1 Conditions. 
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Figure 34a. 72-Hour 
500 mb NO SAT Error Map 
fro. February 9 ooz 
Initia} Conditions. 

Figure 34b. 72-·lIour 
SAT Error ~\a9 f .:: !Tl 

February 9 aoz In'tial 
Conditions. 

Figure 34c . 72-Hour NO 

SAT- SAT Dif~ r ce ~\ap 
from Pebruary 9 OOZ 
Initial Conditions. 



Fi gure 35a. 72-Hour 
500 mb NO SAT Error Map 
f rom February 11 OOZ 
Init ial Conditions. 

Fi gure 35b . 72- Hour 
, SAT Err or t!a p from 

~,~--/~, ~ February 11 aoz Initial 
.~~~rl+~~~~~4+~~~~~~~+T+r~~~~~~rr-, Conditions. 

Figure 35c . 72- our 0 
SAT-SAT Di f _e r e nce Map 

.FS-:r'-.l.o,d-.;:::y"'-f-'I- ~:£t'-l---I::-¥-4:""!'>:P'-:";'hI~-l4-+-++.::..L+-'":l. from Februa::::' 11 OOZ 
Initial Cond itions. 
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Fi r 3 a . 72-Hour 
500 mb NO SA Error 1a 
from February 13 OOZ 
Initial Conditions. 

36b. 72-Hour. 
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I? bruary 3 OOZ I n ' 'a l 
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Figure 40a. 72-Hour 
500 .rob NO SAT Error 
Map f rom February 21 
OOZ Initial Condi
tions. 

Figure 40b . 72- Hour 
SAT Error ap f rom 

bruary 21 OOZ 
Initi al Conditions. 

Figure 40c . 72-Hour 
NO SAT-SAT D'ffer nc 

p f rom Febr uary 21 
I~~J·~ OOZ I nitial Conditions. 



A) 

B) 

Table 5. Summary of Regional 72-hr Forecast Impacts* 
Over North America 

Sea Leve l Pressure 

Forecast fr om Beneficial I mpacts Percent Correction 
(in mb) of e rror 

Feb 1 +12 60 % 3 + 8 40 % 3 +16 80% 5 
7 +16 67% 9 +16 5 7% 9 + 8 5 0% 11 +12 46 % 13 + 8 50% 19 + 8 100% 21 + 8 67 % 

500mb 

Foreca st from Beneficia l I mpacts Percent Correction 
(in mb) of err or 

Feb 1 
3 +160 56 % 5 + 96 50% 7 
9 +128 50 % 11 + 96 60 % 13 + 96 75 % 19 +128 57% 21 + 96 38% 

*On1y Impacts of 8mb or larger at sea-level or 96 meters 
or larger a t 500mb have been inc l uded. 
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5.5 IMPACT OF SATELLITE DATA ON ACTUAL WEATHER FORECASTS 

The ultimate objective in the evaluation of the impact of 

satellite data is to determine what it means in terms of the 

accuracy of the actual weather predictions that might be issued 

by a local weather forecaster. In order to assess this impact, 

the computerized forecasting model (CFM) was applied to the direct 

prognostic output from the GISS model for the DST-6 period. CFM 

local precipitation forecasts were generated from the eleven test 

periods for both the SAT and NO SAT systems for 128 cities 

uniformly distributed over the United States. 

J) 

Comparisons ot city/"precipitation forecasts for these cities 

are presented in Table 6. The total number of correct pre

cipitation forecasts for the SAT and NO SAT systems are shown only 

for those cases in which the two systems gave rise to differe~t 

forecasts. The systems differed over all cities in about 10 percent 

of all forecasts and these results cover cases when at least one 

system forecasts a precipitation event. The total number of 

different forecasts for each day is shown for 128 cities in the 

lower horizontal row. In 24 and 48 hours there is a 12 percent 

improvement in the SAT system, while in 72 hours the forecast im-

provement was 19 percent. 'Upon examination of a separate list of cities 

in the midwest selected because they are not influenced as much by 

coastal effects, mountains, or the warmer gulf convective systems, 

better than a two to one improvement in forecasting is seen for the 24 

and 72 hours and a surprising eleven-fold improvement in 48 hours. 
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Table 6 

CITY PRECIPITATION FORECAST 

24 HR 
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48 HR 

"SAT" 
BETTER 

11 

68 

"No SAT" 
BETTER 

1 

53 

-~ '>--~ •• ~,., "_;r"'L"' .. ....,"':._-.,~ •• "'";"' •. ~ .-;:",.:::.~, ••• ,.,-",",-. -:"-:""1 

72 HR 

"SAT" 
BETTER 

7 

85 

"No SAT
BETTER 

3 

58 
~~ 

J 
~1 
1 

! 

'~ 
j 

j 
~ 

" 
" , 

--{' 

'I 

'!!l'~':..;.....:~J~. .:. .... _ ._.~'.~_ ...... __ ,_ .. _~_",,-~_~_._ ... ~'., .,D..:._,_ .... tk,;."._~~,~"""",:""'''''-'-_ ...... ::..~.· J;--~.&_.~l&.ot.~o.-.... , ... ~.i~""-~~~--.:...~~~~~~ 



r,~..-ro"''''·r:>--"· 

r 
! 
~ 
" 

'. 
" , 

~i:.'( .. " 

., 
" <-

Daily examination of city forecast accuracies, as shown in Table 7 

for specific forecasts such as i..:.ho:1e on February 9 or February 19, 

show major improvements in the 48 and 72 hour precipitation forecasts. 

Only on February 15 does a serious negative impact occur in 72 hours. 

This indicates that the increased accuracies in skill scores on a 

daily basis correlate well with impr.ovements in local weather fore-

casts. However, such improvements can even occur in modest skill 

score impacts. 

5.6 CONCLUSIONS AND RECOMMENDATIONS (R. Atlas and M. Halem) 

The impact of satellite derived temperature measurements on 

medium-range (one to three day) weather forecasting was evaluated 

for eleven forecasts over a three-week winter period with regard 

to the following criteria: 

(1) Magnitudes and locations of initial-state differences in 

the analyzed fields produced with and without. l3atel.L.Lte data; 

(2) Statistical measures of forecast accuracy (i.e., Sl-skill 

scores and rms errors) obtained from numerical integrations starting 

from these initial states prepared with and without satellite data; 

(3) Subjective comparisons of the usefulness and accuracy of 

prognostic charts generated from these initial states; 

(4) Verifications of precipitation forecasts as might be 

issued in local forecast operations based on forecast outputs with 

and without satellite data. 

5-80 



!II" ~~, J. ""-,,,,~~,-.~.~. --=;~...,...-~ -,--- ~,-~--- ~--. -. -. ..,- -....-,--- -,--:~....- - ~ '.- .... , )~ r p' ". - l' '_C"""-1""~ 

"I 
Table 7 

PRECIPITATION FORECAST OVER 128 CITIES 
-. 

WINTER 1976 

48 HOUR FORECASTS 72 HOUR FORECASTS 
, ' 'NO SAT' 'SAT' 'NO SAT' 'SAT' 
~ - DATE BETTER BETTER BETTER BEITER ' ' 

• f 
i~ 

;; 

" ~i 
FEB 1 4 1 6 3 

Pi 
3 14 2 7 8 I. ';: 

,. ~! 

1(.. ~; 

it !' 

if;: U1 5 4 3 5 7 ~ t1 I 
; tt. 00 

d ~ 7 7 6 4 7 , ;~ 

1 ,~ 
,i \ 9 2 18 8 17 

1 11 5 13 0 3 
, . 

13 0 4 3 5 

15 7 10 16 8 

17 6 4 3 5 

19 2 5 3 21 
21 2 2 3 1 

TOTALS 53 68 58 85 
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The impact was assessed tor a combination of operational and 

experimental temperature sounders providing continuous coverage from 

two satellites, NOAA ~ and Nimbus 6. The impact of sounding data was 

found to be beneficial but modest for all the criteria listed above 

for the limited sample of cases examined in this study. Over the 

data-sparse regions, the magnitudes of the initial-state differences 

from day to day were generally large (90-120 meters in the SOO-mb 

heights), while the average impact in skill scores and rms errors 

showed a 5-10 percent statistical improvement resulting from 

satellite data. The prognostic charts used in the precipitation 

forecasts showed many examples of better verifications 

of sea-level pressure and SOO-mb heights. Actual precipitation fore-

casts made tor specific cities were more favorable in 15 percent of 

the cases in which the forecasts for the two systems were substantially 

different. In particular, over the mid-west there was a striking 

improvement in precipitation forecasting. 

A substantial positive impact (20 percent for 51 scores 

and 30 percent or more for rms scores) occurred in a number of 

cases but a longer sequence of impact tests is needed to establish 

whether they are related to weather systems periodically missed in 

data-sparse regions. Furthermore, the experiments also confirm 

earlier simulation studies reported by GI55 that soundings from 

a two-satellite system providing nearly continuous 6 hour coverage 

will produce larger and more consistently positive impacts than a 

single-satellite sounding system with twelve hour coverage. 
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The findings in this experiment are based on the global DST-

data sets that have been jointly collected and processed by NOAA 

and NASA in a quasi-operational real-time test mode. The assimila-

tion techniques developed and employed by GISS for this systems 

test are applicable operational forecasting pJ,'actices. If these 

procedures were ~ntroduced into operational fO~'ecasting today I 

satellite sounding data of this quality and coverage might 

yield improvements of similar magnitudes. 

The major limitations of this study have been the small 

number of cases studied and the inaccuracies of the forecast model. 

In order to rectify this situation additional cases are currently 

being generated and will be evaluated when available. In addition, 

the entire sample of cases will be re-evaluated utilizing the 

ultrafine version of the GISS model. 

Additional modification to our evaluation systems are also 

being made. These include: 

(1) Statistical measures of the variance and eddy energy of 

analyses produced with and without the inclusion of satellite data; 

(2) Extension of the predictive capabilities of the CFM 

to include surface temperature change, convective precipitation, 

and quantitative precipitation amounts. 
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