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SUMMARY 

Detai 1 ed computer resource measurements of the  NASTRAN mat r i  x decomposi- 
t < e n  sp i l l  log ic  were made using a software input/output monitor. These 
measurements showed t h a t ,  in general,  job cos t  can be reduced by avoiding spi 11. 
The resul ts  indicated t h a t  j o b  cost  can be minimized by using dynamic memory 
management. A prototype memory management system is  being implemented and 
evaluated f o r  t he  CDC CYBER computer. 

INTRODUCTION 

The ea r ly  large s t ruc tu ra l  analysis  programs were designed fo r  second- 
generation computer systems t h a t  were severely core-limited, requiring s t ruc-  
t u r a l  programmers t o  develop ingenious s t r a t e g i e s  f o r  u s i n g  mass storage t o  
extend the range of solvable problems. I t  was f o r  such a computer t ha t  NASTRAN 
was i n i t i a l l y  developed, and the matrix decomposition code with i t s  e f f i c i e n t  
s p i l l  logic  was a s ingular  achievement in numerical analysis  software. As 
NASTRAN was implemented on t h i r d  generation computers which a'llowed multi- 
programming, such as t h e  UNIVAC 1108 and the CDC 6000 s e r i e s ,  i t  remained 
expedient t o  use as l i t t l e  central  memory as possible i n  order to maximize over- 
a l l  system e f f i c iency .  However, present day computers such as t he  C D C  C Y B E R  175 
and t he  U N I V A C  1110 have very l a r g e ,  f a s t ,  low-cost semiconductor memories, and 
excessive mass storage usage can rapidly degrade overall  system eff ic iency and 
increase j o b  cos t .  I t  therefore  becomes important for the  user t o  s e l e c t  an 
optimutn memory region s i z e  f o r  h i s  problem. 

In order t o  accurately assess the  e f f ec t s  o f  memory region s ize  on I/D 
u t i l i z a t i on  aqd  j o b  cost ,  a software monitor was developed t o  measure I /@ 
volumes by f i l e  on CDC C Y B E R  computers. Sp i l l  volume s t a t i s t i c s  were accumu- 
l a ted  fo r  t he  SDCflMP and CDCBMP matrix decomposition modules using NASTRAN 
Level 17.0.0 on the C D C  CYBER 175 under the  NflS 1 . 2  operating system. These 
s t a t i s t i  cs were in terpre ted using j ob  cos t  accounting re la t ions  typical  o f  CDC 
and UNIVAC systems. The r e su l t s  suggested t h a t  a dynamic memory management 
system designed t o  avoid s p i l l  would be cost e f f ec t i ve ,  and a prototype system 
i s  being implemented on the C D C  CYBER.  



SPILL 

Matrices to be dacom~~posed by N A S T W N  are norri~al l y  sparse banded mllatrices 
wt i th  relat ively few terrrls away from the band. During the decomposition, i t  i s  
desirable t o  have a l l  t he  non-zero terms of a row, and a l l  the non-zero terms 
o f  the  tr iangular f ac to r  generated by reduction of tha t  row, in tilain mertiory. 

I f  t h i s  i s  possible f o r  each row, then the tilatrix need be read in fro111 second- 
ary storage only once during the decomposition, and  t he  factorized matrix 
written out. I f  insufficient rirernory i s  allncated, however, intermediate results; 
mu!. t be stored on sp i l l  f i l e s ,  Nulrlerous passes through the s p i  11 f i  les  tnay be 
requlred to  perfor111 the decomposition. 

The 111atrix decor~tposition and sp i l l  logic i s  described i n  d e t a i l  in refer- 
ences 1 and 2 .  

JOB COST ACCOUNTING ALGORITHMS 

The astute NASTRAN user interprets co~nputer resource ut i l izat ion guide- 
lines in termns o f  job cost,  as assessed by his ins ta l la t ion  accounting algo- 
ritlim. Results presented in this  study are  interpreted in terms of two 
accounting algorithlrls: one used commonly a t  CDC ins ta l la t ions ,  and the second 
a t  UNIVAC s i tes .  

Many f a c t o r s  go into an accounting algorithm, b u t  for  NASTRAN execution 
only central melnory used (CM) , central processor-unit time (CPU) , and mass 
storage input/output t ransfers  ( I / @ )  are important. In terms o f  these 
resources, the CDC accounting formula niay be generalized as 

Cost  = (1 + C1 CM) ( C p  CPU + C3 I/D)Cq 

and the  U N I V A C  relation as 

where C p  and Cg are functions of the CPU and mass t ransfer  device speeds. The 

conr'cant C1 is set by t he  CDC NOS operating system a t  0.007 per 512-word block. 

The do1 l a r  multiplier, C4, i s  ins ta l la t ion  dependent, s o  a l l  matrix decomposi- 

tion costs presented in t h i s  study are norri~al ized t o  the no-spill case. 

I0M accounting formulas vary w i t h  ins ta l la t ion  and operating system, so 
the IBM user should interpret  the resul ts  presented in  terms o f  his  par t icular  
systeni. 



THE I/B MONITOR 

The basic u t i l i t y  for th i s  study is a software nionitor which was originally 
developed by the author fa r  analyzing the I /@ usage of programs running under 
the CDC SCDPE operating system. The nionitor decodes a l l  I /@ requests and 
records, by d a t a  block, the type of  request and the number o f  physical records 
transferred between central Inenlory and rnass storage. The record i s  printed a t  
the end of  each aiodule, as shown i n  Figure 1 + 

As adapted for the CDC version of NASTRAPI, the I /@ nionitor .is called from 
XIIIRTNS, which i s  the J nterface between G I N P  (Genera7 input/output) and the 
operating system ( ref .  3 ) .  The monitor was validated by checking the to ta l  
110 volume printed o u t  against accounting log (dayfi le)  s t a t i s t i c s  f o r  each 
NASTRAN run. Since the moni.t;or i t s e l f  occupies only 350 words of CYSER 175 
memory, and uses about 20 microsoconds o f  central processor time per I /g 
request, i t  has negligible impact on the job environment. 

THE COMPUTER RESOURCE UTILIZATION STUDY 

Complex Decomposition 

l'wo problems were chosen for study. The f f r s t  i s  a complex eigenvalue 
analysis of a gas-fi l led,  thin e l a s t i c  cylinder (NASTRAN Demonstrati3n Problem 
7-2-1 of reference 4 ) .  This case requires deconiposition of an  order 390 coni- 
plex matrix, and can be solved by NASTRAN in a reasonable memory region only 
by using the determinant method. This particular problen~ was the impetus of 
the present study. When i t  was run on an IBM S/360-95 under the Multiple 
Variable Tasking (MVT) operating system with a memory region of 410000 bytes, 
an I /@ timeout resulted a f t e r  twenty minutes I/O time. When the region s ize 
was increased t o  500000 bytes, the I / @  time was less  than five minutes. 

Co~nputer  resource requirements for  th is  probletn are shown in figure 2,  and 
dramatically i l l u s t r a t e  the effect  of sp i l l  on resource u t i l  ization. As long 
as memory region s i z e  i s  small enough t o  require s p i l l  , I /@ volume and CPU t i m e  
are steep inverse functions o f  open core (scratch memory) s ize and j o b  cost 
(as measured by t h e  CDC accounting algorithm) i s  decreased by increasing core. 
B u t  once suff ic ient  open core i s  provided to  avoid s p i l l ,  CPU and I/@ u t j 1  iza- 
t i o n  remain constant, and j o b  cost increases with increasing rnetnory s ize.  

Real Sy~ilnietric Deco~~~position 

The second problem chosen i s  the s t a t i c  analysis o f  a long, narrow ortho- 
t ropic  p la te ,  based on NASTRAN Denionstration Problem 1-4-1 of reference 4. 
This problem i s  useful fo r  study because data can be readily generated f o r  a 
broad range of grid sizes.  Problem sizes  ranging from 128 t o  1100 active 



colu~nns were studied. (For a given rnenlory region, sp i l l  i s  closely related t o  
the number of active columns.) These were produced by grids of froni 300 to 
2100 points, generating matrices of order 760 to  4990, respectively. 

A problem size of 277 average active columns, generated by a grid o f  660 
paints, resulting in a matrix o f  order 1660 was selected P L ~  detai led investi- 
gation. This problem has s p i l l  character is t ics  typical of large user problems 
ca~nl~~only analyzed using NASTRAN. The grid i s  comparati vely small ; however for  
problems of similar s p i l l  behavior, CPU and I /g resource u t i l iza t ion  are l in-  
early proportional t o  matrix order for a constant memory region. 

Results fo r  this  case a re  shown in figure 3 i n  non-dimensional form, nor- 
lnalized to  the conditions a t  the open core s ize where sp i l l  i s  no longer re- 
quired. The outstanding feature of figure 3 i s  the I /@ required by s p i l l .  A t  
an open core s ize o f  50% o f  that  required for  in-core reduction, I /P volume 
i s  seven times t h a t  required for  in-core reduction. The CPU time curve i l l u s -  
t ra tes  tha t ,  refined as the symmetric decon~posi t ion s p i l l  logic f s ,  considerable 
computer time i s  used processing sp i l l  I /@.  And the cost curve shows that  the 
cost penalty incurred by using more open core i s  nrore than compensated for by 
t h e  reduced I /@ and CPU resource requirements. 

To lend perspective, a cost curve was developed for  a typical UNIVAC 1110 
system, where cost i s  direct ly  proportional to metnory used, and I /@ i s  rela- 
t ively less expensive. This curve i s  not as dramatic as the CDC curve, b u t  
s t i l l  shows the importance of increasing open core to  minimize s p i l l .  

DYNAMIC MEMORY MANAGEMENT 

When matrix decomposition domi nates a NASTRAN problem, the f o r e g ~ i  ng di s- 
cussion indicates t h a t  computer resource ut i l izat ion can be minimi zed by 
requesting suff ic ient  core t o  avoid s p i l l ,  i f  possible. For typical problems, 
however, matrix decomposition i s  only part  of the solution procedure. This i s  
i 11 ustrated by the problem de~~cr ibed  i n  Table 7 .  The deco~posi t ion of the 
order 7000 matrix without s p i l l  would require a memory region o f  160,000 deci- 
mal words on a CYBER 175, which i s  30,000 words more than i s  available to  a 
single program. B u t  the decomposition s tep i s  only about 40% of the computa- 
tional e f fo r t .  Another 50% of the computation can be performed in 50,000 words 
core, and the  remainder in 70,000. 

This suggests that an ideal strategem t o  reduce computer costs would be t o  
dynamically manage memory to  give each module only the core i t  needs. Direct 
in~plernentation o f  this idea would present a formidable task - 160 NASTRAN mod- 
ules t o  be modified. However, the resul ts  presented i n  Table 1 indicate tha t  
most of these  modules - input, sor t ,  geometry processing, element matrix assem- 
bler and generator, e tc;  require a small memory region, a n d  suggest the 
fol 1 owing t h  ree-phase memory management scheme. 

( 1 )  Execution o f  each module i s  attempted i n  a small memory region. 



( 2 )  Modules which can be expected t o  have l a r g e  nleniory requi rements  
cornpute and reques t  t he  needed core.  

( 3 )  Any o t h e r  rnodule which runs o u t  o f  co re  w h i l e  execu t i ng  has i t s  
tiletilory r eg ion  expanded t o  a predetermined i n t e r ~ i i e d i a t e  s i z e .  

CDC IMPLEMENTATION OF DYNAMIC MEMORY MANAGEMENT 

The djlnatnic rneniory rnanagenlerlt schelile descr ibed above i s  be ing  implemented 
on t h e  CDC CYBER 175 as f o l l o w s .  

( 1 )  The u s e r  s p e c i f i e s  t o  NASTRAN an i n i t i a l  and a  nolninal tneniory r eg ion  
s i z e .  

( 2 )  Before i nvok ing  each module, t h e  l i n k  d r i v e r  (XSEM) r o u t i n e  c a l l s  a 
sub rou t i ne  MEMMGR (rnemory manager) t o  r e s e t  t h e  me~nory r e g i o n  t o  i t s  
i n i t i a l  value. 

( 3 )  The m a t r i x  decon~pos i t i on  r o u t i n e s  c a l l  MEMMGR t o  o b t a i n  t h e  open 
c o r e  needed t o  execu te  w i t h o u t  s p i l l .  I f  i n s u f f i c i e n t  memory e x i s t s ,  
a1 1  i i v a i l a b l e  memory i s  obta ined.  

(4 )  Modules t h a t  r u n  o u t  s f  open core  norma l l y  i s s u e  an e r r o r  a b o r t  c a l l  
t o  sub rou t i ne  MESAGE. Th i s  c a l l  i s  i n t e r c e p t e d  by MEMMGR, t h e  noai -  
na l  mernory r e g i o n  i s  assigned, and c o n t r o l  r e t u r n e d  t o  t h e  c a l l i n g  
tnodule. (Ncte t h a t  t h i s  r e q u i r e s  t h a t  t h e  cal'l t o  MESAGE be an in- 
' t i n e  c a l l ) .  

Th i s  schen~e i s  be ing  t e s t e d  us i ng  t h e  cases o f  f i g u r e s  1  and 2 and Table  1. 
The p r e d i c t e d  c o s t  savings a r e  shown i n  f i g u r e  2 .  These cases i n d i c a t e  t h a t  
dynamic niemory rnanager~lent t o  a v o i d  s p i l l  can reduce j o b  cos ts  s i g n i f i c a n t l y .  

CONCLUSION 

An i n p u t / o l r t o u t  n ~ o n i t o r  was developed f o r  t h e  CDC v e r s i o n  o f  NASTRAN which 
a1 1  ows d e t a i l e d  ana l ys i s  o f  cornputer resource  u t i l i z a t i o n  o f  t h e  m a t r i x  decom- 
p o s i t i o n  rrlodu!es. Th is  a n a l y s i s  shows t h a t  f o r  typica l  account ing a l go r i t hms  , 
j o b  costs  can be reduced by avo id i ng  s p i l l  i n  t h e  decomposi t ion.  Ana l ys i s  o f  a 
t y p i c a l  prob lem i n d i c a t e s  t h a t  dynamic rliemory management cou ld  f u r t h e r  reduce 
o v e r a l l  j o b  cos t .  
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TABLE 1 

THERMAL STABILITY STUDY 

Order of M a t r i x  = 7215 
Average A c t i v e  Col ulllns = 238 
Maxiniu~ii Active Columns = 505 

Three S p l l l  Groups 

Memory Reg! on 
Operation CPU, seconds I/O, T O ~ P R U ' ~ )  (60 b i t  words) 

Input Processing 49 16 52000 

Geometry Processing 14 2 0 52000 

Element Matrix Processing 1 40 81 52000 

Constraint Elimination 183 25 52000 

Decomposi t i  on 30 7 157 9 8 0 0 0 ( ~ )  

Sta t i c  Solution Generation - 7 0 81 66000 

Tota ls  7 36 380 

(1) One PRU = Sixty-four 60 b i t  words 

(2) The decomposition would require 160000 words without s p i l l  



TABLE 2 

NASTRAN DYNAMIC MEMORY MANAGEMENT ON THE CYBER 1 7 5  

EXPECTED RESOURCE UTILIZATION AND COST SAVINGS 

(1) One PRU = s i x t y - f o u r  60 b i t  words 

( 2 )  The decomposit ion would r e q u i r e  160,000 words w i  t h o u l  sp f  1 l 

Memory Region CPU I /g Cost  Savings 
Problem (1  03 word) (seconds) ( 1 0 3 ~ ~ ~ )  ( ) ( Percent ) 

Demo Problem 7-2-1 

Demo Problem 1-4-7 

Thermal S t a b i l i t y  Study 5 2 3 86 142 

66 70 81 

98") 30 7 157 14.3% 

52 

74 

32 

9 4 

45,3 

242.8 

49.6 

66.3 

12.4 

49.2 
. 

3 4 . 7  

26.9 

2.5% 
- 

12.7% 
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F igure  1. Output frolll t h e  NASTRAN I /@ Monitor ( typ i  cal ) . 
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Figurc 2. Rcso~ircc Analysis vs.  Open Core 
Eigcnvaluc Analysls o f  .J TliIn E l a s t i c  Cylinder, 




