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FUNDAMENTAL SOLUTION OF THE PROBLEM OF LINEAR PROGRAMMING AND

METHOD OF ITS DETERMINATION

S. V. Petrunin

ABSTRACT. The idea of a fundamental solution
o a problem in linear programming i1s introduced.
We propose a method of determining the fundamental
solution and of applying this method to the solu-
tion of a problem in linear programming. Numerical

examples are cited.

1. The Notion of a "Fundamental Solution

We consider a problem in linear programming (LP) in the follow-

ing form. It is required that we minimize the linear form in n

variables xi:

T T T e
ﬁ . v
2=y ax,, iin
——— i - :

under the linear constraints:
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All methods existing at the present time seek a final collection
of wvariables {Xi} which satisfy (2) and (3) and minimige Z.

It is not practical in any of theze to make use of the fact that

some of The X; can be equal to zero for every bj'

We will call a collection of wvariables x? a "fundamental" sclu-—
tion if every one of these variables, even if only for one combination
of the {bj} will be different from zero.

Before proceeding tTo the descripfion of the method for finding a
fundamental solution, we observe that with every problem in linear
programming, we can compare another LP problem, called the dual [1].

In particular, for the problem (1) - (3), the dual will be the
problem in which it 1s reguilred to find the maximum of the linear

form in the variables Yis coo V"

L om . (4)

if / J=!
Zlapy;€eo g (5)

Condition (5) with the addition of new variablesf(A)£ Z & can be
written in the form:

T e
,/J.:Z,:@y’zé/d»‘w;:_a;} W 2z 0, ,,':15 . (6)

The optimal values of the wvariables Wy and X5 in accordance with the
theorem on weak complementary slackness [2], possesses the property
that:

<0, L

/4
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Moreover, if for the direct and dual problems there exist
feasible solutions, then according to the theorem on strong comple-
mentary slackness [2], we can find at least one pair of variables X5
and W5 such that, if W, = 0, then X, > 0.

These properties are used for finding the fundamental solution.

2. The Method of Determining the Fundamental

SoTution

We turn directly to a description of the method. We write the
constraints (2) in the form of a canonical system which, according
to [1], can be deseribed thus:

"A canonical system with an ordered subset of variables, called
basis variables, is a system where, for each j, the j°O basis variable
has coefficient one in the jth equation and zero coefficients in the
other equations."

In the canonical form, an LP proglem can be formulated thus:

To find the minimum of

2=5

(s/

Cox; (7)

l

under the constraints e

N - . d _——-M e =
= )‘g/--f--zla," «L-L_ ./= k:_,_,[’ .

i (8)
32 z, 20,

L v _

‘We represent all the 1ndependent varlables Xi in the form

‘:;;{; 0; : C- (9)

where éi. and y — new variables,
o .

n; — some parameters.



The basis variables Xj and the objective function Z can be
written:

. ."_._.._ i Z (10)

"4 KJ Y
/é Z C'b 9" -+ é/Zc (11)
AL m.,__._"ff e
where
. k.

iJ'= ’gd‘ “+ Aoifg_;i;.

H

Combining equations (9) and (10):

-nby+x£=gi;, ' DES R
~ ‘v? g+ ?C'*-T'-éia,‘,.- J= K,
el oo L LD -
or because &"é)'%} 20 : /6
fagf <& i-dm. (12)
g &f n; sgfd{ /‘:k@. (13)

We assume that in (12) and (13), éii and Zi' have constant values

d

corresponding to the minimum of Z. Then, comparing (12) and (13)
with (5), we see that, due to the arbiftrariness of y, expressions

(12), (13), and (11) represent the dual problem for the following
primal problem, in which is sought:

’hum{z Lﬁ{-*z J/j

J&@i

(the objective function is written with precision up to a constant)
in the presence of the one condition:
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42}%3/ +ZZ 2 !7.] _Zc n; (1)

k’-‘i

— o . (}/ (}:}— -,- ———

The values of the variables in the primal, as well as the dual,
problem must be non-negative. Xeeping this in mind, we construct
equation (14} in such a manner that all the ratios

= .
~ZC;VL;

except one, will be negative.__Then the solution, if it exists, will

be determined only by the term Yo for which the coefficient:

&
< cq n ; Z c- /‘L‘
. .
Y] & or };, ,
’&rf‘, Z m
i= !‘

will be positive. For such an equation, B’m >0, while the remain- Al
) RV o
ing Ac, 0& . In the dual problem, however, m, = 0, on the con-

trary, while the remaining x;} %d; O . In this way, if we succeed

in finding a collection of coefficients n.,, such that all ZC ne

¢ s - |
e / a;; e for /Ze;fz; and ‘-Z,‘*' é ), except the
&= 6/ =27 .

Py

one for Yo will not be larger than zero; then we can set X = 0.

Here there can be two cases: either < K or M>K. . 1In

the first case, it suffices to set h—m'—:O and continue the analysis
not changing the remalning coefficients. If ¥¥L > K, then it follows
that we can transform the initial system of equations by setting



X, = 0 and making it one of the independent variables in the basis.

By this procedure, the number of independent random variable de-
creases by one. For the new system we again construct the coeffi-
cients:

-1
>ein /. Z ecni
4 |

and we undertake the same work.

3. A Numerical Example

)

To find the minimum z = - &X, + xz-é- 2. under the conditions:

1

e, s -2+ 2x, + 2,

Y
:lé-:}ai_. 5-3-;3'

we set:
=L, w,,g;;
:*3' oﬁ‘,‘,"‘r V""g"é{: } .
v Livm) Ee g (mrmgi)y,
:.,v .“ erq ( !Nﬁ-{ NV\, 4 Z_)z' . v v oAy

’Ifg ;f,,s-:-(-w,a 5 fvg)’u’

Then the auxiliary equation has the form:

- / n -
NPEET N PR woss o v Y- V oz -RAliN,
7% 5/4 v (1,2:’5’2,-&- fv,/n '\ w-%%w 3}{gi+( Vb? SW’Q{;S ety iy

Tt is necessary to reguire that one of the coefficients

- ea / Vieg, | ’ W, Wt 2""—!{’ i’ua -y~ 5 o
- o I - [ - 4 -
Mg gt k‘v:,,/ Yok Wk Ve =V Wt Wy = Vgt e sl Ve ¥ 0 3{
be greater than zero and the rest — less than zero.

We assume that:
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We first explain that the independent variables do not vanish. For
this, we assume that:

-w 5m <0,

We consider the system of inequalities:

-VL«%_*‘ sz2+ WE’)O, ‘ Wi—\’{,.z" ‘{Ls‘z Q:
._\’\11*2,‘{\,.2"? ., £ 0, o Wiu;,.g',nz-x-w <0,
~hy= 5k, <0, Wy 5‘/1.- 40

——r -

From the first two inequalities, it follows that- Pl— 44 C)

Adding the first and third inequalities, we have:
- 6%34.0.
Because PL2'<: C)., this inequality will hold if VL3 > C?. In order

to evaluate the sign of n,, we write:

afuﬁ’_-ﬁ W, = Yo,

From these inequalities, it follows that, if we assume \fb \ 7 ﬂ/ , /9
then we can consider that VL <:() From this,

R Wy < O, w,” O,
"y E Ayt N, < Q, - Vwa"g""s" .

Therefore,

K370, Ya=Yam Y4z 5=0 ma Byzh,



Returning again to the system of inequalities, setting ng = 0:

\"rbi-bwz‘;o"
- \’L’i"" 2/%3403
e Wﬁ.{a O..

These inequalities are inconsistent. We assume that \{5 P4 O .

Then, ) o
Wﬁf szc‘ O-,« o "__ A Tt ‘-_ ]

o= Wy O,

E

5 :
for ‘(‘v < o > it Tfollows from the Tirst inequality that!‘ h"‘i.\ )\ K. '%',
i
and from the second that A, VLEI} 7 Vbdhl Therefore, choosing ny
such that:

‘%’\1‘”’?_) > e > e, Wec©, 0, <0,

we will have:

Ve 3O =\ - o -
XS"?Oj ) Ya= a"""'bf‘i and "{:S':‘O'
We return to the original system of equations and assume
L=20 =0 . - L
p [ “Tean G~
3% Lz =, L% 2,

il T ,é-
2=l 2
N o
Fs-hex,,
We apply the proposed method o the system: /10
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The auxiliary eguation has the form:

i 1 . % -
Ty AV ER \74 —1
RS G q 7 glwq G Y VVQ 7 :

o
— _— _

whlch__does not permit us to find the new variable not occurrlng in
the fundamental solution, Consequently, Xqs Eps Xy comprise a funda-
mental solution for the matrix of conditions:

gizﬁ.—i O Y

{,and]coefflc.lents c: ( ’.’\'l }L O O) of the objective function.

Insofar as Xy = h (1dentlcally) in the fundamental solution, the

particular solution to the given problem, if one exists, will be

P,Q (M‘»
either Xy Xy Or L, R s

i, Using the Method for the Complete Solution
“to an LP Problem. A Numerical Example

The example of the previous paragraph demonstrated sufficlently
graphically the use of the method £o obtain a fundamental solution.
However, in many practlcal cases, the proposed method can be applied
also to obtain the particular solution.

. In fact, it was shown above that the fundamental solution to
the problem depends only on the matrix of coefficients of the condi-
tions aji and the coefficients c; of tThe objective function, but it
does not depend on the bj' Consegquently, applying the method only
the the primal problem, we cannot find the particular solution,
which depends also on the values of the bj' We return to the dual



problem and we find its fundamental solution. It naturally wiil!
depend on the matrix of coefficients of the conditions and (which
for us is especially important) on the coefficients of the objective
function of the dual problem. And these coefficients are functions
of the values bj of the primal problem [1]. Therefore, using the
method on the primal and dual problems, we can obtain in a series of
sitvations the particular solution to lthe problem. We emphasize that
this method eliminates the possibility of cycliné, which sometimes
occurs in the iterative loop of the simplex method. As proof, we
mention the solution to & problem having cycling in its solution by
the simplex method (the so-called-example of Beale £11).

Example. IS -
j T £ A g m -
| P _._-.u, + .;c, + =0
3 ¢, +60%, e S O_,
j
! A a #_ A WK % X =
. *é,gc’i+20xz 50 SEEENE e
Xy Y=, -
, . %k H A E L
— - — S— :Aﬂ./ .
; -%_--qoﬁi-a-isoacz 503‘3-3 S
We introduce the new variables —_—
s B masut
, « ,
; ﬁ'\'.az ;5.0&&, o :?/5%
i 3
%
i — o -
BT T, ‘J::‘{'-va?,,%"
4 N > "
[~ Wy = '9',5 LTy, 2=452%.
Then, v - - /12
a - 4 . - ~ . '
= gyt ,?,m v 2= 3%y, |
W= - By +?m*2,5 Fue
By A, / ;
3 A D
3;: znﬁ-ﬁ- 53& 2‘:333" zvu\,i,%

10
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x, = iﬁ'wig : 'x = {ot (- Engt In, ey 3\«;)3
X, = i,_j-w,té, i, (-wy * 3wy +dhg- VL}g
'.nz’r. i‘fu* “’bé . (X'/ 3

R S fw( it S gt )

We assume:

sy~ b, dn 2:«. <0, [z]

Ty~ 2h, - Ny 430,50, [gcs]

hli*?)hz-%;h/fs-\-m,w>o, [3‘"—&.]
”"hf‘3<,o_. o [mzs_]

For }’L < O Vb/é O Vb\i‘( O , these inequalities are wvalid.

Therefore, X’i‘ > O }x;_":;. -’-"O, .

From the original systen,
x3 = 1, and

I VA S R
-’;_/ 7 Ty * ATy - 3y,

”3&%‘5:{')&‘- 3:\?’

We assume n3 =

5. 2 ki ?
“hdan.tdn,~dn O
:‘;,'411 v "?/ Ll/ ’

11

. and continue to analyze the sysfem of inequalities:

/13



The system is valid for W <O W, <O W 70O . Conse-
; e } ~ J b
questly, \é/‘i > QO , m‘iz O 7. Ve assume "
—‘i : 5@2‘ < O,/

~Ip +qun, <0
n’d & 2- l,: r
7/
-A,i-.!- 517,/< O.

.L._.. - - -

This sytem is valid neither for f’b ?O Mr < O nor for
}’if >O }'L < O Hence, one of the b351s variables equals zero
‘assume that ¢ 7 O , ", > for h <Ob<O
G L+ 5 h,> O iy Q4 <0
i .
g
ot
A YW .
-.2'“’:1 5}1:2 ° Th i 1iti 1id £
_2{ »"2.-,;+ ng{ O ese inequalities are vali or
/ - '
-3 Q3. L L 025 b, <O <
Ny - ;@2’4'0 ,3¢i< 1”2 %Muﬁ’?) Ry 1’?—& Q.

, and the original system

. L = O
Consequently (\)/"G > O, .

-~ ‘ i"
.A.-S..:_f 2/-6-?.23
4
Z e - .?.,
=z +3
From this,

/miz:?’-’-/-.uB,qc,, )

3 4. z.‘:-—ns:.;.im
wsE G TS, ¥R T

We demote again:

We

Then, -
ol
TP AR Y
TeT T T g Z=d.+% n,
o ,fl,‘_:i.l ! - = P R’J‘
R N T i“w‘b U’

iz
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and the auxiliary equation:
3T, ey, + En e .
A et M a2 o

This equation does not permit us to define new variables equal
to zero for arbitrary bj‘ Consequently X15 Xo5 x5 are the fundamental

solution to the problem. To determine a particular solution, we con-
struct the duval problem (the objective function is written with
accuracy up to a constant):

?
= h 2
VU= zwi 2 W
or | -
~? 4 X
We assume:
- 9@ 50 ‘ ‘ ° A <
(fji"(wi'%vglzé, Q32f= Aif+(:'3Vpi'~é:va :;t
-4 o ) o" i @ %Y AY
ws'&r*v"f;é: Z =i%+(:?,‘/"f.."‘"~3gv"5‘iu’-°

The auxiliary equation:

e G ) s bele R g
Let:

———— g

These 1nequa11t1es are valid if

\"v > O ,but h,(O

Vv_ > - QSVpﬁ_.
Because]/\. > , then a’s ){) and (:‘OS'= 6 Conseduently,

4
3wl v G w70

4 P A A
2)"";,," —Qv.,sv»o j
A

13
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and the auxiliary equation:

a o., i. Q
VV:.Y&"S“-’:\Q/Q’ 7 M5

& -
Here, Xﬁ‘- _3_"0 and wﬁ_"-'_O. Conseguently, only wz">_o , and,

returning to the primélﬂbroblem, we have 2 = O . 'Then the parti-

2
cular solution will be: ’

Xk = = s 23 = =0..
Xy ) w‘z‘os_ 3&,5-'1’ LTy= O Ly aq, L= Lq=0.

or, in the original variables:

% 4 & # #_ * 3 L
X T as, &z"o: '3&,5-1) T"f <, ws"ioo) ﬁéﬂx}‘

a * 4
an EE = s

The author expresses his gratitude to B. Ts. Bakhshiyanu for his
valuable advice and aid in this work.
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