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NONPARAMETRIC ALGORITHMS FOR THE SEARCH OF SIGNALS

T.5. Myshenkova
Academy of Sclences USSR, Institute of Space Research

Introduction

The purpose of this paper 1s to develop and justify (in- 4

sofar as possible) nonparametric algorithms for the seerch of
signals and cheir isolation. During thelr mathematical for-

mulation, these problems require certain a priori data about

the signal and noise. A priori data narrows down the search

(provided i1t does not reflect the properties of all sipgnals)

and allows to isolate only a part of signals whose character-
istiecs satisfy restrictions corresponding to this data.

The search proper assumes that the time, shape, duration,
power etc. of the signal which appears in the recelving device
is unknown.

Thus, on one hand, by specifying certain nolse and signal
characteristics with the aim of 1solati g the latter (using
parametric methods based, for example, on threshold character-
istlcs constructed on the basis of a priori data), we are not
solving tre search problem in general--we are rolving the search
problem for a completely defined class of signals., On the
other hand, by reducling the volume of a priorl data to a cer-
tain level, we can no longer apply the well-developed para-
metrlc methods, which compared with nonparametric methods,

¥
Numbers in the margin indicate papination in the fereipn text.



amoni other things, use up less machine time and computer /b
memory .

I, Test Based on Spearman's Rank Correlation Coefficient

Let us cons!der a discrete time--dependent stochastic
process, l.e.

F-'-' F(fa)-:ﬁ p) "=/’20"'3). (1)

1oy - 2c 222 = CORST .

Ciey

(2)

let us in‘roduce random variables characterizing the form
of the process F in a sample of size n

g, 128y

A, =
> 0, Fi3F (3)
LJd= 0, PRECEMERNY ¢ ' s
n .
§: = 2 Byj . ()
IEY

It 1s easily seen that §1 equals the number of readings
F from a sample of size n which are not smaller than a given
reading F1 from the same sample.

Suppese that ¢n_f: [ 5" } is attained at 1-1m (m=1,
e m0<n), l.e. 1In the pgiven sample, the readings R are
largest in magnitude.



The following quantity /3
Lm ; _ (5)
0 = I L~ Lm ’

characterizes the distance between F1 and Flm.

Thus, two random variables 81 and yl are assoclated with
each random variable Fi, Clearly if the readings Fi, i=1, 2,
+ssy N are mutually independent random variables, the same
statement can alsc be made about the random variables 61 and
y1 (each separately).

It 1s assumed that one characteristic of a signal from a
point source 1s the presence of perlodicity 1In readings arriving
in the detector. The question with which peried (or periods)
the intensity of the arriving signal varies is a problem in
spectral analysis of a detected signal. Our problem i1s a search
of signals,

From the presence of periodicities during variation in the
intensity of radiation from sources which has been ascertained
in many studies we infer that the signal has a "non-random"
deterministic form. This fact will be used in constructing
a search algorithm.

The search algorithm 1s constructed on the basis of the
so=-called nonparametric independence test. This test is con-
venlent in that unlike most decision problems, it does not re-
quire a knowledge of the type of distributlion of the studied
process,

This test 1s based on the Spearman rank correlation co=-
efficient.



A rule which staisfles this test 1s as follows: Suppose /Q
that only the following is known about a random sample of n
pairs (xl, Yl, Xos You euny Xpu ¥ ). X, occuples the position
Ak in order of decreasing magnitude, and Yk occupies the
position Bk in order of decreasing magnitude (k-1, 2, ..., n).
If the random varlables X and Y are independent, the statistic

R=1-nm.02(ﬂ. B.) (6)

has an asymptotically normal distribution with mean 0 and variance
1/n=1 as no+w,

In our case, the random variable Gk constructed above rep-
resents the position number of the random variable Fk in order
of decreasing magnitude, and the random variable Yo which
characterizes the neutral position of random varliables F, rep-
resents the position number of the random varlable Fk ordered
by its distance from Fim

This criterion allows to accept or reject the independence
hypothesls at a particular significance level., Specifically,
for any n>1, the independence hypothesis 1s rejected at signifi-
cance level & o if

Us-«  (one-sided test)
K> e

(7)

Us-u/2
[Fl! > V‘——"" (two-sided test)

where Uy o is the (l-a)-th quantile for the random variable u
which is normally distributed with mean 0 and variance 1/r-1.



In this approach the only restriction imposed on the
nolse process i1s the statistical independence of the random
variables § and v (or a very low known correlation allowing to
specify a nonarbitrarily). Clearly this restriction is equiva-
lent to the requirement of mutually independent readings. Be-
cause of its simplicity, such a model is used sufficlently 4 4
widely. The real question i1s: 1sit realistic?

2. Algorithm Using One-Sided Sign Test

Let us consider another approach to the search problem.

In the absence of a sufficient (or even necessary statistic),
no a priori statement can be made about signal characteristics
required for the search., Such statlstics as sample means and
the standard deviation will not be used to test one hypothesis
or another about the distribution, since:

a) the search proper assumes that the distrib-tion of the
signal 1s unknown;

b) the statistical characteristics of the noise do not
remain constant--~the process 1s nonstationary;

¢) although the distribution of the random variable Fi
(concretely the number of particles which arrived in the detector
during time t1+1-t1-At) approaches asymptotically the normal
distribution (Central Limit Theorem) when At 1s increased (see
[2]), which justifies one hypothesis, signals whose duration 1is
less than At are no longer detected.

One signal characteristic which will be included in the
search 1s 1ts duration, which among other things, depends on
the conditions in which the experiment 1s carried out.



Thus let

”n
— a8 7
f-‘. = 7‘- ‘;a F.'OA’ P

J"n & ;:"m = F‘.; m’ﬂ,/.z....,

(8)

(9)

(suppose Tst denotes the time during which the stochastic process

F can be regarded as stationary. Then a natural bound on 9’,15

woe [ 2]

where [X] 1is the integer part of the number X).

Next, 7, dc'm ? 0
‘x‘.m . 0, da’m - 0

Pl )

Jook g
Keal,ef,. ., Jo=N.

(10)
/8

(11)

(12)

N is the assumed duration of the signal and n 1s the size of the

sample over which the sample means Fi must satisfy

Mcn<h.

(13)

It can be easily verified that the assumptions made (about noise)

in regard to:



a) the symmetry of the random varlable Fi’
b) the independence of the random variables (readirgs) Fl'
¢) the fact that

p[‘(fm '67} =

imply
(14)
P{d(:m>0j= p[dc'm(af’ 2‘ »
~ P A
?{P&x'ao/noise .Z=CA/ (:?‘)
= . (15)
f": _fQA/ ¢ o A/
g (Pix )cg/“"i’e JZ;'Z CA/ (?)3?(55)
-:J'Df_f
(16)
Items a), b), ¢) constitute the tested Ho hypothesis. /9
Let Pn be the smallest value of P for which
” F _\'\ W,
A AL (17)

Then the one-sided test (so-called sign test) requires rejection
of the HO hypotheegls at significance level 5a 3r

/

'."I-: K .-\) F’O\ (18)

Thus, the algorithm based on thls test presupposes that:

1) the noise process satisfies a), b), ¢).

2) any significant develation from neise (last formula (17))
is the signal.



3. Use of Simplified Statistics

We designed and debugged rrograms written in Fortran IV
which are utilized to test item 1) for various noise processes
(using data recorded on telemetry tapes).

In the given algorithm, s“:tistie (12) requires a large
number of time consuming calculations. From this standpoint,
the algorithm can be substantially simplified if cne of the
following random varlables 1s introduced instead of a (see
[9]) and y (see [11]):

either
i, F; & F;;
..f..'.,'.' — 1 : ;"a) .-'.-_,‘ .~ ;._- (19}
where
" ] i *h; ’ £ {70
- f, Fc‘ s F«'vt
8‘| £ [ 0, Fg’ >F¢'¢f )
(20)
‘. = /;2) TV /1_0_
The co’responding statistics are
M .'9'""“
d . Z a;;
Pix JTiek 2 (21)
'3 ivkerAMs To ,
or kon
o
[3‘ = Z 90. Vi
= (22)

R keNS -7')
where N as before, 1s assumed to be the duration of the signal,
k 18 a current value of the subscrint satisfying the inequality

Kf/’/ < 70.



It 18 clear that the test formulated abtove for testing
the Ho hypothesls can be applied to each of these statistilcs,

A program written in Fortran IV was developed and debugged
for calculating statisties (21), (22).

4, Results of Computerized Processing of Varilous Experimental Data

Page 12 gives the program for calculating the statistie
R/n=1 (see [€]). The results of the calculations are 1llustrated
in Fig. 1. The array R corresponds to this statistic in the
program. The calculations were carried out for the case n=30,
The noise process and the process containing the slgnal were
read into the program in the form of samples, each consisting
of 50 readings. Altogether 20 values were obtained from the
array R (R(k), k=1,20) for e-ch case, 1.e. 20 samples, each con-
sisting of 30 readings formeu from 50 readings that were read 1in.

The given significance level a can be specified as follows: /11

Az U =maxIR e (k).

fsks20

From Fig. 1 it is evident that in the case of the signal, R in
absolute value 1s greater than the 7 value for noise nearly
everywhere,

Page 13 gives program No. 2, which calculates the
gtatistics afk (corresponding to array MI) and P(p) (corresponding
to array FR). The statistic 8¥k was calculated for N=20,

The arrays that were read in (noise and signal) had the
same dimension as in program No. 1, 1.e, 50. Fig. 2 1llustrates
(besides the obtained curves) the operation of the algorithm:

a is given (horizontal line) and Pa is obtained (see 17). Tt is



evident that if the significance level a 18 specified in this
manner, nearly the entire signal lles in the reglon FFR > Pa,
which sipgnifies the presence of t' . latter,

Conclusion

The fourth section preseats the results of calculations
of the statistics R/N=1 (corresponding to array R in program No.
& I ‘?k (corresponding to array Ml in Program No. 2) and of the
value ¢ P given by expression (1€) (corresponding to array FR
in program No. 2) for noise processes and processes containing
the signal (data from telemetry tapes--"Filin experiment"),
In [7] this signal was i1solated in a different way using the

correlation methed.

The preliminary operations invelving centering and
summing centered readings over four channels used up more machine
time than processing of the same array in this study. For a
given significance level more accurate data on utilized machine
time can be used to compare the efficiencies of the discussed
algorithms with each other and with the algcerithm in reference

(7].

In conclusion the author expresses his deep gratitude to
the ploneer of this study, V.I. Berezin and alsoc to Ye.N.
Kizeleva for her great contribution made in writing and debugging
programs, processing data and formating results,
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