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I. INTRODUCTION

In the time period 1969-1972 a total of five magnetometers were deployed on the lunar surface during four Apollo missions. Data from these instruments, along with simultaneous measurements from other experiments on the moon and in lunar orbit, have been used to study properties of the lunar interior and the lunar environment. The principal scientific results resulting from analyses of the magnetic field data are discussed in Section II.

The results are presented in the following main categories: (1) Lunar electrical conductivity, temperature, and structure; (2) Lunar magnetic permeability, iron abundance, and core size limits; (3) the Local remanent magnetic fields, their interaction with the solar wind, and a thermoelectric generation model for their origin. In Section III relevant publications and presented papers are listed. Copies of publications resulting from the research funded by this grant are included in the appendix.
II. SCIENTIFIC RESULTS

Magnetometers placed on the lunar surface and in orbit about the moon have returned a wealth of information about the moon which was not anticipated prior to the Apollo manned lunar missions. Analyses of lunar magnetic data have been used to study the following properties of the moon: Electrical conductivity, temperature, and structure of the lunar crust and deep interior; lunar magnetic permeability and iron abundance, and inferred limits on size of a highly conducting lunar core; and lunar surface remanent magnetic fields: present-day properties, interaction with the solar wind, and origin by thermo-electric generation.

A. Electrical Conductivity, Temperature, and Structure of the Lunar Crust and Deep Interior

Electrical conductivity of the lunar interior can be studied by analysis of two types of global induction fields: the poloidal field due to eddy currents driven by time-varying external magnetic fields, and the toroidal field due to unipolar currents driven through the moon by the motional solar wind \( V \times B \) electric field. Poloidal field induction has been used by many researchers to investigate lunar electrical conductivity, and to date poloidal induction analysis has yielded the most accurate conductivity information at depths greater than 200 km. At shallower depths where the poloidal technique is limited by instrumental frequency response and number of measurement sites, a toroidal induction analysis technique is used to determine the upper limit of conductivity of the lunar crust. Since the conductivity is related to temperature, a global temperature profile can be calculated for an assumed compositional model of the lunar interior. Furthermore, structural properties of the lunar interior can be inferred from characteristics of conductivity and temperature profiles and correlations with results from other
1. Conductivity at depths greater than 200 km. When the moon is in the solar wind, lunar eddy current fields form an induced lunar magnetosphere which is distorted in a complex manner due to flow of solar wind plasma past the moon. The eddy current field is compressed on the day side of the moon and is swept downstream and confined to the "cavity" on the lunar night side. Because of the complexity, early analysis included a theory for transient response of a sphere in a vacuum to model lunar response as measured on the lunar night side. An analysis was also applied to time series magnetometer data taken on the lunar day side using a theory for transient response of a sphere immersed in a completely confining plasma.

The most thorough and accurate analysis, using time-dependent poloidal response of a sphere in a vacuum, has been applied to data measured in the geomagnetic tail where plasma confinement effects are minimized. Two basic techniques have been applied to analysis of poloidal induction data measured with the moon in the geomagnetic tail. The first method used simultaneous measurements by the Apollo 12 lunar surface magnetometer (which measures total response field at the lunar surface) and an Explorer 35 orbiting magnetometer (which measures the external driving field). The second uses simultaneous measurements of the total response field by two surface magnetometers (Apollo 15 and 16 LSM's) and one close-orbiting magnetometer (Apollo 16 subsatellite). The first technique has been applied to the single largest transient measured with the moon in the geomagnetic tail; both techniques are applicable to aggregate "transient events" made up of a linear superposition of smaller events.

Results of the different poloidal induction analysis techniques have been consistent, and an evolution of improved computer analysis capabilities and use of more data as it has become available, have yielded the following
characteristics of the conductivity profile: The lunar conductivity rises rapidly with depth in the crust to \( \sim 10^{-3} \) mhos/meter at a 200 to 300 km depth, which corresponds to the upper-mantle boundary reported in seismic results. From 300 to 900 km depth the conductivity rises more gradually to \( 3 \times 10^{-2} \) mhos/m.

2. Conductivity of lunar crust; at depths less than 200 km. Studies of crustal conductivity have been completed using toroidal induction analysis. In the toroidal mode a unipolar current \( J_T \) is driven by an electric field \( \mathbf{E} = \mathbf{V} \times \mathbf{B}_E \) which is produced as the solar magnetic field \( \mathbf{B}_E \), frozen in the solar plasma, sweeps by the moon. \( \mathbf{V} \) is the velocity of the moon relative to the solar plasma. Corresponding to the induced current \( J_T \) is the toroidal field \( \mathbf{B}_T \) which has a magnitude inversely proportional to the total resistance to current flow through the moon; the magnitude of \( J_T \) (or likewise, \( \mathbf{B}_T \)) is limited by the region of lowest conductivity in the current path, that is, the lunar crust.

An upper limit on the electrical conductivity of the lunar crust has been determined from upper limits on toroidal induction in the moon by the solar wind \( \mathbf{V} \times \mathbf{B} \) electric field. The toroidal induction theory is used for the spherically symmetric case of the induction field totally confined to the lunar interior or near-surface regions by a highly conducting plasma. Components of toroidal field are calculated by subtracting components of the external field \( \mathbf{B}_E \) measured by the Explorer 35-Ames magnetometer, from the total field \( \mathbf{B}_A \) measured by the Apollo 12 lunar surface magnetometer. By comparing the appropriate components of toroidal magnetic field and electric field, the upper limit of the proportionality factor relating these variables is determined.

The quality \( B_{Ty} = B_{Ay} - B_{Ey} \) is compared to the electric field
component, $E_z$, which is the largest of the three components for average solar wind conditions. These data are linearly correlated, with a least-squares slope $A = (-6.2 \pm 4.3) \times 10^{-2}$ sec/m, where the limits include only random statistical measurement errors. Estimates of systematic instrumental errors are based upon comparisons between Apollo 12 LSM, Explorer 35-Ames, and Explorer 35-Goddard magnetometers. From this comparison we estimate the systematic error inherent in the analysis. When systematic errors due to uncertainties in instrumental gain factors are included, the upper limit slope becomes $A = 2 \times 10^{-7}$ sec/m. This factor is related to the average crustal conductivity upper limit of $\sigma_{\text{crust}} \approx 10^{-8}$ mhos/m for an assumed crustal thickness of 80 km. We note that the average crust conductivity is not a strong function of crust thickness for thicknesses $\approx 80$ km (e.g., a 100 km crust would correspond to a $1.2 \times 10^{-8}$ upper limit, and a 60 km crust would correspond to about $7 \times 10^{-7}$ mhos/m.) A very thin outer shell of even lower conductivity (indicated by radar and sample measurements for depths up to $\approx 1$ km) are consistent with this upper limit. The surface conductivity upper limit, derived from toroidal induction analysis, places an important constraint on the previous lunar conductivity profile obtained from poloidal induction analysis: it lowers the previous crust conductivity limit nearly four orders of magnitude. Electrical conductivity profile results of the lunar interior are summarized in Figure 1.

3. Lunar temperature and structure. The lunar temperature profile has been inferred from the electrical conductivity profile along with the experimentally known dependence of the conductivity on the temperature for materials used to model the composition of the lunar interior. For the thermal profile corresponding to the conductivity profile in Figure 1, assuming a lunar com-
position of olivine, the temperature rises rapidly with depth to 1100°K at 200 km. depth, then less rapidly to 1800°K at 1000 km. depth.

Structure of the lunar interior (see Figure 1) can also be inferred from electrical conductivity results. The conductivity is low for the first 200 km.; no conductivity transition is seen at the 60 km. seismic discontinuity reported by Nakamura et al. (1974, 1976) and Dainty et al. (1975), but conductivity resolution is limited at that depth. Between 200 to 300 km. depths the conductivity rises rapidly, to a value of $\approx 10^{-3}$ mhos/m. That region corresponds to the location of the seismic discontinuity between the upper and middle mantle boundary reported by Nakamura et al. (1974, 1976).

From 300 to 900 km. depth the conductivity increases steadily from $10^{-3}$ mhos/m to about $3 \times 10^{-2}$ mhos/m. This is the region of greatest accuracy for magnetomerer results, as indicated by the error limits in Figure 1. The shape of the profile indicates that a temperature rise is responsible for this steady increase. As will be shown in the next section, a highly conducting core of maximum radius 535 km is found to be consistent with, but not required by results of permeability and conductivity analyses.

B. Lunar Magnetic Permeability and Iron Abundance; Limits on Size of a Highly Conducting Lunar Core

1. Lunar permeability. Magnetic permeability and iron abundance of the moon have been calculated by analysis of magnetization fields induced in the permeable material of the moon. When the moon is immersed in an external field it is magnetized; the induced magnetization is a function of the distribution of permeable material in the interior. Deployment of Apollo magnetometers on the lunar surface has allowed simultaneous measurements of the external inducing field by Explorer 35 and the total response field at the lunar surface by an Apollo magnetometer. The total response field measured
at the surface by an Apollo magnetometer is the sum of the external and induced fields.

From a data plot of the radial component of the surface field versus the radial component of the external field, the global lunar permeability has been determined to be \( \mu = 1.012 \pm 0.006 \). The corresponding global induced dipole moment is \( \sim 2 \times 10^{18} \) gauss-cm\(^3\) for typical inducing fields of \( 10^{-4} \) gauss in the lunar environment. The measured permeability indicates that the moon responds as a paramagnetic or weakly ferromagnetic sphere and that the moon is not composed entirely of paramagnetic material, but that ferromagnetic material such as free iron exists in sufficient amounts to dominate the bulk lunar susceptibility.

2. Iron abundance. After permeability \( \mu \) has been determined, the magnetic susceptibility \( k \) is found from \( \mu = 1 + 4\pi k \); thereafter iron abundance can be calculated for the lunar interior using compositional and thermal models of the moon. In the outer region of the moon where temperature \( T \) is below the iron Curie point \( T_c \), the magnetic susceptibility \( k \) is \( k = k_a + k_p \), where \( k_a \) is "apparent" ferromagnetic susceptibility and \( k_p \) is paramagnetic susceptibility. In the deeper interior where \( T > T_c \), \( k = k_p \). Furthermore, \( k_a = p \frac{k_f}{1 + N k_f} \), where \( N \) is the demagnetization factor, \( k_f \) is intrinsic ferromagnetic susceptibility of iron, and \( p \) is volume fraction of iron. Using magnetic data to determine susceptibilities, \( p \) is calculated for suitable compositional and thermal models of the lunar interior, which also incorporate and require lunar density and moment of inertia constraints.

Under the assumption that the permeable material in the moon is predominately free iron and iron-bearing minerals, the lunar free iron abundance has been determined to be \( 2.5 \pm 2.0 \) wt %. Total iron abundance has been
Other lunar models with a small iron core and with a shallow iron-rich layer have also been examined in light of the measured global permeability.

3. Core size limits. The lunar magnetic permeability determined from magnetometer measurements has also been used to place limits on a possible highly conducting core in the moon. For this analysis the moon is represented by a three-layer magnetic model: an outer shell of temperature \( T \) below the Curie point \( T_c \), whose permeability \( \mu \) is dominated by ferromagnetic free iron; an intermediate shell of \( T > T_c \) where permeability \( \sim \mu_0 \), that of free space; and a highly conducting core \( (\sigma > 10^{+2} \text{ mhos/m}) \) modeled by \( \mu = 0 \). This core effectively excludes external magnetic fields over time lengths of days and therefore acts as a strongly diamagnetic region \( (\mu \downarrow 0) \).

A theoretical analysis has been carried out to relate the induced magnetic dipole moment to the core size. The induced dipole moment has been determined from simultaneous Apollo 12 and Ames Explorer 35 measurements to be \( 2.1 \pm 1.0 \times 10^{18} \text{ gauss-cm}^3 \) and from simultaneous Apollo 15 and 16 measurements to be \( 1.4 \pm 0.9 \times 10^{18} \text{ gauss-cm}^3 \). The theoretical results indicate that the core size is a function of the depth of the Curie isotherm and lunar composition, and that a highly conducting core of maximum radius 535 km is possible for the extreme case of a magnesium-silicate dominated orthopyroxene moon with a Curie isotherm depth of 250 km. Conductivity results verify this upper limit for a core of conductivity \( > 10 \text{ mhos/m} \). The minimum radius for a highly conducting core is zero, however; i.e., there is no positive indication at this time that any core of conductivity \( > 10 \text{ mhos/m} \) need exist in the moon.

C. Lunar Remanent Magnetic Fields.

1. Present-day properties of the remanent fields. The permanent mag-
netic fields of the moon have been investigated using surface magnetometer measurements at four Apollo sites. A lunar remanent magnetic field was first measured in situ by the Apollo 12 lunar surface magnetometer which was deployed on the eastern edge of Oceanus Procellarum. The permanent field magnitude was measured to be $38 \pm 3$ gammas, and the source of this field was determined to be local in extent. Subsequent to this measurement of an intrinsic lunar magnetic field, surface magnetometers have measured fields at the Apollo 14, 15, and 16 sites. Fields of $103 \pm 5$ and $43 \pm 6$ gammas, at two sites located about a kilometer apart, were measured by the Apollo 14 lunar portable magnetometer at Fra Mauro. A steady field of $3.4 \pm 2.9$ gammas was measured near Hadley Rille by the Apollo 15 lunar surface magnetometer. At the Apollo 16 landing site both a portable and stationary magnetometer were deployed; magnetic fields ranging between 112 and 327 gammas were measured at five different locations over a total distance of 7.1 kilometers at the Descartes landing site. These are the largest lunar fields yet measured.

2. Remanent field-solar wind interaction. Interaction of the solar wind with the remanent magnetic field has been measured at the Apollo 12 and 16 landing sites. The solar plasma is directly measured at the Apollo 12 and 15 sites and simultaneous magnetic field and plasma data show a compression of the steady field as a function of the solar wind pressure at the Apollo 12 and 16 sites. The nature of the correlation between magnetic field and plasma bulk flow pressures is shown in Figure 2, which shows data from the Apollo 12 and 16 LSM sites. The plasma bulk flow pressure and the change in the magnetic pressure from uncompressed values are related throughout the measurement range, and the magnitudes of magnetic pressure changes are in proportion to the unperturbed steady field magnitudes at each site.

2. Thermoelectric origin for crustal remanent magnetism. Measurements
of remanent magnetization in returned lunar samples indicate that magnetic
fields of $\sim 10^3$ to $\sim 10^5$ gammas existed at the surface of the moon at the time
of crustal solidification and cooling. A thermoelectric mechanism has been
derived to model these magnetic fields as having resulted from currents flowing
through cooling lava basins early in lunar history. When the crust was still
only a few kilometers thick, infalling material could have penetrated it,
exposing the magma beneath and forming many lava-filled basins. The resulting
model (see Figure 3) has two lava basins with different surface temperatures,
connected beneath the surface by magma. The model has the basic elements of
a thermoelectric circuit: two dissimilar conductors joined at two junctions
which are at different temperatures. The thermal emf in the circuit depends
on the electronic properties of the lunar crust and the plasma; in particular,
on the difference in their Seebeck coefficients. For a relative Seebeck
coefficient of $10^3 \, \mu V^\circ K$, thermoelectrically generated magnetic fields ranging
from $\sim 10^3$ gammas to $\sim 10^4$ gammas are calculated as functions of basin sizes
and separations. These fields are large enough to have produced the remanence
in most of the returned lunar samples. Fields as high as $\sim 10^5$ gammas
(indicated for some returned lunar samples) are attainable from our model if
we use upper-limit values of the Seebeck coefficient and include effects of
solar-wind compression of lunar surface fields. The thermoelectric mechanism
is compatible with the high degree of inhomogeneity found in measured remanent
fields and with the absence of a measureable net global magnetic moment.
FIGURE CAPTIONS

Figure 1. Electrical conductivity and inferred structure of the lunar crust and interior. Results from toroidal calculations place and upper limit surface conductivity $\sim 10^{-8}$ mho/m for an assumed 80 km. lunar crust thickness. This lowers the upper limit determined in poloidal induction analysis (Dyal et al., 1976) by nearly four orders of magnitude.

Figure 2. Magnetic energy density versus plasma energy density at two Apollo sites which have different remanent magnetic fields. The magnetic energy density is computed from the difference between the compressed and uncompressed remanent fields at the Apollo sites. Plasma energy density data are calculated from Apollo solar wind spectrometer (SWS) measurements. $N$ is the proton number density, $m$ is the proton mass, and $v$ is the plasma bulk speed. Apollo 12 magnetometer data are plotted versus Apollo 12 solar wind spectrometer data, while Apollo 16 magnetometer data are plotted versus Apollo 15 SWS data. SWS data are courtesy of C. W. Snyder and D. R. Clay of the Jet Propulsion Laboratory. Uncompressed remanent field magnitudes are 38 gammas at Apollo 12 and 235 gammas at Apollo 16 LSM sites.

Figure 3. Magnetic field generation by thermoelectrically driven currents. A thermoelectric voltage resulting from the thermal gradient at the surface of the cooling lava basin drives currents through the highly conducting lunar interior and solar wind. The resulting magnetic field is maximum in the crustal region lying between the two lava basins.
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Lunar electrical conductivity and magnetic permeability
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Abstract—Improved analytical techniques are applied to a larger Apollo magnetometer data set to yield values of electrical conductivity, temperature, magnetic permeability, and iron abundance. Average bulk electrical conductivity of the moon is calculated to be $7 \times 10^{-11}$ mho/m. Allowable solutions for electrical conductivity indicate a rapid increase with depth to $10^{-6}$ mho/m within 250 km. The upper limit on the calculated size of a hypothetical highly conducting core ($\approx 7 \times 10^{-6}$ mho/m) is 0.57R_L. The temperature profile, obtained from the electrical conductivity profile using the laboratory data of Duba et al. (1974) for olivine, indicates high lunar temperatures at relatively shallow depths. These results imply that the Curie isotherm is at a depth of less than 200 km. Magnetic permeability of the moon relative to its environment is calculated to be 1.008 ± 0.005. Adjustment of this result to account for a diamagnetic lunar ionosphere yields a lunar permeability, relative to free space, of 1.012 ± 0.002. Lunar iron abundances corresponding to this permeability value are 2.5 ± 2 wt.% free iron, and 5.0–13.5 wt.% total iron for a moon composed of a combination of free iron, olivine, and orthopyroxene.

INTRODUCTION

Data from the network of magnetometers placed on the moon by Apollo astronauts have allowed investigation of internal lunar properties. The purpose of this paper is to report our latest results of lunar electrical conductivity, temperature, magnetic permeability, and iron abundance.

Previous electrical conductivity analyses using a time-dependent transient response technique have been applied to nightside lunar data with the moon in the solar wind (e.g., Dyal and Parkin, 1971a; Dyal et al., 1972), dayside data in the solar wind (Dyal et al., 1973), and to geomagnetic tail data (Dyal et al., 1974). Results to be presented here are calculated using data from deep in the geomagnetic tail lobes. A new transient-superposition technique is used which improves the signal-to-noise ratio in the analysis. In addition, amplitude and phase information are used for all three vector components of magnetic field data.

In our earlier work on magnetic permeability and iron abundance of the moon (Dyal and Parkin, 1971b; Parkin et al., 1973, 1974), the analytical technique involved use of simultaneous data from the lunar orbiting Explorer 35 magnetometer and the Apollo 12 or 15 surface magnetometer. With the present...
technique, simultaneous data from the Apollo 15 and 16 surface magnetometers are used, requiring no orbital magnetic field data. This method has the advantages of using only the higher-resolution surface magnetometers, and is insensitive to instrument offsets. The lunar ionosphere in the geomagnetic tail is modeled, and results are compared with those of Apollo subsatellite measurements (Russell et al., 1974a,b). Values of lunar magnetic permeability and iron abundance are calculated taking into account effects of the diamagnetic ionosphere.

Lunar Electrical Conductivity and Temperature

Lunar electrical conductivity is calculated using measurements of global eddy current fields induced by changes in the magnetic field external to the moon. The time dependence of the induced field response is a function of the electrical conductivity distribution in the lunar interior. Simultaneous measurements of the transient driving field and the lunar response field, by Explorer 35 and Apollo surface magnetometers, allow calculations of the conductivity. Detailed descriptions of the Apollo and Explorer 35 instruments are reported in Dyal et al. (1970) and Sonett et al. (1967).

Analytical technique

Data have been selected from measurements obtained in the lobes of the geomagnetic tail, during times when there is no indication of plasma effects (Anderson, 1965). The individual data sets are also subject to the following data selection criteria: (1) the magnitude of the field external to the moon (measured by the Explorer 35 magnetometer) is required to be at all times greater than 8 gammas; (2) the external field is directed approximately along the sun-earth line; (3) main qualitative features of each event are required to appear in both surface and orbital data in all three vector coordinate axes to minimize use of data with large field gradients between the two magnetometers; and (4) no plasma data are measured above the solar-wind spectrometer instrument threshold. Criteria (1) and (2) are used to insure that no neutral sheet crossings are used in the analysis. Therefore, we have chosen data for times when the lunar response can be modeled by that of a conducting sphere in a vacuum. Details of the vacuum theory are reported in Dyal et al. (1972, 1974).

Since the field equations governing the electromagnetic response of a sphere in a vacuum are linear, the sum of any two solutions is itself a solution. We take advantage of this principle by superimposing many driving functions (measured by the Explorer 35 orbiting magnetometer) to form an aggregate data event, and comparing this with the aggregate formed by superposition of the corresponding response functions (measured by an Apollo surface magnetometer). These aggregates have much higher signal-to-noise characteristics than do the individual events since errors such as those due to magnetometer digitization and to geotail gradients will be gaussian and tend to average out in the event-addition process. The response to the driving field aggregate is calculated for an assumed electrical
conductivity profile \( \sigma(r) \), compared to the measured time series response (Apollo magnetometer data aggregate) and then reiterated by adjusting \( \sigma(r) \) until the error between the calculated response and measured response is minimized.

**Electrical conductivity results**

The eighteen data events used in our analysis have been linearly superimposed using a 20-inch IMLAC programmable display system in a real-time interactive mode with the Ames IBM 360/67 computer. For an assumed conductivity profile the IMLAC display is used to compare the calculated response with the measured Apollo aggregate. The conductivity profile is then iteratively adjusted until the calculated response function matches the measured Apollo response. Transient aggregates for the radial and two tangential axes are shown in Figs. 1, 2, and 3. The "computer response field" in each of these figures is calculated from the conductivity profile displayed in Fig. 4. The figure insert shows a family of profiles which also fit the data and give bounds on lunar conductivity. One of the profiles shown in the insert is the homogeneous-moon profile, which gives a value of \( 7 \times 10^{-4} \) for the average bulk conductivity of the moon.

In our analysis we assume that the electrical conductivity increases monotonically with depth from \( 10^{-9} \) mho/m at the surface (Dyal and Parkin, 1971b) and that

![AGGREGATE TRANSIENT RESPONSE (RADIAL-X)](image)

Fig. 1. Aggregate transient response (radial-x). The aggregate is the sum of radial (ALSEP x-axis) magnetic field components for eighteen events in the geomagnetic tail lobes, selected to minimize plasma effects. The external field is a sum of events measured by lunar orbiting Explorer 35 magnetometer; measured response field is the surface magnetic field aggregate of the same events measured by the Apollo 12 magnetometer. Computed response field is a theoretical response calculated for a sphere of electrical conductivity \( \sigma(r) \) shown in Fig. 4.
AGGREGATE TRANSIENT RESPONSE (TANGENTIAL-Y)

Fig 2. Aggregate transient response (tangential-y). Aggregates are the external, computed, and measured response fields for the tangential (eastward) ALSEP Y-axis corresponding to the radial X-axis data illustrated in Fig. 1.

AGGREGATE TRANSIENT RESPONSE (TANGENTIAL-Z)

Fig 3. Aggregate transient response (tangential-z). Aggregates are the external, computed, and measured response fields for the tangential (northward) ALSEP Z-axis corresponding to the radial X-axis data illustrated in Fig. 1.
Fig. 4. Lunar electrical conductivity profile which gives "best-fit" response to the aggregate event shown in Figs. 1, 2, and 3. Insert shows other conductivity profiles which give approximate bounds on the range of allowed solutions.

It is a continuous function from the surface to the center of the moon. (The conductivity is shown for all radii in Figs. 4 and 5 since the analysis requires that the conductivity be defined throughout the entire lunar sphere.) The uncertainty in the electrical conductivity is reflected in the spread of allowable profiles shown in Fig. 4 insert. These profiles are the simplest forms that we consider appropriate for our data set: the conductivity below 0.3Rm, however, can vary by orders of magnitude without being discriminated by our technique. These uncertainties cannot be delineated by error bars associated with individual depths because errors in the analysis are reflected by the entire conductivity function. The uncertainty in the profile arises from several factors: (1) the nonuniqueness of

Fig. 5. Electrical conductivity profile illustrating the maximum size of a hypothetical highly conducting core of conductivity $7 \times 10^{-2}$ mho/m: $R_{core} < 0.57R_m$.
profile determination as discussed by Backus and Gilbert (1970), Phillips (1972), and Hobbs (1973); (2) the penetration depth allowed by the length of the data set used and its frequency content; (3) the frequency response limitations of the Explorer 35 and Apollo magnetometers; (4) nonhomogeneities in the external field over the dimensions of the moon; and (5) instrumental errors in the measured fields. The conductivity profiles shown in Fig. 4 are consistent with previous transient-analysis results (Dyal and Parkin, 1971a; Dyal et al., 1974).

An important result of this analysis is that the lunar conductivity rises rapidly to $10^{-3}$ mho/m within 250-km depth and remains relatively constant to 800-km depth. We have also investigated the possibility that a partially molten core exists in the moon at a depth of approximately 800 km, as indicated by seismic results (Nakamura et al., 1974). We have examined the limits that electrical conductivity analysis places upon a partially molten core, using an order-of-magnitude increase in conductivity to represent a phase change (Khitarov et al., 1970; Presnall et al., 1972), then determining where such a highly conducting core could exist consistent with magnetic field data. The upper limit on the size of such a core is determined to be 0.57 lunar radius, close to the value $0.55R_m$ determined from seismic measurements (Nakamura et al., 1974). Analysis of longer transient-event aggregates will further define the size limit on a highly conducting core in the moon.

**Inferred lunar temperature**

For minerals which are probable constituents of the lunar interior, the electrical conductivity can be expressed as a function of temperature, and therefore a thermal profile of the lunar interior can be inferred from the conductivity profile in Fig. 3 for an assumed material composition. Many investigators have published laboratory results relating conductivity to temperature for materials which are geochemical candidates for the lunar interior (e.g., England et al., 1968; Duba et al., 1972; Schwerer et al., 1972; Duba and Ringwood, 1973; Olhoeft et al., 1973). Recently Duba et al. (1974) have measured conductivity of olivine as a function of temperature under controlled oxygen fugacity and have found the measurements to be essentially pressure independent up to 8 kbar. These measurements for olivine have been used to convert our conductivity profile of Fig. 4 to a temperature profile (Fig. 6). The Fig. 6 insert shows a family of temperature profiles which reflect the error limits of our conductivity calculations. We see from Fig. 6 that the iron Curie isotherm ($\sim 780^\circ$C) should be reached within a depth of 200 km, allowing permanently magnetized material to exist only at shallow depths in the moon. The results imply a high temperature gradient to 250-km depth (averaging 6°C/km), and rather uniform temperature from 250 to 800-km depth. Similar conclusions have been reached by Kuckes (1974) using harmonic analysis of magnetometer data with the interpretation that convection is an important process in the present day moon. Also Hanks and Anderson (1972) have theoretically calculated a thin thermal boundary layer and high temperature interior for the moon, consistent with our results.
LUNAR TEMPERATURE

Fig. 6. Temperature profiles of the lunar interior, determined from the conductivity profiles in Fig. 4. A lunar interior composition of olivine is assumed; laboratory data for olivine from Duba et al. (1974) are used in the calculation.

LUNAR MAGNETIC PERMEABILITY AND IRON ABUNDANCE

Relative magnetic permeability of the moon can be calculated using data measured during times when the global magnetization field is the dominant induced lunar field. This type of induction dominates when the moon is in magnetically quiet regions of the geomagnetic tail, where the ambient external field is essentially constant and therefore eddy current induction is minimal.

Analytical technique

In previous reports (Parkin et al., 1973, 1974) we calculated permeability $\mu$ using simultaneous measurements of the external field $H$ by the lunar orbiting Explorer 35 magnetometer and the total surface field $B$ using the Apollo 12 or 15 lunar surface magnetometer (LSM). In the present analytical method, simultaneous magnetic field data from Apollo 15 and 16 LSM's are used, requiring no orbital magnetometer data. This method has the advantages of (1) higher resolution of the LSM's and (2) results are not sensitive to instrument offsets, since calculations involve field differences, and offsets are canceled out of the analytical equations. Also, data are selected from deep in geomagnetic tail lobes where plasma effects are minimized, and 10-min averages of steady data are used so that eddy current induction effects are negligible.

Our present method involves using sets of field measurements $B$ made at two times, each simultaneously at two Apollo sites (by the Apollo 15 and 16 LSM's). A description of the theoretical development is given in Appendix A. In this method
a system of twelve equations is used plus a transformation matrix relating fields measured at the two surface sites, yielding a total of 13 equations with 10 unknowns. These equations are solved for the lunar bulk relative magnetic permeability \( \mu_b \), expressed as follows:

\[
\mu_b = \frac{\Delta B_{2x} - a_{11}\Delta B_{1x}}{a_{12}\Delta B_{1y} + a_{13}\Delta B_{1z}} \\
= \frac{a_{21}\Delta B_{1y}}{\Delta B_{2y} - a_{22}\Delta B_{1y} - a_{23}\Delta B_{1z}} \\
= \frac{a_{31}\Delta B_{1z}}{\Delta B_{2z} - a_{32}\Delta B_{1y} - a_{33}\Delta B_{1z}}
\]

where subscripts 1 and 2 denote Apollo sites, e.g. site 1 can be designated Apollo 15 and site 2, Apollo 16; subscripts \( x, y, z \) denote vector components in the ALSEP coordinate system with origin at either site, where \( \hat{x} \) is directed radially outward from the lunar surface, and \( \hat{y} \) and \( \hat{z} \) are tangent to the surface, directed eastward and northward, respectively; \( a_{ij} \) is an element in the transformation matrix from site 1 to site 2. Each field-difference term \( \Delta B_{ij} = B_{ij}(t_f) - B_{ij}(t_i) \) denotes a difference in a field component measured at the same site at two different times when field values are different. We use the generalized notation \( \Delta A = A_2/A_1 \), where \( A_1 \) and \( A_2 \) are defined as numerator and denominator, respectively, of either Eq. (1), (2), or (3).

**Relative magnetic permeability results**

To solve for bulk relative permeability of the moon we perform a regression analysis on the generalized field-difference parameters \( \Delta_1 \) and \( \Delta_2 \), shown in Fig. 7. This curve has been constructed using over 2000 simultaneous Apollo 15 and Apollo 16 magnetometer data sets, measured during five orbits of the moon through the geomagnetic tail. These data have been carefully selected to eliminate data measured in the plasma sheet or contaminated by other induction modes such as eddy current induction (see Parkin et al., 1974).

Effects of plasma diamagnetism and confinement are minimized by eliminating data points for which the magnitude of the external magnetizing field \( H < 7 \times 10^{-5} \) Oe. Since poloidal eddy current induction is dependent upon time rate of change of \( H \), inclusion of poloidal fields is minimized by averaging over 10-min intervals during which Apollo 15 and 16 data peak-to-peak variations are small. Then pairs of data points are selected from different times, using criteria to insure that the denominators in Eqs. (1) to (3) are non-zero. Finally, a regression analysis is performed on the set of ordered pairs \( (\Delta_1, \Delta_2) \) plotted in Fig. 7. The least-squares best estimate of the slope, calculated using the method of York (1966), is \( \mu_b = 1.008 \pm 0.005 \).

**Lunar magnetic permeability results adjusted for ionospheric effects**

We have calculated a value for relative magnetic permeability of the moon. To determine the absolute lunar permeability and iron abundance in the moon, we
consider the magnetic permeability of the environment exterior to the moon, in particular, the lunar ionosphere in the geomagnetic tail.

The lunar atmosphere (see Johnson, 1971; Hodges et al., 1974) is the source of the ionosphere. The lunar atmosphere is an exosphere whose sources are neutralized solar-wind ions and neutral atoms outgassed from the moon. The species of solar-wind origin are $^{3}$Ar, $^{20}$Ne, $^{4}$He, $^{2}$H, and H. Hydrogen and helium escape thermally with lifetimes ranging from $10^{4}$ to $10^{7}$ sec while $^{3}$Ar and $^{20}$Ne have much longer lifetimes which are controlled by photoionization.

Previous work on the lunar ionosphere has been confined to time periods when the moon is in the solar wind (Manka, 1972; Vondrak and Freeman, 1974). During the four-day period when the moon is in the geomagnetic tail, the solar wind is no longer a primary source of neutral atmosphere. He, H, and H thermally escape within several hours and do not contribute significantly to the lunar ionosphere. $^{20}$Ne, $^{36}$Ar, and $^{40}$Ar are the main atmospheric constituents due to their long residence times. The ionization of the atmosphere in the solar wind is dominated by charge exchange (Weil and Barasch, 1963), whereas in the geomagnetic tail the principal process is photoionization by ultraviolet radiation from the sun. In addition, acceleration by the motional electric field has been considered to be the principal loss mechanism for ionospheric particles when the moon is in the solar wind. In the geomagnetic tail, plasma conditions are different; thermal escape, electric field acceleration, and ballistic collision with the surface are possible loss mechanisms.

The photoionization of the sunlit lunar atmosphere is determined by the solar spectrum and the photoproduction cross sections of each species. In this photoionization process the photon energy is used to ionize the neutral atoms and
the excess energy is converted to photoelectron kinetic energy. By considering the peak photon flux and cross sections, we estimate the photoelectron energy to be about 20 eV for both Ne and Ar. We assume that the ions remain at the effective temperature of the neutral atmosphere which is in thermal equilibrium with the surface at 300°K. The thermal speeds of the high energy electrons are in excess of the escape velocity (\(2.4 \times 10^5\) cm/sec). However, the electrons are also electrically attracted to the ions which are gravitationally bound to the moon at the low temperature of 300°K. To consider these competing effects we consider the equations governing the behavior of both the ions and electrons of each ionized species:

\[
\frac{1}{n^+} \frac{dn^+}{dz} = -\frac{g(r)m^+}{kT^+} + \frac{eE}{kT^+} \quad (4)
\]

\[
\frac{1}{n_e} \frac{dn_e}{dz} = -\frac{g(r)m_e}{kT_e} + \frac{eE}{kT_e} \quad (5)
\]

where \(n^+, m^+, T^+, n_e, m_e, T_e\) are the density, mass, and temperature of the ions and electrons, respectively; \(z\) is altitude above the lunar surface; \(g(r)\) is the lunar gravitational acceleration; \(e\) is charge on the electron; and \(k\) is Boltzmann's constant. The electric field \(E\) is the Rosseland field, which is responsible for maintaining local charge neutrality. Since \(g(r)\) takes into account the finite mass of the lunar atmosphere, solution of Eqs. (4) and (5) for the density is valid far from the moon as well as near the lunar surface. A scale height can be calculated from this distribution which depends, for the model described above, on the ion mass and the electron temperature and is about 1100 km for both neon and argon. Using an expression given by Johnson (1971) for the mean residence time \(\tau\), we can now estimate the loss rate of the ionosphere by thermal escape. We also calculate the production rate for the ionospheric constituents. Using this information we then calculate the time derivative of the ion density:

\[
\frac{dn}{dt} = p - n/\tau \quad (6)
\]

where \(p\) is the production rate and \(n/\tau\) is the loss rate. At equilibrium \(n = p\tau\).

Results indicate a characteristic ion density of approximately 10 cm\(^{-3}\) between the surface and 100-km altitude. The energy density of this ionospheric plasma is dominated by the energetic electrons, and the geomagnetic tail field is about 10 gammas. The ionospheric plasma diamagnetic permeability \(\mu_i\) is derived from \(B = \mu_i H = H + 4\pi M\), where \(M = -nkTB/B^2\):

\[
\mu_i = (1 + \beta)^{-1} \quad (7)
\]

where \(\beta = 8\pi nkTB/B^2\). Using ion density \(n = 10\) ions/cm\(^3\), plasma temperature \(T_e = T_i = 1.5 \times 10^5\) K and \(B = 10\) gammas, we calculate the ionospheric relative magnetic permeability to be \(\mu_i = 0.8\). This theoretical diamagnetic permeability for the ionosphere compares favorably with the experimental value obtained by simultaneously considering our lunar relative permeability result and the experimental lunar induced dipole moment determined by Russell et al. (1974a). A
two-layer (ionosphere-moon) model is used to calculate permeability of the moon and the ionosphere relative to free space (see Parkin et al., 1974). The ionosphere diamagnetic permeability is calculated to be $\mu = 0.76^{+0.015}_{-0.018}$ and the paramagnetic permeability of the moon, adjusted for ionospheric effects, is $\mu = 1.012^{+0.008}_{-0.006}$. This result is in general agreement with previous measurements using Explorer 35 and Apollo 12 magnetometer data reported by Parkin et al. (1974).

Iron abundance

Using the value of global lunar magnetic permeability, we can determine free iron and total iron abundances. The free and total iron values are also constrained by lunar density and moment of inertia, and are functions of thermal and compositional models of the lunar interior.

The lunar bulk permeability $\mu = 1.012^{+0.008}_{-0.006}$ is too high to be accounted for by any paramagnetic mineral which is a likely constituent of the lunar interior, implying that some material inside the moon must be in the ferromagnetic state. Assuming the ferromagnetic material is free iron of noninteracting multidomain grains, the lunar free iron abundance can be determined using a thermal model of the lunar interior. The thermal profile is approximated by a two-layer model with the boundary located at the iron Curie point isotherm. Figures 8 and 9 show free iron abundance ($q$) and total iron abundance ($Q$) related to $(\mu - 1)$ and thermal profile. $Q$ is shown for two compositional models; we assume the moon is composed of a homogeneous mineral (olivine or orthopyroxene) of uniform density 3.34 g/cm$^3$, with free iron grains disbursed uniformly throughout the sphere. All assumptions and the theoretical formulation leading to Figs. 8 and 9 are outlined in Appendix B. Using the temperature profiles shown in Fig. 6, we find that the iron Curie isotherm radius $R_c$ should be in the range $\lambda \approx 0.88$, where $\lambda = R_c/R_m$. In our calculations we use $\lambda = 0.88$.

Without adjusting our measured bulk permeability for ionospheric effects we determine free iron abundance to be $1.6 \pm 1.0$ wt.% This corresponds to a total iron abundance of $6.7 \pm 0.6$ wt.% for the free iron/olivine model and $13.2 \pm 0.4$ wt.% for the free iron/orthopyroxene model. Using $\mu = 1.012^{+0.008}_{-0.006}$, which does account for the lunar ionosphere, we determine free iron abundance to be $2.5^{+2.3}_{-1.7}$ wt.%. The free iron abundance corresponds to total iron abundance of $6.0 \pm 1.0$ wt.% for the free iron/olivine lunar model, or $12.5 \pm 1.0$ wt.% for the free iron/orthopyroxene model. If we assume the lunar composition to be one or a combination of these minerals, the total iron abundance will be between 5.0 and 13.5 wt.%.

SUMMARY AND CONCLUSIONS

Lunar electrical conductivity and temperature

(1) Conductivity results presented in this paper have been determined using a new transient-superposition technique which increases the data signal-to-noise
IRON ABUNDANCE, FREE IRON/OLIVINE MOON

Fig. 8. Free and total iron abundances in the moon as a function of the bulk magnetic permeability \( \mu \) and temperature profile of the moon, for a free iron/olivine compositional model.

- Ratio and uses both radial and tangential response data in the geomagnetic tail lobes.
- The average bulk electrical conductivity of the moon is calculated to be \( 7 \times 10^{-3} \) mho/m.
- The calculated radially varying conductivity profile (see Fig. 4) rises rapidly with depth to \( \sim 10^{-3} \) mho/m within the first 250 km, then remains relatively constant to 800-km depth.
- The limiting maximum size of a highly conducting core \( (\sim 7 \times 10^{-3} \) mho/m) is calculated to be \( \approx 0.57R/R_{\text{moon}} \), that is, our present resolution allows us to probe to depths where moonquake foci have been located by seismic studies.
- A conversion of electrical conductivity to temperature using the data of Duba et al. (1974) for olivine yields a thermal profile which is relatively hot, implying that the Curie point is within 200 km of the lunar surface.

**Lunar magnetic permeability and iron abundance**

(1) Magnetic permeability results have been obtained using simultaneous data from the Apollo 15 and 16 surface magnetometers and requiring no orbital
Lunar electrical conductivity and magnetic permeability

IRON ABUNDANCE, FREE IRON/ORTHOPYROXENE MOON

Fig. 9. Free and total iron abundances in the moon for a free iron/orthopyroxene lunar model.

magnetic field data. Both radial and tangential magnetic data are used in the analysis.

(2) The bulk magnetic permeability of the moon relative to its environment is calculated directly from magnetometer data to be $\mu_0 = 1.008 \pm 0.005$.

(3) The lunar ionosphere in the geomagnetic tail is modeled, and theoretical calculations yield an ionospheric permeability of 0.8, a value consistent with surface and orbital magnetometer measurements.

(4) The magnetic permeability of the moon, adjusted for effects of its diamagnetic environment, is calculated to be $\mu = 1.012^{+0.094}_{-0.086}$.

(5) Free iron abundance is determined from our permeability and temperature calculations to be $2.5^{+3.7}_{-2.5}$ wt.%. 

(6) Total iron abundance is found for two compositional models of the moon: free iron/olivine model, $6.0 \pm 1.0$ wt.%; free iron/orthopyroxene model, $12.5 \pm 1.0$ wt.%. Assuming the moon is composed of one or a combination of these minerals, the overall iron abundance will be between 5.0 and 13.5 wt.%. 
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**APPENDIX A**

It has been shown by Parkin et al. (1973) that the field on the surface of a spherically symmetric two-layer magnetically permeable sphere can be expressed as:

\[
B = H_s(1 + 2F)x + H_s(1 - F)y + H_s(1 - F)z
\]

where

\[
F = \frac{(2\eta + 1)(\mu_1 - 1) - \lambda(\eta - 1)(2\mu_2 + 1)}{(2\eta + 1)(\mu_1 + 2) - 2\lambda(\eta - 1)(\mu_2 - 1)}
\]

Here \( H \) is the field external to the sphere at large distances; \( \eta = \mu_1/\mu_2; \mu_1 \) and \( \mu_2 \) are relative magnetic permeability of the shell and core respectively (permeability of free space \( \mu_0 = 1 \)); \( \lambda = R/R_s \) where \( R \) is the radius of the boundary between the two permeable regions and \( R_s \) is the radius of the sphere. As applied to the lunar sphere Eq. (1) is expressed in the ALSEP coordinate system which has its origin on the lunar surface. The \( x \) axis is directed radially outward from the surface; the \( y \) and \( z \) axes are tangential to the surface, directed eastward and northward, respectively.

In order to measure the dipole induced in the moon by the external field \( H \) we subtract two values of \( B \) in Eq. (1) for which \( H \) is different: \( \Delta B = B - B' \). Forming this difference at two different points on the moon for the two values of the external field we have in component form:

\[
\begin{align*}
\Delta B_x &= (1 + 2F)\Delta H_s \\
\Delta B_y &= (1 - F)\Delta H_s \\
\Delta B_z &= (1 - F)\Delta H_s
\end{align*}
\]
where \( i = 1, 2 \) for the two different magnetometer sites. The two fields \( \mathbf{H}_i \) can be related by the transformation

\[
\mathbf{H}_2 = [\mathbf{A}] \mathbf{H}_1
\]

\[
\mathbf{H}_1 = [\mathbf{A}]^{-1} \mathbf{H}_2
\]

where \([\mathbf{A}]\) is the transformation matrix relating the ALSEP coordinate systems at the two sites. Equations (3) and (4) can be solved simultaneously eliminating \( \mathbf{H}_2 \) to give

\[
\Delta \mathbf{B}_{2e} = \left[ 1 + 2F \right] \left[ a_{11} \Delta \mathbf{B}_{1e} + a_{12} \Delta \mathbf{B}_{1f} \right]
\]

\[
\Delta \mathbf{B}_{2f} = \left[ 1 - F \right] \left[ a_{21} \Delta \mathbf{B}_{1e} + a_{22} \Delta \mathbf{B}_{1f} \right]
\]

\[
\Delta \mathbf{B}_{2c} = \left[ 1 - F \right] \left[ a_{31} \Delta \mathbf{B}_{1e} + a_{32} \Delta \mathbf{B}_{1f} \right]
\]

(5)

where \( a_{ij} \) are the elements of \([\mathbf{A}]\). From Eqs. (5) we have three expressions involving the induced magnetic moment \( HR,^2F \) which are:

\[
\mu_1 = \frac{\Delta \mathbf{B}_{2e} - a_{11} \Delta \mathbf{B}_{1e}}{a_{11} \Delta \mathbf{B}_{1f}}
\]

\[
\mu_2 = \frac{\Delta \mathbf{B}_{2e} - a_{22} \Delta \mathbf{B}_{1e} - a_{32} \Delta \mathbf{B}_{1f}}{a_{11} \Delta \mathbf{B}_{1f}}
\]

\[
\mu_3 = \frac{\Delta \mathbf{B}_{2e} - a_{33} \Delta \mathbf{B}_{1e} - a_{32} \Delta \mathbf{B}_{1f}}{a_{11} \Delta \mathbf{B}_{1f}}
\]

(6)

with

\[
\mu_4 = \frac{1 + 2F}{1 - F}
\]

(7)

since Eqs. (5) could have been expressed with \( \Delta \mathbf{B} \), as the dependent variable, Eqs. (6) can also be written interchanging 1 and 2 subscripts on the \( \Delta \mathbf{B} \) quantities and using the matrix elements of \([\mathbf{A}]^{-1}\) instead of these from \([\mathbf{A}]\).

**APPENDIX B**

Limits imposed on \( \mu_1 \) of Eqs. (6) in Appendix A by the LSM data can be used to calculate the lunar iron abundance for suitable lunar compositional and thermal models. Two of the models are described, including magnetic and other geophysical constraints. In both cases the lunar interior is modeled by a sphere of homogeneous composition. Free iron of multidomain noninteracting grains is assumed to be uniformly distributed throughout a paramagnetic mineral. The paramagnetic component in one case is olivine \([y\text{Fe}_2\text{Si}_2\text{O}_6 \cdot (1-y)\text{Mg}_2\text{Si}_2\text{O}_6]\) and in the other case is orthopyroxene \([y\text{Fe}_2\text{Si}_2\text{O}_6 \cdot (1-y)\text{Mg}_2\text{Si}_2\text{O}_6]\). The free iron is ferromagnetic in the regions where the temperature \( T \) is less than the iron Curie temperature \( T_c \), and it is paramagnetic where \( T > T_c \). Therefore, each model is a two layer permeable sphere where \( \mu_1 \) and \( \mu_2 \) are the relative magnetic permeability of the spherically symmetric shell and core respectively; \( R_2 \) is the core-shell boundary. [Equation (2) of Appendix A relates these variables to the measured magnetic moment \( HR,^2F \).] We consider the magnetic contributions from both free and combined iron in both the shell and core of the model with \( \mu_{1z} = 1 + 4\pi K_{1z} \) where

\[
K_{1z} = K_r(y,T_i) + K_s(q)
\]

\[
K_{2z} = K_r(y,T_i) + K_s(q)
\]

(1)

and \( K_r \) is the paramagnetic susceptibility of the olivine or orthopyroxene, \( y \) is the mole fraction of ferrosilicate in the mineral, \( T_1 \) is the uniform temperature of the shell, \( T_2 \) is the uniform temperature of
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the core, \( K_F \) is the apparent ferromagnetic susceptibility of free iron in emu/cm³, \( K'_F \) is the apparent paramagnetic susceptibility of free iron (above the Curie temperature), and \( q \) is the mass fraction of free iron in the moon.

The measured susceptibility of the free iron \( K_F \) is an apparent value which differs from the intrinsic susceptibility of iron \( K \) because of self-demagnetization of the iron grains and the fraction of iron in the moon. The apparent and intrinsic susceptibility of the free iron are related (see Nagata, 1961) by

\[
K_F = \frac{92 \rho F}{\rho F (1 + N K)}
\]

where \( \rho \) is the lunar density (assumed uniform throughout the moon), and \( \rho F \) is the density of iron. An analogous expression relates \( K'_F \), the apparent paramagnetic susceptibility, and \( K''_F \), the intrinsic paramagnetic susceptibility of free iron (\( T > T_c \)).

Nagata et al. (1957) found the susceptibility of olivine to be \( 2.4 \times 10^{-2} \) emu/mole at room temperature. Using this expression, the Curie law temperature dependence, and the following empirical equation for olivine density (Dana, 1966)

\[
\rho_F(y) = 0.94y + 3.26 \text{ g/cm}^3
\]

we obtain for olivine

\[
K_F = 0.14 \frac{46y + 158}{63y + 141} \text{ emu/cm}^3.
\]

Similarly Akimoto et al. (1958) give the susceptibility for pyroxenes: \( 1.1 \times 10^{-2} \) emu/mole. From Deer et al. (1962) we obtain the following empirical expression for pyroxene density:

\[
\rho_F(y) = 0.71y + 3.15 \text{ g/cm}^3.
\]

Again, combining the expressions from Akimoto et al. and Deer et al. with the Curie law temperature dependence, we obtain for pyroxene

\[
K_F = 0.095 \frac{24y + 108}{32y + 100} \text{ emu/cm}^3.
\]

The lunar moment of inertia is approximately that of a sphere of uniform density (Ringwood and Essene, 1970). Choosing a uniform density for our lunar model we can write

\[
I = \frac{q}{\rho} + \frac{1-q}{\rho F \rho_F(y)}
\]

The free iron abundance \( q \) can be determined as a function of \( \mu \) for the orthopyroxene/free iron model by simultaneously solving Eqs. (2) and (7) of Appendix A and Eqs. (1), (2), (5), and (7) above. The olivine/free iron model solution is determined by solving Eqs. (2) and (7) of Appendix A and Eqs. (1), (2), (3), (4), and (7) above. Results for iron abundances as a function of lunar magnetic permeability are given in Figs. 8 and 9. \( Q \), the fractional lunar mass due to both chemically uncombined and combined iron, is constrained by \( q \) and the lunar density. For the orthopyroxene/free iron model

\[
Q = q + \frac{56y}{32y + 100} (1-q)
\]

and for the olivine/free iron model

\[
Q = q + \frac{112y}{64y + 140} (1-q).
\]

In Eqs. (8) and (9) \( y \) can be eliminated by substitution of Eqs. (3), (5), and (7); therefore, the total iron and free iron abundances are directly related. Figures 8 and 9 show the results of these calculations relating \( q \), \( Q \) and \( \mu - 1 \).
Constants used in the calculations for both models are:

- Uniform density of moon: \( \rho = 3.34 \text{ g/cm}^3 \)
- Density of free iron: \( \rho_f = 7.85 \text{ g/cm}^3 \)
- Demagnetization factor of iron grains: \( N = 3.5 \) (Nagata, 1961)
- Initial intrinsic ferromagnetic susceptibility of iron: \( K = 12 \text{ emu/cm}^3 \) (Bozorth, 1951)
- Intrinsic paramagnetic susceptibility of iron: \( K' = 2.2 \times 10^{-6} \text{ emu/cm}^3 \) (Tebble and Craik, 1969)

Thermal models:

- \( T_1 = 900\text{°K}, T_2 = 1700\text{°K}, \lambda = 0.98, 0.96, 0.94, 0.92 \)
- \( T_1 = 800\text{°K}, T_2 = 1600\text{°K}, \lambda = 0.88, 0.84 \)
- \( T_1 = 700\text{°K}, T_2 = 1400\text{°K}, \lambda = 0.80 \)
- \( T_1 = 600\text{°K}, T_2 = 1000\text{°K}, \lambda = 0.70 \)
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Abstract—The electrical conductivity and magnetic permeability of the lunar interior have been determined from measurements by a total of six lunar surface and orbiting magnetometers. From these results, characteristics of lunar internal structure are inferred. During examination of six years of data one exceptionally large, well-behaved transient was found to be recorded when the moon was in a geomagnetic tail lobe. This single event has allowed substantial improvement in resolution and sounding depth for conductivity analysis. Also, a new technique has been applied to conductivity analysis in which simultaneous geomagnetic tail lobe data are used from a network of three instruments: the Apollo 15 and 16 lunar surface magnetometers and the Apollo 16 subsatellite magnetometer, which provides coverage around the entire global circumference. The lunar conductivity rises rapidly from \(< 10^{-9}\) mhos/m at the surface to \(-10^{-3}\) mhos/m at a depth of 200 to 300 km. This region corresponds to the upper-middle mantle boundary reported in seismic results (Nakamura et al., 1974, 1976). From 300 to 900 km depth the conductivity rises more gradually to \(3 \times 10^{-2}\) mhos/m. In addition, the lunar magnetic permeability determined from magnetometer measurements has been used to place limits on a possible highly conducting core in the moon. Results show that the core size is a function of the depth of the Curie isotherm and lunar composition. The maximum allowable core size is 535 km for an orthopyroxene moon. Conductivity results verify this upper limit for a core of conductivity \(> 10\) mhos/m. However, both magnetic permeability and electrical conductivity analyses are consistent with the absence of a highly conducting lunar core.

INTRODUCTION

The internal electrical conductivity and magnetic permeability of the moon have been determined from measurements obtained by a network of Apollo magnetometers. In this paper we report results using an exceptionally large, unique solar transient event, which has been analyzed to give our deepest and most accurate lunar electromagnetic sounding information to date. We also report a new analytical technique using a network of three lunar magnetometers (Apollo 15 and 16 surface magnetometers and Apollo 16 subsatellite magnetometer) to calculate the electrical conductivity of the moon. This technique superimposes many time series measurements to improve the signal-to-noise ratio and utilizes both the amplitude and phase information of all three vector components of magnetic field data. The results are more accurate extensions of earlier analyses.
which have been obtained from nightside lunar data with the moon in the solar wind (e.g., Dyal and Parkin, 1971a; Dyal et al., 1972; Sill, 1972) dayside data in the solar wind (Sonett et al., 1971; Kuckes, 1971; Sill, 1972; Hebbes, 1973; Dyal et al., 1973; Leavy and Madden, 1974) and geomagnetic tail data (Dyal et al., 1974, 1975; Kuckes, 1974). The magnetic permeability of the moon has been determined from both simultaneous lunar orbiting Explorer 35 and the Apollo 12 or 15 surface magnetometer data (Dyal and Parkin, 1971b; Parkin et al., 1973, 1974) and by Apollo subsatellite magnetometer data (Russell et al., 1974). In this paper we investigate size constraints on a hypothetical highly conducting lunar core (Goldstein et al., 1976) using permeability results. Finally, we use conductivity and permeability results and other geophysical information to infer structure of the lunar interior.

LUNAR ELECTRICAL CONDUCTIVITY PROFILE

Changes in the magnetic field external to the moon induce electrical eddy currents inside the lunar sphere. The amplitude and time dependence of the magnetic fields resulting from these global eddy currents are a function of the electrical conductivity distribution in the lunar interior. Magnetic field measurements of the transient driving field and the lunar response field are obtained by Explorer 35; Apollo 12, 15, and 16 ALSEP; and Apollo 15 and 16 subsatellite magnetometers. Detailed descriptions are reported for the Apollo ALSEP instruments by Dyal et al. (1970); for Explorer 35 by Sonett et al. (1967) and Ness (1970); and for the Apollo subsatellite instruments by Coleman et al. (1971a, 1971b).

ANALYTICAL TECHNIQUES

Two analytical techniques have been used in this paper to calculate the lunar electrical conductivity profile. In the first technique magnetic transients are recorded simultaneously by Explorer 35 magnetometers, which measure the driving field external to the moon, and by the Apollo 12 ALSEP magnetometer, which measures the lunar response. The second technique involves transients measured on the moon by Apollo 15 and 16 surface magnetometers and in the near lunar orbit by the Apollo 16 subsatellite magnetometer. Both techniques utilize data selected in the lobes of the geomagnetic tail, during times when there is no indication of plasma effects measured by the magnetometers or by the solar wind spectrometers (Snyder et al., 1970). We note that spherically symmetric vacuum theory has not been proven to be rigorously applicable to lunar induction in the geomagnetic tail lobes (Schubert et al., 1975). At present the theory does not exist to account for effects (if any) of low levels of lobe plasma. Lichtenstein and Schubert (1976) are investigating the theory for this case, but their results have not yet been published. Until such a theory is developed we feel analysis using vacuum theory with time-series data provides the most accurate means of lunar conductivity analysis. In our analyses we assume the moon is spherically symmetric and has relative permeability equal to unity, and that the scale length of the transient is large compared to the diameter of the moon. Since the field equations governing the electromagnetic response of a sphere in a vacuum are linear, the sum of many solutions is itself a solution, allowing us to superimpose many driving and response time series in order to enhance signal-to-noise characteristics of the data set used in the analysis.
The theory for the first technique, which has been used previously on earlier data sets, is reported in Dyal et al. (1972, 1974). The second technique that has just been developed during the last year uses only data obtained on or near the surface of the lunar globe. Simultaneous data measured in high-latitude regions of the geomagnetic tail are obtained by a network of three instruments: The Apollo 15 and the Apollo 16 lunar surface magnetometers and the Apollo 16 subsatellite magnetometer, the latter of which provides coverage around the entire global circumference (see Fig. 1). Measurement of the induced fields at different locations around the lunar sphere and with the inducing field in different directions permit us to examine global rather than local lunar responses. Assuming no displacement currents and that conduction currents are confined to the lunar interior, the total magnetic field can be separated into parts of external and internal origin (Chapman and Bartels, 1940).

The numerical analysis program basically uses total magnetic field (B) measurements from two surface magnetometers and one near-surface magnetometer to calculate and separate the time-dependent external geomagnetic field H from the internal poloidal eddy current field P, induced in the moon by changes in H. Total fields measured at sites 1, 2, and 3 are denoted, respectively

\[ B_1 = H_1 + P_1 \]
\[ B_2 = H_2 + P_2 \]
\[ B_3 = H_3 + P_3 \]

(All superscripts refer to site locations.) The measured field \( B \) can be transformed to site 2 and 3 coordinate systems by the transformation matrices \( T^2 \) and \( T^3 \), respectively. The solution for the components of the poloidal field in site 1 ALSEP coordinates is

\[ P_{1x} = -\frac{2}{3} M_{2} \frac{3a_{1} - a_{2} - a_{3}}{a_{13}} - \frac{2}{3} M_{3} \frac{3a_{2} - a_{1} - a_{3}}{a_{13}} \]
\[ P_{1y} = \frac{1}{3} \left( 2a_{2} - a_{1} - a_{3} \right) \]
\[ P_{1z} = -\frac{1}{3} M_{2} \frac{3a_{1} - a_{2} - a_{3}}{a_{13}} - \frac{1}{3} M_{3} \frac{3a_{2} - a_{1} - a_{3}}{a_{13}} \]

EDDY CURRENT INDUCTION

Fig. 1. Induction of poloidal eddy current magnetic fields in the moon by an external changing magnetic field. The Apollo 15 and 16 lunar surface magnetometers measure the sum of the external and induced fields at the surface. The orbiting Apollo 16 subsatellite magnetometer measures these fields from an orbit of 100 km average altitude.
where $M \equiv B - A'B$, $n =$ site 1, 2, or 3. The ALSEP coordinate system has its origin at a surface site, with $\hat{x}$ directed radially outward from the moon and $\hat{y}$ and $\hat{z}$ tangent to the surface, directed eastward and northward, respectively.

Once $P$ has been determined for a geomagnetic tail event (or for a superposition of several events), $H$ can be obtained from $H = B - P$. Then $H$ is used as the external driving field in the same computer program developed in the first technique (Dyal et al., 1973) which models the moon with an arbitrary radial conductivity profile $\sigma(r)$, allowing a theoretical calculation of $B$ as a function of $\sigma(r)$. The calculated $B$ is compared with the measured $B$ adjusting $\sigma(r)$ iteratively until the calculated and measured values coincide. In this way a family of conductivity profiles can be determined which delineate the allowable range of conductivity versus depth. This conductivity distribution reflects errors in the data set and the nonuniqueness of the profile determination. A mathematical description of this new technique is given in Appendix A.

Large solar event

On 20 April 1970 an exceptionally large magnetic transient event was recorded at the lunar surface. The moon was located at high latitude in the north lobe of the geomagnetic tail. Magnetic field and plasma detector measurements indicated the following conditions during the entire 5½ hour event: (1) the magnitude of the field external to the moon (measured by the Explorer 35 magnetometer) was at all times between 12 and 25 gammas; (2) the external field was directed approximately along the sun-earth line; (3) main qualitative features of the event appeared in both surface and orbital data in all three vector coordinate axes, implying no large field gradients between the two magnetometers; and (4) no plasma data were measured above the Apollo 12 solar wind spectrometer threshold during the entire solar event that was analyzed. The solar event was recorded by radio and optical solar observatories located on earth, by the interplanetary Pioneer and Vela satellites, by the earth orbiting OGO satellite, and by magnetometers on the earth and moon. The magnetic observatories on earth indicated a geomagnetic storm sudden commencement (peak $K_p$ of 8+) eleven minutes prior to its detection at the moon. Figure 2 depicts the solar origin and propagation of this event past the earth and moon. The earth orbiting Vela satellite measured a solar wind velocity up to 400 km/sec during the passage of this large event, which accounts for the 11 minute lag between the commencement of the event at the earth and moon. The Alfvén speed in the geomagnetic tail is approximately 1000 km/sec; therefore this event is most probably the result of perturbations on the geomagnetic tail boundary by the transport of the solar disturbance through the magnetosheath. This large event was unique in that the orbital position of the moon was in the region of the geomagnetic tail where the vacuum response analytical technique could be used. This event was discovered in the Apollo data some years ago, however, it was not analyzed due to data gaps in the Ames Explorer 35 magnetometer data. The complete record of this event was obtained last year from the NSSDC which had just received the magnetometer data from the Goddard magnetometer instrument on board Explorer 35. This is the largest selenomagnetic storm event recorded under nearly ideal conditions that has been observed in over six years of lunar surface magnetic field measurements.
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SOLAR/GEOMAGNETIC DISTURBANCE

Fig. 2. Solar magnetic event. A solar disturbance propagated through the interplanetary medium and initiated a geomagnetic storm in April 1970, with a peak planetary magnetic activity index $K_r$ of 8+. The proton flux from 5-21 MeV represents the solar event seen on day 106. The geomagnetic and selenomagnetic disturbances were initiated on day 110 about 11 min apart.

Data analysis and electrical conductivity results

Analysis of the large selenomagnetic storm event has involved displaying the data on a 20-inch programmable display system in a real-time interactive mode with the Ames IBM 360/67 computer. The input Explorer 35 data is convolved with an assumed conductivity profile and displayed on the screen to compare the calculated response with the measured Apollo 12 data. The difference between the measured and calculated responses is also displayed. The theoretical lunar response has been calculated for each of over 200 conductivity ($\sigma$) profiles. A total of seven basic shapes of profiles has been used, relating monotonically...
LUNAR RESPONSE TO SOLAR DISTURBANCE

Fig. 3. Lunar radial response to solar event. Response to the solar disturbance of Fig. 2, measured in the geomagnetic tail by the orbiting Explorer 35 magnetometer (external field) and on moon by Apollo 12 surface magnetometer (measured response) is shown in the upper part of the figure. The lunar radial (ALSEP-x) components are plotted. The calculated lunar response is based on the conductivity profile of Fig. 5. Measured and calculated response fields are compared by plotting their difference $\Delta B$ in the lower part of the figure. For the 51 hour data set the mean and standard deviation of the field difference are 0.049 and 0.136 gamma respectively.
increasing $\log \sigma$ to depth using families of first, second, third, or fourth order polynomials. For each type of curve the constants of the polynomial are iteratively adjusted until the calculated response function matches the measured Apollo response within criteria selected for the mean, standard deviation, and peak-to-peak values of the difference curve. The data and analytical results are shown in Fig. 3 for the field component radial to the lunar sphere at the Apollo 12 site, and Fig. 4 for the tangential field component. An "acceptable fit" of the

**LUNAR RESPONSE TO SOLAR DISTURBANCE**

![Graph](image)

Fig. 4. Lunar tangential response to solar event. Response to the solar disturbance of Fig. 2, plotted using the format of Fig. 3. The lunar tangential ALSEP components are plotted. Calculated lunar response is based on the conductivity profile of Fig. 5. Measured and calculated response fields are compared by plotting their difference $\Delta B$ in the lower part of the figure. Mean and standard deviation of the field difference are $-0.001$ and $0.331$ gamma respectively.
calculated response to the measured response requires the difference plot in the lower half of Fig. 3 to satisfy the following criteria: mean < 0.050 gamma, standard deviation < 0.145 gamma, and peak-to-peak < 0.850 gamma. These criteria were chosen after an empirical examination of the complex error propagation in profile determination due to instrumental errors, data reduction and analysis errors, and assumptions and approximations in lunar modeling. The criteria allow generation of a family of profiles which fit the data. The family of conductivity profiles which meet these criteria lie within the shaded region of Fig. 5.

To determine the “best-fit” conductivity profile (the solid curve in Fig. 5), we have selected a profile with minimum mean, standard deviation, and peak values, plus one additional criterion: that the conductivity be less than $10^{-9}$ mhos/m at the lunar surface. This requirement is based on the following experimental evidence: (1) lack of a measurable toroidal field due to unipolar currents when the moon is in the solar wind, implying near-surface conductivity is less than $10^{-9}$ mhos/m (Dyal and Parkin, 1971b); (2) low surface conductivity ($10^{-12}$-$10^{-16}$ mhos/m) inferred from radar scattering from the lunar surface (Strangway, 1969); and (3) laboratory measurements of lunar basalt conductivity $\sim 10^{-10}$ mhos/m at 250 K (Schwerer et al., 1973). We also assume that the electrical conductivity increases monotonically with depth and that it is a continuous function from the surface to the center of the moon. The best-fit profile rises rapidly from $< 10^{-9}$ mhos/m at the surface to $\sim 10^{5}$ mhos/m at a depth of 200 to 300 km. Thereafter the conductivity rises more gradually to $\sim 3 \times 10^{-6}$ mhos/m at 900 km depth.

Uncertainties in the lunar conductivity profile determination arise from several causes: (1) the nonuniqueness of profile determination as discussed by Backus
and Gilbert (1970), Parker (1970), Phillips (1972), and Hobbs (1973); (2) the penetration depth allowed by the length and amplitude of the data time series; (3) the frequency response limitations of the Explorer 35 and Apollo magnetometers (4) inhomogeneities in the external field over the dimensions of the moon; and (5) instrumental errors in the measured field. Our analysis has concentrated on conductivity profiles monotonically increasing with depth since conductivity is a function of temperature for a given material, and temperature is expected to increase monotonically with depth (e.g., Fricker et al., 1967; Hanks and Anderson; Toksöz et al., 1972). However, we have tried several other types of profiles. Published non-monotonically-increasing profiles (Sonett et al., 1971; Sill, 1972; Leavy and Madden, 1972) do not provide good fits in our analysis and are rejected as possibilities. Only a profile with a very thin (<50 km at 200 km depth for at least an order of magnitude conductivity increase) could possibly be consistent with the data; the search for such fine structure is felt to be unwarranted at this stage of our analysis.

The three-instrument network consisting of the Apollo 15 and 16 ALSEP and the Apollo 16 subsatellite instruments has been used to generate a data set with the data selection criteria previously discussed for the two instrument-technique. An aggregate event has been constructed by superimposing eleven geomagnetic tail lobe transient events (see Table 1) to produce a step function. The result is shown in Fig. 6 for the radial vector field component at the Apollo 16 site. The external field is calculated (see Appendix A) from simultaneous measurements of surface fields at the stationary ALSEP 15 and 16 sites and at the close-orbiting Apollo 16 subsatellite magnetometer. Conductivity profiles are iteratively selected, allowing calculation of the computed response field until a best fit is obtained with the measured Apollo 16 ALSEP response field. The lunar conductivity profile determined with this three-instrument technique measures the global response in many different configurations due to the orbital motion of the subsatellite; therefore this technique is not as sensitive to errors due to gradients

<table>
<thead>
<tr>
<th>Event</th>
<th>Start time</th>
<th>Stop time</th>
<th>Year 1972</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Day Hr Min Sec</td>
<td>Day Hr Min Sec</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>118 10 30 18</td>
<td>118 12 05 00</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>119 06 14 30</td>
<td>119 07 29 00</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>119 06 14 30</td>
<td>119 07 29 00</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>119 06 14 30</td>
<td>119 07 29 00</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>120 09 49 13</td>
<td>120 11 25 00</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>120 11 47 07</td>
<td>120 13 20 00</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>120 17 41 08</td>
<td>120 19 15 00</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>120 19 41 21</td>
<td>120 21 12 00</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>119 14 10 09</td>
<td>119 15 40 00</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>120 02 00 00</td>
<td>120 03 34 00</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>120 13 46 31</td>
<td>120 15 18 00</td>
<td></td>
</tr>
</tbody>
</table>
3-MAGNETOMETER NETWORK CONDUCTIVITY ANALYSIS

Fig. 6. Conductivity analysis using simultaneous data from a network of three magnetometers. These curves are constructed by superposition of eleven transient events (radial ALSEP-x axis) measured in the high-latitude geomagnetic tail. The external field is calculated from fields measured simultaneously by the Apollo 15 and 16 surface magnetometers and the Apollo 16 subsatellite magnetometer. The computed response field is calculated using the lunar conductivity profile in Fig. 5.

in the external driving field and the assumption of spherical symmetry as is the two-instrument technique. The family of conductivity profiles determined by this technique is consistent with the results shown in Fig. 5. As an internal check the best profile determined from the two-instrument technique on the large solar event has been used to calculate the response field using the three-instrument technique; the result is shown in Fig. 6. The agreement between results of the two-magnetometer and three-magnetometer methods (involving a total of five different instruments) gives evidence that the inductive response of the moon is a whole-body spherically symmetric response, not dominated by local anomalies (e.g., the Mare Imbrium anomaly reported by Schubert et al., 1974) or azimuthal asymmetries in the lunar conductivity profile.
LIMITS ON A HIGHLY CONDUCTING LUNAR CORE FROM PERMEABILITY STUDIES

Our investigations of magnetic permeability and iron abundance of the moon have involved the use of two different analytical techniques and a total of four different instruments. In the first technique a total of eight lunations of quiet geomagnetic tail data are used from one Apollo surface magnetometer and the lunar orbiting Explorer 35 Ames magnetometer (Parkin et al., 1974). In the second technique we have used 5 lunations of simultaneous data from two Apollo surface magnetometers (Dyal et al., 1975). The latter technique, which employs a method of subtracting measured fields at the two sites, has the advantages of (a) using all three vector components in the analysis rather than just the radial component, (b) subtracting out all constant fields measured at either site, making its analysis independent of offset errors and remanent field determination at either site, and (c) making use of high resolution Apollo surface magnetometer data only. The two independent analytical techniques have yielded global relative permeability values of \(1.012 \pm 0.006\) and \(1.008 \pm 0.005\), respectively. It should be noted that both of these values have been calculated under the assumption that lunar ionospheric effects in the geotail are negligible. Reports that originally emphasized ionospheric effects (Russell et al., 1974a,b) have since been discredited (Goldstein and Russell, 1975).

It has been shown (Goldstein and Russell, 1975; Goldstein et al., 1976) that the moon could have a small highly conducting core with a Cowling time constant of the order of at least a few days which would exclude the external geomagnetic tail field and thus act as a "diamagnetic" region of effective zero permeability. Therefore the lunar magnetic permeability results from magnetometer measurements can be used to place limits on a possible highly conducting core in the moon. The treatment of Goldstein et al. (1976) did not consider core size as an explicit function of lunar composition, as we do in this section. In our analysis the moon is represented by a three-layer magnetic model: an outer shell of temperature \(T\) below the Curie point \(T_c\), whose permeability \(\mu\) is dominated by ferromagnetic free iron; an intermediate shell of \(T > T_c\) where permeability \(= \mu_0\), that of free space; and a highly conducting core \((\sigma \gg 10^2\) mhos/m) modeled by \(\mu = 0\).

The general solution for magnetization induction in a three-layer permeable moon is given in Appendix B. For the case of a spherically symmetric permeable moon in a vacuum, immersed in a constant external (geomagnetic high-latitude lobe) field \(H\) the total magnetic field \(B\) measured at a surface site, in ALSEP coordinates, is

\[
B = \mu_0[(1 + 2G)H_0 \hat{x} + (1 - G)H_0 \hat{y} + (1 - G)H_0 \hat{z}]
\]  

where the expression \(G\) for a three-layer permeable moon is defined in Appendix B (Eq. (B4)). We define in Eq. (B4) the relative magnetic permeability in the different regions of the moon as follows: external to the moon \(\mu_0 = 1\); in the outer layer of the moon of temperature \(T < T_c\), \(\mu = \mu\); in the intermediate shell where
We consider the case of a hypothetical highly conducting core and let \( \mu_2 = 0 \). For these conditions the expression for \( G \) in Eq. (B4) becomes

\[
G = \frac{-2a^3c^2(\mu - 1)^2 + a^3b^4(\mu + 1)(\mu + 2) + 2b^4(2\mu + 1)(\mu - 1) - 2b^4c(2\mu + 1)(\mu - 1)
- 2a^3c^2(\mu + 2)(\mu - 1) + 2a^3b^4(\mu - 1)(\mu + 2) + 4b^4(\mu - 1)^2 - 2b^4c^2(\mu + 2)(2\mu + 1)}
(4)
\]

where \( a \) is the radius of the core, \( b \) is the outer radius of the intermediate shell, and \( c \) is the radius of the moon.

The magnetic permeability of the outer shell is expressed \( \mu = 1 + 4\pi K \); the magnetic susceptibility \( K = K_F + K_P \), where \( K_F \) is the apparent ferromagnetic susceptibility of free iron (in emu/cm\(^3\)) and \( K_P \) is paramagnetic susceptibility of the rock matrix in the outer shell. We have assumed that the composition of the outer shell is homogeneous, with free iron multidomain, noninteracting grains uniformly distributed throughout a paramagnetic mineral (either olivine or orthopyroxene). All geochemical and geophysical constraints and expressions for \( K_F \) and \( K_P \) used in our calculations are reported in Dyal et al. (1975).

In order to consider upper limits on such a hypothetical highly conducting lunar core, we impose the extreme (rather unrealistic) condition that the olivine or orthopyroxene matrix has no iron silicate (thus is composed entirely of magnesium silicate). In this extreme case the allowable free iron content is maximized and therefore size of the core is maximized. Using Eq. (4) above and equations in Appendix B of Dyal et al. (1975) we calculate the parameter \( G \) as a function of \( a \), the core radius, for the case of zero iron silicate content, with an assumed Curie isotherm depth of 250 km. Results are shown in Fig. 7. Also shown in Fig. 7 are \( G \) values obtained from our experimental results (Parkin et al., 1974; Dyal et al., 1975). The upper limit core radius consistent with our measurements is 535 km for an orthopyroxene moon and 385 km for an olivine moon. It is noted that for both lunar compositional models the minimum core radius is zero, that is, all our measurements to date do not require the existence of a highly conducting core. Also shown are limits on \( G \) determined from results using Apollo subsatellite magnetometer data (Russell et al., 1974); these latter results, which are in conflict with our results, indicate the definite existence of a highly conducting core (Goldstein et al., 1976). This discrepancy is unresolved at present and warrants further study, including direct comparison of data from Apollo lunar surface magnetometers and orbiting subsatellite magnetometers.

**Implications for Lunar Internal Structure**

Structure of the lunar interior (see Fig. 8) can be inferred from electrical conductivity and magnetic permeability results:

(1) Absence of a measurable toroidal magnetic field places an electrical conductivity upper limit of \( 10^{-4} \) mhos/m (Dyal and Parkin, 1971b) at the lunar surface, which probably applies for at least the first few tens of kilometers depth in the moon. The first 150 km depth has low conductivity (<\( 10^{-5} \) mhos/m). No
conductivity transition is seen at the 60 km seismic discontinuity (Nakamura et al., 1974, 1976; Dainty et al., 1975), but our resolution is limited at these depths.

(2) Between 200–300 km depths the conductivity increases rapidly, to a value of $\sim 10^{-3}$ mhos/m. This region corresponds to the location of the seismic discontinuity between the upper and middle mantle boundary reported by Nakamura et al. (1974, 1976).

(3) From 300–900 km depth the conductivity increases steadily from $10^{-3}$ mhos/m to about $3 \times 10^{-2}$ mhos/m. This is the region of greatest accuracy for magnetometer results, as indicated by the error limits in Fig. 5. The shape of the profile indicates that a temperature rise is responsible for this steady increase.

(4) From permeability results a highly conducting core of maximum radius 535 km is found to be possible for the extreme case of a magnesium-silicate dominated orthopyroxene moon with Curie isotherm depth of 250 km. Conductivity results (Fig. 5) verify this upper limit for a core of conductivity $> 10$ mhos/m. However, the minimum radius of this hypothetical core is zero, i.e., there is no positive indication at this time that any core of conductivity $> 10$ mhos/m need exist in the moon.
Fig. S. Summary of lunar interior structure inferred from Apollo magnetometer data. Limitations placed on the size of a possible highly conducting core are discussed in the text.
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Three-magnetometer conductivity analysis technique

This technique, applied to conductivity analysis, uses simultaneous data measured in high-latitude regions of the geomagnetic tail by a network of three instruments: the Apollo 15 lunar surface magnetometer (LSM), the Apollo 16 LSM, and the Apollo 16 subsatellite magnetometer, the latter of which provides coverage around the entire global circumference. The numerical analysis program basically uses total-magnetic-field (B) measurements from two surface magnetometers and one near-surface magnetometer to separate the time-dependent external geomagnetic field (H) from the poloidal eddy current field (P) induced in the moon by changes in H. Total fields (excluding remanent fields) measured at sites 1, 2, and 3 are denoted, respectively,

\[ B_1 = H_1 + P_1 \]
\[ B_2 = H_2 + P_2 \]
\[ B_3 = H_3 + P_3 \]  

(Here and throughout this section, the superscripts denote site location.) We define site 1 as the “reference site.” The external field at sites n = 2 or 3 can be expressed in terms of the external field at site 1:

\[ H_n = A_n H_1 \]  

(A2)

where \( A_n \) is the transformation matrix from site 1 to site n = 2 or 3.

Likewise, we can express the poloidal field P at site n = 2 or 3 in terms of the poloidal field at site 1. The poloidal field is induced by time-dependent changes in the external field. In a numerical solution, the changing field H(t) can be approximated to a high degree of accuracy by a summation of small step-changes: H(t) = \( \sum \Delta H_n(t) \). The poloidal field at site n can then be expressed, in ALSEP coordinates (also see Dyal and Parkin, 1971a) as

\[ P = Q \sum \frac{(-2^* \Delta H_{n,x} + * \Delta H_{n,y} + * \Delta H_{n,z})}{2} F(t - \tau_n) \]  

(A3)

where Q is a constant.

Referring to Eq. (A2) we can write a step change in H at site n in terms of H at site 1:

\[ \Delta H = A_n \Delta H. \]  

(A4)

We write out the transformation matrix

\[ n_n = \begin{bmatrix} a_{11} & a_{12} & a_{13} \\ a_{21} & a_{22} & a_{23} \\ a_{31} & a_{32} & a_{33} \end{bmatrix} \]  

(A5)
Then using Eqs. (A4) and (A5), Eq. (A3) can be expanded to

\[ \mathbf{P} = \sum_n^\infty \left[ -2(\mathbf{a}_1 \Delta H_m + \mathbf{a}_2 \Delta H_m + \mathbf{a}_3 \Delta H_m) \mathbf{x} + (\mathbf{a}_1 \Delta H_m + \mathbf{a}_2 \Delta H_m + \mathbf{a}_3 \Delta H_m) \mathbf{y} \right] \mathbf{F}(t - t_m) \] (A6)

But also

\[ \begin{align*}
\mathbf{P}_x &= -2Q \sum_n^\infty \Delta H_m \mathbf{F}(t - t_m) \\
\mathbf{P}_y &= Q \sum_n^\infty \Delta H_m \mathbf{F}(t - t_m) \\
\mathbf{P}_z &= Q \sum_n^\infty \Delta H_m \mathbf{F}(t - t_m)
\end{align*} \] (A7)

So (A6) becomes

\[ \mathbf{P} = \left[ \mathbf{a}_1^T \mathbf{P}_x - 2a_{12} \mathbf{P}_2 - 2a_{13} \mathbf{P}_3 \right] \mathbf{x} + \left[ -2a_{21} \mathbf{P}_x + a_{22} \mathbf{P}_2 + a_{23} \mathbf{P}_3 \right] \mathbf{y} + \left[ -2a_{31} \mathbf{P}_x + a_{32} \mathbf{P}_2 + a_{33} \mathbf{P}_3 \right] \mathbf{z} \] (A8)

or in matrix form

\[ \mathbf{P} = \mathbf{C} \mathbf{P} \] (A9)

where

\[ \mathbf{C} = \begin{bmatrix} a_{11} & -2a_{12} & -2a_{13} \\ -2a_{21} & a_{22} & a_{23} \\ -2a_{31} & a_{32} & a_{33} \end{bmatrix} \] (A10)

Using Eqs. (A2) and (A9), we can now express the magnetic fields at either site 2 or 3 in terms of fields at the "reference" site 1:

\[ \mathbf{B} = \mathbf{A} \mathbf{P} = \mathbf{A} \mathbf{C} \mathbf{P} \] (A11)

Combining \( \mathbf{B} = \mathbf{A} \mathbf{P} \) with Eqs. (A11) and eliminating \( \mathbf{A} \), we obtain

\[ \mathbf{B} = \mathbf{A} \mathbf{B} + (\mathbf{C} - \mathbf{A}) \mathbf{P} \] (A12)

which can be rewritten as

\[ \mathbf{M} = \mathbf{D} \mathbf{P} \] (A13)

Here we define \( \mathbf{M} = \mathbf{B} - \mathbf{A} \mathbf{B} \) (note \( \mathbf{M} \) can be found from fields B measured simultaneously at sites 1, 2, and 3), and for either site 2 or 3, \( \mathbf{A} = \mathbf{C} - \mathbf{A} \) is

\[ \mathbf{D} = \begin{bmatrix} 0 & -3a_{12} & -3a_{13} \\ -3a_{21} & 0 & 0 \\ -3a_{31} & 0 & 0 \end{bmatrix} \] (A14)

We note that since \( \mathbf{D} \) is a singular matrix, \( \mathbf{P} \) cannot be found using data from only two magnetometer sites. However, using three sites, Eq. (A13) can be written in terms of \( x, y, \) and \( z \) components, obtaining four equations in three unknowns. The solutions for components of \( \mathbf{P} \) are then expressed, parameterizing on \( \mathbf{P}_x \),

\[ \begin{align*}
\mathbf{P}_x &= \frac{2}{3} \mathbf{M}_x - \frac{2}{3} \mathbf{M}_y - \frac{2}{3} \mathbf{M}_z \\
\mathbf{P}_y &= \frac{1}{3} \left( \frac{1}{2} \mathbf{M}_y + a_{13} \mathbf{P}_x - a_{12} \mathbf{M}_z \right) \\
\mathbf{P}_z &= \frac{1}{3} \left( \frac{1}{2} \mathbf{M}_z + a_{12} \mathbf{P}_x - a_{13} \mathbf{M}_y \right)
\end{align*} \] (A15)
Once P has been determined for a geomagnetic tail event (or for an aggregate of several events), H can be obtained from $H = B - P$. Then H is used as the external driving field in a program which can model the moon with an arbitrary radial conductivity profile $\sigma(r)$, allowing a theoretical calculation of $B$ as a function of $\sigma(r)$. The calculated $B$ is compared with measured $B$, adjusting $\sigma(r)$ iteratively (see Dyal et al., 1974, 1975) until calculated and measured values coincide. Thus a family of conductivity profiles can be determined and a profile, with error limits, of conductivity versus depth can be determined.

### APPENDIX B

**Permeability analysis for a three-layer model of the moon**

Consider a radially inhomogeneous three-layer permeable sphere in an initially uniform magnetic field $H_0$. In the absence of currents $H = -\nabla \Phi$ and since $B = \mu H$, at any point $\nabla \cdot H = 0$. Therefore $\Phi$ satisfies Laplace's equation consistent with the continuity of normal components of $B$ and tangential components of $H$ at the spherical boundaries. In the various regions the potentials are

$$\Phi = \begin{cases} 
- H_0 r \cos \theta + \sum_{i=1}^{N} \frac{1}{r_i^2} P_i(\cos \theta) & r > c \\
\sum_{i=1}^{N} \left( \beta_i r^i + \frac{1}{r^i} \right) P_i(\cos \theta) & b < r < c \\
\sum_{i=1}^{N} \left( \delta_i r^i + \frac{1}{r^i} \right) P_i(\cos \theta) & a < r < b \\
\sum_{i=1}^{N} (\gamma_i r^i) P_i(\cos \theta) & r < a
\end{cases} \quad (B1)$$

Here $a$, $b$, and $c$ are radius of the inner core, outer radius of the intermediate shell, and radius of the whole sphere, respectively. Using the notation convention of Jackson (1962), we match the boundary conditions as follows.

$$\begin{align*}
\mu_e \frac{\partial \Phi}{\partial r}(a) & = \mu_i \frac{\partial \Phi}{\partial r}(b) \\
\frac{\partial \Phi}{\partial \theta}(a) & = \frac{\partial \Phi}{\partial \theta}(b) \\
\mu_o \frac{\partial \Phi}{\partial r}(c) & = \mu_i \frac{\partial \Phi}{\partial r}(b) \\
\frac{\partial \Phi}{\partial \theta}(c) & = \frac{\partial \Phi}{\partial \theta}(b)
\end{align*} \quad (B2)$$

Here $\mu_1$, $\mu_2$, and $\mu_3$ are relative magnetic permeability of the outer shell, intermediate shell, and inner core, respectively; $\mu_o$ is relative magnetic permeability of the medium external to the sphere. Combining the systems of Eqs (B1) and (B2), all but the $i = 1$ coefficients vanish, yielding the six simultaneous equations

$$\begin{align*}
2 \mu_o \alpha + \mu_e c^3 \beta - 2 \mu_1 \gamma + \mu_i c^3 H_0 &= 0 \\
- \mu_1 b^3 \beta + 2 \mu_1 \gamma + b^3 \mu_2 \delta - 2 \mu_2 e &= 0 \\
- a^3 \mu_3 \delta = 2 \mu_1 e + a^3 \mu_2 e &= 0 \\
- a + c^3 \beta + \gamma + c^3 H_5 &= 0 \\
- b^3 \beta - \gamma + b^3 \delta + e &= 0 \\
a^3 \delta + e - a^3 e &= 0
\end{align*} \quad (B3)$$

We are primarily interested in $\alpha$, the induced dipole moment, which is obtained by solving the system (B3). The term $G$ is defined as follows:

$$G = \frac{\pi}{H_0 c^3} \frac{B^2}{F} \quad (B4)$$
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where

\[ E = 2a^2 c \gamma (\mu_a - \mu_j) (\mu_1 - \mu_2)(\mu_3 - \mu_4) + c^2 b \gamma (\mu_a + 2\mu_j)(\mu_1 + 2\mu_2)(\mu_3 - \mu_4) + b^2 c (\mu_1 - \mu_2)(2\mu_3 + \mu_4) + b^2 c (\mu_1 - \mu_2)(2\mu_3 + \mu_4) + b^2 c (\mu_1 - \mu_2)(2\mu_3 + \mu_4) + b^2 c (\mu_1 - \mu_2)(2\mu_3 + \mu_4) \]

\[ F = 2a^2 c \gamma (2\mu_a + \mu_j)(\mu_1 - \mu_2)(\mu_3 - \mu_4) - 2a^2 b (\mu_a - \mu_j)(\mu_1 + 2\mu_2)(\mu_3 - \mu_4) \]

\[ -2b^2 c (\mu_1 - \mu_2)(2\mu_3 + \mu_4) + b^2 c (\mu_1 - \mu_2)(2\mu_3 + \mu_4) + b^2 c (\mu_1 - \mu_2)(2\mu_3 + \mu_4) \]

Outside the surface of the sphere \( (r > c) \), the magnetic field \( B \), in spherical coordinates \((\phi, \theta, \phi)\), is

\[ B = \mu_0 H - \mu_0 \gamma \phi = \mu_0 \left[ H_0 \cos \theta \phi - H_0 \sin \theta \phi \right] \]  

where the first term in parentheses is the external field \( H_0 \) and the second is the dipolar induced magnetization field. We rotate the coordinate system about the \( \phi \) (or ALSEP \( \phi \)) axis so that \( \theta \) and \( \phi \) correspond to the ALSEP \( \phi \) and \( \phi \) axes; then the total field just outside the surface of the sphere \( (r = c \equiv c) \) is

\[ B = \mu_0 \left[ (1 + 2\gamma) H_0 \phi + (1 - \gamma) H_0 \phi + (1 - \gamma) H_0 \phi \right] \]
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During the 4-day period when the moon is in the geomagnetic tail, the principal constituents of the lunar atmosphere are neon and argon. The surface concentrations of neon and argon are calculated from a theoretical model to be $3.9 \times 10^3$ and $7 \times 10^3$, respectively. The lunar atmosphere is ionized by solar ultraviolet radiation, resulting in electrons at a temperature of about $1.5 \times 10^5 \text{ K}$ and ions at about 370 K. We investigated dynamic properties of the lunar ionosphere in the high-latitude tail lobes during quiescent times when plasma energy density from external sources is below the sensitivity threshold of the suprathermal ion detector at the lunar surface. We found that a hydrodynamic model of the ionospheric plasma is inadequate because the gravitational potential energy of the plasma is considerably smaller than its thermal energy. A hydrodynamic model, comparable to that used to describe the solar wind, is developed to obtain plasma densities and flow velocities as functions of latitude. The hydrodynamic flow of the ionospheric particles is away from the sunlit hemisphere, in a direction parallel to the magnetic field, and forms a cylinder whose base is the lunar diameter. At 100-km altitude the calculated ionospheric density is $1.2 \times 10^{-2} \text{ cm}^{-3}$, with a flow velocity of 4-7 km/s. The corresponding energy density is $2.5 \times 10^{-19} \text{ erg/cm}^3$. Flow under these quiescent conditions exists approximately one third of the time in the geotail. During other times when cross-tail electric fields are present, the steady flow away from the moon is disrupted by drift velocity components perpendicular to the geomagnetic field lines. Also, sporadic occurrences of plasma sheet or lobe plasma temporarily dominate the plasma environment during nonquiescent times. The electromagnetic properties of the quiescent ionosphere are investigated, and it is concluded that plasma effects on lunar induction studies can be neglected for quiescent conditions in the geomagnetic tail lobes.

1 Introduction

The purpose of this paper is to present a quantitative model of the lunar ionosphere and its associated atmosphere during the 4-day period when the moon is in the geomagnetic tail and thereby shielded from the solar wind plasma. Previous investigations of the lunar ionosphere and atmosphere have concentrated on the 26 days of each lunation when the moon is exposed to the solar wind [e.g., Wel and Barash, 1963; Hinton and Taeusch, 1964, 1966, 1971; Hodges et al., 1974; Benson and Freeman, 1976]. Prior to the Apollo landings, occultation experiments, with light and radio sources, were used to place limits on the lunar atmosphere and ionosphere. The observations were made by Elmore [1957], Bailey et al. [1964], and Ponomaz-Diaz [1967]; theoretical calculations, based on various models, were made by Wein and Barash [1963] and Hinton and Taeusch [1964]. A. S. Vyshtov et al. (unpublished report, 1976) have recently obtained electron densities near the lunar sunrise terminator from a dual-frequency dispersion interferometry experiment using Luna 19 and Luna 22 data.

In situ measurements of neutral and charged particles in the lunar atmosphere were first made by the cold cathode gage [Johnson et al., 1970] and the suprathermal ion detector (Side) in the Apollo 12, 14, and 15 surface experiments (see, for example, Freeman et al. [1970]) and later by the Apollo 17 lunar atmospheric composition experiment [Hoffman et al., 1973]: These experiments, the results of which are reviewed and interpreted by Manka [1972], Hodges et al., [1974], and Benson and Freeman [1976], provide much of our present knowledge on the lunar atmosphere and ionosphere.

A quantitative description of the lunar atmosphere and ionosphere for times when the moon is shielded from the solar wind in the geomagnetic tail is important to our knowledge of the moon's interior. Surface and orbital magnetic data measured in the geotail are used to calculate the lunar electrical conductivity and magnetic permeability [Dyal et al., 1975, 1976; Parkin et al., 1973, 1974]. Accurate interpretation of these data requires knowledge of the plasma in the lunar environment. For example, Apollo subsatellite magnetometer data, measured during the 4-day period that the moon is in the geomagnetic tail, have been used by Russell et al. [1974a, b] to measure the induced magnetic dipole moment of the volume included within the subsatellite orbit. This moment was found to oppose the direction of the external magnetizing field, and this result was initially interpreted to be due to the diamagnetic properties of the lunar ionosphere. Reexamination of these data led Goldstein and Russell [1975] to suggest that a more likely interpretation of the phenomenon is eddy current induction in a small highly conducting lunar core. At present, there is no unambiguous explanation for this interesting effect [Goldstein et al., 1976, Dyal et al., 1976].

In this paper we present calculations of the densities and energies of the various constituents of the lunar ionosphere during the time that the moon is in the earth's geomagnetic tail. In section 2, a quantitative description of the lunar atmosphere, the ionospheric source which we consider in this paper, is presented. In section 3, various hydrostatic models of the lunar ionosphere are considered, and their limitations are reviewed. We consider the hydrodynamic description, developed in section 4, to be the most realistic model of the lunar ionosphere. In section 5, we compare and contrast the solar wind flow with the hydrodynamic ionosphere model and discuss its features. In addition, the diamagnetic susceptibility of the lunar ionosphere is calculated and compared with other calculations, including the value required to account for the subsatellite measurement of a negative induced global magnetic moment [Russell et al., 1974a, b].

2 The Lunar Atmosphere

We consider the ionosphere of the moon that has as its source the constituents of the lunar atmosphere, which in turn...
has as its sources the solar wind and radioactive decay products vented from the lunar interior. When the moon is outside the geomagnetic tail, the solar wind plasma impinges directly on the lunar surface. The plasma is then neutralized, thermally, and reemitted from the surface to build up the major constituents of the atmosphere: hydrogen, helium, neon, and argon (\(^{40}\)Ar). In addition, \(^{40}\)Ar, formed in the radioactive decay of \(^{40}\)K, is vented from the lunar surface. Gases such as \(\text{CH}_2\), \(\text{NH}_3\), and \(\text{CO}_2\) are likely to be present in small amounts at the sunrise terminator. \(\text{NH}_3\), and \(\text{CO}_2\) are shielded from the solar wind plasma, and the source for the daytime particle concentration. The solar flux is virtually unattenuated by the tenuous lunar atmosphere. Therefore we have assumed in (1) that this flux is independent of altitude. We used the photoabsorption cross sections in our calculations; for atomic systems, they are essentially equal to the photo-ionization cross sections. Numerical values for the cross sections from McDaniel [1964] and fluxes from Hinteregger [1970] were used. We obtained the following results for the summation \(\sum \sigma \Phi\) in (1): for neon, 1.29 \times 10^{-9} s^{-1}; for argon, 3.25 \times 10^{-11} s^{-1}; and for helium, 6.07 \times 10^{-13} s^{-1}. The loss rate of hydrogen is dominated by thermal escape and not by photo-ionization.

In both the lunar daytime and nighttime hemispheres, thermal escape of an atmospheric molecule is determined by competition between the particle's kinetic energy and its gravitational potential energy. The thermal loss rate of molecules per second for each species of mass \(m\) and particle density \(n_0(1)\) is

\[
\frac{dn}{dt}_{\text{thermal}} = -2 \pi \rho m \left( \frac{kT}{m} \right)^{1/2} \exp \left( -\frac{mg \rho}{kT} \right) \left( 1 + \frac{mg \rho}{kT} \right) \left( 1 + \frac{mg \rho}{kT} \right)
\]

Particle densities and temperatures differ on the dayside and the nightside hemispheres of the moon. The first term on the right-hand side of (2) is the daytime thermal loss rate (subsection 1), and the second term is the nighttime thermal loss rate (subsection 2). This well-known form of the thermal loss rate expression for a collision-free atmosphere, valid for the solar exosphere, was first derived by Jeans [1916] (see also Milne [1923], Hinton and Taeusch [1964], and Johnson [1971]).

The day-night asymmetry described above is a result of the interaction between the molecules and the lunar surface. The

| TABLE 1. Lunar Atmosphere Parameters—Moon in Solar Wind |
|----------------|----------------|----------------|----------------|----------------|----------------|
| \(\text{H} \) | \(\text{H}_2 \) | \(\text{He} \) | \(\text{Ne} \) | \(\text{Ar} \) |
| Solar wind influx, ions/s | \(2.8 \times 10^{19} \) | \(1.3 \times 10^{20} \) | \(2.2 \times 10^{21} \) | \(8.0 \times 10^{22} \) | \(\cdots \) |
| Lunar venting, atoms/s | \(\cdots \) | \(\cdots \) | \(\cdots \) | \(\cdots \) | \(\cdots \) |
| Photo-ionization loss time, days | 116 | 116 | 116 | 90* | 36* |
| Thermal loss time, days | 0.98 | 1.2 | 3.2 | 10^5 | 10^6 |
| Daytime surface concentration, cm^-3 | \(2.7 \times 10^{11} \) | \(3.5 \times 10^{11} \) | \(1.9 \times 10^{12} \) | \(4 \times 10^{12} \) | \(1.3 \times 10^{13} \) | \(1.6 \times 10^{13} \) |

*Adapted from Hodges et al. [1974].

*Calculation of these values, which differ from those of Hodges et al. [1974], is discussed in the text.
particles execute ballistic trajectories between collisions with the surface. In this random walk process the mean step size is proportional to the temperature. Therefore these average steps are longer on the hotter dayside hemisphere, resulting in a higher density on the cooler nightside.

The asymmetry effect was discussed quantitatively by Hodges and Johnson [1968] and by Hodges [1973]. We use their results to find the night-day density ratio

\[ \rho = n_n / n_d = (T_d / T_n)^{3/2} \]  

where \( T_1 = 370^\circ \text{K} \) and \( T_2 = 100^\circ \text{K} \). In (3), \( f \) is a complicated function of \( m_{\text{Ar}} / k T \). Numerical values of \( f \), valid for an exosphere, may be obtained from Hodges [1973] (our \( f = \rho_{\text{n}} \) in this reference). We take \( n_2 = \rho n_1 \) because the lateral diffusion lifetime is short in comparison with the photo-ionization and thermal escape lifetimes. (For example, the lateral transport time for \( H_2 \) is 30 times smaller than the thermal loss time.) It should be noted that this density versus temperature relationship does not hold for argon, which is absorbed on the nightside lunar surface.

In contrast to the \( \rho = T^{-1/3} \) relationship derived by Hodges [1973], which we have used to infer nightside densities, Benson and Freeman [1976] report a \( \rho = T^{-1/2} \) relationship based on lunar suprathermal ion detector data. If the \( T^{-1/2} \) relationship were used in our calculations, the resultant nightside densities would be reduced by 93% in comparison with our present results. It will become apparent later that our lunar ionosphere calculations are based only on the dayside atmosphere and therefore will not be affected by this discrepancy in the density versus temperature relationship.

In our lunar atmosphere model the time rate of change of the number of particles for each species is described by

\[ \frac{dN}{dt} = V_1 \frac{dn_1}{dt} + V_2 \frac{dn_2}{dt} \]  

where \( V_1 = \frac{1}{3} \pi (r_1 + h_i)^2 - r_o^2 \) and \( V_2 = \frac{1}{3} \pi (r_2 + h_i)^2 - r_o^2 \). All source and sink contributions to \( dN / dt \), which have been discussed, may now be combined and (4) solved for \( dN / dt \):

\[ \frac{dn}{dt} = N A + C \]  

where

\[ A = \frac{1}{V_1} \sum \phi + 2 \pi r_o \left( \frac{k T_s}{2 \pi m} \right)^{1/2} \exp \left( - \frac{m g r_o}{k T_1} \right) \left( 1 + \frac{m g r_o}{k T_1} \right) \] 

\[ + \rho \left( \frac{k T_s}{2 \pi m} \right)^{1/2} \exp \left( - \frac{m g r_o}{k T_2} \right) \left( 1 + \frac{m g r_o}{k T_2} \right) \] 

\[ C = J_s \left( 4 \pi r_o^2 \right) / V \]  

\[ J_s \] is the venting rate per unit area, and \( \rho = V_1 + \rho V_2 \). Equation (7) gives a value only for \( ^{39}\text{Ar} \), where the value for \( J_s (4 \pi r_o^2) \), lunar venting in atoms per second, is obtained from Table 1. For the other atmospheric constituents we assume that there is no surface venting, and therefore for them, \( C = 0 \). Equation (5) may be integrated to yield

\[ n(t) = - (C/A) (e^{-At} - 1) + n(t) = 0 \]  

Of the two contributions to the exponential loss factor, photo-ionization is the primary loss mechanism for argon and neon, and thermal escape dominates for hydrogen and helium. In Figure 1 the dayside number density for each species is plotted as a function of time for the 4-day period that the moon is in the geomagnetic tail.

Two days after the moon enters the geotail, the total particle density of the atmospheric constituents at the lunar surface is calculated to be \( 7.5 \times 10^6 \) cm\(^{-2} \). In comparison, the total atmospheric density when the moon is in the solar wind is about \( 14 \times 10^6 \) cm\(^{-3} \) [Hodges et al., 1974]. The primary reason for the difference in densities is that the light elements, hydrogen and helium, which undergo rapid thermal escape from the lunar atmosphere, are continually replenished in the solar wind but not in the geotail. The contribution of the lunar atmosphere to the lunar ionosphere can now be considered for the moon in the geomagnetic tail. Figure 1 indicates that argon and neon are the two principal sources. Helium and hydrogen make negligible contributions.

### 3. Lunar Ionosphere: Hydrostatic Model

In this section we calculate the production rates of lunar ionosphere constituents that are formed, primarily, by photo-ionization of the lunar atmosphere in the geomagnetic tail. Then we investigate the time variation of the ionosphere by first employing a hydrostatic model, that is, thermal energies tending to cause charged particles to escape from the moon are counteracted only by lunar gravitational attraction. Our purpose here is to determine whether the hydrostatic case is adequate to describe conditions expected to exist at the moon.

There are several sources of charged particles in the lunar environment. A photoelectron layer is produced that has a density of \( 10^4 \) cm\(^{-3} \) near the lunar surface; the density decreases rapidly with height and terminates several hundred meters above the surface. The energy of these photoelectrons ranges between 40 and 200 eV. This near-surface layer establishes a surface potential ranging from 10 to 200 V [Reasoner and Burke, 1972; Walbridge, 1973; Freeman and Ibrahims, 1974].

The ambient plasma density in the geomagnetic tail taken in the vicinity of the lunar orbit is less than the average plasma sheet density of \( 10^4 \) cm\(^{-3} \). The average temperature of the ambient lobe plasma is approximately \( 10^6 \) K [Rich et al., 1973]. Occasional density enhancements that occur in this background lobe plasma have been reported Anderson [1965] observed clouds of particles in the geomagnetic lobes with energies above 40 keV. Using suprathermal ion detector measurements, Hardy et al. [1975] and Hardy [1976] observed intermittent plasma regimes with densities ranging from 0.1 to 3 cm\(^{-3} \), energies up to 80 eV, and bulk velocities of 60-200 km/s.

A. S Vyshlov et al. (unpublished report, 1976) have used Luna 19 and Luna 22 spacecraft data in a dual-frequency dispersion experiment designed to determine the density of the lunar ionosphere. They report electron number densities up to \( 10^9 \) cm\(^{-3} \) at an altitude of \( 40 \) km. This value seems to be an extremely high estimate; it is inconsistent with other measurements made in the lunar environment and also difficult to justify on theoretical grounds. This result may be an artifact of the analytical technique, for example, the authors have assumed a spherically symmetric plasma distribution, an obvious oversimplification in view of the fact that the authors reported that they themselves observed no plasma over the lunar nightside. Another possible explanation of their results involves the well-known locally enhanced \(^{39}\text{Ar} \) concentration near the sunrise terminator [e.g., Hodges et al., 1974]. Because measurements used in their analysis were all made near the...
sunrise terminator, their results could have been biased by the argon enhancement phenomenon. Until further evidence is presented, we will consider the high-density estimate to be indicative of a local effect, not representative of the whole moon.

In the preceding discussion we have outlined results that have been reported in the literature concerning properties of the plasma in the lunar environment. In the remainder of this section we present a theoretical development to describe the plasma that results specifically from ionization of the lunar atmosphere when the moon is in the geomagnetic tail.

In the photo-ionization process a photon ionizes a neutral atom and the electron acquires the excess energy:

\[ \epsilon_k = \hbar v - I_p \]  

where \( \epsilon_k \) is the photovolta kinetic energy, \( \hbar v \) is the photon energy, and \( I_p \) is the neutral atom's ionization potential. The most intense solar UV radiation impinging on the lunar atmosphere is hydrogen Lyman alpha, for which \( \hbar v \approx 10 \) eV; this energy is insufficient to ionize any of the neutral species in the atmosphere. The ionizing UV spectrum has its maximum flux near \( \hbar v \approx 37 \) eV [Hinteregger, 1970]. The lowest ionization potentials of Ne and Ar are 21 and 16 eV, respectively. Using the photon spectrum as measured by Hinteregger [1970] and the corresponding ionization cross sections for Ne and Ar [McDaniel, 1964], we estimate the average photovolta energy to be 19 eV, corresponding to a temperature of \( 1.5 \times 10^6 \) °K. The electron acquires most of the excess energy when an atom is photo-ionized, while the positive ion is left essentially in thermal equilibrium with the lunar surface at about 370°K.

The expressions given by McDaniel [1964] for mean free paths yield values of \( \approx 10^8 \) lunar radii for electron-neutral collisions and \( \approx 10^9 \) lunar radii for electron-ion collisions. These values are based on a neutral density of \( 7.5 \times 10^3 \) cm\(^{-3}\) (see Figure 1) and an ion density of \( 10^2 \) cm\(^{-3}\) (see Figure 2). Therefore the photoelectron and ion temperatures remain constant. Electrons that collide with the lunar surface are neutralized and replaced by photoelectrons from the surface. These photoelectrons preserve charge neutrality. We conclude therefore that an essential feature of the lunar ionosphere is that it consists of hot photoelectrons and relatively cool positive ions, all of which retain their thermal energies.

The properties of a gravitationally bound ionosphere are described by the equation for hydrostatic equilibrium, which is modified to account for an electric field necessary to maintain local charge neutrality. Let us consider the hydrostatic properties of a static lunar ionosphere consisting of positive ions of mass \( m_+ \) and temperature \( T_+ \) and electrons of mass \( m_- \) and temperature \( T_- \). We neglect magnetic field effects. For neutral particles the appropriate equation of hydrostatic equilibrium is

\[ \frac{dP}{dr} = -\rho(r)g(r) \]  

where \( P \) is the pressure, \( r \) is the radial distance from the center of the moon, \( \rho(r) \) is the neutral particle mass density, and \( g(r) \) is the acceleration due to gravity. The equation of state for an ideal gas is applicable to the lunar exosphere:

\[ P(r) = n(r)kT(r) = \frac{\rho(r)}{m} kT(r) \]  

where \( n(r) \) is the particle number density.

To consider the lunar ionosphere, we modify (10) to insure charge neutrality: \( n_+(r) = n_-(r) \). If gravitational and thermal effects tend to separate the ions from the electrons, then an electric field \( E \) (called the Rosseland field [Alfven, 1965]) is generated which restores the system to local neutrality. (We note that the physics of the surface photoelectron layer is different; there charge neutrality is violated and hydrostatic pressure is balanced by electrostatic forces [Reasoner and Burke, 1972].) Separate equations of hydrostatic equilibrium for the ions and electrons, modified to include this electrostatic field, can be solved for the mass distribution of the plasma. Derivation of the equations of hydrostatic equilibrium requires that the solutions of the differential equations satisfy \( \lim_{r=0}n(r) = 0 \). It is found (see Appendix A for details) that essentially the same conditions must be met for ionospheric binding, independent of the form of polytrope law used:

\[ \frac{T_{\text{ion}}}{T^*} > 1 \]  

where

\[ T_{\text{ion}} = \frac{m^*g(r)\rho(r)}{k} \]  

and \( m^* = m_+ + m_- \) and \( T^* = T_+ + T_- \) are the sums of the ion and electron masses and temperatures, respectively.

For the parameters appropriate to the moon, \( T_{\text{ion}} \approx 6772^\circ\text{K} \). However, \( T^* = 1.5 \times 10^6 \) °K, and thus (12), the
condition for gravitational binding of the lunar ionosphere, is not satisfied. Therefore we conclude that the lunar ionosphere is not in hydrostatic equilibrium with the moon. We now turn to a hydrodynamic model, where we find that a number of concepts introduced here (the Rosseland field, the polytrope laws relating pressure and density, and the ratio of the gravitational energy to the thermal energy, $m^* g_{\text{L}} v_{\text{L}}^2/k T^*$) play a significant role.

4. LUNAR IONOSPHERE: HYDRODYNAMIC MODEL

Description of the dynamic lunar ionosphere, which we have found not to be gravitationally bound to the moon, requires a hydrodynamic approach. In our analysis we have developed a two-fluid model that is applied first to neon ions and electrons and then independently to argon ions and electrons. Although a three-fluid approach applied to the Ne$^+$, Ar$^+$, and electron plasma would be more internally consistent, it would be far more complex and difficult to develop and would yield results close to those of the two-fluid approach. A three-fluid treatment should yield a flow velocity between the two predicted for neon and argon plasmas separately; changing the separate velocities calculated in the two-fluid approximation to a single intermediate velocity and using equation (17) to recalculate the plasma densities, we estimate that the total densities in the two-fluid and three-fluid approaches would differ by less than 15%. We feel therefore that the simpler two-fluid treatment yields results that are accurate enough for our purposes.

The dynamic behavior of the lunar plasma will be strongly influenced by the magnetic field in the lunar environment. We therefore begin the development of the hydrodynamic model, which is analogous to that of Parker [1963] for the solar wind and to that of Banks and Holzer [1969] for the polar wind, by briefly reviewing properties of the geomagnetic tail field. The interaction of the solar wind with the earth's permanent dipole field results in the formation of a cylindrical magnetic region (the geomagnetic tail) on the earth's antisolar side. At the distance where the moon's orbit intersects the tail, the magnetic field magnitude is about 10 $\gamma$. The solar wind plasma is essentially excluded from this region. The moon is in the geomagnetic tail for about 4 days of each 29.5-day lunation. The structure of the tail consists of 2 lobes; the upper or northward lobe has its magnetic field pointing roughly toward the earth, whereas the magnetic field of the lower lobe points away from the earth. The region between the lobes, the neutral sheet, is characterized by a very low magnetic field magnitude and plasma energy density larger than the values found in the lobes. The path of the moon through the tail depends on the characteristics of the particular orbit, the geomagnetic dipole orientation, and perturbations of the geomagnetic tail caused by solar wind pressures. We model these conditions by assuming that the moon is in a uniform external magnetic field of $10^\gamma$, and we take the external plasma density to be zero. The ionospheric plasma energy density is small in comparison with the magnetic field energy density (their ratio is $\beta = 6.2 \times 10^{-4}$; see the discussion in the next section). Therefore the hydrodynamic streamlines are parallel to the magnetic field lines.

In this hydrodynamic model, charged particles of the lunar ionosphere flow along the magnetic field lines away from the lunar sunlit side toward the earth. The geomagnetic radius for an electron is 1.5 km and for an argon ion is 20 km; the Debye length is 0.6 km (as will be shown later). Because these values are small in comparison with the lunar radius, $r_0 = 1738$ km, the ionosphere can be characterized by a plasma that flows along the geomagnetic field defining a cylinder which has a diameter of $2r_0$ and extends from the lunar dayside hemisphere toward the earth. Our approach and results, presented in this section, are similar to those of Parker [1963] for the solar wind.

The Bernoulli equation for a plasma consisting of ions and electrons of different temperatures ($T_+ \text{ and } T_-$), which includes an electric potential $\phi$ to maintain charge neutrality, is

$$\frac{4}{3} m_+ v_+^2(r) + \frac{\alpha}{\alpha - 1} k T_+(a) \left[ \frac{n_+(r)}{n_+(a)} \right]^{\alpha - 1} + m_+ \phi(r) = e \phi(r)$$

$$= \frac{4}{3} m_+ v_+^2(a) + \frac{\alpha}{\alpha - 1} k T_+(a) + m_+ \phi(a) \pm e \phi(a),$$

(14)

where $v_+(r)$ is the ion or electron flow velocity at a position $r$ along a streamline. The gravitational potential $\phi(r) = g(r)$. The Rosseland potential $\phi$ is added to insure charge neutrality $n_+(r) = n_-(r) = n(r)$, where $n$ is number density; $\alpha$ is the polytropic index, $m_+$ is the ion or electron mass, and $e$ is the electron charge. The sphere $r = a$ defines the altitude above the moon at which the surface lunar remanent field becomes negligible. For $r > a$ the total magnetic field is the geomagnetic field, which is assumed to be uniform; whereas for $r < a$ the total field includes the surface remanent fields, which are highly nonuniform. We have chosen $a = r_0 + \delta$, where $\delta = 20$ km (from results reported by Russell et al. [1975]). This choice will be further discussed later in this section.

Equation (14) can be solved requiring charge neutrality of the flow along streamlines, which for convenience, are viewed
as tubes of flow with cross-sectional area \( A(r) \) described by \( A(r)/A_0 = (r/r_0)^s \). The parameter \( s \) can be adjusted to correspond to the flow geometry. In our case the streamlines are parallel to the approximately uniform geomagnetic tail field; therefore the flow tube cross section \( A(r) \) is a constant, and \( s = 0 \). The solution of interest (see Appendix B for details) for the limit as \( s \to 0 \) is, for \( \alpha \neq 1 \),

\[
U_e = \left( \frac{a}{2} \right)^{1/(\alpha-1)} U(\alpha)^{\alpha-1/\alpha} \psi_r = \infty
\]

(15)

\[
U'(\alpha) + \frac{\alpha}{\alpha-1} - Q(\alpha) = \frac{\alpha+1}{\alpha-1} \left( \frac{a}{2} \right)^{1/(\alpha-1)} U(\alpha)^{\alpha-1/\alpha}
\]

(16)

where \( U(\alpha) \) is the ratio of flow kinetic energy to thermal energy, \( Q(\alpha) \) is the ratio of the plasma gravitational and thermal energy, and the critical solution \( U(\alpha) = U_0 \) is found which, with the asymptotic boundary conditions, gives the physically valid solution.

Equations (15) and (16) enable us to calculate the bulk velocity \( v(r) \) as a function of altitude; we also wish to calculate density as a function of altitude. Ions produced in the atmosphere have a loss rate \( A(r) n(r) \), where \( A = 2\pi r^2 \) is the cross-sectional area of our assumed cylindrical flow pattern and \( n(r) \) is the ion number density. The ion production rate in the atmosphere is \( 2\pi \beta_e n_e \), where \( \beta_e \) is the photo-ionization rate, \( n_e \) is the neutral particle density, and \( h \) is the neutral scale height. In equilibrium the ion production and loss rates are equal, and therefore

\[
n(r) = \frac{\beta_e n_e h}{v(r)}
\]

(17)

We have established the mathematical base necessary for the discussion of the hydrodynamic properties \( v(r) \) and \( n(r) \) of the lunar ionosphere. Two more important physical parameters must be considered, however, before we arrive at our final values for \( v(r) \) and \( n(r) \): (1) the fraction of the total number of electron-ion pairs produced by photo-ionization that are not absorbed by the lunar surface and are therefore available as constituents of the lunar ionosphere and (2) the radius of the reference level \( r = a \), above which the dominant magnetic field is the geomagnetic tail field (the lunar remanent field is negligible).

In the preceding discussions we have assumed that all electron-ion pairs produced by solar UV radiation flow away from the moon. In the photo-ionization process the angular distribution of the photons is proportional to \( \sin^2 \theta \), where \( \theta \) is the angle between the directions of motion of the photon and the electron [Heitler, 1944]. Ion pairs with \( \theta \geq 90^\circ \) will flow away from the moon. The ion pairs that move toward the moon will either be absorbed by the surface or reflected by the surface magnetic fields. We estimate that \( \geq 80\% \) of these will be reflected [see Lin et al., 1976] and therefore that a total of \( \sim 90\% \) of the ion pairs participate in the hydrodynamic flow. We have multiplied the calculated plasma densities by 0.9 in order to account for this 10% loss.

To determine the appropriate reference level \( r = a \) we estimate the altitude at which the total magnetic field is predominantly the uniform geomagnetic field, that is, where the surface remanent field is negligible. The Apollo 15 and 16 subsatellite and lunar surface magnetometers have made direct measurements of surface remanent fields. The total field as a function of altitude can be approximated by the empirical relationship

\[
B = 10 + 0.1 \left( \frac{93}{Z+7} \right)\gamma
\]

(18)

where \( B \) is the total field in gammas and \( Z \) is the altitude in kilometers [Coleman et al., 1972]. This equation is a model of the mean field magnitude and does not precisely represent the field at any one location near the surface. The second term in (18) is the remanent field contribution. Below an altitude of about 20 km the remanent field contribution becomes significant, and the total magnetic field rises sharply above the geomagnetic tail value of 10 \( \gamma \). Magnetic field measurements have also been made on the lunar surface at the Apollo 12, 14, 15, and 16 landing sites; reported field magnitudes range between 3 and 327 \( \gamma \) [Dyal et al., 1973].

The orientations of the surface fields vary widely over distances of a few kilometers. Low-altitude (0-20 km) measurements from the Apollo 16 subsatellite confirm this variability of the vector surface magnetic field. The remanent surface fields have been measured along the lower-altitude trajectories, the field components vary with a scale size of roughly 30 km [Russell et al., 1975].

These measurements provide an overall model for the magnetic field in the vicinity of the moon in the lobes of the geomagnetic tail. Above an altitude of approximately 20 km the field is relatively uniform, with a magnitude of \( \sim 10 \gamma \), and directed along the earth-sun line; below 20 km the field is highly convoluted, and its average magnitude increases rapidly to a maximum of a few hundred gammas at the surface.

We have now completed the description of our hydrodynamic model of the lunar ionosphere. Using equations (15), (16), and (17), we calculate bulk velocity \( v(r) \) and number density \( n(r) \) for the ionosphere, which, deep in the geomagnetic tail, is comprised primarily of \(^{20}\text{Ne}\) and \(^{40}\text{Ar}\) (see Figure 1). We have already discussed in section 2 the parameters relating \( n(r) \) to \( v(r) \) in (17); we list them here for reference: for neon, \( \beta_e = 1.29 \times 10^{-7} \text{cm}^3 \text{s}^{-1}, n_e = 4 \times 10^{19} \text{cm}^{-3} \), and \( h = 95 \text{ km} \); for argon, \( \beta_e = 3.53 \times 10^{-8} \text{cm}^3 \text{s}^{-1}, n_e = 1.7 \times 10^{19} \text{cm}^{-3} \), and \( h = 47.5 \text{ km} \).

The flow velocity \( v(r) \) is calculated and plotted as a function of altitude in Figure 2 for neon and argon. The characteristic bulk velocity of the lunar ionosphere is in the range 4-7 km/s away from the moon and toward the earth. Corresponding particle densities are calculated using (17) (adjusted by the 0.9 factor to account for surface absorption), and they too are plotted in Figure 2. The average ionospheric density is \( \sim 1.2 \times 10^{19} \text{cm}^{-3} \) at 100-km altitude. If the neutral atmospheric densities reported by Benson and Freeman [1976] and discussed in section 2 were used in the calculation, the corresponding plasma densities would be larger by a factor of 25. In these calculations there is uncertainty in the physical parameter \( \alpha \). We have considered \( \alpha = 1 \), the isothermal case, as characteristic of limiting behavior. Actually, we expect \( \alpha \) to increase slightly with \( r \), corresponding to a decrease in temperature as the ionosphere expands. Adiabatic expansion, for which \( \alpha = 5/3 \), is another limiting form of behavior. In order to show the effect of changing \( \alpha \) and \( s \), values of \( v \) and \( n \) at an altitude of 100 km for a few different combinations of \( s \) and \( \alpha \) are listed in Table 2. The altitude dependences of \( v \) and \( n \) for these cases are similar to those shown in Figure 2.
bulk velocity at a given altitude increases with $s$ and $\alpha$. Equations (B2), (B8), and (B9) indicate this behavior. It is clear from equation (B9) that as $s$ increases, the quantity $s$ in $\xi$, which remains positive, increases, thereby enhancing the value of $U^r(r)$, which is proportional to $\Psi(r)$. As $\alpha$ increases without limit in equations (B2) and (B8), the term raised to the $-1$ power goes to zero, and $U^s(r)$ attains its maximum value for a given altitude. Therefore the case presented in Figure 2 represents a physically reasonable upper limit for the ion density.

5. RESULTS AND DISCUSSION

Lunar atmosphere and ionosphere for quiescent geotail conditions. The concentrations of the constituents of the lunar atmosphere when the moon is in the geomagnetic tail are found to differ substantially from properties in the solar wind, which is a primary source of the lunar atmosphere. This is especially true during 'quiescent' geotail conditions when effects due to external plasma are minimal (e.g., in lobe regions when little or no plasma is detected by Apollo solar wind spectrometers or suprathermal ion detectors). Argon 40 has a source both in the solar wind and the geotail; it is vented from the surface as a radioactive decay product of subsurface $^{83}$K. Hydrogen and helium existing in the lunar atmosphere initially as the moon enters the geotail are lost rapidly, primarily through thermal escape, whereas the heavier constituents, neon and argon, are lost very much more slowly through photo-ionization. After 2 days in the tail, the constituent atmospheric densities are calculated to be as follows: $\text{H}_2$ $< 10\text{ cm}^{-3}$; $\text{He}$, $\sim 500\text{ cm}^{-3}$; $^{40}\text{Ar}$, $\sim 1.3 \times 10^5\text{ cm}^{-3}$; $^{36}\text{Ar}$, $\sim 1.6 \times 10^6\text{ cm}^{-3}$, and $^{20}\text{Ne}$, $\sim 3.9 \times 10^6\text{ cm}^{-3}$.

Ultraviolet radiation from the sun continually ionizes the lunar atmosphere, above the sunlit hemisphere of the moon. When the moon is in the solar wind, these charged particles are quickly and efficiently removed from the lunar environment by the $\mathbf{V} \times \mathbf{B}$ electric field associated with the solar wind plasma flow past the moon [Lindeman et al., 1973; Manka and Michel, 1973]. When the moon is shielded from the solar wind by the geomagnetosphere, conditions are much different. The ionization produces an ionosphere at $\sim 1.5 \times 10^4\text{ K}$ and 107 K from neon and argon, the two most abundant atmospheric species. A hydrostatic treatment of this problem leads to the concept of a Rosseland electric field, which is required to preserve charge neutrality in the presence of the differential competition between gravitational binding and thermal evaporation. A hydrostatically bound ionosphere is one in which the ion pair particle density vanishes at large altitudes. We find that binding requires that the gravitational potential energy exceed the thermal energy. For the conditions appropriate to the moon this does not occur; indeed, the thermal energy exceeds the gravitational energy by a factor of 20. Therefore a hydrostatic treatment is not applicable, and a bound ionosphere does not exist; a hydrodynamic approach is required to describe the lunar ionosphere in the geotail.

At the lunar orbit the earth's magnetic field is nearly uniform and $\sim 10\gamma$. This field corresponds to a magnetic energy density of $\sim 4 \times 10^{-18}\text{ erg/cm}^3$, a value large in comparison with the energy density of the ionized atmosphere, which is $\sim 2 \times 10^{-12}\text{ erg/cm}^3$. Therefore the particles flow parallel to the magnetic field lines, forming a cylinder whose base has the lunar diameter. We have developed a hydrodynamic model which predicts ionospheric flow velocities in the range 4-7 km/s and corresponding ion pair densities of $\sim 1.2 \times 10^{-12}\text{ cm}^{-3}$.

Magnetic permeability of the quiescent ionosphere. From our calculations of ionospheric characteristics we can estimate electromagnetic properties of the ionosphere to determine the influence of the ionosphere on electromagnetic studies of the moon's interior. Our results from the previous section allow calculation of the lunar ionosphere's plasma energy density $nkT = 2.5 \times 10^{-18}\text{ erg/cm}^3$, from which we obtain diamagnetic properties of the ionosphere. The magnetization of the plasma is $M = n\mu$, where the magnetic moment $\mu = \text{mol}/2\beta = -kT/B^2$. Because $B = H + 4\pi M = \mu H$ and $\beta = 8\pi nkT/\beta^2$, the relative magnetic permeability is

$$\mu = \frac{1}{(1 + \beta/2)} \quad (19)$$

The quantity $\beta$, the ratio of thermal to magnetic energy density, is $\sim 6 \times 10^{-4}$. The corresponding magnetic susceptibility of the ionosphere is $\chi = (\mu - 1)/4\pi \sim 2.5 \times 10^{-8}\text{ cm}^3/\text{leg}$. This value is almost 3 orders of magnitude too low to account for the diamagnetic moment of the moon reported by Russell et al. [1974a]; furthermore, the tenuous lunar ionosphere is confined primarily on the lunar sunlit side and is not confined to regions of altitude below 100 km. We conclude that the lunar ionosphere contributes only negligibly to the plasma environment near the moon; therefore it is valid to neglect lunar ionospheric effects in studies of electromagnetic properties of the lunar interior [e.g., Dyal et al., 1976; Sonett et al., 1972; Parkin et al., 1974; Goldstein et al., 1976].

Effects of electric fields and external plasma on the lunar ionosphere. In the above discussion we have assumed that the only source of the lunar ionosphere is the lunar atmosphere, a condition that is often valid when the moon is in the high-latitude lobes of the geomagnetic tail. Several investigators have reported cross-tail electric fields and plasma flows occurring intermittently throughout the geomagnetosphere. In this section we describe these effects and include them in our model in a semiquantitative way.

Cross-tail electric fields occur sporadically in the lunar vicinity with a magnitude of $\sim 0.1\text{ mV/m}$ [McCoy et al., 1975]. During times when such electric fields exist at the moon, the ionospheric electrons and ions will, in addition, experience $\mathbf{E} \times \mathbf{B}/\beta^2$ drift velocities. A cross-tail electric field will add a cross-tail velocity component, resulting in ion pair number densities lower than the results presented here. For example, when the drift velocity equals the hydrodynamic flow velocity, the plasma density is reduced by $\sim 10\%$. In the absence of these fields the lunar ionosphere in the geomagnetic tail is confined to a cylindrical region extending from the lunar sunlit side along the geomagnetic field lines toward the earth. As the moon encounters sporadic electric fields $\geq 0.1\text{ mV/m}$, this relatively smooth flow pattern will be temporarily disrupted. This condition will occur approximately 40% of the time in the geomagnetic tail.
Intermittent plasma flow in the geomagnetic tail will also affect the lunar ionosphere. Hardy et al. [1975] and Hills et al. [1976] have investigated properties of the plasma sheet and lobe plasma at the lunar orbit in the geotail. The plasma sheet has an ion pair number density ranging from 0.05 to 1.5 cm⁻³, a thermal energy between 150 and 800 eV, and a bulk velocity of ~600 km/s. The lobe plasma has a number density ranging from 0.1 to 10 cm⁻³, a thermal energy of ~20 eV, and a bulk velocity between 50 and 200 km/s. These plasma regimes, like the cross-tail electric fields, are sporadic in nature, but they will tend to enhance rather than decrease the plasma density in the lunar vicinity. For example, on the assumption that a density of 0.5 cm⁻³ and an energy of 250 eV are representative of the plasma sheet and 0.1 cm⁻³ and 3 eV are typical of the lobe plasma, the corresponding energy densities are 125 and 0.3 eV cm⁻³. These are both much larger than the values we have calculated for the ionosphere under quiescent conditions.

### Magnetic data analysis during quiescent conditions

Suprathermal ion detector measurements [Hardy, 1976] indicate that the plasma energy density in the geomagnetic tail is below the sensitivity of the instrument about 30% of the time. This is during those quiescent times in the geotail lobes that our hydrodynamic model for the ionosphere is applicable to the lunar plasma environment. The energy density calculated for the quiescent ionosphere is too low to be detectable by using presently available instrumentation. Lobe data measured during quiescent conditions have been used for our analyses of internal lunar electrical conductivity and magnetic permeability using magnetometer data [e.g., Dyal et al., 1976]. We calculate magnetic susceptibility of the extralunar plasma to be \(-2.5 \times 10^{-5}\) emu/cm³, a value which would change the calculated lunar permeability [Parker et al., 1974; Dyal et al., 1975] by an amount that is negligible in comparison with errors inherent in present data analyses. We conclude that during times in the high-latitude tail lobes when lunar plasma energies are below the resolution of Apollo suprathermal ion detectors, plasma effects can be neglected for electromagnetic studies of the lunar interior.

### APPENDIX A: HYDROSTATIC MODEL

The equation of hydrostatic equilibrium for ions and electrons, including the effect of the electrostatic field to maintain charge neutrality, can be written

\[
\frac{dP_{\pm}}{dr} = -n_{\pm}(r)m_{\pm}g(r) \pm n_{\pm}eE \quad (A1)
\]

Separate equations of state hold for the two ionospheric constituents:

\[
P_{\pm} = n_{\pm}(r)kT_{\pm}(r) \quad (A2)
\]

We consider two possible polytrope laws relating pressure to density:

\[
\frac{P_{\pm}(r)}{P_{\pm}(r_0)} = \left(\frac{n_{\pm}(r)}{n_{\pm}(r_0)}\right)^{\alpha} \quad (A3)
\]

and

\[
\frac{P_{\pm}(r)}{P_{\pm}(r_0)} = \left(\frac{n_{\pm}(r)}{n_{\pm}(r_0)}\right) \left(\frac{r}{r_0}\right)^{\alpha} \quad (A4)
\]

These reduce to the isothermal case when \(\alpha = 1\) or \(l = 0\). Equation (A1) can be solved for the Rosseland field, \(E\), on the assumption of charge neutrality:

\[
n_{+} = n_{-} \quad (A5a)
\]

and

\[
dn_{\pm}/dr = dn_{\pm}/dr \quad (A5b)
\]

The required electrostatic force is

\[
|e|E(r) = \frac{g(r)[m_{+}T_{\pm}(r) - m_{-}T_{\pm}(r)]}{T_{\pm}(r_0) + T_{\pm}(r_0)} \quad (A6)
\]

and is the same for both polytrope models. Substituting (A6) into (A1), we write

\[
\frac{dP_{\pm}}{dr} = -n_{\pm}m_{\pm}g(r) \quad (A7)
\]

which is the same form as (A10) for the neutral case but is written now in terms of \(\mu_{\pm}\), which are 'effective masses':

\[
\mu_{\pm} = \frac{m_{+} + m_{-}}{1 + (T_{\pm}/T_{0})} \ll m_{+} \quad (A8)
\]

\[
\mu_{\pm} = \frac{m_{+} + m_{-}}{1 + (T_{\pm}/T_{0})} \gg m_{-} \quad (A9)
\]

It is seen that the Rosseland field has effectively made each positive ion less massive and each electron more massive. Using equations (A2), (A5), (A7), (A8), and (A9) and applying the first form of the polytrope law (equation (A3)), we establish that

\[
n_{\pm} = n_{\pm}(r_0) \left[1 - \frac{\alpha - 1}{\alpha} \frac{m_{\pm}(r)g(r)T_0}{kT_{\pm}} \left(1 - \frac{r}{r_0}\right)^{\alpha - 1} \right]^{\alpha/(\alpha - 1)} \quad (A10)
\]

where \(m^{*} = m_{+} + m_{-}\) and \(T^{*} = T_{+} + T_{-}\). If the second form of the polytrope law (equation (A4)) is used instead, it is found that

\[
n_{\pm} = n_{\pm}(r_0) \exp \left\{\frac{m_{\pm}(r)g(r)r_0}{(l - 1)kT_{\pm}} \left[\left(\frac{r}{r_0}\right)^{l-1} - 1\right]\right\}^{1/(l-1)} \quad (A11)
\]

Equations (A10) and (A11) may be used to determine the conditions that must be satisfied in order that the ionosphere be bound. Binding requires that \(n_{\pm}(r) = n_{\pm}(r_0) \rightarrow 0\) as \(r\) becomes large. This condition is satisfied in (A10) if

\[
\lambda = \frac{\alpha - 1}{\alpha} \frac{m^{*}g(r_0)r_0}{kT_{\pm}} > 1 \quad (A12)
\]

In (A11), for \(l > 1\), the exponential factor is negative, so that \(\lim_{r \rightarrow \infty} n_{\pm}(r) = 0\). But for \(l < 1\), the exponential factor remains finite as \(r \rightarrow \infty\), so that binding does not occur. Finally, for \(l = 1\):

\[
n_{\pm}(r) = n_{\pm}(r_0) \left(\frac{r}{r_0}\right)^{m^{*}g(r_0)r_0/kT_{\pm}-1} \quad (A13)
\]

Binding occurs in this case if

\[
\frac{m^{*}g(r_0)r_0}{kT_{\pm}} > 1 \quad (A14)
\]

Formally, it is possible to relate the polytrope indices \(l\) and \(\alpha\) and thus to unify the conditions necessary for a bound ionosphere. Using (A3) and (A4), we note that

\[
\frac{T(r)}{T(r_0)} = \left[\frac{n(r)}{n(r_0)}\right]^{l-1} = \left(\frac{r}{r_0}\right)^{\alpha - 1} \quad (A15)
\]
We now take \( n(r)/n(r_0) \) as given by (A10) and solve for \( l \), obtaining

\[
    l = \frac{\ln r - \ln (r - \lambda r + \lambda r_0)}{\ln r - \ln r_0} \quad (A16)
\]

For \( l \) to be 1 or greater, \( \lambda \geq 1 \). This leads to the conclusion that essentially the same conditions must be met for ionospheric binding, independent of the form of the polytropic law; that is,

\[
    \frac{m_\star^2 g(r_0) r_0}{kT^\star} > 1 \quad (A17)
\]

or

\[
    \frac{T_{s\text{crit}}}{T^\star} > 1
\]

where

\[
    T_{s\text{crit}} = \frac{m_\star^2 g(r_0) r_0}{k} \quad (A18)
\]

**APPENDIX B: HYDRODYNAMIC MODEL**

Requiring charge neutrality, we can solve (14) simultaneously to yield

\[
    \psi(r) = \frac{m_\star T_s(a)}{T_s(a) + T_s(a)} \Phi(r) + \frac{1}{2} \left( \frac{m_\star m^2 T_s(a) - m_\star m^2 T_s(a)}{T_s(a) + T_s(a)} \right)
\]

We note that the Rosseland electrostatic force \( eE = -e\nabla\psi \) is precisely the Rosseland force required to preserve charge neutrality in the hydrostatic case (equation (A6)). We insert this expression for \( \psi \) into (14) and combine the expressions to obtain one equation for a particle of mass \( m^\star = m_s + m_\star \) at a temperature \( T^\star(a) = T_s(a) + T_s(a) \). We also require that the ions and electrons move along the streamlines at the same velocity \( v(r) = v_s(r) = v_s(r) \),

\[
    \frac{m^\star \psi(r) + m_s \Phi(r)}{\frac{\alpha}{\alpha - 1} \left[ n(r)/n(a) \right]^{\alpha - 1} kT^\star(a)}
    = \frac{\alpha m^\star \psi(r) + m_s \Phi(a) + \frac{\alpha}{\alpha - 1} kT^\star(a)}{\frac{\alpha}{\alpha - 1} kT^\star(a)}
\]

This equation holds for \( \alpha 
eq 1 \). The isothermal case (\( \alpha = 1 \)) leads to an equation of the form

\[
    \frac{\psi(r) + \Phi(r) + kT^\star(a) \ln [m^\star n(r)]}{\frac{\alpha}{\alpha - 1} kT^\star(a)} = \frac{\psi(r) + \Phi(a) + kT^\star(a) \ln [m^\star n(a)]}{\frac{\alpha}{\alpha - 1} kT^\star(a)}
\]

Conservation of matter requires that

\[
    n(r) v(r) A(r) = n^\star(v) A^\star A(a) \quad (B4)
\]

where \( A(r) \) is the cross-sectional area of a tube of flow at \( r \). It is convenient to assume that \( A(r)/A(a) = (r/a)^s = (\xi)^s \), where \( s \) is a parameter that can be adjusted to correspond with the flow geometry. In our case the streamlines are parallel to the uniform geomagnetic tail field, the flow tube cross section \( A(r) \) is a constant, and \( s = 0 \). In the following development we take \( s \) to be general and subsequently emphasize limiting solutions as \( s \to 0 \).

It is useful for further physical discussion to write (B2), (B3), and (B4) in terms of the dimensionless constant \( Q(a) \), which is the ratio of the gravitational to the thermal energy, and the dimensionless parameter \( U^\star(r) \), which is the ratio of the kinetic energy to the thermal energy

\[
    Q(a) = \frac{m^\star g(a) a}{kT^\star(a)} \quad (B5)
\]

For \( \alpha 
eq 1 \),

\[
    U^\star(r) = \frac{1}{2} \frac{m^\star v^2(r)}{kT^\star(a)}
\]

and for \( \alpha = 1 \),

\[
    U^\star(r) = \ln U(r) - s \ln \xi - \frac{Q(a)}{\xi}
\]

We seek solutions of \( U \) as a function of \( r \) from (B6) and (B7). It is noted that \( U(a) \) is a constant to be determined. By means of (B5) and the equation of continuity (B4) we can find the corresponding values of \( v(r) \) and \( n(r) \). The solution to (B6) and (B7) is multivalued, therefore we need to use physical criteria to select the solution of interest. As \( r \to \infty \), we require that \( n(r) \to 0 \), and as \( r \to 0 \), we require that \( v \to 0 \). These asymptotic boundary conditions are necessary but not sufficient. In addition to these conditions the branch of the solution that satisfies the zero density requirement at infinity must connect with the branch that satisfies the zero velocity condition at \( r = 0 \). This connection occurs at an intermediate point called the critical point. \( U_c \) and \( \xi_c \) are obtained by differentiating and evaluating at the critical point, (B6) and (B7). For \( \alpha 
eq 1 \),

\[
    \frac{dU}{d^2} \left( 2U - \alpha U(a)^{\alpha - 1} \right) = \frac{2\alpha U(a)^{\alpha - 1}}{U(r)^{\alpha - 1}} - \frac{Q(a)}{\xi^2}
\]

and for \( \alpha = 1 \),

\[
    \frac{dU}{d^2} \left( 2U - \frac{1}{U(r)^{\alpha - 1}} \right) = \frac{Q(a)}{\xi^2}
\]

In order that \( U \) satisfy the asymptotic boundary conditions, \( U \) must be a monotonically increasing function of \( \xi \). This means that the coefficient of \( dU/d\xi \) and the right-hand sides of (B8) and (B9) must vanish simultaneously. For a more complete discussion, see the book by Parker [1963].

The critical values of \( U \) and \( \xi \) from (B8) for \( \alpha \neq 1 \) satisfy the relations

\[
    U_c^\star \xi_c^\star = \frac{Q(a)}{2s} \quad (B10)
\]

\[
    \xi_c^\star = \left[ \frac{Q(a)}{2s} \right] \frac{1}{\alpha + 1} (1 - 2\alpha \xi_c^\star - \alpha - 1)
\]

The critical values of \( U \) and \( \xi \) from (B9) for \( \alpha = 1 \) satisfy the relations

\[
    U_c^\star = \frac{1}{2}
\]

\[
    \xi_c = \frac{Q(a)}{s}
\]

The physically correct solution for \( U(\xi) \) must go through the point \( (U_c, \xi_c) \). We insert these point coordinates into (B8) and
(B9), thereby determining a value of $U(a)$ consistent in each case with the boundary conditions. For $\alpha \neq 1$,

$$U^\alpha + \frac{\alpha}{\alpha - 1} Q(a) = \left[\frac{\alpha + 1 - 2a(\alpha - 1)}{\alpha - 1}\right]$$

and for $\alpha = 1$,

$$U^\alpha - \ln U(a) - Q(a) = \frac{1}{2} \ln 2 \frac{U(a)}{s} = \infty$$

Thus, the values of $U(a)$, given by (B12) and (B13), now enable us to solve for $U(r)$ in (B8) and (B9). Although there is more than one solution for $U(a)$ that satisfies (B12) and (B13), each corresponding $U(r)$ does go through the critical point. We reject those numerical solutions that do not meet the asymptotic boundary conditions. In the limit as $\alpha = 0$, we find that for $\alpha \neq 1$,

$$U_e = \left(\frac{\alpha}{2}\right)^{(\alpha - 1)/\alpha} U(a)^{(\alpha - 1)/\alpha}$$

and for $\alpha = 1$,

$$U_e = \frac{1}{2} \ln 2$$
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Magnetometers have been deployed at four Apollo sites on the Moon to measure remanent and induced lunar magnetic fields. Measurements from this network of instruments have been used to calculate the electrical conductivity, temperature, magnetic permeability, and iron abundance of the lunar interior. The measured lunar remanent fields range from 3 gammas (γ) minimum at the Apollo 15 site to 327 γ maximum at the Apollo 16 site. Simultaneous magnetic field and solar plasma pressure measurements show that the remanent fields at the Apollo 12 and 16 sites interact with, and are compressed by, the solar wind. Remanent fields at Apollo 12 and Apollo 16 are increased 16 γ and 32 γ, respectively, by a solar plasma bulk pressure increase of $1.5 \times 10^{-5}$ dynes/cm$^2$. Global lunar fields due to eddy currents, induced in the lunar interior by magnetic transients, have been analyzed to calculate an electrical conductivity profile for the Moon. From nightside magnetometer data in the solar wind it has been found that deeper than 170 km into the Moon the conductivity rises from $3 \times 10^{-3}$ mhos/m to $10^{-2}$ mhos/m at 1000-km depth. Recent analysis of data obtained in the geomagnetic tail, in regions free of complicating plasma effects, yields results consistent with nightside values. Conductivity profiles have been used to calculate the lunar temperature for an assumed lunar material of olivine. In the outer layer (~ 170 km thick) the temperature rises to 1100 °C, after which it gradually increases with depth to 1500 °C at a depth of ~ 1000 km. Simultaneous measurements by magnetometers on the lunar surface and in orbit around the moon are used to construct a whole-moon hysteresis curve, from which the global lunar magnetic permeability is determined to be $\mu = 1.012 \pm 0.005$. The corresponding global induced dipole moment is $2 \times 10^{30}$ gauss-cm$^3$ for typical inducing fields of $10^{-4}$ gauss in the lunar environment. Lunar free iron abundance corresponding to the global permeability is determined to be $2.5 \pm 2.0$ wt. %. Total iron abundance (sum of iron in the ferromagnetic and paramagnetic states) is calculated for two assumed compositional models of the lunar interior. For a free iron/orthopyroxene lunar composition the total iron content is calculated to be 12.8 ± 1.0 wt. %; for a free iron/olivine composition, total iron content is 5.5 ± 1.2 wt. %. Other lunar models with an iron core and with a shallow iron-rich layer are also discussed in light of the measured global lunar permeability. Velocities and thicknesses of the Earth's magnetopause and bow shock have been estimated from simultaneous magnetometer measurements. Average speeds are determined to be about 50 km/s for the magnetopause and 70 km/s for the bow shock, although there are large variations in the measurement for any particular boundary crossing. Corresponding measured boundary thicknesses average about 2300 km for the magnetopause and 1400 km for the bow shock.
Magnetometers placed on the lunar surface and in orbit about the Moon have returned a wealth of information about the Moon which was not anticipated prior to the Apollo manned lunar missions. Earlier measurements, by U.S.S.R. and U.S. magnetometers on unmanned spacecraft, indicated that the Moon might be electromagnetically inert; during that time investigators often concentrated on the interactions of the Moon with the solar wind plasma (refs. 1-4) rather than on magnetic studies of the lunar interior. Studies of the lunar interior prior to the Apollo landings (e.g., see refs. 2 and 5-9) were constrained by the lack of high resolution measurements of whole body induction fields near the Moon.

The measurement of magnetic fields in the vicinity of the Moon began in January 1959, when the U.S.S.R. spacecraft Luna 1 carried a magnetometer to within several hundred kilometers of the Moon. In September 1959, Luna 2, also equipped with a magnetometer, impacted the lunar surface. The instrument aboard Luna 2 set an upper limit of 100 gammas ($\gamma = 10^{-5}$ gauss) for a possible lunar field at an altitude of about 50 km above the Moon's surface (ref. 10). In April 1966, Luna 10 carrying a magnetometer 10 times more sensitive than that aboard Luna 2, was successfully placed in a lunar orbit that came to within 350 km of the Moon. The Luna 10 magnetometer recorded a time-varying magnetic field in the vicinity of the Moon, which was at that time interpreted as indicating the existence of a weak lunar magnetosphere (ref. 11), although later studies modified this interpretation.

A year later (July 1967) the United States placed the Explorer 35 satellite, with two magnetometers aboard, in orbit around the Moon. In its orbit the satellite passed to within 830 km of the Moon's surface. Explorer 35 successfully measured magnetic properties of the solar-wind cavity downstream from the Moon, but it did not detect the lunar magnetosphere indicated by Luna 10 measurements nor the lunar bow shock and induced-field configuration previously suggested by Gold (ref. 12). In an analysis of the Explorer 35 results, Sonett et al. (ref. 13) concluded that if a permanent lunar field exists at all, its magnitude would be less than two gammas at an altitude of 830 km and therefore $\leq 4$ gammas at the surface for a global permanent dipole field. The upper limit on the global permanent dipole moment was set at $10^{20}$ gauss-cm$^3$, i.e., less than $10^{-5}$ that of the Earth. In studies of the solar wind interaction with the lunar body (refs. 1 and 2), investigators found the solar wind field magnitude to be $\sim 1.5$ gammas greater in the diamagnetic cavity on the Moon's antisolar side than in the solar wind.

Surveyor spacecraft, used in the first U.S. unmanned lunar landings, carried no magnetometers. Permanent magnets were carried aboard the Surveyor 5 and 6 spacecraft, however, which demonstrated that soils at those two landing sites contain less than 1 percent (by volume) ferromagnetic iron (ref. 14).

During the early manned Apollo missions it was determined that the Moon is much more interesting magnetically than had been expected. Natural remanent magnetization in lunar samples was found to be surprisingly high at all U.S. Apollo sites and at the U.S.S.R. Luna 16 site (see, for example, refs. 15-21). Such high natural remanent magnetism implies that at some time in the past there existed an ambient surface magnetic field considerably higher than that which now exists on the Moon (refs. 16 and 22).

The first lunar surface magnetometer (LSM), deployed at the Apollo 12 site in November 1969, made the first direct measurement of an intrinsic lunar magnetic field (ref. 23). The 38-gamma field measurement showed that not only are individual rocks magnetized but also that magnetization in the lunar crust can be ordered over much larger regions of 2-km to 200-km scale sizes (refs. 23 and 24). The permanent and induced fields measured by the Apollo 12 magnetometer provided the impetus to develop portable surface magnetometers and satellite magnetometers for later Apollo missions. Permanent mag-
netic fields were subsequently measured at
four other landing sites: Apollo 14 (108 γ
maximum), Apollo 15 (3 γ), Apollo 16 (327
γ maximum), and more recently at several
positions along the U.S.S.R. Lunokhod II
traverse. The surface fields were attributed
to local magnetized sources ("mageons");
their discovery prompted a reexamination of
Explorer 35 magnetometer data by Mihalov
et al. (ref. 25), who found indirect evidence
that several magnetized regions exist in the
lunar crust. Direct field measurements from
Apollo 15 and 16 subsatellite magnetometers,
activated in August 1971 and April 1972,
respectively, yielded maps of some of the
larger magnetized regions in the lunar crust
(refs. 26 and 27) which confirmed the exist-
ence of magnetized regions over much of the
lunar surface. Subsatellite magnetometer
measurements have also placed an upper limit
of $4.4 \times 10^{15}$ gauss-cm$^3$ on the global perma-
nent magnetic dipole moment (ref. 28).

Investigations of simultaneous surface
magnetometer data and solar wind spectrom-
eter data show that the surface remanent
magnetic fields interact with the solar wind
when on the dayside of the moon (refs. 29,
30, and 31). The interaction is interpreted as
a compression of the surface remanent fields
by the solar wind; the magnetic pressure at
the surface increases in proportion to the dy-
namic bulk pressure of the solar wind plasma.

In addition to measuring permanent lunar
fields, the network of lunar surface and orbiting magnetometers measured fields in-
duced in the lunar interior by extralunar
magnetic fields, allowing investigation of
deep interior properties of the Moon. Behanon
(ref. 8) placed an upper limit of 1.8 on the
bulk relative magnetic permeability by
studying Explorer 35 magnetometer measure-
ments in the geomagnetic tail. Subsequently,
simultaneous measurements of Explorer 35
and Apollo 12 magnetometers have been used
to yield the more accurate value of 1.012
± 0.006 (refs. 32 and 33). Recent Apollo 15
subsatellite magnetometer measurements
have indicated the existence of a possible
lunar ionosphere, which could affect the
whole-Moon permeability calculations (ref.
34); effects of a lunar ionosphere on iron
abundance determinations are considered by
Parkin et al. (ref. 32).

The electrical conductivity of the lunar
interior has been investigated by analyzing
the induction of global lunar fields by time-
varying extralunar (solar or terrestrial).
magnetic fields. Since temperature and con-
ductivity of geological materials are related,
calculated conductivity profiles have been
used to infer temperature of the lunar interi-
or. Early estimates of bulk lunar electrical
conductivity were made from lunar-orbiting
Explorer 35 data by Colburn et al. (ref. 1)
and Ness (ref. 7). For homogeneous conduc-
tivity models of the Moon, Colburn et al.
placed an upper limit of $10^{-6}$ mhos/m for
whole-Moon conductivity, whereas Ness' up-
per limit was $10^{-4}$ mhos/m. These investi-
gators also stated that their measurements
were consistent with a higher conductivity
lunar core surrounded by an insulating crust.

Theoretical studies of the electrodynamic
response of the Moon to time-dependent ex-
ternal fields have been undertaken by many
authors. Two types of whole-Moon magnetic
induction fields have been treated: a poloidal
field due to eddy currents driven by time-
varying external magnetic fields, and a toroi-
 dal field due to unipolar currents driven
through the Moon by the motional solar-wind
$V \times B$ electric field.

The toroidal induction mode, first suggested
to be an important process in the Moon by
Sonett and Colburn (ref. 5), was later
developed in detail theoretically for a lunar
model totally confined by the highly con-
ducting solar wind (refs. 35, 36, and 37).
However, analysis of simultaneous Apollo 12
and Explorer 35 magnetometer data later
indicated that for the Moon, toroidal induc-
tion is negligible in comparison to poloidal
induction; upper limits on the toroidal field
mode were used to calculate an upper limit
of $10^{-6}$ mhos/m for electrical conductivity of
the outer 5 km of the lunar crust (ref. 38).
In subsequent analysis of lunar electromag-
netic induction, toroidal induction has been
assumed to be negligible relative to poloidal
induction.
The eddy-current response of a homogeneous sphere in a vacuum to time-varying magnetic fields has been described by Smythe (ref. 39) and Wait (ref. 40). Early theoretical application of vacuum poloidal induction to studies of the lunar interior were presented by Gold (ref. 12) and Tozer and Wilson (ref. 41). Poloidal response theory for a lunar sphere totally confined by a highly conducting plasma was developed by Blank and Sill (ref. 42), Schubert and Schwartz (ref. 36), and Sill and Blank (ref. 37).

Since deployment of the Apollo 12 magnetometer in November 1969, electrical conductivity analysis has been developed with two basic approaches: a time-dependent, transient-response technique (refs. 43, 44, and 45) and a frequency-dependent, Fourier-harmonic technique (refs. 44 and 46-49). Past analyses have all used magnetometer data recorded at times when global eddy-current fields were asymmetrically confined by the solar wind plasma (refs. 45 and 50-53). The asymmetric confinement of lunar fields is particularly complex to model theoretically (ref. 54); indeed, the general time-dependent asymmetric induction problem has not been solved at the time of this writing. To avoid these complications, recent conductivity analysis has used field data recorded in the geomagnetic tail, which is relatively free of plasma and asymmetric confinement effects. Preliminary results of this analysis will be presented in this paper.

The purpose of this paper is to review the application of lunar magnetic field measurements to the study of properties of the lunar crust and deep interior. Following a brief descriptive section on lunar magnetometers and the lunar magnetic environment, measurements of lunar remanent fields and their interaction with the solar plasma will be discussed. The magnetization induction mode will be considered with reference to lunar magnetic permeability and iron abundance calculations. Electrical conductivity and temperature calculations from analyses of poloidal induction, for data taken in both the solar wind and in the geomagnetic tail, will be reviewed. Finally, properties of the Earth's magnetopause and bow shock measured by lunar magnetometers will be discussed.

The Apollo Surface Magnetometers

LUNAR SURFACE MAGNETOMETER (LSM)

Lunar surface magnetometers, designed to measure and transmit data continuously to Earth for at least one year, have been deployed at three sites on the moon: Apollo 12 (coordinates 3.0° south latitude, 23.4° west longitude), Apollo 15 (26.1° N, 3.7° E), and Apollo 16 (9.0° S, 15.5° E). A photograph of the LSM fully deployed and aligned at the Descartes landing site is shown in figure 1 and the Apollo 16 LSM characteristics are given in table 1. (A detailed description of this instrument is provided by Dyal et al., ref. 55).

Mechanical and Thermal Subsystems

In the exterior mechanical and thermal configuration of the Apollo LSM, the three fluxgate sensors are located at the ends of three 100-cm-long orthogonal booms that separate the sensors from each other by 150 cm, and position them 75 cm above the lunar surface (fig. 2). Orientation measurements with respect to lunar coordinates are made with two devices. A shadowgraph and bubble level are used by the astronaut to align the LSM and to measure azimuthal orientation with respect to the Moon-to-Sun line to an accuracy of 0.5°. Gravity-level sensors measure instrument tilt angles to an accuracy of 0.2° every 4.8 seconds.

In addition to the instrument normal mode of operation in which three vector field components are measured, the LSM has a gradiometer mode in which commands are sent to operate three motors, which rotate the sensors such that all simultaneously align in a parallel manner, first to one of the three boom axes, then to each of the other two boom axes in
Figure 1.—The Apollo lunar surface magnetometer (LSM) deployed on the Moon at the Apollo 16 Descartes site. Magnetic field sensors are at the top ends of the booms and approximately 75 cm above the lunar surface.
Table 1.—Apollo Surface Magnetometer Characteristics

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Apollo 16 Stationary Magnetometer (LSM)</th>
<th>Apollo 16 Portable Magnetometer (LPM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ranges, Gammas (each sensor)</td>
<td>0 to ± 200</td>
<td>0 to ± 256</td>
</tr>
<tr>
<td>Resolution, Gammas</td>
<td>0 to ± 100</td>
<td>1.0</td>
</tr>
<tr>
<td>Frequency Response, Hz</td>
<td>dc to 3</td>
<td>dc to 0.05</td>
</tr>
<tr>
<td>Angular Response</td>
<td>Cosine of angle between field and sensor</td>
<td>Cosine of angle between field and sensor</td>
</tr>
<tr>
<td>Sensor Geometry</td>
<td>3 orthogonal sensors at ends of 100-cm booms</td>
<td>3 orthogonal sensors in 6-cm cube</td>
</tr>
<tr>
<td>Analog Zero Determination</td>
<td>180° flip of sensor</td>
<td>180° flip of sensor</td>
</tr>
<tr>
<td>Power, Watts</td>
<td>3.5</td>
<td>1.5 (battery)</td>
</tr>
<tr>
<td>Weight, kg</td>
<td>3.9</td>
<td>4.6</td>
</tr>
<tr>
<td>Size, cm</td>
<td>69 x 23 x 25</td>
<td>56 x 15 x 14</td>
</tr>
<tr>
<td>Operating Temperature, °C</td>
<td>-50 to +85</td>
<td>0 to +50</td>
</tr>
<tr>
<td>Commands</td>
<td>10 ground: 1 spacecraft</td>
<td>—</td>
</tr>
</tbody>
</table>

The thermal subsystem is designed to allow the LSM to operate over the complete lunar day-night cycle. Thermal control is accomplished by a combination of insulation, control surfaces, and heaters that operate collectively to keep the electronics between 267 K and 319 K. A plot of the temperature of the X sensor and the electronics for the first post-deployment lunation is shown in figure 3 for the Apollo 16 LSM.

**Electronics**

The electronic components for the LSM are located in the thermally insulated box. The operation of the electronics is illustrated in figure 4. Long-term stability is attained by extensive use of digital circuitry, by internal calibration of the analog portion of the instrument every 18 hours, and by mechanical rotation of each sensor through 180° to determine the sensor zero offset. The analog output of the sensor electronics is internally processed by a low-pass digital filter and a telemetry encoder; the output is transmitted to Earth via the central-station S-band transmitter.

The LSM has two data samplers: the analog-to-digital converter (26.5 samples/second) and the central-station telemetry.
encoder (3.3 samples/second). The pre-alias filter following the sensor electronics has attenuations of 3 dB at 1.7 Hz, 64 dB at 26.5 Hz, and 58 dB at the Nyquist frequency (13.2 Hz), with an attenuation rate of 22 dB/octave. The four-pole Bessel digital filter limits the alias error to less than 0.5 percent and has less than 1 percent overshoot for a step function response. This filter has an attenuation of 3 dB at 0.3 Hz and 48 dB at the telemetry-sampling Nyquist frequency (1.6 Hz). The phase response is linear with frequency. The response of the entire LSM measurement system to a step function input is shown in figure 5. The digital filter can be bypassed by ground command in order to pass higher frequency information.

Fluxgate Sensor

Three orthogonal vector components of the magnetic field are measured by three fluxgate sensors designed and fabricated by the U.S. Naval Ordnance Laboratory (ref. 56). The sensor shown schematically in figure 6 consists of a toroidal Permalloy core that is driven to saturation by a sinusoidal current having a frequency of 6000 Hz. The sense winding detects the superposition of the drive-winding magnetic field and the total lunar surface field; as a result, a second har-
monic of the driving frequency is generated in the sense winding with a magnitude that is proportional to the strength of the surface field. The phase of the second harmonic signal with respect to the drive signal indicates the direction of the surface field with respect to the sensor axis. This output signal is amplified and synchronously demodulated to drive a voltage to the analog-to-digital converter and then through the centralstation radio to Earth.

Data Flow and Mission Operation

The LSM experiment is controlled from the NASA/Johnson Space Center (JSC) by commands transmitted to the Apollo lunar surface experiments package (ALSEP) from remote tracking stations. The data are recorded on magnetic tape at the remote sites and are also sent directly to JSC for real-time analysis to establish the proper range, offset, frequency response, thermal control, and operating mode.

The Apollo 12 LSM returned useful scientific information from the time of its deployment on day 323 of 1969 to day 256 of 1971. The Apollo 15 LSM operated from its deployment on day 212 of 1971 to day 264 of 1972. The Apollo 16 LSM was deployed on day 112 of 1972 and continues to return useful information at the time of this writing.

Figure 7.—The Apollo 14 lunar portable magnetometer (LPM), shown (a) stowed aboard the mobile equipment transporter and (b) deployed during a magnetic field measurement. The sensor-tripod assembly is deployed 18 meters from the electronics box, which remains on the mobile equipment transporter so that magnetic fields of the astronaut's suit and other equipment will not be measured by the LPM.
LUNAR PORTABLE MAGNETOMETER (LPM)

The self-contained LPM is used to measure the steady magnetic field at different points along the lunar traverse of the astronauts. Two portable magnetometers have been deployed on the moon by the Apollo astronauts: one at the Apollo 14 site (3.7° S, 17.5° W) shown in figure 7, and one at the Apollo 16 landing site (9.0° S, 15.5° E) shown in figure 8.

The LPM field measurements are a vector sum of the steady remanent field from the lunar crust and of the time-varying ambient fields. The LSM simultaneously measures the time-varying components of the field; these components are later subtracted from the LPM measurements to give the desired resultant steady field values caused by the magnetized crustal material. The LPM consists of a set of three orthogonal fluxgate sensors mounted on top of a tripod (fig. 9); the sensor-tripod assembly is connected by means of a 15-m ribbon cable to the electronics box, which is mounted on the mobile equipment transporter (Apollo 14) or the lunar roving vehicle (Apollo 16).

The 15-m cable length was determined from magnetic properties tests of the mobile equipment transporter and lunar rover vehicle. The LPM was calibrated by using magnetic reference instruments directly traceable to the U.S. National Bureau of Standards. The pertinent LPM characteristics are listed in table 1.

Figure 8.—The Apollo 16 LPM (a) stowed on the lunar rover vehicle and (b) deployed during a magnetic field measurement.
Fluxgate Sensor

The fluxgate sensor, shown schematically in figure 10 is used to measure the vector components of the magnetic field in the magnetometer experiment. Three fluxgate sensors (refs. 56 and 57) are orthogonally mounted in the sensor block as shown in figure 9. Each sensor (see fig. 10) weighs 18 g and uses 15 mW of power during operation. The sensor consists of a flattened toroidal core of Permalloy that is driven to saturation by a square wave at a frequency $f_0 = 7250$ Hz. This constant-voltage square wave drives the core to saturation during alternate half cycles and modulates the permeability at twice the drive frequency. The voltage induced in the sense windings is equal to the time rate of change of the net flux contained in the area enclosed by the sense winding. This net flux is the superposition of the flux from the drive winding and the ambient magnetic field. The signal generated in the sense winding at the second harmonic of the drive signal will be amplitude modulated at a magnitude proportional to the ambient magnetic field. The phase of this second harmonic signal with respect to the drive waveform indicates the polarity of the magnetic field. The sensor electronics amplifies and filters the $2f_0$ sense-winding signal and synchronously demodulates it to derive a voltage proportional to the ambient magnetic field. After demodulation, the resulting signal is amplified and used to drive the feedback winding to null out the ambient field within the sensor. Operating at null increases thermal stability by making the circuit independent of core permeability variations with temperature.

The sensor block, mounted on the top of a tripod, is positioned 75 cm above the lunar surface. The tripod assembly consists of a latching device to hold the sensor block, a bubble level with 1° annular rings, and a shadowgraph with $3^\circ$ markings used to align the device along the Moon-to-Sun line.

Electronics

The magnetometer electronics box is self-contained with a set of mercury cells for power and three digital displays for visual readout of the magnetic field components. A block diagram of the instrument is shown in figure 11. The sensors are driven into saturation by a 7.25-kHz square wave, and a 14.5-kHz pulse is used to demodulate the second harmonic signal from the sense windings. The amplifier output is synchronously demodulated, producing a direct-current output voltage proportional to the amplitude of the ambient magnetic field. This demodulated output is used to drive the feedback wind-
ing of the sensor so that the sensor can be operated at null conditions. The demodulated output from each channel is passed through a low pass filter with a time constant of 20 seconds.

Three meters were used to read the electronics output of the Apollo 14 LPM. The Apollo 16 LPM was actuated by a READ switch which caused the filtered analog signal to be converted to a digital 9-bit binary number. In system operation, the output of the analog-to-digital converter then goes to a storage register for display by the light-emitting diode numeric indicator. Three numeric indicators are used for each axis and read out in octal from 000 to 777 for magnetic field values from \(-256\) to \(+256\) \(\gamma\).

Deployment and Operation

The astronaut operation was crucial to the execution of this experiment. The following measurement sequence was conducted: leaving the electronics box on the mobile equipment transporter (Apollo 14) or lunar roving vehicle (Apollo 16), the astronaut deployed the sensor-tripod assembly about 15 meters away, leveling and azimuthally aligning the instrument by bubble level and shadowgraph. The astronaut then returned to the electronics box, turned the power switch on, read the sensor meters (or digital displays) in sequence, and verbally relayed the data back to Earth. At the first deployment site only, two sets of additional readings were taken with the sensor block first rotated 180° about a horizontal axis and then rotated about a vertical axis. These additional readings allowed determination of a zero offset for each axis.

Explorer 35 Magnetometer

The ambient steady-state and time-dependent magnetic fields in the lunar environment are measured by the Explorer 35 satellite magnetometer. The satellite has an orbital period of 11.5 hrs., an aposeleone of 9390 km, and a periselene of 2570 km (fig. 12). Two magnetometers are carried aboard Explorer 35, one provided by NASA/Ames Research Center and the other provided by NASA/Goddard Space Flight Center. Since most of the analysis of lunar internal properties has been carried out with the Ames magnetometer, its characteristics will be considered here. The Explorer 35 Ames magnetometer measures three magnetic field vector components every 6.14 seconds and has an alias filter with 18-dB attenuation at the Nyquist frequency (0.08 Hz) of the spacecraft data-sampling system. This instrument has a phase shift linear with frequency, and its step-function response is slower than that of the Apollo LSM instrument (fig. 5). Further information about the Explorer 35 magnetometer is given by Sonett et al. (ref. 58). Figure 12 also shows the orbit of the Apollo 16 particles and fields subsatellite which carried a magnetometer, and the three lunar surface magnetometers. Additional information on the subsatellite magnetometer is reported by Coleman et al. (refs. 59 and 60).

The Lunar Magnetic Environment

In different regions of a lunar orbit, the magnetic environment of the Moon can have
distinctly different characteristics (see figure 13). Average magnetic field conditions vary from relatively steady fields of magnitude \( \sim 10 \gamma \) in the geomagnetic tail to mildly turbulent fields averaging \( \sim 5 \gamma \) in the freestreaming solar plasma region, to turbulent fields averaging \( \sim 8 \gamma \) in the magnetosheath. Average solar wind velocity is \( \sim 400 \text{ km/s} \) in a direction approximately along the Sun-Earth line.

Various induced lunar and plasma-interaction fields are assumed to exist at the lunar surface; for reference, we write the sum of these fields as

\[
B_A = B_E + B_R + B_p + B_T + B_d + B_f
\]  

Here \( B_A \) is the total magnetic field measured on the surface by an Apollo lunar surface magnetometer; \( B_E \) is the total external (solar or terrestrial) driving magnetic field measured by the Explorer 35 and Apollo 15 subsatellite lunar orbiting magnetometers while outside the antisolar lunar cavity; \( B_R \) is the steady, remanent field at the surface site; \( B_p \) is the magnetization field induced in permeable lunar material; \( B_T \) is the poloidal field caused by eddy currents induced in the lunar interior by changing external fields; \( B_d \) is the toroidal field corresponding to unipolar electrical currents driven through the Moon by the \( \nabla \times B_s \) electric fields; \( B_f \) is the field associated with the diamagnetic lunar cavity; and \( B_f \) is the field associated with the hydromagnetic solar wind flow past the Moon.

The interaction of the solar wind with the Earth's permanent dipole field results in formation of the characteristic shape of the Earth's magnetosphere; the solar wind in effect sweeps the Earth's field back into a cylindrical region (the geomagnetic tail) on the Earth's antisolar side. The Earth's field magnitude is about 30 000 \( \gamma \) at the equator; in the geomagnetic tail the field decreases with distance from the Earth with a radial dependence expressible as \( R^{-0.33} \) (ref. 61). At the distance where the Moon's orbit intersects the tail, the field magnitude is \( \sim 10 \gamma \). The Moon is in the geomagnetic tail for about four days of each 29.5-day lunation (period between successive full Moons). Substructure of the tail consists of two "lobes": the upper or northward lobe has its magnetic field pointing roughly toward the Earth, whereas the lower lobe field points away from the Earth. The Moon is immersed about four days of each orbit in the tail; the Moon can pass through either or both lobes (accented portion of orbit), depending upon the characteristics of the particular orbit.

The induced magnetic field \( B_p \) is dependent on the relative magnetic permeability distribution of the lunar sphere and is proportional to the external magnetic field \( B_E \).
Therefore, when $B_E = 0$, $B_A = B_R$ and the Apollo magnetometer measures the steady remanent field alone. Once $B_R$ is known, the relative magnetic permeability of the Moon $\mu / \mu_0$ can be calculated.

A different set of field terms in equation (1) is dominant when the Moon is immersed in free-streaming solar wind and the magnetometer is on the lunar sunlit side. $B_D \to 0$ outside the cavity, and the global fields $B_R$ and $B_F$ can be neglected in comparison to $B_P$ (ref. 38). The interaction field $B_F$ has been found to be important during times of high solar wind particle density (ref. 29); therefore the interaction term $B_F$ is not to be assumed negligible in general, and equation (1) becomes

$$B_A = B_P + B_E + B_R + B_F$$  \hspace{1cm} (3)

At low frequencies ($\leq 3 \times 10^4$ Hz), $B_P \to 0$ and the interaction field $B_F$ can be investigated.

When the magnetometer is located on the dark (antisolar) side of the Moon, it is generally isolated from solar plasma flow and $B_F \to 0$. Then for dark side data, equation (3) reduces to

$$B_A = B_P + B_E + B_R$$  \hspace{1cm} (4)

where cavity effects ($B_D$) are neglected to a

Figure 14.—Apollo magnetometer network on the lunar surface. Maximum remanent magnetic fields measured at each landing site are shown.
first approximation for measurements made near lunar midnight (ref. 38). After $B_x$ has been calculated from geomagnetic tail data, only the poloidal field $B_p$ is unknown. Equation (4) can then be solved for certain assumed lunar models, and curve fits of data to the solution determine the model-dependent conductivity profile $\sigma(R)$. Furthermore, electrical conductivity is related to temperature, and the lunar interior temperature can be calculated for assumed lunar material compositions.

**Lunar Remanent Magnetic Fields**

The permanent magnetic fields of the Moon have been investigated by use of surface magnetometer measurements at four Apollo sites (see fig. 14) and the U.S.S.R. Lunokhod II site; orbital measurements from Explorer 35 and two Apollo subsatellite magnetometers; and natural remanent magnetization measurements of returned lunar samples. Lunar remanent field measurements by Apollo surface magnetometers will be emphasized in this paper. Sample magnetization measurements have been reviewed elsewhere (refs. 62–65); orbital results have been reported by Mihalov et al. (ref. 25), Sonett and Mihalov (ref. 66), Coleman et al. (refs. 26, 59, and 60), Sharp et al. (ref. 27), and Russell et al. (refs. 28 and 34).

**SURFACE SITE FIELD MEASUREMENTS**

Analyses of Apollo 11 lunar samples first demonstrated the presence of a natural remanent magnetization (NRM) in the lunar surface material. This magnetization ranges from $10^{-8}$ to $10^{-7}$ gauss cm$^3$ g$^{-1}$ and most likely arises from the thermoremanent magnetization of metallic iron grains (ref. 65). The discovery of NRM in the lunar samples, which was a surprise to most scientists, did not lead to the expectation that the magnetization would be ordered on sufficiently large scale to produce localized magnetic fields. Also, measurements from orbiting magnetometers had not been interpreted as indicating the presence of permanent lunar fields.
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**Figure 15.**—Lunar remanent magnetic field measured at the Apollo 12 site in Oceanus Procellarum. (a) Lunar Orbiter photograph showing the Apollo 12 landing site and location of the surface magnetometer where the remanent field measurements were made. (b) Magnitude and orientation of the measured vector magnetic field.
prior to the Apollo 12 landing in November 1969.

However, a local remanent magnetic field was measured by the first (Apollo 12) lunar surface magnetometer, which was deployed on the eastern edge of Oceanus Procellarum. The permanent field magnitude was measured to be $38 \pm 3$ gammas and was attributed to local sources composed of magnetized subsurface material (refs. 23 and 24; see fig. 15). A remanent field this large was generally unexpected, and the origin of magnetized regions on the Moon yet remains a central problem in lunar magnetism. Subsequent to this measurement of an intrinsic lunar magnetic field, surface magnetometers have measured fields at the Apollo 14, 15, and 16 sites. Fields of $103 \pm 5$ and $43 \pm 6$ gammas, at two sites located about a kilometer apart, were measured by the Apollo 14 Lunar Portable Magnetometer (LPM) at Fra Mauro (see fig. 16). A steady field of $3.4 \pm 2.9$ gammas was measured near Hadley Rille by the Apollo 15 LSM (see fig. 17). At the Apollo 16 landing site both a portable and stationary magnetometer were deployed; magnetic fields ranging between 112 and 327 gammas were measured at five different locations over a total distance of 7.1 kilometers at the Descartes landing site. These are the largest lunar fields yet measured. A schematic representation of the measured field vectors is shown in figure 18. All the vectors have components pointing downward except the one at Site 5 near Stone Mountain, which points upward. This suggests, among other possibilities, that the material underlying Stone Mountain has undergone different geological processes than that underlying the Cayley Plains and North Ray Crater. In fact, Strangway et al. (ref. 67) proposed the possibility that the light-colored, relatively smooth Cayley formation is magnetized roughly vertically; the difference in the vertical component at site 5 was explained as an edge effect at the Cayley Plains-Stone Mountain boundary.

The similarities between the Apollo 12 and 14 field measurements (viz, all vectors are pointed down and toward the south, and have magnitudes that correspond to within a factor of 3) and the proximity of the two landing sites (see fig. 14) suggest that the two Apollo 14 sites and possibly the Apollo 12 site are located above a near-surface slab of material that was uniformly magnetized.

![Figure 16](image-url)

**Figure 16.** Lunar remanent magnetic fields measured at the Apollo 14 site at Fra Mauro. (a) Lunar Orbiter photograph showing the Apollo 14 landing site and the locations of sites A and C where the lunar portable magnetometer measurements were made. (b) Magnitude and orientation of the measured remanent magnetic fields.
at one time. Subsequently the magnetization in the slab was perhaps altered by local processes, such as tectonic activity or fracturing and shock demagnetization from meteorite impacts. This latter process is graphically illustrated in figure 19. The Apollo 12 and 14 steady magnetic fields could also originate in surface or subsurface dipolar sources, such as meteoroid fragments or ore bodies. Another possibility is that the region was subjected to a uniform magnetic field but that various materials with differing coercivities were magnetized to different strengths. Another model might involve a slow variation in the direction of the ambient field, causing regions that passed through the Curie temperature at different times to be magnetized in different directions. A summary of all remanent lunar fields measured by the magnetometers deployed on the surface is given in table 2, and the network of surface sites at which remanent fields have been measured is shown in figure 14.

Information on the scale sizes of the permanently magnetized regions near Apollo landing sites is given by gradient measurements of the lunar surface magnetometers, the spacing of vector measurements over the lunar surface, the known interaction properties of these remanent fields with the solar wind plasma, and limits imposed by satellite measurements. The field gradient in a plane parallel to the lunar surface is less than the instrument resolution of 0.18 gamma/meter.
Figure 18.—Lunar remanent magnetic fields measured at the surface Apollo 16 Descartes site. (a) Photograph showing the Apollo 16 landing site, the location of the surface magnetometer, and the traverse positions where the portable magnetometer was deployed. (b) Magnitude and orientation of the measured vector remanent magnetic fields.

Figure 19.—Conceptional diagram showing disruption of a previously uniformly magnetized subsurface layer by meteorite impact. The vectors (M) represent the direction and magnitude of remanent magnetization in the layer.
Table 2.—Summary of Lunar Surface Remanent Magnetic Field Measurements

<table>
<thead>
<tr>
<th>Site</th>
<th>Coordinates, Degrees</th>
<th>Field Magnitude, Gammas</th>
<th>Magnetic-Field Components, Gammas</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Up</td>
<td>East</td>
</tr>
<tr>
<td>Apollo 16:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ALSEP Site</td>
<td>2.9°S, 15.5°E</td>
<td>235 ± 4</td>
<td>-186 ± 4</td>
</tr>
<tr>
<td>Site 2</td>
<td></td>
<td></td>
<td>+3 ± 6</td>
</tr>
<tr>
<td>Site 5</td>
<td></td>
<td></td>
<td>+104 ± 5</td>
</tr>
<tr>
<td>Site 13</td>
<td></td>
<td></td>
<td>-150 ± 6</td>
</tr>
<tr>
<td>LRV Final Site</td>
<td></td>
<td></td>
<td>-66 ± 4</td>
</tr>
<tr>
<td>Apollo 15:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ALSEP Site</td>
<td>26.1°N, 3.7°E</td>
<td>3.4 ± 2.9</td>
<td>+3.3 ± 1.5</td>
</tr>
<tr>
<td>Apollo 14:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Site A</td>
<td>3.7°S, 17.5°W</td>
<td>103 ± 5</td>
<td>-93 ± 4</td>
</tr>
<tr>
<td>Site C'</td>
<td></td>
<td></td>
<td>-15 ± 4</td>
</tr>
<tr>
<td>Apollo 12:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ALSEP Site</td>
<td>3.2°S, 23.4°W</td>
<td>38 ± 2</td>
<td>-25.8 ± 1.0</td>
</tr>
</tbody>
</table>

at the Apollo 12 and 15 sites. At Apollo 14 a field difference of 60 γ was measured at two sites located 1.1 km apart. Gradient measurements and the absence of changes in the permanent field at the sites after lunar module ascent demonstrated that the field sources are not magnetized artifacts.

The scale size of the Apollo 12 remanent field has been calculated from local gradient and Explorer 35 measurements to be from 2 km to 200 km (ref. 29). For the Apollo 16 field, portable magnetometer measurements over the lunar roving vehicle traverse showed that the scale size for the field was greater than 5 km; the Apollo 16 subsatellite magnetometer showed no anomalous field attributable to the Descartes area at orbital altitude, implying a surface field scale size upper limit of 100 km. Therefore, the Apollo 16 remanent field scale size is between 5 and 100 km.

ORIGIN OF THE LUNAR REMANENT MAGNETIZATION

From the beginning of the Apollo missions the origin of the lunar remanent fields has been of great interest and there has been no shortage of mechanisms proposed to explain the origin of the lunar fields and remanence. Many authors have discussed various aspects of natural remanent magnetization (NRM) in the lunar surface material (e.g., refs. 22, 68, and 69). Possible source mechanisms for the remanent fields have been reviewed by Dyal et al. (refs. 70 and 72), Strangway et al. (ref. 71), and in detail by Fuller (ref. 65). Some of these possible mechanisms are discussed briefly here and displayed schematically in figures 20 and 21.

Large Solar or Terrestrial Field

The thermoremanent magnetization of the near-surface lunar material (such as might be responsible for the remanent fields measured by the surface and subsatellite magnetometers) was probably accomplished by the cooling of crustal material on a scale of tens of kilometers in a relatively steady external magnetic field of a few thousand gammas. It is possible that the Sun was the source of the external magnetic field (ref. 19). The early solar field may have been greatly en-
hanced during an early T-Tauri solar phase, as suggested by Sonett et al. (ref. 73), although at the lunar orbit such a field was probably even more variable than it is at the present time. A terrestrial field increase greater than 100 times its present value would probably be necessary to magnetize lunar material at the present-day lunar orbit. Such a large terrestrial field is not indicated by paleomagnetic studies. For an ancient terrestrial field of present-day magnitude, the Moon would have to have approached to within 2 to 3 Earth radii, close to the Roche limit (refs. 16 and 74) to be subjected to the necessary field strength. All of the alternatives for these hypotheses seem to have shortcomings.

Iron Core Dynamo

For this mechanism a whole-Moon field results from the self-generating dynamo action of a small iron core (refs. 75 and 76). The dynamo is assumed to have been active 3 to 4 billion years ago when surface rocks and breccias were formed. After the thermoremanent magnetization was established in the upper crust material, as it cooled through the Curie temperature, the dynamo turned off. Subsequently, meteorite impacts on the magnetized surface randomized the field’s sources by a gardening process (see fig. 19) and destroyed the whole-body magnetization in the crust. The core dynamo hypothesis also has its shortcomings. In the first place it is not clear that even the most efficient dynamo mechanism in a lunar core of limited size would be self-sustaining at rotational speeds for which the Moon could hold together (ref. 77). In addition, it is doubtful that a dynamo, if ever operating, could produce the surface fields to explain the thermoremanent magnetization of some lunar samples (refs. 20 and 77).

![Figure 20.-Schematic representation of some global mechanisms proposed to explain the origin of lunar remanent magnetic fields. (a) Large solar or terrestrial field. (b) Ancient magnetized core. (c) Iron core dynamo. Descriptions of the mechanisms are given in the text.](image)

![Figure 21.—Schematic representation of some local mechanisms proposed to explain the origin of lunar remanent magnetic fields. (a) Shallow Fe-FeS dynamo. (b) Local induced unipolar dynamo. (c) Local thermoelectric dynamo. (d) Shock magnetization. Descriptions of the mechanisms are given in the text.](image)
Ancient Magnetized Core

Urey and Runcorn (ref. 78) and Strangway et al. (refs. 64 and 71) have suggested that near-surface material may have been magnetized by the field of a lunar core which had been previously magnetized by one of several possible means: (1) magnetization achieved isothermally by a strong transient field, (2) viscous remanent magnetization by a weak field applied over a long period, (3) depositional remanent magnetization during early lunar formation in a weak field, or (4) thermoremanent magnetization of the core by cooling through the Curie point in a weak field. If the Moon formed in a cold state, neither accretion nor radioactivity would necessarily have raised the temperature of the deep interior above the Curie point of iron, with accompanying loss of magnetization, until 4.1 to 8.2 billion years ago. In the outer shell, perhaps 200 to 400 km thick, partial melting could easily have been realized during later stages of accretion. During the crystallization of the crustal rocks in the magnetic field of the core, they obtained a thermoremanence. Subsequently, radioactive heating in the interior raised the core temperature above the Curie point, resulting in loss of the magnetization in the core.

Shallow Fe-FeS Dynamo

A model related to the lunar core dynamo is one hypothesizing small pockets of iron and iron sulfide (Fe-FeS) melt a few hundred kilometers below the surface (ref. 79) which act as small localized dynamos. The proponents of this mechanism suggest that these “fescos” are about 100 km in diameter. A variation of this local dynamo idea is suggested by Smolychowski (ref. 80) wherein a thin layer of molten basalt generates the field. The existence of such local source regions for magnetic field should be evident once the surface fields have been mapped over more of the lunar surface. However, the recently discovered asymmetry in the electromagnetic field fluctuations at the Apollo 15 landing site (ref. 81) could be due to such a highly conducting subsurface body.

Local Induced Unipolar Dynamo

The solar wind transports magnetic fields past the Moon at velocities \( V \) of approximately 400 km/s; the corresponding \( V \times B \) electric field causes currents to flow along paths of high electrical conductivity (refs. 19 and 35) such as molten mare regions, with the highly conducting solar wind plasma completing the circuit back to the lunar interior. The fields associated with these currents magnetize the materials as they cool below the Curie temperature. Because this induction mechanism has the strongest influence while the hot region is sunlit, an average preferred direction is associated with \( V \). However, the \( V \times B \) induction model requires solar wind magnetic fields or velocities much higher than the present-day Sun provides.

Local Thermoelectrically Driven Dynamo

Dyal et al. (ref. 45) have proposed a mechanism of thermoelectrically driven currents to account for remanent fields. Thermoelectric potential is a function of the thermal gradient and electrical properties of the geological material. For the mechanism, a mare basin is modeled by a disk which has an axial temperature gradient. Thermal gradients in the cooling mare lava could produce a Thomson thermoelectromotive force which would drive currents axially through the mare disk. The solar wind plasma, highly conducting along magnetic field lines, could provide a return path to complete the electrical circuit from the top surface of the lava to the lunar surface outside the mare and back into the mare through the lunar interior. The upper limit of the fields generated in terrestrial materials by this process is a few thousand gammas. Such fields near a mare disk would produce thermoremanent magnetization in the Moon of magnitudes measured in lunar samples. This mechanism
awaits experimental verification using materials characteristic of lunar mare composition.

Shock Magnetization

Anisotropic compression of rocks by meteorite impacts is suggested by Nagata et al. (ref. 82) as a means of inducing a remanence in certain samples which they studied magnetically. This piezo-remanent magnetization can be significantly large even when the external field is very weak (e.g., the solar wind field) if the uniaxial compression is very large. This mechanism is appealing since it relies on a well-established lunar process and may explain some correlation between craters and magnetic anomalies (ref. 27), but the details remain undeveloped.

Local Currents from Charged Particle Transport

Any process which results in plasma flow near the lunar surface may generate strong local currents and magnetic fields. Cap (ref. 83), for example, has shown that ionized volcanic ash flows may produce fields up to $10^3$ gammas. As another example, Nagata et al. (ref. 82) proposed the idea that lightning may be generated as a result of exploding dust clouds from meteorite impacts. The large currents associated with an electrical discharge could produce transient magnetic fields up to 10 or 20 gauss, resulting in isothermal remanent magnetization of local material.

At this time it is difficult to determine which of the above mechanisms is responsible for the lunar sample NRM. Of course, several (or none) of these hypotheses may explain the phenomenon. It seems to the authors that the locally active mechanisms are preferable over the global mechanisms because of the very low upper limit on the permanent global magnetic dipole moment and the apparently random nature of the local fields on the scale of tens of kilometers. Certainly a large amount of work remains to be carried out using the available lunar data, simulations in the laboratory, and future orbital measurements before preferred hypotheses can be identified with any degree of certainty.

REMANENT FIELD INTERACTION WITH THE SOLAR WIND

Compression of the remanent lunar magnetic field by the solar wind has been measured at the Apollo 12 and 16 sites. Simultaneous surface magnetic field and plasma data show, to first order, a compression of the remanent field in direct proportion to the solar wind pressure as schematically illustrated in Figure 22.

In order to study the compression of the remanent field, it is advantageous to define a field $\Delta B$ as

$$\Delta B = B_1 - (B_x + B_z),$$

where $B_1$ is the total surface magnetic field, measured by an Apollo lunar surface magnetometer; $B_x$ is the extralunar (solar) driving magnetic field, measured by the lunar orbiting Explorer 35 magnetometer; and $B_z$ is the steady remanent field at the site due to magnetized material. For low frequencies, i.e., 1-hour averages of magnetic

Figure 22.—Schematic representation of remanent field compression by a high-density solar wind plasma. The remanent field is unperturbed during nighttime (antisolar side), while on the sunlit side it is compressed.
and solar wind data, the eddy-current poloidal field can be neglected and equation (5) contains all the vector fields, which are dominant at the lunar surface.

We shall show that to first order $\Delta B$ is the vector change in the steady remanent field due to the solar wind pressure. Figure 23 shows simultaneous 1-hour average plots of the magnitude of the vector field difference $\Delta B$, solar wind proton density $n$, and solar wind velocity magnitude $V$ measured at the Apollo 12 site. All data are expressed in the surface coordinate system $(\hat{x}, \hat{y}, \hat{z})$ which has its origin at the Apollo 12 magnetometer site; $\hat{x}$ is directed radially outward from the surface while $\hat{y}$ and $\hat{z}$ are tangent to the surface, directed eastward and northward.

![Graphs of magnetic field and plasma data](image)

**Figure 23.** Simultaneous graphs of magnitude of the vector $\Delta B = B_A - (B_B + B_e)$, plasma density, and plasma velocity. $B_A$ is the total surface field measured by the Apollo 12 lunar surface magnetometer, $B_B$ is the extralamn field measured by lunar orbiting Explorer 35, and $B_e$ is the remanent field at the Apollo 12 site.

![Graphs of solar wind pressure and magnetic field](image)

**Figure 24.** Simultaneous plots of the magnetic field pressure difference $\Delta B \cdot B'$ and solar wind bulk pressure $\text{nm}^2$ at the Apollo 12 surface site, showing the correlation between the pressures.
respectively. Components of the steady remanent field at the Apollo 12 site have been determined (ref. 38) to be $B_{r2} = -25.8 \gamma$, $B_{r\nu} = +11.9 \gamma$, and $B_{rT} = -25.8 \gamma$. By inspection we see a strong relationship between the magnitude $\Delta B$ and plasma proton density ($n$); no such strong correlation, however, is apparent between $\Delta B$ and velocity $V$ alone.

The ratio of plasma pressure to total magnetic pressure is expressed

$$\beta = \frac{nmV^2}{B_{sat}^2/8\pi}$$  \hspace{1cm} (6)

where $B_{sat} = B_r + \Delta B$ is the total surface compressed field. During times of maximum plasma pressure shown in figure 24, we calculate $\beta = 5.9$; $\beta \leq 1$ would imply that the field had been compressed to the stagnation magnitude required to stand off the solar wind and possibly form a local shock. Compression of the remanent field alone therefore does not cause the stagnation condition to be reached during the time period of these data; however, at high frequencies the induced poloidal field $B_r$ is also compressed ($\Delta B = B_r + \Delta B$ in equation (3)), and thus it is possible that the stagnation pressure is reached for short time periods. Total surface fields of over 100 gammas have been observed (ref. 84) when large solar field transients pass the Moon; therefore a shock could be formed temporarily at the Apollo 12 site (as well as at the Apollo 14 and 16 sites).

The nature of the correlation between magnetic field and plasma pressures is further illustrated in figure 25, which shows data from several lunations at the Apollo 12 and 16 LSM sites. The pressures are related throughout the measurement range. The magnitudes of magnetic pressure changes at the Apollo 12 and Apollo 16 LSM sites are in proportion to their unperturbed steady field magnitudes of 38 $\gamma$ and 234 $\gamma$, respectively.

Figure 25.—Magnetic energy density versus plasma energy density at two Apollo sites which have different remanent magnetic fields. Energies are defined in figure 24. Uncompressed remanent field magnitudes are 38 $\gamma$ at Apollo 12 and 234 $\gamma$ at Apollo 16. Apollo 12 magnetometer data are plotted versus Apollo 12 solar wind spectrometer (SWS) data, while Apollo 16 magnetometer data are plotted versus Apollo 15 SWS data. The SWS data are available by courtesy of C. W. Snyder and D. R. Clay of the Jet Propulsion Laboratory.

Global Magnetization Induction: Magnetic Permeability and Iron Abundance

Magnetic permeability and iron abundance of the Moon are calculated by analysis of magnetization fields induced in the permeable material of the Moon. When the Moon is immersed in an external field it is magnetized; the induced magnetization is a function of the distribution of permeable material in the interior. Under the assumption that the permeable material in the Moon is predominantly free iron and iron-bearing minerals, the lunar iron abundance can be calculated from the lunar permeability for assumed compositional models of the interior. Since the amount of iron present in the lunar interior should be consistent with the measured global magnetic permeability, the permeability in effect places a constraint on the physical and chemical composition of the Moon's interior.
GLOBAL MAGNETIC PERMEABILITY

Deployment of Apollo magnetometers on the lunar surface allowed simultaneous measurements of the external inducing field (by Explorer 25) and the total response field at the lunar surface (by an Apollo magnetometer). The total response field measured at the surface by an Apollo magnetometer is the sum of the external and induced fields:

$$\mathbf{B} = \mu \mathbf{H} = \mathbf{H} + 4\pi \mathbf{M}$$  \hspace{1cm} (7)

where $\mathbf{H}$ is the external magnetizing field and $\mathbf{M}$ is the magnetization field induced in the permeable lunar material (see fig. 26). The relative magnetic permeability is $\mu = 1 + 4\pi k$, where $k$ is magnetic susceptibility in emu/cm$^3$. Since the dipolar magnetization $\mathbf{M}$ is known to be below the Explorer 35 magnetometer resolution (ref. 8), it is assumed in the dual magnetometer analysis that Explorer 35 measures $\mathbf{H}$ alone.

For the two-layer lunar permeability model illustrated in figure 26 (which will be referred to later when iron abundance results are reviewed), the total field at the outer surface of the sphere is expressed

$$\mathbf{B} = H_0(1 + 2G) \hat{x} + H_p(1-G) \hat{y} + H_z(1-G) \hat{z}$$  \hspace{1cm} (8)

where

$$G = \frac{(2\eta + 1)(\mu_1 - 1) - \lambda^2(\eta - 1)(2\mu_4 + 1)}{(2\eta + 1)(\mu_1 + 2) - 2\lambda^2(\eta - 1)(\mu_4 - 1)}$$  \hspace{1cm} (9)

Here $\eta = \mu_3/\mu_2$; $\mu_4$ and $\mu_4$ are relative permeability of the shell and core, respectively. The permeability exterior to the sphere is $\mu_0 = 1$, that of free space; $\lambda = R_c/R_m$; $R_c$ and $R_m$ are radius of the core and the Moon, respectively. Equation (8) expresses the total surface field in a coordinate system which has its origin on the lunar surface at an Apollo magnetometer site: $\hat{x}$ is directed radially outward from the lunar surface, and $\hat{y}$ and $\hat{z}$ are tangential to the surface, directed eastward and northward, respectively.

A plot of any component of equation (8) will result in a $B$–$H$ hysteresis curve. Equation (9) relates the slope of the hysteresis curve to the lunar permeability. The average whole-Moon permeability $\mu$ is calculated from the hysteresis-curve slope by setting $\mu_1 = \mu_2 = \mu$ in equation (9):

$$G = \frac{\mu - 1}{\mu + 2}$$  \hspace{1cm} (10)

The hysteresis-curve method of permeability analysis was first employed by Dyal and Parkin (ref. 38) to calculate the whole-Moon permeability result $1.03 \pm 0.13$. Since then the error limits have been lowered by processing a larger number of simultaneous data sets and using more rigid data selection criteria (e.g., ref. 85).

In the most recent dual-magnetometer results (refs. 32 and 88), a hysteresis curve was constructed with 2703 data sets (see fig. 27). Since the external magnetizing field is so small ($\sim$ 10 gammas), the familiar “S” shape of the hysteresis curve degenerates to a straight line (ref. 86). The data were fit by a least-squares technique which yields the...
slope best-estimate of $1.008 \pm 0.004$. By use of this value with the radial (x) component of equation (8) and equation (10), the whole-Moon permeability was calculated to be $\mu = 1.012 \pm 0.006$ (2σ error limits). Both extremes are greater than 1.0, implying that the Moon, as a whole, acts as a paramagnetic or weakly ferromagnetic sphere. This result has been used to calculate the iron abundance of the Moon as discussed in the next section.

Russell et al. (ref. 34) have recently made permeability calculations using data from a single magnetometer, the Apollo 15 subsatellite magnetometer orbiting at an altitude about 100 km above the Moon. The results indicate that the relative permeability of the entire spherical volume enclosed by the satellite orbit is below 1.0, implying that the layer between the Moon and the satellite orbit is diamagnetic. The charged particles measured on the lunar surface by the Rice University suprathermal ion detector experiments (ref. 87) may be from a lunar ionosphere. If an ionosphere fills the entire region between the lunar surface and the subsatellite at 100 km altitude, the interior global lunar permeability would be higher than that calculated under the assumption of no ionosphere. The lunar permeability value of Parkin et al. (ref. 32) would be adjusted upward from 1.012 to 1.017, provided there exists a lunar ionosphere compatible with the measurements of Russell et al. (ref. 34). The corresponding free iron abundance value would be 3.9 instead of 2.5 wt.%. The existence of a lunar ionosphere is uncertain at present; further investigation is required, using both magnetic and plasma data.

LUNAR IRON ABUNDANCE

Iron abundance calculations have been presented by various authors, in theoretical treatments based on geochemical and geophysical properties calculated for bodies of planetary size (refs. 88, 89, and 90) or on measured compositions of meteorites (ref. 91). Recently Parkin et al. (refs. 32, 33, and 85) have used a global lunar permeability measurement, determined from magnetic field measurements, to calculate lunar iron abundance for the Moon. In their calculations the Moon is modeled by a homogeneous paramagnetic rock matrix (olivine and orthopyroxene models are used), in which free metallic iron is uniformly distributed. Pyroxenes and olivines have been reported to be major mineral components of the lunar surface fines and rock samples (refs. 18, 92, and 98), with combined iron present as the paramagnetic Fe$^{2+}$ ion. The ferromagnetic
component of lunar samples is primarily metallic iron which is sometimes alloyed with small amounts of nickel and cobalt (refs. 17 and 19). This free iron is thought to be native to the Moon (because of its low nickel content) rather than meteoritic in origin (ref. 71). Orthopyroxene and olivine models are consistent with geochemical studies (refs. 94–97) and geophysical studies (ref. 98).

Since the susceptibility of free iron changes several orders of magnitude at the iron Curie temperature \((T_c)\), Parkin et al. have used a two-layer model with the core-shell boundary \(R_c\) at the Curie isotherm (see fig. 26). For \(R > R_c\) \(T < T_c\) and for \(R \leq R_c\) \(T > T_c\). Therefore, for \(R > R_c\) any free iron is ferromagnetic while at greater depths where \(T > T_c\), the free iron is paramagnetic. The Curie isotherm location is determined from the thermal profile used for a particular model. Three thermal models have been used in the calculations. For model profile \(T_1\), the Curie isotherm is spherically symmetric and located at \(R_c/R_m\ = 0.9\). Shell and core temperatures are 600°C and 1400°C, respectively. For the model profile \(T_2\) the shell is 500°C and the core is 1300°C, while the Curie isotherm boundary is at \(R_c/R_m = 0.85\). Temperatures are 300°C and 700°C for shell and core of model profile \(T_3\), which has \(R_c/R_m = 0.7\). In the outer shell there are both ferromagnetic and paramagnetic contributions to the total magnetic permeability \(\mu_1 = 1 + 4\pi k_1\). The susceptibility of the shell is \(k_1 = k_{pa} + k_{fa}\), where \(k_{fa}\) is “apparent” ferromagnetic susceptibility and \(k_{pa}\) is paramagnetic susceptibility. The ferromagnetic component is metallic free iron, assumed to be composed of multidomain, noninteracting grains; the paramagnetic component is \(\text{Fe}^{2+}\) combined in the orthopyroxene or olivine rock matrix. The measured ferromagnetic susceptibility of the shell material is an apparent value which differs from the intrinsic ferromagnetic susceptibility of the iron because of self-demagnetization of the iron grains and the volume fraction of iron in the shell. For \(R < R_c\) the lunar material is paramagnetic only, with susceptibility \(k_2 = k_{pa} + k_{fa}\); \(k_{fa}\) is the contribution of paramagnetic chemically combined iron, and \(k_{fa}\) is the apparent susceptibility of free paramagnetic iron above the Curie temperature.

Using the information described in the previous paragraphs, Parkin et al. (ref. 33) have generated the curves shown in figure 28, which relate free iron abundance \((q)\) and total iron abundance \((Q)\) to the hysteresis-curve slope. The results are summarized in table 3 and figure 29. The minimum total iron abundance consistent with the hysteresis curve can be calculated assuming the whole-Moon permeability corresponds
Table 3.—Iron Abundance of the Moon as a Function of Thermal and Compositional Models

<table>
<thead>
<tr>
<th>Compositional Model</th>
<th>Thermal Model</th>
<th>Free Iron Abundance, weight percent</th>
<th>Total Iron Abundance, weight percent</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$T_3$</td>
<td>$T_2$</td>
<td>$T_1$</td>
</tr>
<tr>
<td>Orthopyroxene</td>
<td>1.0 ± 0.5</td>
<td>2.0 ± 1.0</td>
<td>3.0 ± 1.5</td>
</tr>
<tr>
<td>Olivine</td>
<td>1.0 ± 0.5</td>
<td>2.0 ± 1.0</td>
<td>3.0 ± 1.5</td>
</tr>
</tbody>
</table>

entirely to ferromagnetic iron in the outer shell where the temperature is below the Curie point. For this case the bulk iron abundance is $0.9 + 0.5$ wt.%. It is noted that the susceptibilities of both olivine and pyroxene are about an order of magnitude too small to account for the measured permeability without some ferromagnetic material present.

CONSIDERATIONS OF AN IRON CORE AND IRON-RICH LAYER

The whole-Moon permeability has also been used by Parkin et al. (ref. 32) to investigate the magnetic effects of a hypothetical iron core in the Moon. Density and moment of inertia measurements for the Moon limit the size of such a core to less than 500 km in radius (ref. 98). If this hypothetical iron core were entirely paramagnetic and the surrounding core were orthopyroxene of average temperature 1100$^\circ$C the global permeability would be 1.0003. This value is small compared with the measured permeability of $1.012 \pm 0.006$, implying that if such a small paramagnetic iron core exists, its magnetization is masked by magnetic material lying nearer to the surface. Therefore, the hysteresis measurements can neither confirm nor rule out the existence of a small iron core in the Moon.

An iron-rich layer in the Moon has been considered by several investigators (refs. 94, 95, and 99). It is possible that early melting and subsequent differentiation of the outer several hundred kilometers of the Moon may have resulted in the formation of a high-density, iron-rich layer beneath a low-density, iron-depleted crust. Constraints have been placed on an iron-rich layer by Gast and Giuli (ref. 99) using geochemical and geophysical data (for example, measurements of lunar moments of inertia). One set of their models consists of high-density layers between depths of 100 km and 300 km. At a depth of 100 km the allowed layer thickness is 12 km; the thickness increases with increasing depth, to 50 km at 300-km depth. Also presented is a set of layers at 500-km depth. Using exactly the same considerations as were used in the iron abundance calculations, Parkin et al. have
calculated whole-Moon permeabilities which would be expected from lunar models with these iron-rich layers. The calculations indicate that all iron-rich layers allowed by geophysical constraints as outlined by Gast and Giuli, if wholly above the iron Curie temperature, would yield global permeabilities of about 1.00006. As for the case of a small lunar iron core, the magnetization field of such paramagnetic layers would be masked by ferromagnetic materials elsewhere in the Moon, and the hysteresis curve measurements can neither confirm nor rule out these layers. This conclusion would particularly apply to the Gast-Giuli layers at 500-km depths, which are almost certainly paramagnetic. If the iron-rich layers are below the Curie temperature and therefore ferromagnetic, they yield global permeabilities of about 3.5. This is above the upper limit for the measured permeability of 1.012 ± 0.006 and the Gast-Giuli layers can be ruled out if they are cool enough to be ferromagnetic. It is important to realize that the high-density layers discussed by Gast and Giuli (ref. 99) can be thought of as limiting cases and that there are innumerable less dense and thinner layers which are allowed by geophysical, geochemical, and magnetic constraints.

**Global Eddy-Current Induction: Electrical Conductivity and Temperature**

Electrical conductivity and temperature of the Moon have been calculated from global eddy-current response to changes in the magnetic field external to the Moon. When the Moon is subjected to a change in the external field, an eddy-current field is induced in the Moon which opposes the change (see fig. 30). The induced field responds with a time dependence which is a function of the electrical conductivity distribution in the lunar interior. Simultaneous measurements of the transient driving field (by Explorer 35) and the lunar response field (by an Apollo surface magnetometer) allow calculation of the lunar conductivity. Since conductivity is related to temperature, a temperature profile can be calculated for an assumed compositional model of the lunar interior.

When the Moon is in the solar wind, lunar

**Figure 30.** Global eddy-current induction: Moon in the geomagnetic tail. The induced poloidal field experiences greatly reduced plasma effects, especially in deep-lobe regions of the tail far from the neutral sheet. The poloidal field is considered to be an unconfined (vacuum) dipole field for analytical purposes.

**Figure 31.** Global eddy-current induction: Moon in the solar wind. Eddy currents and corresponding poloidal magnetic fields are induced by response to time-dependent fluctuations in the external field $B_e$. The poloidal field has different characteristics, depending on the Moon’s environment. When the Moon is in the solar wind, the global induced field is asymmetrically confined by the solar wind flowing past the Moon; the field is compressed on the day (sunlit) side and confined to the cavity region on the night (antisolar) side of the Moon.
eddy-current fields form an induced lunar magnetosphere which is distorted in a complex manner due to flow of solar wind plasma past the Moon. The eddy-current field is compressed on the dayside of the Moon and is swept downstream and confined to the "cavity" on the lunar nightside (see fig. 31). Because of the complexity, early analysis included a theory for transient response of a sphere in a vacuum in order to model lunar response as measured on the lunar nightside (refs. 42, 44, and 100). The transient technique has subsequently been further developed to include effects of cavity confinement on nightside tangential data and to introduce analysis of magnetic step transients measured on the lunar dayside (refs. 45 and 51). Recently time-dependent poloidal response of a sphere in a vacuum has been applied to data measured in the geomagnetic tail (refs. 72 and 161) where plasma confinement effects are minimized. The poloidal response analysis has been used to determine the electrical conductivity and temperature profiles of the lunar interior.

ELECTRICAL CONDUCTIVITY ANALYSIS: MOON IN SOLAR WIND PLASMA

Lunar Nightside Data Analysis

The lunar electrical conductivity has been investigated by analysis of the lunar response to transients in the solar wind magnetic field. The response, measured by an Apollo
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*Figure 32.*—Nighttime transient response magnetic field data. A transient measured by an Apollo LSM while on the nighttime (antisolar) side of the Moon, showing simultaneous external solar wind field data measured by Explorer 35. Data are expressed in the surface coordinate system which has its origin at the Apollo 12 magnetometer site; \(\hat{r}\) is directed radially outward from the surface, while \(\hat{y}\) and \(\hat{z}\) are tangent to the surface, directed eastward and northward, respectively.
magnetometer on the nightside of the Moon, is theoretically approximated by the response of a conducting sphere in a vacuum. The theory has been developed by extending the work of Smythe (ref. 39) and Wait (ref. 40) for a radially varying lunar conductivity profile (ref. 102). Figure 32 shows an example of an event in which a transient in the external solar wind magnetic field is measured simultaneously by the Explorer 35 Ames magnetometer and an Apollo surface magnetometer. The transient is essentially a rotation in the external field, as indicated by the near-constancy of the field magnitude $|B_{E}|$ measured by Explorer 35. Simultaneous field data $(B_{E})$, measured on the nightside of the Moon by the Apollo 12 lunar surface magnetometer, are the vector sum of the external driving field $B_{E}$, the induced eddy-current poloidal field $B_{p}$, and the constant remanent field $B_{R}$ (see equation (4)). Again, the field components are expressed in a coordinate system which has its origin located at the Apollo LSM site on the lunar surface; $\hat{x}$ is directed radially outward from the Moon, and $\hat{y}$ and $\hat{z}$ are tangential to the lunar surface, directed eastward and northward, respectively.

Figure 33 shows averages of radial components of the measured response field $(B_{R})$ for eleven normalized transient events of the type illustrated in figure 32. Error bars are standard deviations of the measured responses.

For models of the interior of the Moon a family of conductivity profiles (all of which monotonically increase with depth in the Moon), the theoretical response to a fast ramp is calculated and compared with the measured response. For this analysis the external field transient is represented by a ramp input function which falls from unity

**NIGHTSIDE DATA**

**DAYSIDE DATA**

Figure 33.—Normalized averages of transient response data, measured when Moon was in the solar wind. (a) Nightside transient response data, showing decay characteristics of the radial component of the total surface field $B_{R}$ after arrival of a step transient which reduces the external magnetic field radial component by an amount $\Delta B_{E}$, here normalized to one. The shape of the curve illustrates time characteristics of the decay of the induced poloidal eddy-current field. (b) Daytime transient response data, showing decay characteristics of tangential components $(B_{T})$ of the total surface field after arrival of a step transient which increases the external magnetic field tangential component by an amount $\Delta B_{T}$, here normalized to one. Shape of the curve again illustrates decay characteristics of the induced poloidal field. The overshoot maximum is amplified to $\sim 5$ by solar wind dayside compression; the theoretical overshoot maximum is 1.5 for an unconfined poloidal field.
to zero in 15 seconds, a time characterizing convection of a solar wind discontinuity past the Moon. (For a 400 km/s solar wind, this time is 10–20 seconds, depending on the thickness of the discontinuity and the inclination of its normal to the solar wind velocity.) The input field is constant before and after the field change. A particular set of conductivity profiles yield response functions which pass within all data error bars of figure 33. These profiles define the shaded region of figure 34 and are all consistent with the nightside response data.

Lunar Dayside Data Analysis

Induced lunar eddy-current fields are confined, by the highly conducting solar wind, to the inside of the Moon and a small region above the lunar surface on the lunar dayside and to a “cavity” region on the nightside. Due to the complexity of the confinement, the conductivity analysis of transient magnetometer data measured on the lunar dayside has involved modeling the Moon by a sphere of homogeneous conductivity; the induced eddy-current field $B_p$ is considered to be totally confined inside the lunar sphere (ref. 45). Figure 35 shows an example of a transient event in the solar wind magnetic field which is measured on the lunar dayside. Figure 33 shows averages of tangential components of response fields, measured on the lunar dayside, induced in response to rising fast-ramp transients in the free-streaming solar wind (error bars are standard deviations). The overshoot maximum is amplified by a factor of 5 over the external input field step change, by solar wind dayside confinement of the surface tangential field components. The data are fit by a lunar conductivity model with a homogeneous core of radius $R_c = 0.9 R_m$ and conductivity $\sigma = 10^{-3}$ mhos/m. This result is consistent with the nightside conductivity profile illustrated in figure 34 to depths allowed by the duration of the response data which is shown in figure 33.

The theoretical models outlined so far have all assumed spherical symmetry to describe lunar eddy-current response to changes in the external field. However, the nightside and dayside analyses have used data taken when the Moon was immersed in the solar wind plasma with asymmetric confinement of the inducing fields. The shortcomings of using spherically symmetric approximations to describe the induced lunar magnetosphere,
which is actually asymmetrically confined, have been pointed out in the literature for both the nightside vacuum approximation (see, e.g., ref. 52) and the dayside totally confined approximation (see e.g. ref. 51). Three-dimensional, dynamic asymmetric confinement presents a difficult theoretical problem which has not been solved at the time of this writing. Previous theoretical approximations of the asymmetric problem have included a two-dimensional approximation (ref. 50); three-dimensional static theory for a point-dipole source, with substantiating laboratory data (ref. 51); a three-dimensional dynamic theory for particular orientations of variations in the external field (ref. 103).

The confinement of the induced poloidal field by the highly conducting solar wind has been studied in the laboratory by considering a point-dipole field inside a superconducting cylinder (ref. 51). Two geometrical orientations of the point dipole have been considered: along the cylinder axis, and transverse to the cylinder axis. (See inserts in figure 36 for an illustration of these orientations.) The fields of the dipole-oriented transverse and axial with respect to the cylinder axis have been determined following Parker (ref. 104) and P. Cassen (private communication). The highly conducting solar wind plasma cavity is modeled by a thin lead superconducting capped cylinder and the instantaneous induced poloidal field is modeled by a small
dipolar samarium-cobalt magnet placed equi-
distant from the closed end and the side walls
of the cylinder. The measured ratios of con-
fined fields to unconfined fields are shown in
figure 36. The theory and laboratory
data presented in figure 36 represent to first
order the effects of solar wind compression
on a poloidal induced lunar field, as measured
by a lunar surface magnetometer positioned
at the antisolar point.

**ELECTRICAL CONDUCTIVITY ANALYSIS:
MOON IN THE GEOMAGNETIC TAIL**

In order to circumvent the problem of asymmetry, recent analyses (refs. 72 and 101) have considered lunar eddy-current re-
sponse during times when the Moon is in the geomagnetic tail where plasma interaction ef-

ccts encountered in the solar wind (asymmetric confinement, remanent field compres-
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Figure 36.—Confinement of a point dipole magnetic field, shown theoretically and experimentally. The in-
serts schematically show lunar confinement by the solar wind, approximated by a capped-cylinder super-
conductor enclosing a point dipole field. The theoretical curves show ratios of a confined to an unconfined
dipolar field versus distance along the cylinder axis. Data are results of a laboratory experiment in which
confinement of a small dipole magnet's field by a cylindrical superconductor is measured experimentally.

**Poloidal Response of a Sphere in a Vacuum: Theory**

In the conductivity profile analysis we assume that plasma effects are negligible in the lobe regions of the geomagnetic tail, and that the response of the Moon can be repres-
ented as that of a conducting sphere in a vacuum. To describe the response of a lunar sphere to an arbitrary input field in the geo-
magnetic tail, we define the magnetic vector
potential \( \mathbf{A} \) such that \( \nabla \times \mathbf{A} = \mathbf{B} \) and \( \nabla \cdot \mathbf{A} = 0 \). We seek the response to an input \( \Delta \mathbf{B}_e(t) \), where \( b(t) = 0 \) for \( t < 0 \) and \( b(t) \)
approaches unity as \( t \to \infty \). The direction of \( \Delta \mathbf{B}_e \) is taken to be the axis of a spherical
coordinate system \( (r, \theta, \phi) \). If the conductivity is spherically symmetric, the transient magnetic field response has no \( \phi \) component,
and hence $A = A \hat{e}_\phi$ and $\partial/\partial \phi = 0$. Under these conditions (and neglecting displacement currents) the laws of Faraday, Ampere, and Ohm combine to yield a diffusion equation (ref. 102) for the magnetic potential (in MKS units):

$$\Delta A (r, \theta; t) = \mu \sigma (r) \frac{\partial A}{\partial t} (r, \theta; t)$$  (11)

From magnetization induction analysis it is shown that $\mu \equiv \mu_0$, that of free space (ref. 32). Then, for $t > 0$, the magnetic field must be continuous at the surface, so that $A$ and $\partial A/\partial r$ must always be continuous at $r = R_m$, the radius of the sphere. We also have the boundary condition $A (0, t) = 0$ and the initial condition $A (r, \theta, \phi) = 0$ inside the Moon. Outside the Moon, where $\sigma = 0$,

$$A = \Delta B E \left( \frac{r}{2} \right) b(t) \sin \theta + \frac{\Delta B E}{r^2} f(t) \sin \theta$$  (12)

The first term on the right is a uniform magnetic field modulated by $b(t)$; the second term is the (as yet unknown) external transient response, which must vanish as $r \to \infty$, and $t \to \infty$. Note that at $r = R_m$ where $R_m$ is normalized to unity,

$$A = \Delta B E \sin \theta \left( \frac{b(t)}{2} + f(t) \right)$$  (13)

and

$$\frac{\partial A}{\partial r} = \Delta B E \sin \theta \left( \frac{b(t)}{2} - 2f(t) \right).$$  (14)

Therefore, at $r = R_m = 1$,

$$\frac{\partial A}{\partial r} = -2A + \frac{3}{2} \left( \Delta B E \sin \theta \ b(t) \right).$$  (15)

Since the magnetic field is continuous at $r = R_m$, this is a boundary condition for the interior problem. Letting $G(r, t) = A/ \Delta B E \ sin \theta$ and $G(r, \theta)$ be the Laplace transform

GEOMAGNETIC TAIL TRANSIENT RESPONSE

![Graphs of magnetic transient event measured simultaneously by the Apollo 12 LSM and the Explorer 35 Ames magnetometer deep in the north lobe of the geomagnetic tail. Data are expressed in the surface coordinate system which has its origin at the Apollo 12 magnetometer site; $x$ is directed radially outward from the surface, while $y$ and $z$ are tangent to the surface, directed eastward and northward, respectively. Due to poloidal field induction in the Moon, the Apollo 12 radial ($x$) component is "damped" relative to the Explorer 35 radial component, whereas the Apollo 12 tangential ($y$ and $z$) field components are "amplified" relative to Explorer 35 data.](image)
of $\mathcal{G}$, equation (1) becomes
\[
\frac{1}{r} \left( \frac{\partial^2}{\partial r^2} (r \mathcal{G}) - \frac{2}{r} \frac{\partial}{\partial r} \mathcal{G} \right) = \delta \mu_0 \sigma (r) \mathcal{G}
\] (16)
for the interior. The boundary conditions are
\[
\frac{\partial \mathcal{G}}{\partial r} = -2 \mathcal{G} + \frac{3}{2} b(s)
\] at $r = R_{\text{m}}$ and
\[
\mathcal{G} = 0
\] at $r = 0$.

Since the governing equations are linear, the response to a general time-dependent input function can be found by superposition of solutions as follows. The individual input function (that is, external field transient event measured by Explorer 35) is approximated by a succession of ramp functions $b_i(t)$. For each $b_i(t)$ and the given conductivity profile $\sigma(r)$, the above system of equations is numerically integrated to obtain $\mathcal{G}(r,s)$ in the range $0.2 \leq r \leq R_{\text{m}}$. The function $\mathcal{G}(r,s)$ is then numerically inverse Laplace transformed to find the characteristic transient response $f_i(t)$ for the system. Then the individual functions $f_i(t)$ are superposed to calculate the final time response function $F(t)$ corresponding to the arbitrary input function and $\sigma(r)$. This calculated time series response is compared with the measured time series response (Apollo magnetometer data) and iterated with a different function $\sigma(r)$ until the error between the calculated $F(t)$ and the measured $F(t)$ is minimized.

Conductivity Results: Geomagnetic Tail Data Analysis

Figure 37 shows an example of a magnetic transient measured in the northward lobe of the geomagnetic tail. The data components are expressed in a coordinate system which has its origin on the lunar surface at the Apollo 12 magnetometer site. Again the x-component is directed radially outward from the lunar surface, while the y- and z-components are tangent to the surface, directed eastward and northward, respectively. The external (terrestrial) driving magnetic field is measured by Explorer 35, whereas the total response field is measured on the lunar surface by the Apollo 12 magnetometer.

Figure 38 shows an example of calculated response for the Explorer 35 x-axis (radial) input function of figure 37, using the geomagnetic tail electrical conductivity profile illustrated in figure 34. Superimposed is the actual response which is the Apollo 12 x-component of figure 37. This conductivity profile yields the best fit of eighty profiles which have been run to date, although it is not unique. The profile also yields theoretical responses which fit well for the measured tangential components of figure 37 and the components of fourteen other deep-lobe geomagnetic tail transients which have been processed to date.

Figure 39 illustrates an example of a neutral sheet crossing. Figure 40 shows analysis of the radial components of the magnetometer measurements, using the conductivity profile determined from deep-lobe measurements. A
GEOMAGNETIC TAIL TRANSIENT RESPONSE

Figure 39.—Another transient event, measured in the plasma sheet of the geomagnetic tail. Details concerning the data are given in the figure 37 caption.

Figure 40.—Electrical conductivity analysis for the transient event measured in the plasma sheet of the geomagnetic tail. Shown are data from the radial component of the event of figure 39. Response to the Explorer 35 external field radial component is computed numerically for the conductivity profile shown in the insert and compared with the measured Apollo 12 response field.

qualitative fit of the data can be seen. It is surprising that these few selected neutral sheet data events are in such good agreement with the deep-lobe events. An explanation of this will require further analysis.

Figure 34 shows a plot of the conductivity profile derived from deep-lobe geomagnetic field transient events, superimposed on the conductivity profiles derived from nightside transient-response data in the solar wind (ref. 45). The results are in general agreement. The geomagnetic tail conductivity profile is not unique; rather, it is one of a family of profiles, which results from the geomagnetic tail transient response analysis. The range of profiles from the geomagnetic tail analysis is approximately that of the nightside analysis shown by the shaded region in figure 34. In the future many more geomagnetic transient events will be processed to determine a range of conductivity profiles consistent with a large data set.

LUNAR TEMPERATURE PROFILES FROM CONDUCTIVITY ANALYSES

From an electrical conductivity profile the internal temperature distribution of the Moon can be inferred for an assumed lunar material composition (ref. 105). Electrical conduc-
tivity measurements are particularly useful for determination of lunar temperature because of the strong dependence of conductivity on the temperature of geological materials. The conductivity $\sigma$ and temperature $T$ of geological materials can be described by an equation of the form

$$\sigma = x_i E_i \exp \left(-\frac{a_i}{kT}\right)$$  \hspace{1cm} (19)

where $a_i$ represents the activation energies of impurity, intrinsic, and ionic conduction modes; $E_i$ indicates material-dependent, temperature-independent constants; and $k$ is Boltzmann's constant. Laboratory analyses relating conductivity to temperature for various minerals which are good geochemical candidates for the lunar interior, have been conducted by many investigators (e.g., refs. 106–110). These laboratory investigations have been designed to determine $a_i$ and $E_i$ of equation (19) and effects on these constants produced by the physical and chemical state of minerals. Duba (ref. 108) measured the conductivity of single olivine crystals as a function of temperature, pressure, and fayalite content. He concluded that conductivity was highly dependent on the oxidation state of the iron at temperatures below 1100°C. Later Duba and Nicholls (ref. 111) reported that the conductivity of a single olivine crystal under an oxygen fugacity of $10^{-12}$ atm was almost three orders of magnitude lower than its conductivity measured in air. This decrease was attributed to the reduction of Fe$^{3+}$ to Fe$^{2+}$ in the sample. Duba et al. (ref. 110) measured the conductivity of olivine as a function of temperature up to 1440°C under controlled oxygen fugacity and found the measurements to be essentially pressure independent (up to 8 kbars). These recent measurements for olivine by Duba et al. were used to convert conductivity profiles in figure 34 labeled nightside results and geomagnetic tail results, respectively, to temperature profiles numbered 1 and 2 in figure 41. Also included in figure 41, for comparison, are profiles resulting from thermal history calculations of two other investigators. One must be aware that large uncertainties in the lunar temperature profile will remain until more definitive laboratory and space measurements are completed.

Measurements of the Magnetopause and Bow Shock

With the use of simultaneous data from magnetometers on the lunar surface and in orbit around the Moon, the velocity and thickness of the Earth's magnetopause and bow shock (see fig. 42) have been measured at the lunar orbit. The boundary crossings are measured simultaneously by the Apollo 12
lunar surface magnetometer and the lunar orbiting Explorer 35 magnetometer (fig. 43 shows an example of a magnetopause crossing). Assuming that the plane of a passing boundary layer is perpendicular to the solar ecliptic plane and that the boundary layer moves along its normal at the lunar orbit, the velocity of the layer is measured from arrival-time difference measurements and the known separation of the two magnetometers. In addition, the thickness of the bow shock and magnetopause are estimated by use of the calculated boundary speeds and the signature of the boundary in the magnetometer data. Measurements of the magnetospheric boundaries at the lunar orbit are pertinent to a complete understanding of the magnetic and plasma environment during each part of the Moon’s orbit. Of particular current interest, is the interaction of the solar plasma with the moon as a particle-absorbing body (refs. 112 and 113), with the lunar ionosphere (refs. 114, 115, and 116), with the lunar remanent magnetic fields (refs. 25, 29, and 117), and with the induced lunar magnetosphere (refs. 51, 53, and 54).

To date, analysis has been carried out on seven evening and fifteen morning magnetopause crossings, and one evening and ten morning bow shock crossings (ref. 118). There appear to be no significant differences in the measured properties of the morning and evening boundaries at the lunar orbit, although statistics are limited. Elapsed-time data for shock and magnetopause motions, as measured by the magnetometers separated from each other by as much as 10^4 km, indicate that these boundaries are nearly always in motion and can have highly variable velocities. The magnetopause has an average

Figure 42—Schematic diagram depicting a crossing of the magnetosphere boundary layer (the magnetopause) past the Moon. Velocity of the layer is determined by using arrival-time difference measurements at the two instruments along with known distances between the instruments along the direction of travel of the magnetopause.

Figure 43—Magnetopause crossing, measured by the Apollo 12 lunar surface magnetometer and the lunar orbiting Ames Explorer 35 magnetometer. Data are expressed in the lunar surface coordinate system which has its origin at the Apollo 12 magnetometer site; x is directed radially outward from the surface, while y and z are tangent to the surface, directed eastward and northward, respectively. Shaded regions show arrival times at the two instruments.
APOLLO MAGNETOMETER EXPERIMENTS

Figure 44.—Magnetopause speed distribution for 15 morning and 7 evening magnetopause crossings.

Figure 45.—Bow shock speed distribution for 1 evening and 10 morning bow shock crossings.

Figure 46.—Boundary thickness distributions calculated for 8 bow shock and 13 magnetopause crossings.

Summary

LUNAR REMANENT MAGNETIC FIELDS

Direct measurements of remanent fields have been made at nine sites on the lunar surface: 38 γ at Apollo 12 in Oceanus Procellarum; 103 γ and 43 γ at two Apollo 14 sites separated by 1.1 km in Fra Mauro; 3 γ at the Apollo 15 Hadley Rille site; and 189 γ, 112 γ, 327 γ, 113 γ, and 235 γ, respectively at five Apollo 16 sites in the Descartes region, over a distance of 7.1 km. Simultaneous data from Apollo surface magnetometers and solar wind spectrometers show that the remanent fields at the Apollo 12 and 16 sites are compressed by the solar wind. In response to a solar wind dynamic pressure increase of $1.5 \times 10^{-7}$ dynes/cm², the 38-γ remanent field at the Apollo 12 LSM site is compressed to 54 γ, whereas the field at the Apollo 16 LSM site correspondingly increases from 235 γ to 265 γ. Scale sizes of fields at the Apollo 12 and 16 sites are determined from properties of the remanent field-plasma interaction and orbiting magnetometer measurements. The Apollo 12 field scale size $L$ is in the range $2 \text{ km} \leq L \leq 200 \text{ km}$, whereas for Apollo 16, $5 \text{ km} \leq L \leq 100 \text{ km}$.

Measurements by Apollo lunar magnetometers, and remanence in the returned samples, have yielded strong evidence that the lunar crustal material is magnetized over...
much of the lunar globe. The surface measurements indicate that fields tend to be stronger in highland regions than in mare regions. The origin of lunar remanent fields remains an enigma. Possibilities are generally grouped under three classifications: a strong external (solar or terrestrial) field, an ancient intrinsic field of global scale, and smaller localized field sources.

LUNAR MAGNETIC PERMEABILITY, INDUCED DIPOLE MOMENT, AND IRON ABUNDANCE

Simultaneous measurements by lunar magnetometers on the surface of the Moon and in orbit around the Moon are used to construct a whole-Moon hysteresis curve, from which the global lunar relative magnetic permeability is determined to be 1.012 ± 0.006. The global induced magnetization dipole moment corresponding to the permeability measurement is $2 \times 10^{23} H \text{ cm}^3$ (where $H$ is magnetizing field in gauss). For typical geomagnetic tail fields of $H \sim 10^{-4}$ gauss, the corresponding induced dipole moment is $2 \times 10^{18}$ gauss-cm$^3$. Both error limits on magnetic permeability value are greater than 1.0, implying that the Moon as a whole is paramagnetic and/or weakly ferromagnetic. Assuming that the ferromagnetic component is free metallic iron of multidomain, non-interacting grains, the free iron abundance in the Moon is calculated to be $2.5 \pm 2.0$ wt.%. Total iron abundance in the moon is determined by combining free iron and paramagnetic iron components for two assumed lunar compositional models. For an orthopyroxene moon of overall density 3.34 g/cm$^3$ with free iron dispersed uniformly throughout the lunar interior, the total iron abundance is $12.8 \pm 1.0$ wt.%. For a free iron/olivine moon the total iron abundance is $5.5 \pm 1.2$ wt.%. Iron abundance results are summarized in table 3 and figure 29.

Lunar models with a small iron core and with an iron-rich layer have been investigated by using the measured global lunar permeability as a constraint. A small pure iron core of 500-km radius (the maximum size allowed by lunar density and moment of inertia measurements), which is hotter than the iron Curie point ($T > T_c$), would not be resolvable from the data since its magnetization field would be small compared with the measured induced field. Similarly, an iron-rich layer in the Moon could not be resolved if the iron is paramagnetic, i.e., if the iron is above the iron Curie temperature. Gast and Giuli (ref. 99) have proposed a family of high-density-layer models for the Moon which are geochronologically feasible. If these models are iron-rich layers lying near the lunar surface so that $T < T_c$, the ferromagnetic layers would yield a global permeability value well above the measured upper limit. Therefore, it is concluded that such shallow iron-rich-layer models are not consistent with magnetic permeability measurements.

LUNAR ELECTRICAL CONDUCTIVITY AND TEMPERATURE

The electrical conductivity of the lunar interior has been investigated by analyzing the induction of global lunar fields by time-varying extralunar (solar or terrestrial) magnetic fields. An upper limit on the unipolar induction field has been determined which shows that at least the outer 5 km of the lunar crust is a relatively poor electrical conductor ($<10^{-6}$ mhos/m) compared with the underlying material. Past conductivity analyses have used magnetometer data recorded at times when global eddy-current fields were asymmetrically confined by the solar wind plasma. A time-dependent, transient-response analytical technique has been used in the studies. Transient analysis using lunar nightside data yields a conductivity profile rising from a range of values lying between $1 \times 10^{-4}$ and $2 \times 10^{-2}$ mhos/m at 250-km depth in the Moon to values ranging between $2 \times 10^{-4}$ and $8 \times 10^{-2}$/ mhos/m at 1000-km depth. Transient analysis of dayside data yields a conductivity profile generally compatible with nightside transient results.

Recent conductivity analysis has considered
lunar eddy-current response during times when the moon is in the geomagnetic tail, in order to minimize the analytical problems posed by asymmetric solar wind confinement of the induced lunar magnetosphere. Preliminary results show that the following conductivity profile, though not unique, is compatible with input and response data: the conductivity increases rapidly with depth, from $10^{-9}$ mhos/m at the surface to $10^{-4}$ mhos/m at 200-km, then less rapidly to $2 \times 10^{-2}$ mhos/m at 1000-km depth. By use of the conductivity-to-temperature relationship for olivine reported by Duba et al. (ref. 110), a temperature profile is calculated from this conductivity profile: temperature rises rapidly with depth to 1100 K at 200-km depth, then less rapidly to 1800 K at 1000-km depth.

MAGNETOPAUSE AND BOW SHOCK PROPERTIES AT THE LUNAR ORBIT

Velocities and thicknesses of the Earth's magnetopause and bow shock at the lunar orbit have been estimated from simultaneous magnetometer measurements. Average speeds are about 50 km/s for the magnetopause and about 70 km/s for the bow shock, with large spreads in individual measured values. Average thicknesses are about 2300 km for the magnetopause and 1400 km for the bow shock, also with large spreads in individual measured values.
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Electrical conductivity of the lunar crust:

Electrical conductivity of the lunar interior can be studied by analysis of two types of global induction fields: the poloidal field due to eddy currents driven by the motion of the solar wind electric field. This analysis has involved determining the relative accuracy of three instruments: the Explorer 35 Ames and Goddard magnetometers and the Apollo 12 lunar surface magnetometer. Results are given in the Appendix. Next we propose a mechanism for the origin of the remanent magnetization measured in returned samples, and the associated magnetic fields which have been measured by face and orbiting magnetometers. This mechanism involves thermoelectric generation of currents and associated magnetic fields during early crustal solidification.
time-varying external magnetic fields, and the toroidal field due to unipolar currents driven through the moon by the motional solar wind $\mathbf{V} \times \mathbf{B}$ electric field. Poloidal field induction has been used by many researchers to investigate lunar electrical conductivity (e.g., Dyal and Parkin, 1971a; Sonett et al., 1971, 1973; Kuckes, 1971, 1974; Dyal et al. 1974, 1976). To date poloidal induction analysis has yielded the most accurate conductivity information at depths between 200 and 800 km. At shallower depths this technique is limited by instrumental frequency response, number of measurement sites, and lack of a rigorous analytical induction model.

Our objective in this section is to investigate the conductivity of the outer region, or crust, of the moon from the study of toroidal induction in the lunar sphere. In the toroidal mode (see Fig. 1) a unipolar current $J_T$ is driven by an electric field $\mathbf{E} = \mathbf{V} \times \mathbf{B}_E$ which is produced as the solar magnetic field $\mathbf{B}_E$, frozen in the solar plasma, sweeps by the moon. $\mathbf{V}$ is the velocity of the moon relative to the solar plasma. Corresponding to the induced current $J_T$ is the toroidal field $\mathbf{B}_T$, which has a magnitude inversely proportional to the total resistance to current flow through the moon; the magnitude of $J_T$ (or likewise, $B_T$) is limited by the region of lowest conductivity in the current path, which is probably the lunar crust. Previous electromagnetic studies have shown that the electrical conductivity of the outer region of the moon is very low. Strangway et al. (1972)

LUNAR TOROIDAL INDUCTION

![Diagram of lunar toroidal induction](image)

Fig. 1. Toroidal field $\mathbf{B}_T$, resulting from induced currents $J_T$ within the moon. The $\mathbf{V} \times \mathbf{B}_E$ electric field which drives the currents through the lunar interior is due to the motion of the external solar magnetic field $\mathbf{B}_E$ past the moon. The Apollo 12 ALSEP coordinate system is shown: $x$, $y$, and $z$ are directed radially outward, horizontally eastward, and horizontally northward, respectively.
found the d.c. conductivity of a lunar soil sample to be as low as $10^{-14}$–$10^{-12}$ mhos/m. Earth-based radar measurements have been interpreted by Strangway (1969) to yield a conductivity of $\sim 10^{-12}$ mhos/m for the outer 1 m of the moon. The Lunar Sounder Experiment (Phillips et al., 1973) and the Surface Electrical Properties Experiment (Simmons et al., 1973) have shown that displacement currents dominate the outer 1 km. Dyal and Parkin (1971b) calculated an upper limit of $10^{-9}$ mhos/m for conductivity of the outer 5 km of the lunar crust.

The toroidal induction mode has been described theoretically by several investigators (Sonett and Colburn, 1967; Schwartz and Schubert, 1969; Schubert and Schwartz, 1969; Sill and Blank, 1970). For the case when the moon is immersed in the solar wind plasma, the external field $B_E$ is constant (eddy current induction vanishes), and the motional solar wind electric field induction drives currents in the moon resulting in a toroidal field $B_T$, the total field $B_A$ at the surface is

$$B_A = B_E + B_T. \quad (1)$$

Following Schubert and Schwartz (1969), we solve for the toroidal field, $B_T$, expressed in component form as follows:

$$B_{Tx} = B_{Ax} - B_{Ex}, \quad (2)$$
$$B_{Ty} = B_{Ay} - B_{Ey} = AE_y = A(V_yB_E - V_xB_E), \quad (3)$$
$$B_{Tz} = B_{Az} - B_{Ez} = -AE_x = A(V_xB_E - V_yB_E). \quad (4)$$

where, for a two-layer (core-crust) model of the moon

$$A = \sigma_1 \mu R_m \left( \frac{1 + \beta + \alpha(1 - \beta)}{1 - \beta + \alpha(2 + \beta)} \right), \quad (5)$$
$$\alpha = \sigma_1 / \sigma_2, \quad (6)$$
$$\beta = (R_2 / R_m)^3. \quad (7)$$

The components $x, y, z$ are up, east, north ALSEP coordinates at the Apollo 12 site; $V$ is velocity of the moon relative to the solar wind; $\sigma_1$ and $\sigma_2$ are conductivity of crust and core, respectively; $\mu$ is the global permeability; $R_2$ and $R_m$ are core and lunar radii. For the case where $\sigma_3 \gg \sigma_1$, Eq. (5) reduces to

$$A = \sigma_1 \mu R_m \left( \frac{1 + \beta}{1 - \beta} \right). \quad (8)$$

Equation (8) is graphically displayed in Fig. 2.

These parametric solutions are valid at the low-frequency limit for the spherically symmetric case of the induction field totally confined to the interior or near-surface regions by a highly conducting plasma. The components of the toroidal field are calculated by subtracting the components of the external field $B_E$, measured by an Explorer 35 magnetometer, from the total field $B_A$ measured at the lunar surface by the Apollo 12 lunar surface magnetometer. We have
ELECTRICAL CONDUCTIVITY OF LUNAR CRUST

Fig. 2. Theoretical family of curves relating crustal conductivity $\sigma_{\text{crust}}$ to the factor $A$ (see text). Solutions are based on a lunar core-crust model where $\sigma_{\text{crust}} < \sigma_{\text{core}}$ [Eq. (8)].

determined the parameter $A$ [Eq. (8)] by plotting components of toroidal field $B_T$ versus the $V \times B_E$ electric field, using a data set of 100 ten minute averages from a total of 5 lunations, selected from time periods when the solar wind velocities and fields are approximately constant. All data have been selected from time periods when the Apollo 12 magnetometer was on the lunar nightside, to minimize solar wind compression effects on the surface remanent magnetic field (Dyal et al., 1972).

According to Sill and Blank (1970), the toroidal induction transfer function is independent of frequency for frequencies $< 2 \times 10^{-3}$ Hz at expected lunar conductivities. Use of 10 min averages therefore makes our analysis equivalent to the d.c. case for toroidal induction. Although our data are selected from times when the external field is nearly constant, there may be small but nonzero poloidal induction at 10 min periods; however, small poloidal induction effects are not expected to affect our results. The direction of the toroidal field is dependent on solar wind velocity $V$ and external field $B_E$, whereas the poloidal field direction is dependent on the direction of the rate of change of the external field, $dB_E/dt$. For our data set of 100 ten minute averages we assume that $dB_E/dt$
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has negligible correlation with either \( \mathbf{V} \) or \( \mathbf{B}_p \), so if the poloidal field magnitude is nonzero when averaged over a 10 min period, the direction of the net poloidal field will be essentially random when considered for 100 cases. Therefore under this assumption poloidal "contamination" in the measurements would cause scatter in the graph relating toroidal field to electric field (Fig. 3) but would not affect the slope of a straight line through the data, from which we determine the toroidal field upper limit.

In Fig. 3 we plot \( B_T = B_{Ax} - B_{Ey} \) versus the electric field component, \( E_x \), which is the largest of the three components for average solar wind conditions. From these data we calculate a least squares slope \( A = (-6.2 \pm 4.3) \times 10^{-7} \text{sec/m} \), where the limits include only random statistical measurement errors. Systematic instrumental errors are discussed in the Appendix. Estimates of these errors are based upon comparisons between Apollo 12, LSM Explorer 35-Ames, and Explorer 35-Goddard magnetometers. From this comparison we estimate the systematic error inherent in the analysis. The systematic and random errors result in an upper limit slope of \( 2 \times 10^{-7} \text{sec/m} \).

Using this value of slope \( A \), we can determine the upper limit on average crustal conductivity as a function of crust thickness (\( \Delta R \)) by reference to Fig. 2. For an average crust thickness \( \Delta R = 80 \text{ km} \) (Goins et al., 1977) the conductivity upper limit is \( 9 \times 10^{-9} \text{mhos/m} \). We note that the average crust conductivity is not a strong function of crust thickness for thicknesses of the order of 80 km. (A 100 km crust would correspond to a \( 1.2 \times 10^{-8} \text{mhos/m} \) upper limit, and a 60 km crust would correspond to about \( 7 \times 10^{-9} \text{mhos/m} \).

![Fig. 3. Toroidal magnetic field data plotted as a function of solar wind electric field [see Eq. (3)], for a data set of 100 ten minute averages selected from times when solar wind field and velocity were approximately constant. Error bars represent one standard deviation in averaged data points. The slope upper limit includes systematic errors (gain differences of the magnetometers) as well as random statistical errors.](image-url)
LUNAR ELECTRICAL CONDUCTIVITY AND STRUCTURE

Fig. 4. Electrical conductivity and inferred structure of the lunar crust and interior. Results from toroidal calculations place an upper limit surface conductivity $\sim 10^{-4}$ mhos/m for an assumed 80 km lunar crust thickness. This lowers the upper limit determined in poloidal induction analysis (Dyal et al., 1976) by nearly four orders of magnitude.

This crustal conductivity upper limit places an important new constraint on the lunar conductivity profile. The shaded region of Fig. 4 shows recent results from poloidal-induction analysis of conductivity (Dyal et al., 1976), which are most accurate at intermediate depths of 200-800 km, and much less accurate for shallower depths. The toroidal induction results lower the crust conductivity upper limit by approximately four orders of magnitude.

THERMOELECTRIC ORIGIN FOR CRUSTAL REMANENT MAGNETISM

A principal unresolved problem in lunar magnetism is the lack of an adequate explanation for the natural remanent magnetization (NRM) of the lunar crust. Apollo lunar surface magnetometers and subsatellite magnetometers have measured remanent magnetic fields of scale lengths from 1 to 100 km (Dyal et al., 1974, Russell et al., 1975; Lin et al., 1975). Analyses of returned lunar samples have indicated that the NRM ranges from $10^{-3}$ to $10^{-2}$ G-cm$^3$/g and was most likely acquired by the thermoremanent magnetization of metallic iron grains in the presence of $10^3$-$10^5$ gamma magnetic fields (Strangway et al., 1970; Collinson et al., 1973; Dunlop et al., 1975; Pearce et al., 1976). Explaining the origin of fields this large is difficult since magnetic fields of the present day lunar environment are $\approx 20$ gammas. In this section we propose that the magnetizing fields may have been produced by thermoelectrically driven currents in the early lunar crust.
According to most theories of lunar evolution (e.g., Wood et al., 1970; Hubbard and Minear, 1975; Wood, 1973) the crust of the moon became highly differentiated as the outer 350 km of the lunar sphere solidified. After the accretion process was nearly complete 4.6 b.y. ago, crustal solidification proceeded as heat was lost to the lunar interior and radiated from the surface into space, forming a thin solid crust at the surface. The crust gradually thickened as the magma ocean cooled and solidified at greater and greater depths. During times when the crust was on the order of a few kilometers thick, meteorite impacts would have penetrated the crust, exposing the subsurface magma, and forming lava-filled basins.

We have considered the model in which two such basins in close proximity formed at approximately the same time and were connected below the solid crust by subsurface magma and above by the solar wind plasma (see Fig. 5). Heterogeneous cooling in the crust could have caused one basin to cool and solidify more rapidly than the other, producing a large temperature difference between the two basins. In this model we have the basic elements for generation of a thermoelectric current by the Seebeck effect. The Seebeck effect is produced in an electrical circuit which is composed of two dissimilar conductors, joined at two junctions which have different temperatures. The potential can be
expressed as $E_{AB} = \epsilon_{AB}(\Delta T)$, where $E_{AB}$ is the Seebeck potential, $\epsilon_{AB}$ is the relative Seebeck coefficient for the combination of materials $A$ and $B$, and $\Delta T$ is the temperature difference of the junctions. In our model the current flow is through the subsurface magma connecting the bottom of the solidifying basin out through the surface of the nearby unsolidified basin and through the highly conducting plasma above the lunar surface back to the top of the solidifying basin (Fig. 5). A magnetic field would be associated with this current flow and would magnetize the solid crustal material cooling through the iron Curie temperature near the basins. Material would have been most strongly magnetized between the basins in the presence of the maximum field strengths. However, this does not necessarily imply a correlation between magnetic anomalies and modern craters because the basins referred to in the description of this mechanism were formed during the initial crustal solidification of the moon. Most of the evidence of their existence was destroyed by subsequent cratering in the almost completely solidified crust. A quantitative estimate of the magnetic field produced by this mechanism requires a more detailed examination of the thermoelectric circuit.

We will first consider the thermoelectric properties of the lunar crustal material and solar wind plasma. The electrical conductivity and Seebeck coefficient of insulators, semiconductors, semimetals, and metals generally exhibit a systematic relationship which is illustrated in Fig. 6. Lunar crustal material exhibits semiconductor properties (Duba, 1972) and should have a large Seebeck coefficient. Many of the geologic minerals studied by Telkes (1950) and Noritomi (1955) also exhibited semiconductor-like Seebeck coefficients, although

![Fig. 6. Schematic representation of Seebeck coefficient and electrical conductivity for various materials as a function of conduction electron density. The electrical conductivity generally increases with the conduction electron density and is highest for metals. Conversely, the Seebeck coefficient is usually highest for insulators.](image-url)
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are solids (1950) and scientists, although in general minerals have a wide range of coefficients, ranging from \(-3200\) to \(+2100\) \(\mu\)V/°K. A typical measured value for geologic minerals is \(\sim 10^2\mu\)V/°K. We assume this value to be representative of the lunar magma as well as the lunar crust; for this case the magma-crust interface would produce no Seebeck potential.

A rigorous justification of this assumption would require a quantitative model of the electronic structure of liquid semiconductors. While a quantitative theory for liquid semiconductors is complex, certain simplified qualitative arguments can be made using solid state theory. There is evidence, from X-ray diffraction experiments in liquid semiconductors (Cadoff and Miller, 1960), that there is short-range order in liquids just above the solidus which gradually disappears at higher temperatures. The long-range disorder near the melting temperature should not greatly affect the applicability of the band approximation on which solid state thermoelectric theory depends (Cadoff and Miller, 1960). Therefore we might expect no significant discontinuity in the Seebeck potential of semiconductors at melting. This is substantiated by experiment with CuSS reported by Cadoff and Miller (1960). The Seebeck coefficient of CuSS is \(300\mu\)V/°K from 673°K to the melting point, after which it rises to \(450\mu\)V/°K. With further temperature increase it returns to \(300\mu\)V/°K and remains constant between 1397°K and 1470°K. For this example the solid and liquid have approximately the same Seebeck potentials; therefore, the thermoelectric emf, which is proportional to the difference in Seebeck potentials, would also be small. We therefore conclude that the crust-magma interface on the early moon would have produced a negligibly small Seebeck potential compared to the surface-plasma potential, which we will discuss in the following paragraphs.

The thermoelectric properties of the solar wind plasma have not been measured; however, the Seebeck effect in laboratory plasmas has been observed to produce megagauss fields under laboratory conditions (Stamper et al., 1971; Tidman, 1974; Stamper and Ripin, 1975). We theoretically estimate a Seebeck coefficient for the solar wind using an expression given by Ioffe (1957) for the Seebeck coefficient of solids whose conduction electrons, like those of a plasma, obey Maxwell-Boltzmann statistics:

\[
e = \pm \frac{k}{e} \left[ r + 2 + \ln \frac{2(2\pi nkT)^n}{\hbar} \right],
\]

where \(k\) is Boltzmann’s constant, \(e\) is the electronic charge, \(m\) is the electron mass, \(T\) is the temperature, \(\hbar\) is Planck’s constant, \(n\) is the electron density, and \(r\) is a coefficient of order unity which depends on the electron scattering mechanism (\(r = 0\) for atomic lattice; \(r = \frac{1}{2}\) or \(1\) for ionic lattice; \(r = 2\) for impurity ions). If in our case \(r = 0(1)\), this expression is not sensitive to \(r\) for expected electron densities. For an early solar phase, (e.g., T-Tauri), solar wind densities of \(10^{14} e^-/m^2\) and temperatures of \(T \sim 4 \times 10^6\)°K are likely (Srka, 1975). Using these parameters, Eq. (9) predicts a thermal emf of \(3\) mV/°K (present day solar wind conditions of \(n = 10^6 e^-/cm^2\) and \(T = 3 \times 10^6\)°K, yield \(e = 5\) mV/°K). These plasma Seebeck coefficient values seem reasonable when compared to the
insulator values illustrated in Fig. 6. Experiments must ultimately determine the appropriate Seebeck coefficient for a fully ionized hydrogen plasma of 0(10^4 e^-/m^3) in contact with lunar crustal material. The purpose of our model is to demonstrate the feasibility of the thermoelectric mechanism and emphasize the importance of conducting these experiments.

A quantitative evaluation of the model requires an estimate of the relative thermoelectric potential, which is the difference in the Seebeck coefficients for the crust and plasma. We have assumed $\epsilon \sim 10^2 \mu V/°K$ for the crustal material and $\epsilon \sim 10^3 \mu V/°K$ for the plasma, yielding a value of $\sim 10^1 \mu V/°K$ for the relative Seebeck coefficient. Therefore the plasma/moon thermoelectric potential dominates the magma/crust potential.

To estimate the magnetic fields resulting from these thermoelectrically produced currents, we approximate the circuit geometry by a torus as shown in Fig. 7. Many geometries other than that shown in Fig. 7 are possible. The only essential requirements are a net thermal gradient and a closed current path; we have chosen the case shown in Fig. 7 for convenience in modeling the current geometry and calculating a representative magnetic field. The basins are of length $A$ on a side and are separated by a distance $S$, and the lunar crust thickness is $D$. The thermoelectric potential difference is $\epsilon \Delta T$, where $\epsilon$ is the thermoelectric coefficient in $\mu V/°K$ and $\Delta T$ is the temperature difference between the basins.

The total electrical resistance of the circuit has contributions from the solar wind plasma, the magma, and the resolidifying crust. Resistance of the crust and magma are expressed by $R = \int_0^l dl/A^2 \sigma$, where $A^2$ is the area of the basin, $l$ is the current path length, and $\sigma$ is the conductivity. The conductivity is in turn related to temperature; we estimate this relationship using data from Fig. 2 of Presnall et al. (1972) for a synthetic basalt. The functional dependence of conductivity on temperature for the resolidifying crust at temperatures below the liquidus

![Fig. 7. Schematic model for magnetic field generation by thermoelectrically driven currents (corresponding to Fig. 5). The mechanism is modeled by square basins of length $A$ on a side, separated by a distance $S$, with a crust thickness $D$. The current is confined to the square torus-like region containing the $x$-$y$ plane, which connects the basins and extends into the plasma above the surface and into the magma below the surface.](image-url)
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THERMOELECTRICALLY GENERATED FIELDS

Fig. 8. Thermoelectrically generated magnetic field as a function of the basin separation for various basin sizes, evaluated at the coordinate system origin shown in Fig. 7. Calculations are based on a lunar crust thickness of 1 km and a thermoelectric potential of $10^4 \mu V/K$. The calculated field varies linearly with the thermoelectric potential but is a weak function of the crust thickness.

Electrical conductivity (Presnall et al., 1972) results in a large increase in crustal resistance with a modest increase in crustal thickness. Using the measured temperature histories of terrestrial lava beds (Peck et al., 1964) in our calculations, we obtain the result that the magnetic field rises approximately linearly with time as the basin lava cools. As the resolidifying crust thickens and its resistance continues increasing relative to that of the subsurface magma, the magnetic field value peaks and then declines rapidly. The magnetic fields calculated and shown in Fig. 8, which are the maxima for each given geometry, range from $10^3$ to over $10^4$ gammas. Fields of this magnitude, if present during lunar crustal cooling, could account for the measured remanence in returned lunar samples (Collinson et al., 1973; Strangway et al., 1970).

**SUMMARY AND CONCLUSIONS**

Crustal electrical conductivity

An upper limit on the electrical conductivity of the lunar crust has been determined from upper limits on toroidal induction in the moon by the solar wind $\mathbf{V} \times \mathbf{B}$ electric field. A theory is used for the spherically symmetric case of...
the induction field totally confined to the lunar interior or near-surface regions. Components of toroidal field are calculated by subtracting components of the external field \( B_E \) measured by the Explorer 35-Ames magnetometer, from the total-field \( B_A \) measured by the Apollo 12 lunar surface magnetometer. Comparing the appropriate components of toroidal magnetic field and electric field, we determine the upper limit of the proportionality factor relating these variables, \( A = 2 \times 10^7 \text{ sec/m} \). This factor is related to the average crustal conductivity upper limit of \( \sigma_{\text{crust}} \sim 10^{-8} \text{ mhos/m} \) for an assumed crustal thickness of 80 km. We note that the average crust conductivity is not a strong function of crust thickness for thicknesses \( \sim 80 \text{ km} \) (e.g., a 100 km crust would correspond to a \( 1.2 \times 10^{-8} \) upper limit, and a 60 km crust would correspond to about \( 7 \times 10^{-7} \text{ mhos/m} \)). A very thin outer shell of even lower conductivity (indicated by radar and sample measurements for depths up to \( \sim 1 \text{ km} \)) are consistent with this upper limit. The surface conductivity upper limit, derived from toroidal induction analysis, places an important new constraint on the lunar conductivity profile (obtained from poloidal induction analysis); it lowers the crust conductivity limit nearly four orders of magnitude.

**Thermoelectric origin for crustal remanent magnetism**

Measurements of remanent magnetization in returned lunar samples indicate that magnetic fields of \( \sim 10^5 \) to \( \sim 10^6 \) gammas existed at the surface of the moon at the time of crustal solidification and cooling. We have derived a thermoelectric mechanism to model these magnetic fields as having resulted from currents flowing through cooling lava basins early in lunar history. When the crust was still only a few kilometers thick, infalling material could have penetrated it, exposing the magma beneath and forming many lava-filled basins. Our resulting model has two lava basins with different surface temperatures, connected beneath the surface by magma. The model has the basic elements of a thermoelectric circuit: two dissimilar conductors joined at two junctions which are at different temperatures. The thermal emf in the circuit depends on the electronic properties of the lunar crust and the plasma; in particular, on the difference in their Seebeck coefficients. Using a relative Seebeck coefficient of \( 10^5 \mu \text{V/K} \), we calculate thermoelectrically generated magnetic fields ranging from \( \sim 10^5 \) to \( \sim 10^6 \) gammas, as functions of basin sizes and separations. These fields are large enough to have produced the remanence in most of the returned lunar samples. Fields as high as \( \sim 10^6 \) gammas (indicated for some returned lunar samples) are attainable from our model if we use upper-limit values of the Seebeck coefficient and include effects of solar wind compression of lunar surface fields. The thermoelectric mechanism is compatible with the high degree of inhomogeneity found in measured remanent fields and with the absence of a measureable net global magnetic moment.
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APPENDIX

Measurement accuracies of Explorer 35-Ames, Explorer 35-Goddard, and Apollo 12 magnetometers

Magnetic fields used in this study of the moon have been measured by magnetometers placed in lunar orbit and emplaced by astronauts on the lunar surface. The three instruments that were examined for errors were the two magnetometers onboard the Explorer 35 lunar orbiting spacecraft (one from Ames Research Center and one from Goddard Space Flight Center) and the Apollo 12 lunar surface magnetometer. The instrument characteristics are listed in Table 1.
Table 1. Lunar magnetometer characteristics.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Apollo 12 LSM</th>
<th>Explorer 35 ARC</th>
<th>Explorer 35 GSFC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ranges, gammas</td>
<td>0 to ±400</td>
<td>0 to ±200</td>
<td>0 to ±64</td>
</tr>
<tr>
<td></td>
<td>0 to ±200</td>
<td>0 to ±60</td>
<td>0 to ±24</td>
</tr>
<tr>
<td></td>
<td>0 to ±100</td>
<td>0 to ±20</td>
<td></td>
</tr>
<tr>
<td>Resolution, gammas</td>
<td>0.2, 0.4, 0.8</td>
<td>0.2, 0.6, 2.0</td>
<td>0.094, 0.25</td>
</tr>
<tr>
<td>Frequency response, Hz</td>
<td>de to 3</td>
<td>de to 0.05</td>
<td>de to 0.2</td>
</tr>
<tr>
<td>Sensors</td>
<td>3 orthogonal</td>
<td>3 orthogonal</td>
<td>3 orthogonal</td>
</tr>
<tr>
<td>Analog zero</td>
<td>180° mechanical</td>
<td>90° mechanical</td>
<td>90° mechanical</td>
</tr>
<tr>
<td>determination</td>
<td>rotation of sensors</td>
<td>rotation of sensor</td>
<td>rotation of sensor</td>
</tr>
<tr>
<td>Power, watts</td>
<td>3.5</td>
<td>0.7</td>
<td>1.1</td>
</tr>
<tr>
<td>Weight, kg</td>
<td>8.9</td>
<td>2.4</td>
<td>2.7</td>
</tr>
</tbody>
</table>

The Apollo 12 surface instrument measured the three orthogonal vector components of the magnetic field with three sensors located at the end of three 100 cm long booms, and the orientation was determined by a shadowgraph and gravity level sensors. The two Explorer 35 instruments were located on ends of opposing booms several meters apart, and orientation was determined by sun sensors onboard the spacecraft. All three instruments were periodically calibrated by internal current sources, and the analog zero was determined by mechanical rotation of the sensors.

Direct comparisons of simultaneous time series magnetic field data have shown discrepancies in the two Explorer 35 magnetometer measurements. An example is shown in Fig. 9. The differences

**MAGNETIC FIELD**

![Sample time-series data comparing all three vector components for the Apollo 12 lunar surface magnetometer (LSM), the Ames magnetometer aboard Explorer 35, and the Goddard magnetometer aboard Explorer 35. Although differences between the instruments are usually small (a few tenths of a gamma), occasionally differences imply errors of several gammas as indicated by the z-axis of the Goddard magnetometer in this figure.](image-url)

Fig. 9. Sample time-series data comparing all three vector components for the Apollo 12 lunar surface magnetometer (LSM), the Ames magnetometer aboard Explorer 35, and the Goddard magnetometer aboard Explorer 35. Although differences between the instruments are usually small (a few tenths of a gamma), occasionally differences imply errors of several gammas as indicated by the z-axis of the Goddard magnetometer in this figure.
are usually on the order of 0.1 gamma; however, at hour 6 in the figure a difference of several gammas occurs in the z-axis measurement. The Apollo 12 surface instrument is more nearly in agreement with the Ames Explorer 35 magnetometer for this data set.

Further investigation of the instrument discrepancies has shown a relative gain difference (see also King and Ness, 1977) as well as the time-series amplitude difference shown in Fig. 9. The relative gain has been determined by statistically comparing the difference in two magnetometer measurements with the field measured by one of the magnetometers. The results for the x-axis in one lunation are shown in Fig. 10. The data show that the two Explorer 35 instruments have a 10% relative gain difference. A comparison with the Apollo 12 surface instrument indicates agreement within the Ames Explorer 35 magnetometer.

A history of the gain differences for the first five lunations after Apollo 12 deployment show that the relative error varies up to 10% in the x- and y-axes and up to 60% in the z-axis. Generally this relative gain difference between the Ames and Goddard Explorer magnetometers (typified by slopes shown in Fig. 10), when compared with Apollo 12 data, indicate the error to be due primarily to the Goddard magnetometer. The comparison of other measured field components shows best consistency between the Explorer 35-Ames and Apollo 12 data. The Explorer 35-Ames instrument also has a spin demodulation problem which is indicated in the data beginning in March 1970. The spin demodulation error produces a monotonic drift of the field component in the instrument spin plane which can persist for 1-5 hr after exit from the lunar shadow. Errors due to this problem can be avoided by careful data selection. Therefore, we have used Ames Explorer 35 data for our analyses, after eliminating near-shadow data and after estimating the magnitude of systematic errors from the comparison of the Apollo 12 and Explorer 35-Ames data (approximately 3% maximum for the data sets that we have used).

**EXPLORER/APOLLO MAGNETOMETER COMPARISONS**

![Graph showing comparisons between different magnetometers](image)

Fig. 10. Relative gain differences for the three lunar magnetometers (Apollo 12 LSM, Explorer 35-Ames, and Explorer 35-Goddard). Plotted are differences in each pair of magnetometer measurements versus the field measured by the Explorer 35-Ames magnetometer during one passage of the moon through the geomagnetic tail. With no gain differences between the three instruments the slopes of each plot would be zero. This example of radial x-axis data shows: (1) the two Explorer 35 magnetometers have a relative gain difference of about 10%, (2) the Apollo 12 and Explorer 35-Goddard magnetometers show a similar gain difference of about 10%, and (3) the Apollo 12 and Explorer 35-Ames magnetometers show the same gain to within statistical errors.
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Abstract. A new technique of deep electromagnetic sounding of the Moon using simultaneous magnetic field measurements at two lunar surface sites is described. The method, used with the assumption that deep electrical conductivity is a function only of lunar radius, has the advantage of allowing calculation of the external driving field from two surface site measurements only, and therefore does not require data from a lunar orbiting satellite. A transient response calculation is presented for the example of a magnetic field discontinuity of February 13, 1973, measured simultaneously by Apollo 16 and Lunokhod 2 surface magnetometers.

Electromagnetic sounding of the Moon can be accomplished by simultaneously observing variations of the external and surface magnetic fields. The ratio of surface-response field to external field represents the electromagnetic response of the Moon. During times when the highly conducting solar wind plasma surrounds the day side of the Moon (all except for four days of each lunation when the Moon is in the geomagnetic tail), the external field can be calculated from surface measurements of the radial field component. This is possible since the induced field component radial to the Moon vanishes at the plasma-moon boundary if the included fields are confined to the lunar interior and cylindrical region downstream by the solar wind plasma. On the lunar day side, therefore, the measured total surface field radial component is equal to the radial component of the external inducing field. Furthermore, simultaneous measurements of radial components at any three locations on the day side not lying in the plane of the same great circle would allow calculation of all three components of the magnetic field external to the Moon.

We illustrate the new technique by modifying it for the case of two surface magnet-
Fig. 1. (a) Apollo 16 and Lunokhod 2 site locations on the day side of the Moon for February 13, 1973. The great circle connecting the sites is shown as a dashed line. Here $\phi$ is the azimuthal angle between the meridian passing through the Apollo 16 site and the great circle passing through both landing sites; $\alpha$ is the angle between radius vectors to the two magnetometer sites. (b) Position of the Moon relative to the Earth on February 13, 1973.

We assume that the conductivity of the Moon is a function of radius only. We also employ the theory for induced fields totally confined to the lunar interior. This model is adequate if the field measurement sites are situated far enough from the terminator to neglect the field asymmetry caused by the plasma cavity behind the Moon. As has been shown by Schubert et al. (1973) for an infinitely extended cavity, and by Vanyan and Yegorov (1973) for a cavity of finite length, the assumption of a spherically symmetric model is valid over an angular range of 30 to 40° from the sub-solar point.

To develop this analysis with two surface measurements of the magnetic field, we consider a great circle on the lunar sphere through Apollo 16 and Lunokhod 2 surface sites (dashed line in Figure 1a). To estimate the lunar response we utilize the horizontal component tangent to the great circle at the Apollo 16 site

$$B_{\text{TAp}} = B_{\text{ZAp}} \cos \phi + B_{\text{YAp}} \sin \phi,$$

where $\phi$ is the angle between tangents to the great circle and the meridian intersecting at the Apollo 16 site; $B_{\text{ZAp}}$ and $B_{\text{YAp}}$ are horizontal northward and eastward field components, respectively. A determination of the external field component $E_{\text{TAp}}$ parallel to $B_{\text{TAp}}$ will allow us to complete a transient response calculation. $B_{\text{TAp}}$ can be determined from radial components $B_{\text{RAp}}$ and $E_{\text{RL}}$ recorded synchronously by Apollo 16 and Lunokhod 2. We note that both these components lie in the plane of the great-circle. From the equations which relate the Apollo 16 to Lunokhod 2 coordinate systems in the plane of their common great circle we obtain
ERLOMAGNETIC SOUNDING OF THE MOON USING APOLLO 16 AND LUNOKHOD 2

Fig. 2. Simultaneous Apollo 16 and Lunokhod 2 magnetograms from February 13, 1973. $B_{rAp}$ and $B_{rL}$ are the radial components of measured magnetic fields at the Apollo 16 and Lunokhod 2 sites respectively. $B_{tAp}$ is the field component tangent to the lunar surface at the Apollo 16 site. $B_t^e$ is the field component external to the Moon (calculated using $B_{rAp}$ and $B_{rL}$ in Equation (2)) which corresponds to the measured total lunar response field $B_{rAp}$.

\[ B_t^e = B_{rL} \csc \alpha - B_{rAp} \cot \alpha, \]  

(2)

where $\alpha = 38^\circ$ is the angle between radius vectors to Apollo 16 and Lunokhod 2.

As an example to illustrate the new technique we consider the magnetic field discontinuity recorded at 17h 12m on February 13, 1973, when the Moon was in the magnetosheath (Figure 1b). Figure 1a shows the dayside of the Moon on that date, and we note that both the Apollo 16 and Lunokhod 2 sites were situated far enough from the terminator at that time to neglect field confinement asymmetry effects. Lunokhod 2 was located in the southern part of Le Monnier crater at the eastern boundary of Mare Serenitatis.

The Apollo 16 magnetometer is located at 8.9°S latitude 15.5°E longitude. Figure 2 shows plots of the radial components of the data, $B_{rAp}$ and $B_{rL}$, at the two sites and the tangential component $B_{tAp}$ at the Apollo site calculated from Equation (1). The magnetic transient external to the Moon, $B_t^e$ plotted in Figure 2 was calculated using Equation (2). The amplification of the tangential component
Fig. 3. Amplification of tangential components: $h = B_{rA} / B_e^2$ (triangles), determined from the bottom two curves in Figure 2, which were in turn calculated using simultaneous Apollo 16 and Lunokhod 2 magnetometer data. These data are compared with day side amplification results (open circles) determined from Apollo 12 and Explorer 35 data (Dyal et al., 1973).

$$h_{Ap}(t) = B_{rA} / B_e^2$$

is calculated for the time interval $t = 5$ to 130 sec and plotted (triangles) in Figure 3. These results are compared with the statistical day side results of Dyal et al. (1973) obtained using synchronous Apollo 12 and Explorer 35 magnetometer data (open circles). We see that the transient response obtained by applying the present technique differs from the previous results especially during the initial part of the transient. This discrepancy most likely arises because we have compared an individual data set to statistically averaged data. We anticipate that superposition of many events will result in greatly enhanced accuracy, making this a valuable new technique for electromagnetic sounding of the lunar interior.
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