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1571 ABSTRACT 
A servo controlled target replica, and a surface bearing 
a computer generated line drawing of an object are 
individually viewed by separate television cameras al- 
lowing a two-dimensional composite of the target rep- 
lica and the object to be displayed on a monitor simulat- 
ing what an observer would see through a window in a 
spacecraft. The target replica is coded along one self 
coordinate axis in such a way that the distance of an 
elemental area on the target along the axis is capable of 
being remotely readout by a television camera. A third 
television camera responsive to the code reads out this 
information by which the Z-coordinate, relative to the 
observer, can be calculated, on-line with the scan, for 
the contents of each picture element of the scene tele- 
vised by the target camera. The computer calculates the 
X, Y, Z-coordinates relative to the observer for the 
contents of each picture element of the scene televised 
by the object camera; and a comparator compares the 
Z-coordinates for corresponding picture elements of 
both scenes in order to determine which camera is to be 
blanked from the monitor so as to create the illusion that 
either the target or the object is closer to the observer. 
The range and aspect of the object is directly controlled 
by manual inputs to the computer in order to create the 
illusion of movement of the object relative to the ob- 
server and to the target. Realism is further enhanced by 
creating, on the target, the shadow cast by the object. 

20 Claims, 3 Drawing Figures 
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SIMULATOR METHOD AND APPARATUS FOR 
PRACTICING THE MATING OF AN 

TARGET 
OBSERVER-CONTROLLED OBJECT WITH A 

ORIGIN OF THE INVENTION 
The invention described herein was made by an em- 

ployee of the United States Government, and may be 
manufactured and used by or for the Government for 
governmental purposes without the payment of any 
royalties thereof or therefor. 

This application is a continuation-in-part of applica- 
tion Ser. No. 590,183 filed June 25, 1975, now aban- 
doned. 

BACKGROUND OF THE INVENTION 
This invention relates to a simulator by which an 

observer, viewing both a target and an object under his 
control, can practice mating the object with the target; 
and such simulator is hereinafter termed a simulator of 
the type described. 

Space orbital operations currently in preparation for 
the future involve deployment and retrieval of shuttle 
orbiter payloads relative to an orbiting space station or 
space vehicle, as well as refurbishing and repair of orbit- 
ing vehicles. Such operations will often have to be exe- 
cuted using manipulators controlled by an operator 
aboard one of the spacecrafts viewing the termination 
of the manipulator and the target through a window in 
the craft, or by means of a television link which would 
also enable operations to be carried out by an earth- 
based operator. 

Maneuvering a manipulator and mating it with the 
target in a gravity free environment are operations that 
are different from corresponding operations on earth. In 
particular, gravity induced torques, which dominantly 
influence design and performance on earth are absent in 
space. Furthermore, the mating of the termination of 
the manipulator with the target must take place with 
essentially zero velocity in order to minimize a target 
and manipulator reactive impulse. Such impulse would 
tend to separate the target from the body carrying the 
manipulator and therefore must be avoided. 

For personnel destined to carry out missions of the 
type referred to above, it is essential to practice such 
missions in ground-based simulators to insure profi- 
ciency in space. One approach to this training is to 
construct simulators of the type described using actual 
or replica models with built-in servo operations to simu- 
late the peculiarities of space performance as noted 
above. This approach, while having the advantage of 
visual realism, is very complex and can achieve only 
limited realism in performance thereby reducing the 
effectiveness of a training program. Another approach 
is to employ computer-generated graphics in which 
both the target and a manipulator, for example, are 
created on a surface that is supposed to represent the 
view from a window of a spacecraft or a television 
monitor. This approach more closely simulates the reac- 
tions of the components in a weightless environment but 
at the expense of visual realism. Complex surfaces famil- 
iar to an operator are approximated by polyhedrons in 
computer-generated graphics and thus appear distorted 
and hence unrealistic decreasing training effectiveness. 

It is therefore an object of the present invention to 
provide a new and improved simulator method and 
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2 
apparatus of the type described which is less complex in 
terms of equipment yet realistic in terms of visual per- 
ception and equipment performance, thus overcoming 
substantially all of the deficiencies of the prior art as 
noted above. 

SUMMARY OF THE INVENTION 
According to the present invention, a servo con- 

trolled target replica, and a surface bearing a computer 
generated line drawing of an object are individually 
viewed by separate television cameras allowing a two- 
dimensional composite of the target replica and the 
object to be displayed on a monitor simulating what an 
observer would see through a window in the spacecraft. 
The target replica is coded along one coordinate axis in 
such a way that the distance of an elemental area on the 
target along the axis is capable of being remotely read- 
out by a television camera. The code is by way of a 
variation in color (i.e., wavelength) or in brightness (or 
a combination of color and brightness). A third televi- 
sion camera responsive to the code provides informa- 
tion by which the Z-coordinate, (and also X,Y) relative 
to the observer, can be calculated, on line with the scan, 
for the contents of each picture element of the scene 
televised by the target camera. The computer that de- 
velops data by which the line drawing of the object is 
generated also calculates the Z-coordinate relative to 
the observer for the contents of each picture element of 
the scene televised by the object camera; and a compar- 
ator compares the Z-coordinates for corresponding 
picture elements of both scenes in order to determine 
which camera is to be blanked from the monitor so as to 
render either the target or the object opaque and create 
the illusion that one or the other is closer to the ob- 
server. 

The range and aspect of the object is directly con- 
trolled by manual inputs to the computer in order to 
create the illusion of movement of the object relative to 
the observer and to the target. Greater realism is 
achieved by creating a shadow of the object on the 
target. Their mating is visually established by merger of 
the shadow on the target with the point on the object 
furthermost from the observer. 

The present invention utilizes existing equipment in 
the sense that servo driven target replicas are well 
known as is apparatus for generating animated line 
drawings on a surface. As a consequence of utilizing 
both a real target and a computer-generated graphical 
representation of the object, a realistic display of a com- 
posite of the target and the object is achieved while also 
preserving the ability of the target and object to re- 
spond to interactions in ways that are peculiar to opera- 
tion in a weightless environment. 

BRIEF DESCRIPTION OF THE DRAWINGS 
An embodiment of the invention is illustrated in the 

accompanying drawings wherein: 
FIG. 1 is a block diagram of a simulator according to 

the present invention illustrating a typical target and a 
typical object; and 

FIG. 2 is a perspective view of a general type of 
object and target for the purpose of illustrating how the 
shadow of the object on the target can be determined 
using a shadow plane perpendicular to the direction of 
light falling on the object and the target. 

FIG. 3 is a perspective view of the target in relation 
to the observer coordinate system and is useful in ex- 
plaining the manner in which the location of a given 
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point on the target relative to an observer is computed 
as X, Y, 2. 

DESCRIPTION OF THE PREFERRED 
EMBODIMENT 

Referring now to FIG. 1, reference numeral 10 desig- 
nates a simulator according to the present invention 
comprising a target 11 and an associated target image 
channel including a first television camera 12; object 13 
and an associated object image channel including a 
second television camera 1% a television monitor 85; 
coordinate computer 35 and comparator 16; and a 
shadow generating channel 17. Target 11, which may 
be an actual space vehicle or a scaled replica thereof, is 
mounted for three-axis movement at 18 by means of 
servo drive 19. Translational motions of the target, 
which are shown in FIG. 1 as being accomplished by 
servo drive 19, can be, alternatively, simulated by zoom 
optics on the camera, and/or camera pan or tilt by 
actual motion of the camera or by modifications in the 
deflection drive furnished to the camera. For simplicity, 
all 6" of target motion are performed. by servo drive 19, 
the input to drive 19 being indicated by the legend 
"target attitude and position." 

As shown in FIG. 3, the location of the origin 180 of 
the target coordinate system (Le., the point to which all 
points on the target surface are referred for measure- 
ment purposes, and in general, the center of mass of the 
target) is predetermined and given by coordinates X", 
Yo, Z" in the observer coordinate system. As shown in 
FIG. 1, the longitudinal axis 34 of the target passes 
through the prigin of the target coordinate system. In 
addition, the attitude of the target relative to the ob- 
server is also predetermined so that drive 19 provides 
target attitude and position data relative to the observer 
as described below. 

Camera 12, which is responsive to the spectral region 
of light only reflected by the target and not to the light 
used for coding the target as described below, views the 
target 11 through dichroic mirror 34 along optical axis 
20 and produces a target video signal in line 21 that is 
applied via normally-open target range gate 22, OR 
circuit 23 and normally-open target shadow gate 24 to 
the intensity control of television monitor 15. As is 
conventional in a closed circuit television system, de- 
flection drive signals derived from a cental source (not 
shown)'are applied to camera 12 and to monitor 15 
enabling the scene being televised by camera 12 to be 
reproduced on screen 25 of the monitor. As indicated 
above, controlled inputs to servo drive 19 (alone or in 
combination with corresponding changes in zoom, pan 
and tilt operation of camera 12) will provide on screen 
25 an image of the target changing in range and aspect 
with respect to the vantage point at which the camera 
12 is located. The display on screen 25 thus simulates 
what an observer would see through a window in an 
adjacent space vehicle in orbit with target 11 or what a 
ground-based observer would see by reason of a televi- 
sion-link with the adjacent craft. 

Object 13 is shown as a two-dimensional, perspective 
line drawing of the operating end of a manipulator such 
as it would appear to an observer through the window 
of a spacecraft carrying the manipulator. Alternatively, 
object 13 may be the operating end of an actual manipu- 
lator. Preferably, however, object 13 is generated on 
screen 26 of a display device 27 in accordance with the 
output of a computer-generated graphical device 21 of 
the type shown in U.S. Pat. No. 3,736,564. The range 

4 
and aspect of the object relative to an object vantage 
point defined by the location of camera 14 relative to 
screen 26 are determined by observer-controlled man- 
ual inputs 29 in a conventional way in order to permit 

5 the observer to move the object on screen 26 which is 
not directly viewed by the observer. 

In addition to the second television camera 14, the 
object image channel includes normally-open object 
gate 30, summing junction 23 and the shadow gate 24. 

10 Camera I4 views the screen 26 along optical axis 31 and 
produces an object video signal in output line 32 by 
reason of the deflection drive applied to the camera. 
Consequently, the scenes televised by cameras 12 and 
14 are superimposed on screen 25. To an observer of 

15 screen 25, it appears that the target vantage point, 
which is the location of camera 12, and the object van- 
tage point, which is the location of camera 14, are 
merged into a single point and both the object and the 
target are within the observer's field of view. 

In the absence of relative range calculation means 16, 
the target and object would appear to be transparent so 
that it would not be possible to establish the relative 
distance from the observer of the object and the target. 
This ambiguity is resolved by comparator 14 which 

25 compares the Z-coordinates (relative to the observer) of 
the contents of corresponding picture elements in the 
scene televised by cameras 12 and 14 to the respective 
vantage points. If the distance from the target vantage 
point to the contents of a picture element in the scene 

30 being televised by camera 12 is greater than the distance 
from the object vantage point of camera 14 to the con- 
tents of a corresponding picture element in the scene 
being televised by camera 14, then the object will be in 
the foreground on screen 25 and should be opaque con- 

35 cealing that part of the target lying behind the object. 
This result is achieved by causing the video signal pro- 
duced by camera 14 to pass through gates 30 and 24 to 
the television monitor 15, while, at the same time, 
blocking the target video signal by closing gate 22. 

40 Thus, the contents of the currently scanned picture 
element in the scene televised by camera 14 would 
appear on screen 25 to the exclusion of the contents of 
the currently scanned picture element in the scene tele- 
vised by camers 12 with the result that the object 13 

Comparator 16 has a target X-coordinate channel and 
an object Z-coordinate channel. The target channel 
includes observer coordinate systertl computer 35, and a 
third television camera 33 which views the target PI 

50 from the same vantage point (with identical zoom, pan 
and tilt) as the first television camera 12 by reason of 
dichroic mirror 34 causing the optical axis of camera 33 
to coincide with the optical axis 20 of camera 12. In 
addition, target 11 is provided with a coding which for 

55 each point on the target surface indicates the distance of 
the projection of that point on axis 36 as measured from 
origin 100 of the target coordinate system. As shown in 
FIG. 3, 7f is the unit vector lying along the axis 36 and 
r is the vector connecting origin 106) to a point p on the 

60 surface of the target. Consequently, the scaler Z7is the 
distance of the projection of point p on axis 36 measured 
from origin 100; and such scalar represents the value of 
the coding for the point p,  Preferably, the coding is in 
the form of a variation in brightness along axis 36, the 

65 relative value of brightness at a point p having the value 
mr. In other words, the brightness of the target changes 
from one axial end to the other. (See FIG. 1) For exam- 
ple, if the forward end 37 is brightest, and the opposite 

20 

45 would be opaque on screen 25 blocking the target 11. 

-. 

-- 
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axial end 38 of the target is dimmest, then the brightness position of the target’s center of mass in the observer’s 
of an intermediate region would have an intermediate coordinate system X”, Y”,Z” are known from the target 
value of brightness. Concentric circles 70 shown on the attitude and position information furnished to servo 
target in FIG. 1 represent bands of constant brightness; drive 19. Thus, for each image point x,y it is possible to 
the magnitude of which varies along the axis 36 of the 5 calculate (based on the readout Of F.)i with camera 33) 
target. the corresponding unknowns in real time. These equa- 

The instantaneous output of camera 33, which is tions can be solved, however, only as long as the equa- 
functionally related to the brightness of the subject tions’ system determiE%t D does not go to zero: 
matter of the picture element currently scanned by both D=x.(sib+j7.(;i3+z(n.k). D can be interpreted as the 
cameras 12 and 33, is the quantity %Fassociated with 10 scalar product of the unit vector of the target body 
the contents of the currently scanned picture element. coordinate axis along which the coding for remote read- 
Such quantity is termed the “distance component” of out is conducted and the position vector for the image 
the contents of the currently scanned picture element. point in the For example, with a field of view Such output is converted by computer 35 (in the man- of 50”,diagonally, and the Ti vector within a of 

n, for any point in the windcy it is possible to Z-coordinate for the scanned picture element (i.e., the 

determines X,Y,Z the coardinates of any visible point of 

ner described to the previously referred target 15 2 5 5 ”  around the Z-axis, D/a will always be more than 

distance from the target vantage point to the subject 

along a normal to the window plane - See FIG. 3). 

-- -- 
matter of the scanned picture element as measured the components r-i, rj,  r.k, which in turn 

The nature ofthe dichroic mirror is such that camera 12 2o the target ih the observer’s coordinate system’ The 
is responsive only to the spectral region of the light 6 compares, as the Scan x$Y progresses, the 
simulating the sun and illuminating the target. If neces- target coordinate z,(x,Y) with the corresponding Object 
sary, a filter can be placed before the camera to achieve Z&Y). The latter is generated in the object coordinate 
the desired response. On the other hand, camera 33 is 
responsive only to the spectral region of light that con- 25 YS used in computer 35 for the real time 

line 21 applied to gate 22 contains information that are based on commercially available components such 
would, if gate 22 were open, enable the reproduction on as multiplying digital/analog converters (e& the AD 
screen 25 of the contents of the picture element cur- 7522) and analog dividers (e.g., the AD422) both of 
rently being scanned by camera 12, and the output of 30 which are produced by Analog Devices of Norwood, 
computer 35 contains the target Z-coordinate of such Massachusetts. Implementation of the components to 
contents. achieve the required real time solution can follow the 

The manner in which computer 35 computes the arrays used for coordinate transformation described in 
target Z-coordinate is now described with reference to “Hybrid Analog/Digital Technique for Signal Process- 
FIG. 3, it being understood that the amplitude of the 35 ing Applications” by Thomas G. Horan and Robert 
output of camera 33 at any instant is the distance corn- Treiber appearing in “Proceedings Spring Joint Com- 
ponent (3.7) of the contents of the picture element being puter Conference, 1966.” 
scanned at that instant. If pointp is the elemental area on Computer 28, which generates object 13 on screen 
the target being currently scanned by camera 33, FIG. 26, is programmed to compute the range of each ele- 
3 shows that the projection of this point on the axis 36 40 mental area of the object relative to the object vantage 
of the target is Fz where Tis the vector from origin 100 point. By applying to computer 2$ the Same deflection 
to the pointp, Z is the unit vector directed along the axis signal as applied to television cameras 12,14 and 33, the 
36, and the Symbol “*” means the dot-product of two computer will produce object range signals synchro- 
vectors. In view of the above terminology, it can be nised with the target range signals produced by com- 
Seen that the video signal Produced by camera 33 at any 45 puter 35 enabling the subject matter of the picture ele- 
instant during the scan Of its raster provides three pieces ments to the respective bekg televised by cam- 
Of information: the X,Y coordinates (i.e., the location on eras 12 and 14 to be in terms of range to the 
the “window”) of the currently scanned picture ele- respective vantage points. 
mentp, and the Scalar quantity % (i.e., the projection Of Both the target range signals and the object range 
p measured along the axis 36). 50 signals are applied to comparator 39 of range means 16. 

By reason of the initial set-up, the following Parame- When a target range signal exceeds an object range ters are also known: 4 which is the distance of the signal in amplitude, the object be closer than the 
“window” from the observer’s eye located at the origin target to an observer viewing screen 25, and a gate 
lol ofthe observer coordinate system x, y, x x”, y”, signal generated by the comparator is applied to line 40 
z”* which ?!%th~coordinates Of the Origin loo Of the 55 closing gate 22 and blocking the video output of camera 
target; and 1% j’n and ken, which are the components 12. As a result, the video signal in line 32 is passed by 
(i.e., direction cosines) of the unit vector 7i in the ob- gate 30 through shadow gate to monitor 15 enabling 
server coordinate system and constitute attitude infor- the subject matter of the picture element currently 

scanned by camera 14 to be reproduced on screen 25 to mation available from the drive 19. 
60 the exclusion of the subject matter of the picture ele- 

ment currently scanned by camera 12. Conversely, 
when an object range signal exceeds a target range 
signal in amplitude, comparator 39 produces a gate 
signal in line 41 closing gate 30 blocking the video sig- 

65 nal produced by camera 14. In such case, the subject 
matter of the picture element currently scanned by 
camera 12 passes to the monitor to the exclusion of the 
subject matter of the picture element currently scanned 

as described 
Th 

stitutes the target coding. Thus, the video signal in the SOIdt the three linear equations identified above 

From inspection Of 33 it can be Seen that 

x /u=X/Z=(r+r .$ / (Z  +?.E) and 
y/u= Y/Z=(Y’+ry)/(X+rk) 

-- 
r.n =(Xj (Z)+fi3 Bij+(;.E) (IF.;) 

(,) 

(2) 

---- These are -- three linear equations with three unknowns, 
rei, rj,  r-k, the components of 7 in the observer coordi- 
nate system. The direction cosines Fz, Jn’, Rn and the 
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.i +(g (Z) .J-(fi.7)' + ( 3 2 ) Z ] /  

( 5 )  
by camera 14. FIG. 1 thus shows a situation in which all 
parts of object 13 viewed by camera 14 are closer to the 
observer than the portion of target 11 viewed by cam- 
era 12. Object 13 thus appears to be opaque on screen 25 With the shadow plane defined, together with the coor- 
overlying and blocking portions of target 11. 5 dinate system u,v on the plane, expressions can be ob- 

Since screen 25 is two-dimensional, cues must be tained for the shadows cast by the object (which is 
provided to the observer in order to enable him to judge described in the observer coordinate system since the 
the relative clearance between the object and the target. object is attached to the observer's frame) and the 
One such cue is the perspective of the object and target shadow cast by the target on the shadow plane. The 
achieved by reason of the camera 12 and the computer 10 latter is available because coordinate computer 35 (See 
28; but this is not sufficient. It is essential for the shadow FIG. 1) provides the coordinates X,Y,Z of each visible 
of the object to be shown on the target since mating of point of the target in real time in synchronism with the 
the object with the target can be seen to occur when the scan X,Y of the deflection drive. The computer 28 for 
shadow merges with the portion of the object furtherest the object graphics generates the view of the object in 
from the observer. 15 the window as well as the shadow of the object in the 

Referring to screen 25 in FIG. 1, it can be seen that shadow plane. If a point on the object has observer 
tool 42 held by the manipulator arm 43 is spaced from a coordinates X,Y,Z, its shadow has the coordinates 
tool receiving lug 44 on target 11 because the tip of u=(x: T+y{+Z: k ) Z  v=(X:+Yj+Z:k)Z If compar- 
shadow 45 ofthe tool and manipulator arm on the target ator 39 d S 0  determines that the object point is closer to 
is spaced from the free end of the tool. Observer oper- 20 the sun than the corresPondh3 target Point, gate 65 
ated controls 29 enable computer 28 to generate a opens and the dxdow of the object is displayed on the 
changing picture of the manipulator and the tool to screen 59 of monitor 57. The deflection generator 56 
simulate movement of the tool towards the target, and, receives the target coordinates X,Y,Z as functions of 
eventually their mating. It is desired to achieve mating the Scan x,Y and generates the deflection coordinates 
at essentially zero relative velocity in order to minimize 25 UsV which represent the shadow Point of the target 
a reactive impuse that would thrust the target away Point appearing in the window at XJ. The scanning 
from the tool. By observing shadow 45 while manipu- beam! of the Camera 58 is _deflected by UtV U=(x- 
lating controls 29, the operator can practice mating the i+yi+z@c and v = ( x * ~ + y j + z * K ) * ~  When it Senses 
tool with the lug in order to become proficient in the shadow of the object, shadow gate 24 is closed and 
achieving low velocity contact. 30 a shadow of the object on the target is displayed on 

In order to generate shadow 45, shadow generating monitor 
channel 17 is utilized. Before describing the operation of If the currently scanned picture element is that ele- 
this channel, reference is now made to FIG. 2 which is m n t  designated by reference numeral 62 on screen 25, 
useful in explaining the theory behind its operation, the corresponding currently scanned picture element on 
Referring now to FIG. 2, object 46 and target 47, while 35 screen 26 is indicated by reference 63 while the deflec- 
actually three-dimensional, are shown in two dimen- tion signal produced by generator 56 is such as to cause 
sions as they would appear on a modtor Screen using the scanning beam of camera 58 to impinge upon ele- 
the target and object channel equipment described mental area 64 of screen 59. Since elemental area 64 is 
above. Object 46 is Seen to be closer to the observer not within shadow 60, the video output from camera 58 
than target 47 by reason of the blocking of the target by has no effect On gate 24 and the video information de- 
the object. Fudhermore, object 46 is seen to be spaced rived from either target camera 12 or object camera 14 

the shadow 49 cast thereon by the object. Such shadow circuit Of monitor On the Other hand* when the 
currently scanned elemental area of the target is such as results from parallel light rays 48. 

45 to cause the beam of camera 58 to scan into shadow 60, Assuming there exists a plane 50 perpendicular to the 
rays the object shadow 51 and the target casts the video output of camera 58 serves to close gate 24 

era 14 and causing a dark elemental area to be produced 
shadow 49 On target 47 maps into the area 53 defined by on screen 25. In this manner, a composite representation the overlap between shadows 51 and 52. Thus, elemen- 

50 of both the object and the target is displayed on monitor tal area 54 having coordinates X,Y,Z relatie to an ob- 15 with the inclusion of the shadow of the object on the server and lying within the shadow 49 maps into ele- target. 
region 53 in shadow plane 50. a target is made more realistic by providing for an inde- 

unit vector S Assuming that the sun is no; directly screen 25 by a target slowly changing in position and 

product k x Tdefines a direction in the shadow plane. gramming drive 19 for predetermined position This direction iS selected as the direction of the u-axis in and attitude variations, an observer would appear to be the shadow plane (FIG. 2). The unit vector is: 

Finally, camera 14 and monitor 27 can be eliminated 
by arranging for device 28 to feed information into 
monitor 15 through gate 30. In such case, object 13 

The v-axis is perpendicular to the u-a&; and its unit - Would be generated directly on screen 25 of the moni- 
vector Y has the direction of the vector product of is and 65 tor. 
s: Alternative to brightness coding along the longitudi- 

nal axis of the target, coding by variation in color, or a 
combination of spectral brightness and color for the 

from the target by reason ofthe location on the -get of is free to pass gate 24 and into the intensity 

shadow 52 on the plane, It can be shown that the thus any input from either l2 Or 'am- 

area 559 for lying within the Overlap Training an observer to properly mate an object with 

The direction Of the solar rays is represented by the 55 pendent input to drive 19 which is manifested on 
behind tke Observer (i*e*y not to '), vector aspect relative to the observer. By independently pro- 

60 aboard a chase craft in orbit with a target craft. 
U=T x QV(q2 + @ 3 2  = 'G7j.T - &ja3N(q2 + 
63' (3) 

Y=TX ?T/ l e x  ;)I (4) 
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coding can be employed. The use of brightness as the 
measurable stimulus for coding is advantageous because 
brightness is substantially independent of the aspect of 
the target and its distance from the camera. 

The target can be coded by applying to the same a 5 
self-luminant coating which is stimulated to emit light 
by its own radioactivity or an electroluminescent mate- 
rial that emits light in the presence of an electrical field. 
The latter material is preferred because the brightness 
of light emitted can be controlled easily. If the bright- 10 
ness distribution in the direction of the selected body- 
axis of the target does not correspond to the desired 
distribution, correction can be effected in the manner 
indicated below. 

target is measured, elemental area by elemental area, 
and recorded for later processing. Where the target has 
a longitudinal axis of symmetry, as, for example, axis 36 
of target 11, rotation of the target about such axis is 
carried out as a spot photometer, focused on the target 20 
surface, is moved axially from one end of the target to 
the other. Other predetermined programs for scanning 
the target could be used, however. The output of the 
spot photometer is recorded on magnetic tape, for ex- 
ample, providing a record of the actual brightness of 25 
each elemental area of the target. Where the record is in 
the form of a magnetic tape, the position in the tape of 
a segment thereof establishes the three coordinates of an 
elemental area of the target with which the segment is 
associated, while the information in such segment is the 30 
brightness of such elemental area. Segments with the 
same position along axis 36 are thus identifiable in the 
tape allowing it to be processed to introduce into each 
segment having the same position along axis 36, infor- 
mation that is necessary to conform the brightness to 35 
the level required for such position. 

After the target is scanned with the spot photometer, 
it is covered with a photographic emulsion under condi- 
tions that prevent exposure. The target is then exposed 
to a light beam whose intensity is modulated by the 40 
processed record as the beam scans the target following 
the same procedure by which scanning was carried out 
by the spot photometer. In this way, each elemental 
area of the emulsion is exposed in accordance with the 
ultimate brightness such area is to have. After exposure 45 
in the manner indicated above, the emulsion is devel- 
oped forming a dye filter that is selectively absorbent in 
the spectral region utilized for coding of the target thus 
providing the desired brightness gradient of the target. 

checked by repeating the scanning process with the 
spot photometer. A repetition of the procedure de- 
scribed above can be carried out if the resultant bright- 
ness distribution does not meet the desired require- 
ments. 55 

Camera tubes are limited in their dynamic range 
which is the range from the maximum signal down to 
the noise level. Photo statistics impose a natural mini- 
mum limit for noise which is approached by some cam- 
era tubes. As an example, a resolution of brightness of 60 
1% involves conversion to electrons of more than 
10,OOO photons/frame, picture element; and in such 
case, the photoon statistics is the dominant noise source. 
This translates into a high brightness requirement. An 
alternate to the required high brightness is to increase 65 
the information content by adding color. 

Color information is added to the target by coating 
the same with a color emulsion and exposing the coated 

The actual brightness distribution over the entire 15 

The brightness distribution of the target can then be 50 

10 
target to three light beams of three widely separate 
colors (e.g., red, gree and blue) yet different and sepa- 
rate from the spectral region for which camera 12 is 
responsive under control of the processed record. After 
development of the emulsion, each elemental area of the 
target will have a color that has three components sepa- 
rable by means of filters. Each component can be one 
bit of a three bit word that establishes the brightness of 
an elemental area, thus increasing the resolution of the 
coding of the target. 

What is claimed is: 
1. A simulator for practicing the mating of an observ- 

a. means for generating a first video signal representa- 
tive of a scene containing the target as viewed from 
a target vantage point; 

b. means for generatiing a second video signal repre- 
sentative of a scene containing the object as viewed 
from an object vantage poinn; 

c. range means for generating, for each picture ele- 
ment of the scene containing the target, a target 
range signal representative of the range of the con- 
tents of the last-mentioned picture element to the 
target vantage point, and for generating for each 
picture element of the scene #containing the object, 
an object range signal representative of the range 
of the contents of the last-mentioned picture ele- 
ment to the object vantage point; 

d. comparator means for comparing the target and 
object range signals of corresponding picture ele- 
ments of the target and object scenes to identify 
which of said elements has its contents closer to its 
vantage point; 

e. a television monitor having a viewing screen; and 
f. gate means responsive to the comparator means for 

controlling the application to the monitor of the 
first and second video signals whereby both the 
target and the object are simultaneously repro- 
duced on the screen with the object appearing to 
block the target when the otbject is closer to the 
object vantage point than the target is to the target 
vantage point. 

2. A simulator according to claim 1 wherein the 
means for generating a first video signal includes a tar- 
get, and a first television camera viewing the target and 
producing said fust video signal. 

3. A simulator according to claim 1 including an 
auxiliary target slaved to the first mentioned target, and 
means on the auxiliary target by which its range to the 
target vantage point is determined. 

4. A simulator according to claim 1 including a light 
source and means for generating the shadow of the 
object on the target when the object is closer to said 
light source than the portions of the target whereby 
mating of a point on the object with the target is observ- 
able on the monitor when the distance between said 
point and the shadow decreases to zero. 

5. A simulator for producing a composite image on a 
display screen comprising: 

(a) a target in the form of a three-dimensional replica 
or model and provided with a coding that varies as 
a function of one coordinate 'of the target; 

(b) a first television camera viewing the target and 
producing a first video signal; 

(c) means for generating a second video signal repre- 
sentative of a scene containing the object as viewed 
from an object vantage point; 

er-controlled object with a target comprising: 
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(d) a target range channel responsive to the coding 11. A simulator according to claim 10 wherein the 
for generating a target range signal associated with object is provided with a coding that varies as a func- 
each picture element of the Scene containing the tion of one coordinate thereof and the range means for 
target, said target range signal being representative determining the range of the object is responsive to said 
of the range of the contents of the last-mentioned 5 coding for generating an object range signal for each 
picture element to the target vantage point; elemental area of the object, each object range signal 

(e) means for generating for each picture element of being representative of the distance from the object 
the Scene containing the object, an object range vantage point to the elemental area of the object with 
signal representative of the range of the contents of which it is associated. 
the last mentioned picture element to the object 
vantage point; 

(f) comparator means for comparing the target and 
object signals of corresponding picture elements of 
the target and object scenes to identify which of 
said elements has its contents closer to its vantage 
point; 

(g) a television monitor having a viewing screen; and 
(h) gate means responsive to the comparator means 

for controlling the application to the monitor of the 
first and second video signals whereby both the 
target and the object are simultaneously repro- 
duced on the screen with the object appearing to 
block the target when the object is closer to the 
object vantage point than the target is to the target 
vantage point. 

6. A simulator according to claim 5 wherein said 
target range channel includes a third television camera 
for viewing the target from said target vantage point 
and producing a third video signal related to the dis- 
tance of the contents of a picture element to a reference 
point on the target as measured along said one coordi- 
nate, and means responsive to the third video signal for 
producing said target range signals, 
7. A simulator according to claim 6 wherein said 

means responsive to the third video signal is also re- 
sponsive to the target attitude and the displacement of a 
reference point on the target from the target vantage 
point. 

8. A simulator according to claim 6 including means 
for producing, on a surface, the projection of the object 
on a shadow plane having a predetermined position 
with respect to both the object and the target, a fourth 
television camera viewing: said surface. means for caus- 
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ing the currently scanned picture element of the scene 
televised by the fourth camera to be that element consti- 
tuting the projection on the shadow plane of the picture 
element of the scene televised by the first television 
camera, and means to blank the video input to the tele- 5 0  
vision monitor when the scan of the fourth television 
camera is within the projection of the object and when 
the target is between the shadow plane and the object. 

9. A simulator according to claim 6 including observ- 
er-controlled means for changing the aspect and range 55 
of the object relative to the object vantage point. 

10. A simulator according to claim 5 wherein the 
means for generating a second video signal includes an 
object and a second television camera viewing the ob- 
ject and producing said second video signal. 60 

10 12. A simulator according to claim 5 wherein the 

65 

means for generating a second video signal includes 
computer generated graphic means for generating a 
two-dimensional perspective display of the object and a 
second television camera viewing said display for pro- 
ducing the second video signal, the object range signal 
being generated by the computer generated graphic 
means. 

13. A simulator according to claim 12 including 
means independent of the observer for changing the 
aspect and range of the target relative to the target 
vantage point. 

14. A simulator according to claim 5 wherein the 
target coding is a variation in brightness along said 
self-coordinate. 

15. A simulator according to claim 5 wherein the 
target coding is a substantial linear variation in spectral 
brightness along said self-coordinate. 

16. A simulator according to claim 5 wherein the 
target coding is a variation in color along said self-coor- 
dinate. 

17. A simulator according to claim 5 wherein the 
target coding is a variation in both brightness and color 
along said self-coordinate. 

18. A simulator according to claim 5 including a 
computer for producing an object signal representative 
of the object as viewed from an object vantage point 
wherein, and means for supplying said object signal to 
the monitor whereby the scene being televised by the 
first camera and a representation of the object are super- 
imposed on the monitor screen. 

19. A simulator according to claim 5 including a light 
source and means for generating the shadow of the 
object on the target when the object is closer to said 
light source than the portions of the target whereby 
mating of a point on the object with the target is observ- 
able on the monitor when the distance between said 
point and the shadow decreases to zero. 

20. A method for practicing the mating of an observ- 
er-controlled object with a target comprising the fol- 
lowing steps: 

(a) generating on a television monitor a composite 
view of both the target and the object with the 
object occluding the target when the object is 
closer than the target to the viewer; 

(b) generating the shadow of the object on the target; 
and 

(c) determining engagement of a point on the object 
with the target by the spacing between said point 
and the shadow. * * * * *  


