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‘Chapter 1

INTRODUCTION

et

Robert N. Colwell

As we near the conclusion of our work under this Integrated Study, the
question that becomes increasingly relevant is this: To what extent are the
potential users , especially in the State of California , actively accepting
and using this modern remote sensing technology? One can find highly favor-
able but somewhat superficial answers to this question, including those
documented with letters of praise written and signed by high officials in
the very agencies that we seek most to serve.: One has difficulty, however,
trying to find answers which are both highly favorable and highly rigorous.

To paraphrase the assertion made in Chapter 6 of this report by our Social
Sciences Group, the transfer of a technology (remote sensing), can be consider-
ed completed only when that technology, being readily available in the market-
place, becomes generally accepted practice by the user agency. And, when

the chief officer of that agency, upon routinely assessing all available
technology that might be brought to bear on a specific problem, decrees that

the technology in question is the one that shall be used. To date,there is vir-

‘tually no instance of truly modern remote sensing technology which has been fully
transferred to the managers of Ualifornia's natural resources.

Amplifying on this statement, and the problems which technology transfer
implies, our report states, in Chapter 6, that remote sensing technology will
. not transfer itself. Instead, there is commonly a 5-stage 'adoptive process" :
by which this new technology is perceived, internalized and used: (1) awareness :
(2) interest (3) evaluation -(4) trial, and (S) adoption. Since this process
may take years, there frequently are problems in maintaining the necessary -
momentum, especially when there usually are disruptions- in personnel and
support along the way that can undermine both cred1b111ty and morale. ~Even
after remote sensing technology has been adopted, it still may take years before
' thls new technology will begin to bear fruit.

In addition,. the following pitfalls are likely to be encountered:
(1) Oversell results in the raising of user expectations to levels beyond ;
what current capabilities can deliver; (2) Overkill results when the user :
is urged to use elaborate techniques of computer-assisted analysis even when
"the desired information could have been derived quite adequately through the :
use of simple, inexpensive, and more readily understood manual interpretation i
techniques; (3) Undertralnlng results when a novice who has just completed
an "appreciation' course in remote sensing, is required to plunge directly
into the demandlng tasks that are involved in making operational use of medern
remcte sensing technology; (4) Under involvement results when the user agency, %
plagued by a lack of qualified and/or motivated personnel, turns over the bulk
of the work to consultants or others who lack familiarity with the user

agency's resource problems and information needs and perhaps even with the
resource as well; %5) Spurious Evaluation results when the user agency,
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forced by those in hlgher authority or by others into a "rush to judgment,"
produces premature, incomplete, incestually-validated and usually overly-
optimistic appraisals; and (6) Misapplication results, in part, from the sheer
glamour of the shiny new tool known as '‘remote sensing" and is perhaps best
metaphorized by the saying, 'give a small boy a hammer and he soon discovers
that everything needs pounding.”

In light of the foregoing, let us now return to the question, 'to what
extent are the potential users in the State of California actively accepting
and using this modern remote sensing technology?" From the preceding dis-
cussion, state and local resource managers require more than a few years to
adapt to their specific needs a technology as complex as remote sensing.
Therefore, our overall conclusion is that here in the State of CaJlfornla
solid progress is being made and at a rate as rapid as might have been anti-
cipated or rightfully expected. Furthermore, we believe that we can attribute
much of this progress to the very substantial effort that we have made, even
from the inception of this "Integrated Study" nearly nine years ago, to involve
the potential users (i.e. the resource managers) throughout the entire process
of technology development and transfer. 1In relation to the ultimate technology

~~ transfer objective of our study, the importance of having involved the ultimate

users can scarcely be overemphasized. Nor can this involvement be overemphasized
as we seek to provide a truly meaningful answer to the question that comprises
the central theme of this introductory chapter: to what extent are California's
potential users actually using, or at least progressing toward, the use of

this remote sensing technology? Highly specific answers to that multifaceted

" question will be found in Chapters 3 through 5 of this report. We trust that

those generally favorable answers when viewed in the light of the chapter-by-
chapter '"backup information" in support of them will not be regarded as the
overly optimistic products of spurious evaluations made in the ivory-towered
or ivy-clad vacuums of our own academia. In this regard, let us emphasize
that a two-fold major reason why we have had the services of a Social Sciences

“Group throughout this study is to help point the way toward the achievement

of true technology acceptance and to help us differentiate true acceptance
from fancied acceptance of the type that might result from equal parts of

- wishful thinking and unwarranted optimism by our team of remote sensing scien-

tists. Typical of the warnings that we have been given in this matter, is the
following excerpt from Chapter 6 of the present progress report:

"Most potential users of remote sensing technology are simply unmoved
by paper-and-pencil evaluation games. They recognize that externally-prepared
benefit-cost ratios exclude many of the considerations most important to them.
They' see impacts on their own decision processes, job security, and organization-
al behavior being overlooked and obscured behind voluminous but vacuous evalua-
tive reports. The result for the technclogy developers is ofen an evaluative
"boomerang effect" in which users perform their own subpctive assessments and
conclude, for various reasons, that fruits from the technology are not worth
their price." :

Each evaluation relative to technology acceptance that has‘appeared in our
Progress Reports since the start of thlS ”Integrated Study" has been’ made in

~ the light of this admonition.

Finally, we believe that the heavy concentration‘of our present efforts
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on the preparation of '"Procedural Manuals" is essential to the maintaining
of momentum toward our longer term goal. That goal is to bring about the
complete acceptance and intelligent day-to-day utilization of modern remote
sensing technology by resource managers in California, as well as in other
parts of the world. As exemplified.by the material appearing in Chapters

3, 4, and 5 of this, and the two preceding progress reports, procedural
manuals relate specific ways in which remote sensing techniques can be

used advantageously in the inventory and management of California's natural
resources. Furthermore, in each instance the manuals seek to aescribe those

T T S

means by highly specific, step-by-step procedures. In the development of each

of these Procedural Manuals, care has been exercised by our investigators

to ensure that they were responsive to the intended user's needs. This included
care in writing the step-by-step procedures, not only in a manner that could be

understood, but also in a manner that could not be misunderstood.

As we near the final iteration on most of these Procedural Manuals,
we continue to solicit reactions to them both from California's resource
managers and from all other readers of this Progress Report.
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Chapter 2

s WATER SUPPLY STUDIES BY THE DAVIS CAMPUS GROUP

Co-Investigator: Ralph Algazi

Contributor: Minsoo Suk

(Explanatory Note by R. N. Colwell, Principal Investigator of the Integrated
Study that is being performed under this grant): ;

Attention is invited to Special Study No. 3 in the Dec. '77 Progress
Report entitled "Satellite Land Use Acquisition and Applications to Hydrologic
Planning." That report was prepared by the long-time Co-Investigator from
the Davis Campus for this NASA~funded, integrated study, Dr. Ralph Algazi
and by his associate Dr., Minsoo Suk. Furthermore, the material contained
in that Special Study is highly compatible with the emphasis that has been
given during the past several years by all of our study participants relative
to the remote sensing of California's water resources. Nevertheless,the
material does not appear in that Progress Report as a complete chapter, even
though the contributions from Algazi et al. have been so treated in the past.
This change merely reflects the orderly transition that has been occurring
during the past year (with NASA approval) as the Algazi team has been bringing
to a close its studies as funded under this particular NASA grant, and trans-
ferring .its remote sensing~related activities to follow-on programs under
separate funding.

The change just described is regarded by all concerned parties, both within
NASA and within the University of California, as a healthy transition. This
is especially so because thie newly directed efforts of the Algazi team are
brought about by their having been designated as participants in an Applications
Systems Verification Test relative to uses that can be made of remote sensing
in the estimation of water supply. Thus their re-directed efforts represent
a logical step toward bringing about the acceptance by user agencies of certain
kinds of remote sensing technology that have been developed, at least in part,
by the Algazi group during their several years of participation in this grant.

It is for the reasons indicated above that (1) for the first time there

. is not a full chapter in this Progress Report detailing grant-funded activities

of the Algazi group, and (2) there is nevertheless a substantial contribution
from that group appearing in Chapter 7 of our semi-annual progress report of -
31 December, 1977. :
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INTRODUCTION

The focus of the work that has been performed during the
present reporting period by the Remote Sensing Research Program
personnel at the Berkeley Campus, has been on completion of the e
remote sensing-aided procedural manuals on water supply forecasts. |
This work is described in terms of stepwise procedures which might
best be followed by managers of water resources who are interested
in using remote sensing techniques as an aid for water resources
inventory, development, and management.

The procedural manuals which follow this section are en- -
titled:

1. Remote Sensing as a Aid in Determining the Areal Extent
of Snow

2. . Remote Sensing as an Aid in Determining the Water
Content of Snow

3. Remote Sensing as an Aid in Watershed-Wide Estimation
of Solar and Net Radiation

4, Remote Sensing as an Aid in Watershed-Wide Estimation
of Water Loss to the Atmosphere

5. Outline for Remote Sensing as an Aid in the Inventory
and Management of the Multiple Resource Complex for a

Given Wildland Area

: The manual on snow areal extent estimation is based on
manual analysis of Landsat imagery supported by aerial photography
and may be easily used by any resource manager.

The manual on snow water content estimation is based on
snow areal extent data and & physical model for conversion of
snow-cover data to water content of snow: These conversion
models may be refined by further research.

The manuals on solar and net radiation estimation and water
loss to the atmonphere estimation are both based on a data bank
composed of Landsat digital data, NOAA-4 satellite thermal data,
terrain variations, and climatic data obtained from ground meteoro-

logical stations.
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Since both of these manuals consider variations in climate
and terrain conditions, they may be applied to watersheds with
different geographical locations. However, it should be men-
tioned that not all the climatic effects have been taken under
consideration.

These procedures for solar and net radiation estimation
require sophisticated computer facilities and special software
packages for Landsat and NOAA-4 satellite data processing.
Therefore, their applications are limited to the availability
of hardware facilities with required software programs. :

The mathematical models used for solar and net radiation
are based on energy-balanced equations and the results are in
agreement with the data collected on the test site. This
remote sensing-aided procedure for daily estimation of radiation
components is recommended for application under most climatic
and geographic conditions. The level I mathematical model for
water loss (evapotranspiration) estimation, which is fully
described and applied to the study area, is based on a semi-
smpirical model. More refined models (level II and III) need
to be applied to the study area for more accurate performance.

It should be mentioned that it is very difficult to make, and, to the

best of our knowledge, presently there is no operational method
available for evapotranspiration estimation from wildland areas.
This is the first time that remotely-sensed spatial data have
been applied to watershed-wide evapotranspiration estimation
and the results have been adequately accurate to be used in
water yield prediction models.

Presently, with the cooperation of the U.S. Forest Service
at Plumas National Forest, the Plumas County Planning Department,
and the California Department of Water Resources, we are con-
tinuing the use of remote sensing for inventory and management
of the multiple resource complex within the Upper Middle Fork
of the Feather River Watershed.
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PROCEDURAL MANUAL FOR

REMOTE SENSING AS AN AID IN WATERSHED-WIDE ESTIMATION
OF SOLAR AND NET RADIATION

INTRODUCTION

Of the tremendous quantity of radiant energy emitted by the sun,
only a very small portion is intercepted by the earth and its atmos-
phere. This small portion is the ultimate source of almost all of
the earth's energy. This amount of incident radiation is known as
the solar constant which is defined (U.S. Army Corp of Engineers,
1956) as: '"the intensity of solar radiation received on a unit area
of a plane normal to the incident radiation at the outer limit of
the earth's atmosphere with the earth at its mean distance from the
sun"., The value of the solar constant is generally taken to be
1.94 Langleys per minute which is based on the 1913 Smithsonian stan-
dard scale. There has been evidence that this value is too low; a
value of 2.00 ly/min. has been offered (Miller, 1955).

The portion of the solar radiation which actually reaches the
earth's surface depends upon the transparency of the atmosphere. In
the absence of clouds these amounts are quite constant. The atmos-
pheric transmission coefficient varies from about 80 percent at the
time of the winter solstice to about 85 percent at the time of the
summer solstice (U.S. Army Corp of Engineers, 1956). Atmospheric
transmission coefficients are based on the total insolation received
at the earth's surface and include both the direct and diffused
radiation. ' '

By far the largest variations (in the amount of solar radiation
transmitted by the atmosphere) are caused by clouds. The transmitted
radiation varies with type, height, density, and amount of clouds.
The quantitative consideration will be discussed later. Since clouds

" are such a powerful controlling factor in radiative heat exchange,

other minor factors such as humidity of the air are often ignored.

Similar to the clouds effects, the ground cover conditions such

~as a forest canopy exert a powerful controlling influence on net all-

wave radiation exchange in hydrologic processes. However, the forest
canopy has a different effect than that of clouds, particularly with
respect to shortwave radiation. While both the clouds and trees

 restrict the transmission of iradiation, clouds are highly reflective,

while the forest canopy absorbs much of the radiation. Consequently,
the forest canopy tends to be warmed and in turn gives up a portion
of its absorbed energy for evapotranspiration. '
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Objective

The objective of this procedural manual is to describe a
remote sensing-aided methodology developed by personnel of the
Remote Sensing Research Program for accurate and location-specific
estimation of radiation components. These components include net
shortwave (solar) radiation, net longwave radiation, and net
.radiation on the earth's surface. The results of this study are

~ designed to be readily incorporated into evapotranspiration and
other hydrologic models for water yield forecasts (Khorram, et al.,
1976). Since the inputs to the radiation estimation models entail
both climatic and physiographic conditions of the watexrshed, the
effect of climatic variability has been implicitly " accounted for.

Definitions

Total incoming radiation (D and I) is defined as the direct (D)
and diffused or indirect (I) shortwave radiation reaching the
ground through the atmosphere. Some of this incident radiation
is reflected back to the atmosphere (R), which is called reflected
radiation and the rest is absorbed by objects on the earth's sur-
face. Part of the absorbed radiation is dissipated to the atmos-
phere from the ground (G) as longwave radiation. In turn, a
portion of this dissipated longwave radiation is absorbed by the
clouds and atmospheric particles and part of it is returned to
the ground (A). This returned longwave radiation from the atmos-
phere to the ground (A) is called atmospheric radiation. The dif-
ference between upgoing (G) and atmospheric (A) longwave radiation
may be defined as the net longwave radiation. Net radiation (Q ),
as it is shown in the following wquation is the sum of the net
shortwave radiation (D+I-R) and net longwave radiation (-G+A).

Q, = (D+I-R) + (A-G) (1)
PROCEDURE

Prior to radiation estimation, the study area must be defined
and the watershed boundary delineated, All of the information must
be in common register, in this case Landsat-based; therefore, the
Landsat data should be geometrically corrected and the watershed
boundary transferred to a Landsat data format. The techniques. for
geometric correction and for watershed boundary determination are
described in Appendix I.

The procedure for estimating net radiation is composed of a
series of mathematical models and techniques for providing the
required input information to the models. - The items of input




The resulting equation is:
-10,.4

Q = (-0.24 + 0.158 x 107 °1,) (0.2 - 0.8 11\}-) in cal. Cm~

k

Step 3. Net Shortwave Radiation Computation

The value of QS is estimated by Linacre (1967)
by means of thé modified Angstrom equation.

Q = Q (c+dP

S

where QA is the value of QS above the at-

mosphere, ¢ and d are empirical constants
related to the atmospheric turbidity, and

n and N are as previously defined. n is
measured and values of N depend on the
latitude and time of year, and are available
in standard meteorological tables. The
values of n may be gained through remote
sensing techniques using NOAA satellite
data; however, n is normally measured in

" the field. Table 1 shows the values for

c and d. Linacre's equation is not exact
because it does not allow for the varying
importance of cloudiness at different times
of the day.

The values of QA for a day or less (con-

sidering slope and aspect) are estimated
by the following equation (Frank and Lee,
1966): ' :

I
o

. ¢ ' 12 .
- J— - ' L) — K ! »
Q! 5 (tz tl) sin 6 sin § + cos 6 cos 6.

(sin wté - sin wti)' where -

I = solar constant

e = radius vector, ratio of the earth-sun distance
at a particular time to its mean

t1 = number of hours before solar noon (negative)

N

t, = number of hours after solar noon}(pcéitive)

2'min_l

(7

(8)

(9)



information are physiographic data, climatic data, and somé
standard meteorological constants.

Step 1. Allwave Radiation Model

Step

The net radiation flux Q, = (1-a) Q - Q (2)

where a is albedo, Qs is the total flux of

shortwave radiation from the sun and the
sky, and QnL is the net upward flux of

longwave radiation.
2. Net Longwave Radiation Computation

The net longwave radiation is computed as
follows:

Ar = Qa - Y (3)
Qq = 0.971 x 10'1°T: - 0.245 (cal. em. “minhy (@)
Q, = 0-813 x 10 10'1'4 (cal Cm~ 2. min™1) _ (5)

where Q;L is the net flux of longwave
radiation in cloudless conditions, QLd‘

is the downward flux of longwave radiation
from the formula of Swinback, 1963, (Tk) is

the ambient temperature in degrees of Kelvin

and Uy is the upward flux of longwave

radiation from a surface with unit em1551v1ty
(Linacre, 1968).

Then

.%L ='Q;L E) . (1-b) -@ ‘ .  (6.) '

where there are n hours of actual sunshine in a
daylength of N hours. The term b has been
taken to be either 0.10 (Penman, 1948), 0. 20
(Kramer, 1957), 0.24 (Impens, 1963), or 0.30
(Fitzpatrick and Stern, 1965); a value of 0.20
may be adopted as a compromise (Linacre, 1968).

e i
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§ = solar declination

w = angular velocity of the earth's rotation (15
degrees per hour)

) .
== = W-ln radians

6 = arcsin (sin k.- cos h - cos 8 + cos k + sin 9)
in which 6 = terrestrial latitude

'k = slope inclination in degrees

h

i

slope azimuth (aspect) in degrees from the north

wt' = wt + o

where

sin h - sin k )
cos h - cosé- cos h+sink * sin ©

a = arctan (

Step 4. Albedo Calculation

The reflection or albedo is the ratio of reflected to inci-
dent radiation, usually expressed as a percentage. The values
of albedo for the total range of solar radiation, and in some
cases for the visible electromagnetic range only, are shown in
Table 2. The figures given in that table illustrate what can
be observed directly from an airplane. The sea appears darkest,
relative to white strips of surf and sand dunes. Woods show
up darker than fields, and snow-covered areas are light. One
can see here how this affects the whole heat economy of the
earth's surface and therefore all hydrologic processes.

Albedo is influenced not only by the nature of a surface, but
also by its moisture content at any time, i.e. wet surfaces
appear darker than dry surfaces.

The procedure for:making albedo calculations is based on a

"~ vegetation/terrain analysis of the watershed. Once the ground

cover is determined, an albedo index is assigned for each type

-of vegetation or ground cover (based on the published values

of albedo appearing in Table 1) and the albedo map of the
watershed is prepared. A stepwise procedure for vegetation/
terrain analysis is described in Appendix IT, following this

‘procedural manual.

(10)

(11)

78



T

Step 5. Net Radiation Determination

Combining the equations for net shortwave and net long-
wave radiation, the net radiation on the earth's surface can
be estimated by the following equation:

Q, = (1-a) Q (-0.245 + 0.158 x 10710 4) 0.2 +0.8%

The values of the various radiation components estimated
by this method are site-specific and consider the effects of
slope, aspect, latitude, cloud cover and elevation.

Step 6. Preparation of Topographic Inputs to the Radiation
5 - Models

The topographic characteristics of the watershed are some
of the major factors affecting the amount of solar radiation.
These characteristics include elevation, slope and aspect.

The elevation, slope, and aspect maps are constructed
from the elevation contour data on U.S. Geological Survey
topographic maps, 15' series. The procedure involves the
orientation of each Landsat picture element (pixel) in the
watershed. Each pixel is defined in terms of its x, y, and
z coordinate dimensions. The x and y coordinates iocate the
center of the pixel while the z coordinate defines the
average elevation. Each pixel can be '"tilted" and/or rotated.
The t11t and rotation functions are considered to be the
slope and aspect of the pixel, respectively.

The detalled procedures for coordinate determlnatlon
and topographic analy51s are described in Appendlx IIT.

Step 7. Preparation of Climatic Input Varlables to Radlatlon
Models

The collection and integration of climatic information
are basic to the use of simulation models that are used in
the estimation of solar and longwave radiation, and evapo-
transpiration for a watershed. The manner in which the in-
formation is collected, along with the type(s) of data used
are dependent on the spec1f1c models used and the desired
nature of the final output. Among all of the climatic

factors, temperature plays a very essential role in radiation
models. ;

Lack of adequate ground meteorologicél stations, in
general, creates a problem in satisfying climatic data input

(12) .
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requirements for radiation models. Therefore, we have chosen
two alternative solutions: (1) computer-assisted interpolation

. of existing climatic data over the watershed; and (2) the use

of the National Oceanic and -Atmospheric Administration (NOAA-4)
satellite Very High Rescvlution Radiometer (VHRR) data for
the generation of temperature maps for the area.

Collection and interpolation of ground meteorological
stations data are composed of the following steps:

a. Identification and selection of ground meteorological
stations

b. Registration of the data
c. Recording and coding of the data
d. Data interpolation for climatic parameter of interest

e. Preparation of the data in a format to be used in
simulation models

f. Generation of final products

The detailed description and the techniques for the
above-mentioned steps are given in Appendix IV of this manual.

‘Data processing techniques for the NOAA-4 satellite
thermal (VHRR) data as well as a brief description of the
VHRR scanner and data acquisition system and requlred sys-
tem capabilities for NOAA-4 data processing are given in
Appendlx IV of this manual. NOAA-4 satellite data proces-
sing entails the following steps:

a. Data acquisitibn

b. Location of the study area on the raw.thermal data

¢. Geometric correction of the data

d. Data enhancement and noise elimination

e:. Transformation of voltage values to temperatuie values

f. Transformation of temperature data to the desired
coordinate system

~g. Preparation of final temperature map of the area of
interest :



Step 8. Preparation of Final Products

After all the inputs (both constants and variables) to the

radiation models have been prepared, each of the radiation

components may be estimated. These output products consist
of shortwave radiation (net solar radiation) by using equation
(8), net longwave radiation by using equation (7), and net
radiation on the earth surface by using equation (12). The
output products are the areal distribution of parameters of
interest for a given site and date and percentage dlstrlbutlon
of data over the study area.




Table 1. Published Values of the Factors ¢ and d in Equation (S).

Source ’ Location Latitude c - d c+d
¢)) (2) S ® ) (5) (6)

Black et al (1954) Stockholm, Fairbanks 59,65 °N 0.22 0.52 0.74
‘Monteith (1966) Lerwick 60°N 0.23 0.56 0.79
Penman (1948) Rothamsted, U.K. 52°N 0.18 0.55 0.73
Baier and Robertson (1563) Canada 52°N 0.25 0.62 0.37
Black et al. (1¢54) Kew, U.XK. 51°N 0.19 0.57 0.76
Van Wijk (1963) Gembloux 51°N 0.15 0.54 0.69

mooom Versailles - 49 0.23 0.50 0.73
Tanner and Peltcn (1960) » Wisconsin 43°N 0.18 0.55 0.73
de Villeie (1965) E1 Aouina 379N 0.28  0/43 0.71
de Vries (1958) DPeniliquin 36°S 0.27 0.54 0.81
Damagnez {1963) “Tunisia 35°N 0.16 0.59 0.75
Prescott, . (1940) Canberra 35°S .0.25 0.54 0.79
Black et al (1954) B Dry Creek 35°s 0.30 0.50 0.80
- Page {1961)  Capetwon 34°s 0.20 0.59 .79
Glover (1958) - Durban 3033 0.25 0.50 0.76
Yada (1959) Delhi 29N 0.31  0.46  0.77
Glover (1958) ' Pretoria 2608 0.25 0.50 0.75

" " ' Windhoek 23S 0.26 0.52 0.78
Page (1961) Tananarive 19°s  0.30 0.48 0.78
Smith (1964) Jamaica 18°N 0.31 0.49 0.80
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Table 1, continued

Source Location " Latitude c d c+d
(1) ' (2) ) (3 . (4) - (5):‘;':;-,\4 (5)
Fitzpatrick (1967) Kimberly 16°s 0.33 0.43 0.7
Cackett (1964) Central Africa 15°8 0.32 0.47 ©  0.79 "
Page (1961) _ i Dakat ISZN 0.10 0.70 0.80
Yada (1959) © ) Madras ISON 0.31 0.49 0.80
Davies (1965) - Kano 120N 0.26 0.54 0.80
Smith (1964) . ‘ Trinidad 11N £.27- 049 0.76
Stanhiil (1963) Benin City® 7°N 0.26 - 0.38 0.64
= Davis (1965) Accra 6°N 0.30 0.37 0.67
Black et a) (1954) Batavia etc. 6°s 0.29 0.29 0.58
Page (1961) Leopoldville 478 0.21 0.52 0.73
W Singapore loN 0.21 0.48 0.69
Glover (1958) Kabete, :Kenya IQS 0.24 0.59 0.383
Page (1961) Stanleyville loN 0.28 0.40 0.68
Rijks (1964) Kampaia 0 0.24 - 0.46 0.70
~ " Mean Values , ‘ . . o 0.245 0.507 0.752
. Hounam (1963) * Australia 12-4305 0.26 0.50
Davies (1965) . : West Africa ‘ 5-15"N 0.19 0.60 .
Black et al (1954) X . general ' - 0.23 0.48
Page (1961) tropics - 0.23 0.52
0.18 0.62

Turc (1961), general ) -

~ ®pavies (1965) gave 0.28 and 0.33 for ¢ and d respectively
- SOURCE: Linacre, 1968
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TABLE 2

Stand

Fresh snow cover
Dense cloud cover
01d snow cover
Clean firn snow

Ice, sparse snow cover

Clean glacier ice
Light sand dunes, surf
Sandy soil

Meadow and fields

Meadow, low grass

Field, plowed, dry
Densely built-up area
Woods

Dark cultivated soil
Douglas-fir

Pine

Conifers

Deciduous forest, fall

Deciduous forest, summer

Coniferous forest, summer

Coniferous forest, winter

Meadow dry grass

Field Crops, ripe
Spruce

Earth roads

Black top roads

1" 1" "

Albedo Percent

11

75-95
60-95
40-70
50-65
69

20-50
30-46
15-40
12-30
15-252

20-252
15-25
5-20
7-10
13-14
14
10-15
15
10

(I

Source

Geiger

"
1"

"

Smithsonian
table

1
Geiger
"

Smithsonian
table

1" #

Geiger

"

"

Avery
Brooks
Budyko

Krinov

Baumgartner
Krinov
Sewing Handbook

~Krinov
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Table 2, continued

| Stand Albedo Percent Source

, Concrete road 35 Krinov

| Buildings 92 "
Mountain tops, bare 242 "

; Clay soil dry 152 Sewing Handbook

| Clay soil wet 7.5% "

Q Clouds, stratus overcast, 5-63 "
0-500 feet thick
Clouds, stratus overcast, 31-75 "

500-1,000 feet thick

! Clouds, stratus overcast,
| 1,000-2,000 feet thick ; 59-84 "

; Clouds, dense,’ opaque ~ 55-78 "
§ Clouds, dense, nearly 44 "
; opaque
Clouds, thin : 36-40 "
Clouds, stratus, 600- 78 "
1,600 feet thick
Clouds, stratocumulus 56-81 "
overcast .
Clouds, altostratus, - ' 17-36 n
i occasional breaks
Clouds, altostratus, 39-59 "
overcast
Clouds, cirrostratus and 49-64 "
altostratus overcast »
Clouds, cirrostratus 44-50 \ "
overcast ’

Whole earth: From iswasurements on the bright and dark portions of the moon,
: Danjon” has calculated the albedo of the earth in the visible
‘ portion of the spectrum at 39 percent. Fritz® has extended
; - the calculation to include infrared and ultraviolet radiation,
‘ obtaining a total albedo of the earth of 35 percent. Baur
and'Philippsd have calculated the total albedo to be 41.5 percent

#visual albedo
| PDanjon, A., Ann. 1'0bs. Strasbourg 3, No. 3, 1936, P. 139

CFritz, S., Bull. Amer. Meteorol. Scc., Vol. 29, 1948, p. 303;
Vvol, 31, 1950, p. 251; Journ. Meteorol., Vol. 5, 1949, p.277

| ' dBaur; F., and Philipps, H., Gerl. Beitr. Geophys., Vol. 42, p.160
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APPENDIX I

GEOMETRIC CORRECTION AND WATERSHED BOUNDARY DETERMINATIYON

The Landsat digital data, as it is received from the EROS
Data Center, contains a certain amount of spatial distortion when
compared to commonly used planimetric map projections. Consequent-
ly, it is necessary to spatially transform either the Landsat data
to the map projections or vice-versa. For this project the trans-
formation of the planimetric map data to the Landsat spatial for-
mat was done for ease of handling.

Following is a procedure for geometric correction which uses
watershed boundary determination as an appropriate example of the
application of this technique.

The determination of the exact watershed boundary on the
Landsat digital data is necessary to:

a. Provide an accurate and meaningful summation of com-
puter generated data for the watershed;

b. Minimize computer-related expenses by analyzing only
the area of the watershed on the Landsat data; and

c. Provide a useful visual presentation format for the
graphic display of computer generated data for the
watershed.

Procedure
1. Watershed boundary delineation

a. Acquire U.S. Geological (USGS) topographic maps in either
1:24,000 (7.5' series), 1:62,500 (15' series), or 1:250,000
scale formats. (Note: The map scale selected should be
compatible with the digitizing facilities available. In
the case of this example 1:250,000 scale maps were
used due to the large size of the watershed.)

b. Delineate the watershed boundary in pencil on the map(s)
using the elevation contours to find the ridges and other
topographic indication of watershed extent such as the
drainage network (usually shown in blue). Figure 1 shows

I-1
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a small portion of the Middle Fork of the Feather River
Watershed boundary with the corresponding elevation con-
tour lines.

Emphasize the final watershed boundary location on the
topographlc map(s) by inking them in using a fine draft-
ing pen.

2. Control point selection

a,

Acquire a 9x9 inch (or larger) simulated color infrared
Landsat image, identical to the Landsat digital data to
which the watershed boundary will be fitted.

Using the USGS topographic maps {on which the watershed
boundary has been located) identify a network of points,
both inside and outside of the watershed boundaries,
which can be seen and accurately located on both the
topographic maps and the Landsat simulated color infrared
image. Bends in rivers, and lakes and reservoirs will
probably provide the majority of useful control points
for most areas. In selecting control points on lakes and
reservoirs, usé the dam or outflow site for point location
to minimize the effects of horizontal point placement
error due to the raising or lowering of the boedies of
water.

Once a complete set of control points has been selected
and plotted on the USGS topographic map(s), each point
should be labeled for future reference. Figure 2 shows
the final control point and watershed boundary location
for a test watershed, the Middle Fork of the Feather
River in the SlerraANevada Mountains of California.

The next step involves the location of the control points
on the Landsat digital data. The easiest way to accomplish
this task requires displaying the Landsat data on an inter-
active display system utilizing a color dlsplay and key-
board. The general area in which the contrel is located

is first found by overlaying a Landsat quadrant grid
(Figure 3) over a Landsat 9x9 inch image (either in print
or transparency form). By using these coordinates to determine
the general control point location, an image is raised on
the interactive display system in which the control point
is located. Using a cursor built into the system or by
using a grid displayed along with the image on the tele~
vision screen the operator can find the pixel nearest to
the control point and record its absolute x and y coordi-
nates.

hI-Z
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The delineated

watershed boundary, located on the ridge, is outlined by the dashed

line.

This diagram represents an enlarged portion of the USGS Chilcoot,
1:62,000 (15') scale tcopographic map.

~‘California,

Figure 1.
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3. Digitizing the control points and watershed boundary

a. The USGS topographic map(s) with the watershed boundary and
control points delineated on it should now be digitized.
The process of digitizing calculates an x and y coordinate
) : - value for each control point and for each point on the line
3 defining the watershed boundary. Since the coordinates of
o each control point and the line defining the watershed
boundary are done on the same map base, the actual geometric
location of the watershed boundary in relation to the control
; points can be calculated and the watershed boundary can be
| - located on Landsat digital data.

b.  To complete the digitizing process, a computer compatible
tape (CCT) of the digitized control points and watershed
boundary is generated. A suggested format would have the
tape organized so that the first file would contain the
control point's x and y coordinate values, while the second
(and last) file would contain the x and y coordinates of
points on the watershed bouidary.

c¢. Finally, a list of control points should be prepared show-
ing Landsat control coordinates (in pixels) vexrsus digitized
control point coordinates. Table 1 gives an illustration
of such a listing.

i 4. Transformation of the digitized watershed boundary into Landsat
coordinjites

f a, The first step in the process of defining the mathematical
; ‘ - relationships between the control points in digitizing and
Landsat coordinates is to eliminate those control points
which have been miscalculated in either their digitizing
coordinates or Landsat coordinates or both. To do this,

a linear (first order) regression is used in the form of:

‘XLandsat = a + bIVXscanner +’b2 Yscanner

where: b2 Yscanner ey 0

il

! S ; ‘  YLandsat = a + b1 Xscanner + b2 Yscanner

where:_bl Xscanner ——-—s 0
b P ~ The entire set of control points is processed through the
first order regression. The control points exhi': v/ 1g the

largest residuals are removed from the data set. . ihe re-
maining control points are again run through the regression’

i
i
i
i
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" Figure 2. Boundary limits and location of control points within the watershed covering the Middle Fork

of the Feather River.
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Digitized Control

CA ]

Landsat Control

1 Coordinates Coordinates
- Number Control Point Name X | y X y
g 1 Philbrook Reservoir 0318 1027 0867 1585
! -2 Stirling City Res, 0096 1522 0857 1761
! 3 Magalia Reservoir 0001 1822 0817 1898
4 Conébw Dam 0005 .2108 0925 1956
S | Bardees Bar 0228 2120 1019 1935
6 Cannon Reservoir 0004 2846 0990 2163
7 Oroville North 0003 3146 1009 2256
8 Evans Bay 0582 2693 1316 2164
9 Sky High Bend 0857 2398 1336 1951

”Table 1

- and Landsat coordinates.

‘,"’ I -7

Listing of geometric control points with digitized coordinates
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equation and the entire process continued until no control
point has a residual exceedlng a preset amount (+ 2.000,

for example). Note that since we are f1tt1ng points to the
Landsat format, all residuals are expressed in terms of
Landsat picture elements (pixels). Care shoald be taken
during the process of eliminating those control points

that have large residuals, so that an "adequate' number

of points will be left in all areas of the watershed. In
severe cases, new control points may have to be chosen if
large areas of the watershed boundary are left unrepresented.

b. Once the final set of control points has been selected
(Step 1), the points are processed once more by a quadratic
{second order) regression equation in the form of:

XLandsat = a + b1 Xscanner + b2 channer + b3 Yscanner + b4 channer
‘where: b3 Yscanner +‘b4 Yécanner ----» 0

YlLandsat = a + bl‘Xscanner + b2 channer + b3 Tscanner + b4 channer
where: bl-Xscanner + b2 channer -===»0

The coefficient values generated by the second order regression
are now used to transform the watershed boundary (previcusly
defined in terms of digitizing coordinates) into a Landsat
compatible form.

5. The masking of Landsat digital data with the watershed boundary

a. One of the more important uses of defining the watershed
boundary is to "mask" ‘the Landsat digital data. In order
to do this the computer compatible tape generated in Step
3.b. of this section is used in conjunction with the’
second order regression coefficients generated in Step 4.b.
previously to produce a new computer compatible tape in
which the digitizing coordinate values for the watershed

- boundary and control points have been converted into Landsat
coordinate values. :

b. This new computer compatible tape of the watershed boundary
and control points now allows Landsat data in any form
(raw, recalibrated, classified, etc.) to be masked using the
watershed boundary.

Note The basic procedure described in the fourteen steps above
represents the geometric correction and subsequent application
- of a specific type of ancillary data (planimetric watershed
‘boundary) to Landsat digital data. The same basic procedure
applies to all other ancillary data that is to be "fitted" to
Landsat satellite data, modified as necessary.




APPENDIX II

REMOTE SENSING-AIDED PROCEDURE FOR
VEGETATION/TERRAIN ANALYSIS

A INTRODUCTION

Knowledge of the spatial distribution of vegetation/terrain
features within a watershed is necessary for determining evapotrans-
piration ratios and generating of albedo indices for radiation models.
Albedo is used directly as an input to the shortwave radiation model,
which ultimately is used in the watershed-wide calculation of evapo-
transpiration.

; The procedure used to develop the vegetation/terrain distri-

i ‘ bution for a given watershed is based upon the computer-aided

- classification of Landsat digital data. Basically this classification
involves the selection of training statistics based on the unsuper-
vised classification of specific test sites located throughout the

i watershed and surrounding area. Those training statistics, represent-
ing spectral information about specific vegetation/terrain classes,
are then used to derive a supervised, watershed-wide classification
to yield the final vegetation/terrain distribution.

Procedure
1. Gathering of remote sensing and ancillary data

a. Determine a spec1fx:Landsat scene which satisfies
certain m1n1mum criteria such as:

. 1) High sun angle so that shadows on the landscape
are held to a minimum.

2)  Cloud free imagery in the area to be classified.

3) Freedom from bad data on the Landsat data such as
bad scan lines, etc.

4) Snow-free imagery, to as large an extent as possible

A o These criteria imply, then, a late spring through early
fall date of Landsat imagery. In attempting to select

a date within this period of time, actual spectral
response of major vegetation types should be considered.
If, for instance, annual grassland is a major vegetation
component within a watershed, then it may be appropriate
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a.

to choose a date in which the vegetation is most highly
contrasted with the surrounding vegetation complex.
This date, then, may be in early summer to early fall
when the grasslands have lost their near-infrared spec-

tral response due to drying.

Once a date of Landsat imagery has been selected and
acquired (in both a hardcopy and digital tape form),

a set of high altitude aerial photographs should be
acquired that covers the area to be analyzed. The
date of this imagery should depict the vegetation com-
plex in the same physiologic state as the Landsat scene
selected. It does not necessarily need to be taken in
the same year as the Landsat scene. :

Watershed boundary descriptions such as those used in
the Geometric Correction and Watershed Boundary Deter-
mination section should be obtained. These will aid in
helping to select the appropriate spectral training sites.

2. Selection of spectral training sites

Using the Landsat imagery, the aerial photography, and
the watershed boundary maps, training sites should be
selected throughout the watershed and surrounding areas.
These sites should éncompass the spectral variation
that is likely to occur throughout the watershed. This
task requires the extensive knowledge of an analyst
thoroughly familiar with the watershed.

The selected trainiig areas should be located on the
Landsat digital data and the aerial photography. The
location of these sites on the Landsat digital data is
most easily accomplished through an interactive tele-
vision display of the Landsat data. The x and y coordi-
nates of the training site block corners can be found
easily by displaying the Landsat image and determining
the training site location from its general position
on either the aerial photography or watershed boundary
maps. The exact position of the training site should
be défined by the Landsat image of the training site.
This area can now be plotted with greater flexibility

“on the aerial photography. This is due to the display

restrictions usually associated with the Landsat digital
data. - Figure 1 shows the spatial distribution of
Landsat training sites throughout a sample watershed,
the Middle Fork of the Feather River. Figures 2 and 3
illustrate the appearance of a specific training site
(Block No. 1) on high altitude aerlal photography and
Landsat imagery respectively.

I1-2
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3. Unsupervised classification of the training sites.

a.

Once the position of the trainihg sites on the Landsat
digital data has been determined, a computer compatible
tape 1s made with each training site occupylng one

file on the tape.

The next step is to use an unsupervised classification
algorithm to "cluster'" the Landsat pixels at each
training site into like groups. A commonly used computer
program for this purpose is the Iterative Self-Organizing
Data Ana1y51s Technique(A) or ISODATA, which was origi-
nally developed by Hall and Ball (1965 and 1967), A
variation on this program, called ISOCLAS, was developed
by Kan and Holley (1972) specifically for multispectral
scanner data such as Landsat. This program, ISOCLAS,
is probably the most commonly used program in use for
unsupervised classification. Thorough familiarity with
this, or any other program used for unsupervised classi-
fication is suggested before attempting this phase of
the watershed-wide vegetation/terrain classification.

The end product of an unsupervised image classification
program such as ISOCLAS is a list of image ''classes"
defined by their spectral mean, standard deviation, and
co-variance. Table 1 shows these parameters for a

single training site which will be used for the remainder
of the examples. These classes will now become the basis
for the final supervised classification for the entire
watershed.

In order to attempt to assign specific vegetation/terrain

- classes to each cluster, a technique called 7/5 ratioing

is used to help "spectrally" organize the data. Table 2
depects the 7/5 ratio information for the training site
cluster data shown in Table 1.

To help better organize the data for display purposes,
unique colors are given to each cluster starting with the
lavenders and the reds for the high 7/5 ratio clusters,
down through the browns and' oranges, the yellows, the
greens, and finally the blues forthe lowest 7/5 ratio
clusters. A visual output, such as could be seen on a
telev151on monitor is shown in Figure 4.

Using the aerial photography of the spec1f1c training
site being classified (Figure 1) and the 7/5 ratio, the
analyst can begin to group and separate the various
clusters into meaningful vegetation/terrain classes.

Table 3 shows the result of this process. Note the arrange-

ment of the resultant class/cluster groupings.

II1-3
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Figure 1.
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Dlstrlbutlon of Landsat test sites throughout the Middle Fork

Area
Area
Area
Area
Area
Area
Area
Area
Area
Area

0 00N VU B AN

Slerra Valley Mountains
Sierra Valley Area 1.
Sierra Valley Area 2
Frenchman Reservoir Area
Quincy/American Valley
Serpentine Area '
Davis Lake Area

- Gold Lake Area

Silver Lake Area
Middle Fork /Lake Oroville
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Figure 3.

RAWDATA C(BANDS 4,5, 7), BLOCK

Landsat "raw" image of ISOCLAS block 1.

Simulated color
infrared rendition using MSS b

ands 4, 5, and 7.
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Cluster MSS Band 4 MSS Band 5 -(MS§ Band 6 MSS Band 7
Mean STD Mean STD éMeani STD Mean STD
1 21.27] 1.20 | 28.81 2.26. 33.7912.19 [17.34] 1.44
2 30.37{1.25 § 31.68|1.75 §35.95|1.62 (18.19} 1.13
3 24,274 2.16 § 23.90]1.63 §29.89}1.81 {15.99] 1.57
4 23.7311.35 §§ 35.57}1 2.08 §38.7012.64 }19.62| 2.49
5 18.97] 2.05 || 15.66 | 2.17 }31.83)2.05 §19.21| 1.47
6 28.34 1.05 | 27.9831.65 §31.99}1.64 [16.44} 1.29
7 17.5311.75 || 14.4911.72 {26,281 1.95 |15.42} 1.52
8 32,291 1,26 § 35.19] 1.86 | 39,281 1.48 [19.77] 1.18
9 22,331 2,17 || 20.98} 2.33 ]136.80} 2.61 }§21.57§1.77
10 21,791 1.68 § 19.34}1.74 [27.33]2.00 §15.17| 1.68
il 36.61| 5.78 | 41.69]5.81 §43.66}4.19 §21.67 2.35
12 26.991 2.26 ff 27.06} 2.15 3?.09 2.29 (121.82}1.79
13 37.52| 1.51 § 43.76 | 1.88 45.787‘1.49 23.98 | 1.20
14 39.941{ 3.99 || 50.24] 2,93 54.98 :3.75 {27.24( 1.99 -
15 27.13 4.10‘ 46 .83 8.59 46.85 | 7.28 [24.80 5.27
16 33.491 1.30 § 37.30}2.18 | 43.16 21.51 22.03| 1.52
17 26.571 1.72 | 38.72] 3.05 } 43.94 11.98 22,751 1.76
18 19.71)36.89 § 35.86 |35.33 | 0.00 IO.OQ 0.00} 0.00
19 .02 .15 4.49 {15.00 0.00} 0.00 2.84]11.05
Table 1. Cluster means and standard deViations for each of the nineteén

clusters by Landsat Multispectral Scanner (MSS) bands for ISOCLAS
block 2. Note the spurious means and standard deviations for
clusters 18 and 19, indicating that these two clusters will not
be reliable for further use.
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Table 2. Band 7/band 5 ratios and color assignments for ISOCLAS bBlock 1

Band 7/Band 5 Ratio* Numerical Order Cluster Color Assignment Group

2.4534 1 5

2,124 2 7 Lavenders & Reds
2.0276 3 9

1.6127 . 4 12

1.5688 5 10

N 1.3381 6 3 Browns & Oranges

1.2037 7 1

1,1812 8 16

1.1751 9 1

1.1751 10 6 Yellows
1.1484 11 2

1.1236 12 '

1.1032 13 4 Greens
1.0960 14 13

1.0844 15 14

1.0592 16 15 Blues
1.0396 17 11

‘‘‘‘‘‘‘ 18 \ Black
______ 19 -

*The. actual equation for the Band 7/Band 5 ratio is:

2 x (Band 7 mean scene brightneSs value of cluster n) + (Band 5 mean of scene
brightness value of cluster n) where n goes from 1 to 17 inclusively.
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ISOCLAS 7/5 RATIO: BLOCK 1

Band 7/band 5 ratio display of ISOCLAS block 1
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Table 3. List of 7/5 ratios and clusters identified on type ISOCLAS block 1

bﬁ for each vegetation-terrain class.
Vegetation/Terrain Class Cluster Band 7/Band 5 Ratio
High density eastside 5 ' 2.4534
conifer 7 2.1284
Low density eastside 9 2.0276
conifer
Brush/Chaparral 10 1.5688
Sagebrush/Bare Soil 12 1.6127
2 1.1484
6 1.1032
8 1.l236
16 1.1812
Sagebrush ¥ _ 1.2037
: 3 , 1.3381
§ 6 1.1751
| Bare Soil R on 1.0396
; 13 1.0960
; 14 o 1.0844
5 15 _' 1.0592
|
f
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Once all of the training sites have been processed in
this manner, each site should be ground checked to

verify the classification. Using the Landsat imagery
that has been clustered, the aerial photography, and
topographic maps, each preliminary classification can
be checked and verified or classification amended, as
appropriate. Figure 5 shows a display of a final

unsupervised classification of a single training site.

4.  Selection of training class statistics

a.

Each cluster has a single mean and standard deviation

in terms of Landsat spectral values assigned to it,

for each training site. Since it is possible that certain
clusters could be "confused" with each other, a statis-
tical test is necessary to determine their'separability".
A methodology for the determination of class separability
based on the Schefff method of multiple comparison has
been applied to thls analysis. Statistical analysis
using the Scheff€ method allows 51gn1f1cance probabili-
ties to be calculated for all cluster pairs. These
probabilities are displayed in matrix form. Class

pairs with significance probabilities below specific
threshold values are considered to be separable for
classification purposes. Thus individual clusters

can be statistically compared to other clusters within

a vegetation/terrain group and all other clusters in

the vegetatlon/terraln classes. Table 4 represents an
example of the Scheffé multiple comparison test run

on all clusters determined to fall into a specific
vegetation/terrain class. Cluster pairs determined to

be separable are designated by the symbol "0". Cluster
pairs determined to not be separable are designated by
the symbol "+'". The 51gn1f1cance level for the partl-
cular application of the Scheffé multiple comparlson

test was set ata= .10. Clusters form various vegetation/

~ terrain groups (i.e., those falling in some broad band

of classification; for example, the coniferous forest
vegetation/terrain group may include red fir, mixed
conifer, eastside pine, pure fir, etc.) are‘systemati-
cally compared to one another until (if possible) unique
sets of clusters are found which represent all desired

fvegetatlon/terraln classes and are all separable using

the Scheffe test.

The resultant set of clusters now represents each
vegetation/terrain class desired for the watershed-
wide classification., Table 5 lists the mean, standard
deviation and co-variance for each selected cluster.
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Figure 5. Classified ISOCLAS display of block 1 based on
Landsat data

Identification Key

Color Vegetation/Terrain Type
Brown Bare Soil
Red High Density Eastside Conifer
Green Low Density Eastside Conifer
Yellow Brush
Dark Blue Sagebrush
Light. Blue Sagebrush/Bare Soil
©
?p63€' 4
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Table 4. Scheffe multiple comparison test for brush and brush~
related vegetation types. '"0" indicates no confusion
while "™+" indicates confusion between class pairs at

: a significance level of .10.
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the final CALSCAN training set.

I1-14

Cluster MSS Band 4  MSS Band 5  MSS Band 6  MSS Band 7
Mean STD Mean STD Mean STD  Mean STD
1 30.37 1.25 31.68 1.75 35.95 1.62 18.19 1.13
2 28.34 1.05 27.98 1.65 31.99 1.64 16.44 1.29
3 21.79 1.68  19.34 1.74 27.33 2.00 = 15.17 1.68
4 36.61 5.78 41.69 5.81 43.66 4.19 21.67 2.35
5 34.67 1.55 39.02 1.55 43.65 1.32 22.81 1.19
6 21.10 2.14 14.45 1.41 64.66 1.82 42.94 1.68
7 34.34 1.53 39.90 1.8 48.43 1.64 26.13 1.36
-8 36.45 1.54 42,43 1,56 46.60 1.99 24.43 1.66
9 24.95 2,29 25.83 1.95 44.22 2.23 27.54 1.57
10 31.60 1.39 34.68 1.92 38.97 -~ 1.79 20.46 1.66
11 21.73 2.12 20.13 2;44 20.10 1.39 25.81 1.04
12 22,70 2,56 21.86 2.43 23.13 2.25 10.80 1.83
13 17.13 1.66 11.88 1.80 28.96 1.37 17.63 1.13
i4 17.36 - 1.71 12.43 1.72 32.91 1.52 20.64 1.07
15” 26,49 2.28  26.49 2.29 @ 43.90 1.61 26.06 1.77
16 17.98 1.98 12.48 1.2% 43.69 2.53 28.63 2.35
17 17.47 1.72 13.32 2.04 31.41 1.51 | 19.68 1.35
18 18.81 2,08 - 13.63 '1.90 - 51.63 3.17 34.30 2.27
19 32.23 3.60 38.82 2.81 43.63 2.91 22.92 2.38
20 15072 1.69  10.00 .84 6.25 1.23 1.07 .65
21 16.30 .1.74 11,92 1,71 23.71 1,76 14.37 1.41
22 14.73 1.17 6.73 .49 4.79 .93 1.04 .66
23 17.78 1.78 13.31 1.73 30.67 1.32 19.21 1.16
24 19.39 1.91 14.63 1.79 45.67 1.74 29.84 1.60
25 16.09 1.75 9.58 2.09 11.15 - 2.12 4.91  1.98
26 14.16 1;84 7.73 6.75 4,97 1.17 1.19 .67
27 22.86 1.78 19.73° 1.68 37.34  2.10 21.64' 1.38
28 19.39 2.12  14.22 ;2.14 31.76 1.24 18.86 1.11
29 v25.53 2.30 24.49 2.06 ‘40.65 .77 23.01 1.32
30 28.89 4.24 25.85 4.44 20.48 3.60 13.77 2.83
ngable 5. Cluster means éﬁd standard deviations for each of the thirty ‘
g clusters by Landsat Multispectral Scanner (MSS) bands for
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5. Supervised classification of vegetation for the entire watershed

i a. The cluster means, standard deviation, and co-variances

. for the set determined above are now used to drive the

. final, supervised classification of the watershed using
ke : digital Landsat spectral data. The computer compatible
tape of the'watershed boundary (mask) generated in

Step 14 of the Geometric Correction and Watershed
Boundary Determinations section (Appendix I) is now

used to control the area on the Landsat data that is to
. be classified. The "raw'" Landsat digital data in con-

EE! juction with the '"mask" tape are now run through a

Wt - supervised classification routine. The classification

’ routine commonly used in conjunction with the classifi-

; cation of Landsat data is a discriminant analysis routine
o o called LARSYSA. LARSYSA is a classification algorithm
P based on a maximum likelihood classifier developed at

- Purdue University. A similar version, based on LARSYSA,

" ' used at the University of California, is called CALSCAN.
Both classifiers perform the same basic function, assign-
ment of each pixel within the watershed to one of the

, training clusters selected from %he wursupervised classi-
W fication of the training sites. The final result for
such a classification can be se¢n for the ISOCLAS test
block in Figure 6, while the final watershed-wide classi-
fication is shown in Figure 7. o
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Figure 6.

ORIGIN AL ,m:‘;'ff; [
lOF POOR QUAL

CALSCAN CLASSIFICATION, BLO

CALSCAN discriminant analysis classfication of block 1.
The statistical training for this classification was
derived form the ISOCLAS classification and applied to
the Landsat raw digital data.

Identification Key

Color Vegetation/Terrain Type
Lavender Sagebrush
Purple Sagebrush/Bare Soil
Off White Bare Soil
Yellow Mesic Grassland
Red Mixed Conifer
Dark Green Brush
Light Green Xeric Brush
I1-16
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Figure 7.

JEG/TER ANAL,
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uce

CALSCAN discriminant analysis vegetation/terrain
classification of the Middle Fork of the Feather

River Watershed.

Color

Lavender
Purple

Off White
White
Orange
Yellow

Red
Orange/Red
Light Blue
Blue/Green
Dark Green
Light Green
Dark Blue

Identification Key

Vegetation/Terrain Type

Sagebrush
Sagebrush/Bare Soil
Bare Soil

Rock

Agricultural
Marsh/Mesic Grassland
Mixed Conifer

Red Fir

Riparian Hardwoods
Mesic Brush

Brush

Oakwood/Xeric Brush
Water
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APPENDEX III

STEPWISE PROCEDURE FOR TOPOGRAPHIC ANALYSIS

Topographic characteristics of the watershed are some of the
major factors affecting the amount of solar radiation. These
topographic characteristics include elevation, slope, and aspect.
The following is a procedure for quantification of these parameters

- along with three different methods of control point selection and a

set of algorithms for elevation interpolation and slope and aspect
generatlon N

For a large portion of the country, digital terrain computer
compatible tapes are available. These tapes may be obtained
either from the Defense Mapping Agency (DMA), Topographic Center,
or from the U.S. Geological Survey (USGS), Digital Elevation Model.
If these digital tapes for the study area are available, the part
of the following procedure for digitizing the elevation from USGS
topographic maps may be eliminated. Otherwise, the following pro-
cedure will be adequate for preparation of elevation, slope, and
aspect maps and digital tapes required for resource inventory
and management.

1. Procedure for topographic analysis

a. Acquire USGS topographic series maps, scale 1:250,000
so that the area analyzed is covered. (Note: the same
maps used for the Geometric Control and Watershed
Boundary Determination Section may be used for this
phase of the work as well.)

b. If the topographic maps used do not have the study
area outlined on them, outline the area at this time.

c. If there are two or more topographic maps needed to
. cover the study area, carefully trim and jocin the
maps, taking care to maintain the planimetric accuracy
as much as possible.

d. Ifsthe topographic maps used do not have control

- points- (for geometric correction purposes) located .
~on them, see the Geometric Correction and Watershed
Boundary Determination Section (Appendix I) of the
Manual

I1I-1
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The selection of topographic control points is the

 next. phase of the topographic analysis procedure.

The actual technique used depends on the nature of
the elevation, slope, and aspect generating algorlthms
used. Three methods for selection of control

points are discussed in Section 2. A series of
algorithms for elevation interpolation and slope and
aspect generation is described in Section 3.

Each topographic control point is given X, y and z
coordinate values. The x and y values are relative
to the geometric correction points and are used for
two-dimensional spatial location of the z or eleva-,
tion value. The topographic control point and geo-
metric control point networks, as located on the
USGS topographic maps, are now digitized. This
process assigns X and y values to all control
points. The geometric control points should be
digitized in a predetermined order so as to facili-:
tate their accurate identification. The topographic
control points should be digitized in such a fashion
as to facilitate the assignment of a specific z

(or zlevation) value, to each control point.

To complete the digitizing process, a computer
compatible tape (CCT) is generated for the topo-
graphic control points. The z value for each control
point should be added to the digitized topographic
control point data. This may be done on either the
CCT or on punched cards (the x and y coordinates

coming from the CCT with z values punched in manually).

Using the regression coefficients generated pre-
viously or that will be generated specifically for
this analysis (for both counts see the Geometric
Correction and Watershed Boundary Determination
Section, Appendix I) in conjunction with the x, y
and z values for each topographic control point,

the x and y coordinates (in digitizing coordinate
values) are transformed to Landsat-based coordinates.

The transformed x and y coordinates as well as the
unchanged z value are now processed through an

M"interpolator" to assign a z (elevation) value to

each Landsat pixel position. This "interpolation"
of intermediate x y coordinate positions for eleva-
tion can be accomplished by a number of algorithms.
In Section 3, one type of algorithm for elevation
1nterpolat10n is described.
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j. The 1nterpolat10n is processed by a computer, the
output usually being in the form of a CCT and supple-
mentary paper output. The elevation interpolation
may be displayed using the CT on an interactive

. television display system. An example of the final
product, using different colors for each elevational
zone, can be seen in the case study.

k. The generation of slope and aspect maps is done by
" -using another algorithm which uses the interpolated
elevation values as the input data. An example of
the output products of this algorithm can be found

in the case study.

. Selection of topographic control points

Three procedures will be shown in this section to
give the user some idea of the possibilities for
topographic control point selection. The ultimate
decision for location of topographic control points
will depend on the available computer system (and
associated software routines) as well as the nature
of the algorithms used for generating the elevation,
slope, and aspect data.

Method a. This procedure involves the use of elevation
contour isolines. Each isoline falling within the
study area is digitized. By digitizing one eleva-
tion zone at a time, the data may be organized so
that assignment of elevation values to digitized

isolines is very simple and straightforward. If a~

computer compatible tape is used to store the d1g1t12ed‘

contour isolines, a separate file may be generated
for each different elevation zone. Figure 1 shows

a hypothetical dlstrlbutlon of control points

using this technique. It should be noted that as
few points as possible should be selected along each
isoline to keep processing costs to a minimum. This
method of control point selection is probably the
most accurate and undoubtedly the most expensive

due to the large number of control p01nt<usua11y
selected

Method b. The selection of topographic control points
along ridge tops and valley bottoms is a commonly
used procedure. Control peints are located on ridge
tops (including watershed boundaries, if they are

ITI-3
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Figure 1.

Example of topographic control point selection along contour
isolines. If each set of points selected along a given isoline

. is filed separately, assignment of elevation values is eased.
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to be used) and in the valley bottoms (generally
along stream courses). Control points are selected
at the ridge intersections and midway (approximately)
down ridges rurning into valleys. Subsequently,
control points are also located at stream inter-
sections and midway up streams from their head-
waters (Figure 2). The control points selected are
digitized. The difficulties of this method involve
the location of the ridge tops and valley bottoms,
and the assignment of elevation values to each
control point.

Method ¢. This method uses & predetermined grid which
is laid over the study area. Each grid intersection
is located as a control pnint and the elevation recorded.
This system does not necegssarily require the use of a
digitizer due to the systematic nature of the control
point network (however, a :digitizer can be used). Again,
the assignment of an elevation value to each control
point is timely; however the nature of the control
point selection procedure allows a tight control over
the number of control point:i selected, thus helping
to reduce costs,
Note: 1In order to assure as accurate values as possible for elevation
slope, and aspect, control point selection should occur not only within
the study area but also just beyond the boundaries. This assures
that values along the actual study area boundary are reliable.

3. Sample algorithms used for elevation, slope, and aspect
generation .

The following formulas are those used by the Remote
Sensing Research Program at the University of California
at Berkeley, for topographic analysis. They are
representative of those commonly in use. '

III-5




Ridgetops
Valley Bottoms s—s—
Control Points e

Figure 2. Location of control points on ridge tops and valley bottoms.
‘ ‘Note the location of occasional control points along long
~stretches of ridge tops and: valiey bottoms.
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The digitized values of .control points are used to drive the
elevation-determining algorithm,

‘s a . s 7
S Z Ei ) ' . e .
_ E(x,y)

e : 1 ' ! ‘

e 2: - 5 £i = the elevation of ‘contyvol point i,

i=1 (Ai
: ) ' ' the number of control p01nts within range
e - of (x,y)

- EG4Y)

o

£
=
V]
In}
1]
>
|
i

the distance from (x,y) to control point i,

B
]

the elevation of point (x;y).

) g e

o which uses the x,y,z coordinates of the control points to assign a

T z coordinate (elevation) to each Landsat pixel. The actual z

: coordinate represents a zone of elevation per pixel ‘rather than an
absolute value.

‘ Determination of a "normal" vector is necessary for pixel

: slope and aspect calculation. This 'normal" vector is a directional
variable that originates in the center of each pixel and locates a
direction that is 90 degrees to the surface of the pixel. This
vector is expressed in triple coordinates (ny, Ty, n;), where the
center of the pixel is considered to be the origin (o, o, o), and
the trlple coordlnates are the coordlnates in three dlmen51ons

.y x, ¥, z). |

w " For determining slope and aspect, the "normal vector for a

: pixel is computed by using the pixel's position relative to the

i pixels to the right and below. The "normal" vector, #, is then the
cross product of the two vectors in x (the p1xe1 to the right) and
y (the pixel below) directions:

(x) y‘s z) (x+1, Y;: Z')

i

'pixel to the right

(x, y+1, 2z")| pixel below

Using the vector's cross-product formula; the normal vector is

=J(¥‘+‘1,;y;z ; Z) §“(x;'y +1, 2"- z)
[(x + 1) (y+1) - xy] - [ (+1) (x"-2) - x (z - 2],

[(n +'1)(y+1) oyl

u
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Once the '"normal" vector, 3, is computed, the slope is calculable
since it is the angle between the normal vector and the vertical
vector (o, o, 1), 0, subtracted from 2-1n radians, Therefore

n

T . .
slope = 7" 6 in radians, where

6 = arc cos (

” ?{” = n)z‘ + n; + nz | s

then slope’is converted to percent,

The aspect is determined from the (x,y) projection of the normal vector.:
The degrees away from true North will determine the aspect,

n
¢ = arctan Qf%, where
. o

¢ is the angle from the x-axis in radians.

Thls is then converted to degrees and added to 90 degrees to give the aspecc
in degrees from the true North directlon.
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APPENDIX IV

PREPARATION OFUCLIMATIC DATA MAPS FOR USE IN
RADIATION AND EVAPOTRANSPIRATION MODELS

This appendix entails three sections: 1) collection and inter-
polation of climatic data based on ground meteorological stations
data; 2) acquisition and processing of NOAA-4 satellite thermal data;
and 3) a complete version of a computer algorithm for geometrlc cor-
rection and temperature calibration for NOAA-4 satellite data. -Sec-
tion 3 was originally provided by NOAA's National Environmental
Satellite Service and was modified by UC Davis, Department of Elec-
trical Engineering (Algazi group). One may develop his own algorithm
based on the technique described in Section 3 and geometric package
programs available from the NOAA-NESS office.

1. Collection and ihterpolétion of data from ground
-~ meteorological stations

a. Identification and selectlon of .ground meteorologlcal
stations ~

Subsequent to the delineation of the watershed
boundary (described in Appendix I) on a useable map
base (preferably a USGS quadrangle, the scale of
which will- depend on the size of the watershed) one
should consult the publlcatlon titled "Climatological
Data" provided by the National Oceanic and Atmospheric
Administration's (NOAA) Environmental Data Service.
This publication is provided on a monthly basis,
state-by-state, and includes daily and long term
average meteorological information with varying
degrees of specificity. Provided within the pub-
lication is a map of the particular state that is
of concern. All of the stations that provide data
to the Environmental Data Service are indicated, as
are the types of information they collect.

With this information, the number and type of
stations within the study area may be selected.

b. Registration of the ground meteorological station data

In order to prepare the climatological informa-
tion for use in a Landsat based study, the information
must be made compatible to the satellite data coordi-
nate system. To accomplish this, the meteorological
stations being used should be plotted on an acceptable
map base (preferably a USGS quadrangle). Next, the
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“Universal Transverse Mercator (UTM) coordinates for
each statlon should be determined from the map. Now,
through usé of the regression equations developed
during the geometric correction of the original
Landsat data, the Landsat coordinates may be calcu-
lated for each ground meteorological station. The
‘climatological data is now registered to the satellite
data base and may be used in direct conjunction with .
raw Landsat data or other data sources based on the
Landsat coordinate system.

lRecordlng and cod1ng of ground meteorological stat1on

data

The climatological data derived from each of the
ground meteorological stations, as well as important
information such as date of data acquisition, station
name, UTM coordinates, Landsat coordinates, and eleva-
tion, should be noted and recorded in a useable format.
A convenient way to accomplish this is by the use of
computer cards. Under a format developed by the user,
‘all information collected about each station may be
recorded on one or more computer cards. The information

_is now in an acceptable format for use in a data base

computer routine such as RSRP's MAPIT program or an

interpolation algorithm,

Climatic data interpolation

Since climatic data representing the entire water-
shed is collected from a number of point scurces, there
is a need to expand this data base so that climatic
information will exist for each; Landsat pixel (picture

element). To accomplish this, an interpolation algorithm*.

was developed at RSRP that will mathematically generate
data values for each pixel based on the ground station
data (i.e. temperature, humidity, precipitation,

~evaporation, etc.). Upon completion of interpolations

for each of the climatic variables of concern, the
data is ready to be used as input into data base
programs such as RSRP's MAPIT, or simulation models

- for short-wave, long- wave, Or net radlatlon and ‘evapo-

transpiration estimation.

*See following. page for interpolation algorithm equatioh.
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D(x,y) =

*The interpolation algorithm is described by the following equation:

where:

1 o D. = the distance from the Landsat pixel
2 1 being considered (x,y) to the ground
' meteorological station (i) expressed

in terms of Landsat pixels.

D. = the data value associated with the
ground station. .

....... —nsm——————

"n = the number of ground station locations

within range of the pixel being con-

sidered (x,y).

D(x,y) =
(x,y) based on n ground station

locations.

The derived value D(x,y) represents the two coordinaté;of a three
dimensional (x,y,z) computer data base (such as MAPIT), reglstered

perfectly to

L e.

and a number of models for evapotranspiration estimation. .

the x,y Landsat coordlnate system
}

Use of prepared c11mat1c data in 51mu1at10n models

After registration and 1nterpolat10n of the climatic
data, the informatian is ready for use as input into a
number of simulation routines.- Among these are models
for estimating  short-wave, long-wave, and net radiation

" The output of such models is written onto magnetic

tape and line printer class maps. The digital data on
magnetic tape may be used to generate a visual pro-
duct such as with RSRP's film writing device known as’

 IGOR (Image Ganged Optical Reproducer), or as input

into higher level simulation models, such as the water
yield model developed by the joint Federal-State Rlver
Forecast Center.

Generation‘pf final products

Upon completion of the data preparation and model

Iv-3
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simulation activities, there is often the need to
transform the derived data into a presentable form,
Digital information, as it is derived from the solar
radiation and evapotranspiration models, may be uced
as input into a film writing device such as IGOR.
Selection of a logical sequence of colors to repre-
sent the different classes of digital information
aids in the production of a meaningful and visually
pleasing product. Followzng this, concise descrip-
tive labels and a statistiinl summary should accom-
pany each visual product to ‘aid in its interpretation
and effectiveness.

NOAA-4 satellite thermal data processing

~Under the present climatic stations network, areal
distribution of temperature for radiation models may be
obtained adequately from ground meteorological stations.
Data obtained form the NOAA-4 satellite offers an al-

‘ternate method for generating a temperature map for a

large area. The following text gives a) a brief summary
of relevant information about the NOAA-4 satellite; b)
an outline of required computer system facilities for
implementing this procedure; and c) a step-by-step pro-
cedure developed by the Remote Sensing Research Program
(RSRP) for NOAA-4 thermal data processing utilizing
digital tapes obtained from the National Environmental
Satellite Service (NESS) of NOAA. The algorithm used
for part of the data processing (geometric correction
and temperature calibration) has been provided by NESS
and modified by grant participarits in the Department

of Electrical Eng1neer1ng at UC Davis.

a. A brief description of the NOAA-4 satellite

The NOAA-4 is an environmental satellite in a
sun-synchronous near-polar orbit. This satellite
is an evolution of the NOAA series satellites launched
by NASA and administered by NOAA after becoming
operational. It is equipped with various sensors
and scanners for obtaining meteorological data.

The data used in this procedure was obtained by

a Very High Resolution Radiometer (VHRR), a two-
channel scanner which detects energy in the visible
spectrum (.6 to ,7 micrometers), as well as. the .
thermal infrared (10.5 to 12.5 micrometers). The
satellite orbit has an inclination of about 1020,
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an altitude of about 1450 km, and a period of 115.0
minutes. Its daytime pass over the earth is in a
general Northeast to Southwest direction crossing
the equator at an angle of 780 at approximately
9:00 AM local solar time. The VHRR scans west to

- east, from horizon to horizon,, &t the rate of 400

lines per minute. Its spatial resolution at the
satellite subpoint is about 0.8 km,

Required system capabilities

The following computer facilities are required for
implementation of the procedure:

1) A magnetic tape unit

2) A disk pack

3) A video display system capable of displaying
3~bit data as a black-and-white image, with
some means of obtaining the coordinates of
points in the image.

The software requirements include:

1) A program for readihg the NOAA tape and

generating a disk file for corrected or un-

corrected imagery (See Appendix V)

2) A program for displaying the image on a tele-
vision monitor '

3) A means for obtaining the relative ccordinates
of a point in the displayed image

4) A set of algorithms for implementation of
various required mathematical equations on
the data file

5) A program for linear regression performance

- 6) A>program to produce a histogram of the data
E values ‘

7) A program to transform the data files to the
desired coordinates

With the exception of a), which is given in Appendix V,
almostall of the software programs should exist within

any software package for an image analysis and display system.

Jv-5
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NOAA data acquisition

The computer compatible tapes for both visible , £
and thermal data can be obtained from NESS headquarters )
in Washington, D.C. The data for this study was ob- .
tained forim grant participants at UC Davis who had : i
copied 1600 bpi NOAA tapes to 800 bpi tapes, with a - v
slight change in format. A written description of
the important information for geometric correction D
was received along with the tapes. This information A
included satellite altitude, midpoint of the image,
format of the tape, and the raw coord1nates of one or
two reference points. : :

Location of the area of 1nterest on the raw thermal
data:

1) If possible, estimate coordinates of the area of
interest from the coordinates of a known reference
point given in the written description. '

2) Create a raw (uncorrected) file which includes
the desired area. For the first trial, it is
suggested that the image be reduced by a factor
of four or more, and the starting coordinates
adjusted accordingly, to allow a large margin
for error,.

3) Display the file and locate the area of interest.
If it is not in the display, re-estimate start-
ing coordinates and repeat Step 2.b.’

4) Determine the coordinates (pixel and line numbers
with respect to the beginning of the tape) of
‘the upper left corner of the area of interest, : —
and also determine the size of the area. ‘ T

5) Using the new coordinates, repeat Steps b and c
without reducing the image. » » -

6) On the new dlsplay, choose a reference pomnt,
preferably near the center of the image, which
can be accurately located on a map. Determine
its coordinates with respect to the tape file,
and determine its exact latitude from a plani-
metric map. Estimate the relative coordinates '3
of the reference point (pixel) in the desired A
geometrically corrected output image.

Creation of a geometrlcally corrected image of ‘the

- study area

V-6
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Use the parameters determined in c.2. and the
satellite height and period data to create a geo-
metrically corrected image. The meanings of the
parameters required by the NOAA program for geo-
metric correction are as follows:

SIZEX - line length of output image in pixels

DELTAX - sampling distance along a line of input image

SIZEY - number of lines in output image

DELTAY - sampling rate of lines in output image

RAWX1 - x-coordinate of reference pixel with respect
to beginning of tape file :

RAWY1 - y-coordinate of reference pixel with respect
to beginning of tape file ' '

HEIGHT - height of satellite in kilometers at time
of image acquisition

PERIOD - period of satellite (115.0 min.)
REFLAT - latitude of reference pixel

IMAGX1 - relative x-coordinate of reference pixel in
output image

IMAGY1 - relative y-coordiante of reference pixel in
output image

A complete descr1pt1on of the geometric correction algorlthm
is given in Section 3 of this appendix.

Creation of a histogram of the data values on the geo~-
metrically corrected image of the study area

Inspect the histogram to determine the range of
valid data values. A temperature range of 09 - 40°C

- would correspond roughly to a data value range of 120-200.

NOAA- data enhancement

The NOAA satellite data will probably have some
visible banding (bad data lines primarily due to
temperature variations of the sensor at the time of
scanning) and '"noise" (extremely high or low values
inconsistent with all surrounding pixels). These

v-7
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two problems are handled separately. The corrected
data is in each case generated as a new band appended
to the data file. The banding is assumed to be the
result of variation in the IR sensor, which could
cause data values in adjacent scan lines to be in-
consistent with each other, i.e. the same values
could represent different ground temperature valu:zs.
Values within one line are assumed to be consistent,
since the amount of time required for one scan of the

.study area is small compared to the time between scans,

Since each scan line cuts across a diverse terrain,
the line averages are expected to vary smoothly, and
sharp deviations are probably the result of sensor
variations. '

The procedure developed for reducing banding
effects is the following:

‘1) Compute the mean Mn of all pixels in line

n with values within the range of normal data.

2)  For each line (n), compute an adjusted
mean An, obtained from the sequence Mn by

"smoothing". For this project, An was taken

to be simply an average of the means of the
five lines centered on n, weighted by b1nom1a1
coefficients: :

2
A = I c
noos 5,k+3Mnfk
3) Increment the value of every point in line n
by the interger closest to (A -M ) In the

data to which this procedure was applled there
was only one change of 3 units, about 7% of

the lines were changed by +2, and about 45%

by +1. A change of 2 units is approximately
equivalent to one degree of centigrade temperature.

There may be some apparent noise in the image. The.
following procedure was used to correct for noise. This
technique may be applled by using either vertical or
horizontal lines in the image. For each point in the
smoothed image, the following is applied:

1) Obtain its smoothed IR value (V) from the data
file

V-8

ey



B P IPR B N e e e e S S Ty AR AR A

ér

2) Obtain the values U and W which are the smoothed

IR values for the closest preceding and following
" . ~ pixels, along a vertical or horizontal line, whose
values are within the range of valid data.

3) IfV is not a valid data point, or if V is more
than some tolerance (T) outside the range of
values determined by U and W, then replace V by
(U+W)/2. The process does not depend critically
on the tolerance T, unless it is too small or large.
T=10 appears to be reasonable.

;m»
»
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Determination of voltage wedge values and the space
view average '

The voltage wedge values and space view average
are used for transforming the raw values to voltages,
Compute average values using the header data for all
the lines in the study area. The space view average,
S, is in byte 12, and the wedge values W(0),...,W(5)
are in bytes 13-18. Also note the IR value (byte 20),
Tl (byte 21), and T2 (byte 22), for later use. Typical
I8 values of these parameters are: W(0)=216, W(1)=181,.
. - W(2)=144, W(3)=108, W(4)=70, W(5)=35, S=30, IR=150,
T T1=180, T2=186. See Appendix V for further details.

L N

- i. Transformation of raw values to voltage values

» This is a special procedure developed for data
o acquired prior to September 1975, for which some of
: the calibration data was recorded incorrectly. Com-
in pute the voltages V(0),...,V(5) corresponding to the
wedge values W(0),...,W(5) by V(I)=(W(5)-W(4)) +

5.8 + (I-5.0). To compute the voltage corresponding
to a data line value, interpolate between the two
closest voltage values. '

j. Transformation of voltage values to temperature

I b ~values
-

Following the proceduré described in Appendix
'V, compute the values Vc and Tc. On the '""Radiometer

Radiance Calibration Curves' graph paper, plot 5.8v ,
and 09K, and Vc’Tc' Connect the two points by a :

the range 0-40°C. Run a linear regression, taking
as the dependent variable temperatgre, and as the
independent variables voltage V, V~, 1/(5.8=V) and

g 7 straight line. Carefully read off 10-15 points in

IV-9
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(ln(S.S—V))l'S. This choice of variables gives

a good fit, with residual values of 0.10C or less,
except for an aberration in the graph at about
12-169C, where residual valiles may be 0,2-0.3%C.
Use the above-mentioned equation to generate tem-
perature values in °C.

k. Transformation of temperature values to the desired
coordinates

If it is necessary to transform the temperature

map to different coordinates, the following procedure

is recommended:

1)

2)

3)

4)

5)

Display the temperature band on the display
system

Locate likely control points and determine
their coordinates fairly accurately.  This
can be quite difficult on NOAA data. Most
good points will probably be on bodies of
water.

Print out the temperature values for blocks
(about 15x15) of pixels centered on these
control points. Comparing the printout

with a map or a displayed image of the area
in the desired coordinates, trace out contour
lines (e.g. lake shorelines) to locate the
control points more precisely.

Using the pairs of coordinates determined
above, run a linear regression between the
NOAA coordinates as dependent variables, and
the desired coordinates and their squares as
independent variables.

Transfer all temperature values to the
desired coordinates using the relationship
established in Step d.

A computer algorithm for geometric correction

The following computer algorithm (see Figure IV-1)
may be used for geometric correction. The temperature
calibration is done according to the procedure developed
by NOAA-NESS. A modified version of this procedure,
developed by the personnel at UC Davis, is described on
the pages following.

Iv-10
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. NOAA thermal calibration

NOAA has provided us with a procedure for con-

verting the IR data into surface temperature, but
for images acquired prior to September 1975, the
required calibration data was incorrectly recorded
on the header records, so the procedure does not
work. The following is a modified procedure which
has been shown to be reliable by the Department of
Electrical Engineering at UC Davis.

Procedure

1

2)

3)

Determine the voltages corresponding to the
voltage wedge values on the data records (see
NOAA Tape Format, attached). Denoting the
wedge values by Wy (i=0,...,5) with corres-
ponding voltages Vi, and denoting the space
view average by S, the relationship is:

W5-S
Vi = =22 + 5.8+ (i-5)

W5-W4

Prepare the voltage wedge table:

Voltage Wedge

Values Voltage
Wo Vo
W1 Vi
W2 Vo
W3 V3
W4 V4
Ws Vg

Determine the voltages of the thermistors Tj
Ty by interpolating between values in the
voltage wedge table. This will establish
voltages V1 and Vrpo.

Determine the temperature of the IR calibra-
tion target, .denoting the temperature indi-
cated by Ty as Tt1, and by Ty as Tygt

Iv-11
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// : TTl = 3.60 le + 11.400C

Tpp = 3.57 Vpp + 11.68°C

Use the average of these values as the calibra-
tion temperature Tc'

4) Determine the voltage corresponding to the IR
calibration target value using the voltage wedge
table. Denote this value by V.. -

5) Plot on the graph labeled '"Radiometer Radiance
Calibration Curves" a point at 5.8v and 09K, and
a second point at V¢ and T.. Connect these two
points by a straight line: ‘

6) A data value is now converted to temperature by
first determining the voltage by interpolating
between values in the voltage table and then
finding the temperature from. the graph.

c. Thermal calibration example

The record header for 5-24-75 is:

. Character: 12 13 14 15 16 17 18 19 20 21 22

Value (hex): IE D8 B5 90 6C 46 23 64 96 B4 BA

Value(decimal): 30 216 181 144 108 70 35 100 150 180 186

SR W5-S S
Step #1: V4 z—w‘s—_wz' +5.8 + (i-5)
35-30 .
=370 " 1*0.8
=i+ 0,657

The voltage wedge table:

Wedge Values Voltages

Wo=216 V0=0.657
W1=181 V1=1.657
- Wy=144 Vo=2.657
Wz=108 V3=3.657
W4=70  V4=4.657
W5=35 V5=5.657

ETTTT I V200 iy e
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wl_Tl 181-180 : : ;
M [ e iyon = e by A §
Step #2:  Vpy = -+ V1 = gioag * 1.657 = 1.684v ;

; ; WO—TZ 2
- _ , " _ 216-186
V12 = ooy * Vo < 2ie-1s1

I

+ 0.657 = 1.514v

‘ Step #3:  Tpp = 3.60 Vqp + 11.40 = 17.460C

17.08°C

du I Tp, = 3.57 Vpp + 11.68

? Te = %(Tpp + Trp) = 17.3°C |
431 : .. R '

Step #4: Ve = Tg1Trod + 1.657 = 2.40v. | | ‘

4

Step #5: See attached graph (Figure IV-1)

Step #6: If the radiometric data value (D) is 188:

v = 216-188

= m + 0,657 - 1.46v

From the graph, Tp = 36.8°C

T Ve P

T R——
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PROGRAN HOHA

CRSREP. U C. EBERKELEY, £/14/78

NORA — A ROUTIWE TO- GEMERATE THE RAM OR GEOMETRICACLY
CORRECTED CSTRETUHEDY MOAR THMRGE FILE FROM DRTA
RFAD FREOM A NOAR TRFE.  STRETCHING CORRECTS
FORE FANDEAMUL CEARTH CURMATUREY RND
SKEM CERRTH Z0TAT IONJERRORS

ORIGINALLY RCAFPTED FROM A FROGRAM BY U C. DAVIS,
ELECTRICHL ENGINEERING DEPARRTHMENT

PARAMETERS

INFLIT
‘ SYLFH = NUMEER OF FIKELS RLOMNG A LIME IN THE OUTFLUT IMAGE FILE
DELMAX. = SAMPLING DISTANCE BLONG A LINE OF THE INPUT DARTA
S1SkY = WUMEER OF LINES. TH THE OUTPUT IMAGE

DELTAY = SAMFLING RERTE OF LIMNES IN THE IMPUT IMAGE

HEYGHY = HEIGHT OF SATELLITE IM KILOMETERS -y
FPERYGD = QREITAL PERIOL OF SRTELLITE IN MIMNUTES ’ i
EARMAL = RAM RETERENCE FISEL MUMEBER RALOMNG R LINE OF INFUT IMAGE iy

EAMYY = RAN REFERENCE PINEL LIMNE INM IMNPUT. IMRGE

FEFLAT = LATITUDE OF REFERENCE PIMEL IM DEGREES

IHMEGXY = LOCARTION OF RAMML TN QUTFUT. IMAGE . ks

IMAGYL = LOZATION OF RAMYL I DUTPUT  (MAGE ’  F

FFk = @ TO GEMERRTE FAW IMAGE FILE [{RAMXL. RANYL) WILL BE s
LOCHTED AT <4,4) IN OUTPUT FILE]

1 TO GEMERATE A BEOMETRICALLY CORRECTED IMAGE FILE ¥

PROGKEM : -

RANXG = FAW FIXEL MUMEER OF THE FIRST FIXEL IN THE FIRST LINE
OF THE IMPUT IMASE USED FOR COMPUTING OUTPUT FIXEL
e €1:45  FRHHEA NEED NOT BE RN INTEGER.
RAMYEA = BAM LIME MUMEER OF THE FIRST LINE USED FOR COMPUTING
OUTPUT FPIKEL <154

INTHG =~ CORRECTED FIMEL NUMBER OF RRAMXO BEFORE TRHNSLHTION T
. TO OUTFUT IMAGE i
INVRA = CORRECTED FINEL MUMEER OF RAMXL BEFORE TRANSLATION .
T OUTRUT IMAGE
SYMTCL) = FIRST SYHT MARK FOLIND e

SYNECRY = SECOND SYHD MARK. FOUND

MID = PIXKEL MWUMBER OF MIDLINE OF INFUT IMAGE
THFTAH = SATELLITE LATITUDE

CELFHL = INCREMENTAL GEOQCENTRIC ANGLE - }
DEHETH = INCREMEMNTARL GEOCENTRIC SKEW ANGLE ) . LI

THCLUDE  “NORASPEC”
OHTA F1/32. 141593/

L

GET PARAMETERS AND OPEN FILES

CALL INPAR

b

Figure IV-1. Computer algorithm for geometric correction.
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x ® i
ORIGINAL PAGH I8 %
. OF POOR QUALITY i
: CHl L. LOFEN - '
oW, B
3 € SET UF REMEDYS HEADER :
(O 2 I=0, 255 ‘
i ) HEARC L Y=5 :
i HERP D=1 :
o HEA1Cd d=1 o
g HERDC1Y=1 ; ‘ R
G HER(¢11 =1 e
- HEFI(1 2 =51 ZEX
i HEHIIC4A%)=SIZEY
T ' HEFil (1.4 > =255
P ACo=L, @
ieow C TAFE=1,
-3 C  FIND FIRST LINE DESIRED ;
i ' FHMY:RAMY L~ IMAGYL+DELTRY ki
f b md ; OUTFUT LINE NO. COUNTER :
. IF CRAMYA, GE. &) GOTO €9 s
T ‘ ~ DD SO 1=RAMYD, ~1 !
i ’ Finka+d ;
= CAIL. 1FLITLNGELY
f _ 50 COMTINUE
. ‘ RHMYE@
4 €n IFIT=1TYPECTAFE, DINCE)Y)
R S D A I=0, RAKYA
. HOEYTE=L INECTAPE. DINC@Y, IFMT)
70 IFCHOBYTE. ER, @) GOTO 926
1 1F<RAN, EQ. @) GOTO 225
-y . € FIND 5YHC MARKS
- ACCEPT "PRINT LINE HERDERS? <1-Y,@~N>: *, IHD
z J=b -
e ' I1=59
; €0 I=1+1
i T1=YFETCHS I, DIND
;| : ‘ I2:=TFETCHCI+3, DIND ,
S IFCY4. G1. 200. AND, 12, LT. S8> GOTO 183
v 90 IFCT, GE. S) GOTO 110
IFCT. GE. NOBYTE-4> GDTQ 13@
= GO0 &6
o 108 J=J+1
<k SYNCCTI=T4+3
: I=T+R , o :
— o G0 96 3

; lr . 116 TYFE "MULT SYNC MARKS FOLIND AT ", (SYNCLI), I=1, J)
ik , o J=2 : L SR .
' | 130 CONTINUE
IF¢J, G7. 2> GOTO 110

€ FIND MIDPOINT OF INPUT PICTURE o e

"

{

1

N
<
!
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GO CS, 448, 1500, J+1

140 . MIEYNCCLI+1 455
IFCSYNCALY, BT, 1256) MID=SYNDC1)~1455
GO0 e

190 MID=CSYNZIL Y FEYNLC2Y ) /2. @

C  INITIALIYE COMSTAMTS

1€0 S HEEEE, i SAMFLING RATE SKRMPLESSSECDOND
s s i OSCAM RATE S REVOLUTIONZAMIMUTE )
G, 08, BE Tkl JOSAMFLING COMSTENT - SAMPLES/RADIAN
() sl

SRTILIES ¢+ OREITAL INCLINATION COSINE OF 73 DEGREES

T- i PERIQD OF EARTH ROTATION  MIMNUTES
F . FACIWE OF ERRTH - EKILOMETERS
CELFHT=2, S0P IAM 01 Q/FERTODHCOSRAST i RADIRNS
CONSTICRETGHT+R Y AR i COMSTRANT  UNITLESS
) =CRAMPEL-MI0Y K i SCAN ANGLE  OF REFERENCE FOINT  RADIANS
SOCONSTL#STHORLFHRY 3 i ZENITH ANGLE FRROIANS
FPE1=2-ALFHA i GEOCENTRIC RANGLE 0OF REFEREMNCE FOINT  RRDIANS

Fi'“INf CSINCREFLATHP /180, 2+COSAHSINCFSID 0 ATOSCPEIN)
DERETA-2, @xCPIACH D )+EART CCOSCTHETAY #COSCTHETA) ~COSRwI0SA)
THTH: -fi A-DELFHI ) % (Z~ALPHA-IMAGY1+DEEETA+DELTAYD

= INTHL-TMAGAL+DELTRX

L SIZEH-L 0 #DELTAY .

LINH»!I'I -8

LASNTHO= S IZEY -1 )*DELTR?

C NRI TE OUT FARAMETERS

WRITE (L2, 5815 SIZEX, DELTAY. SIZEY. DELTAY, HEIGHT, FERIOD,
BALT, FHN "1, REFLAT, IMAGXL., TMRGYL. INTXS, INTXL,
CTHETAH#L2A-F 100 MID. C-‘r‘NC'(:l);_ THIZCED :

Sa1 FORMAHT CLHL, 160, "SIZEX=", I7, 2K, "DELTRX=", 17, 2&» "SIZEY=",
I7, &¥ "DELTAY=", I7. /7, :I.F'% "HEIGHT=", Fi16@. 2. 2%, "FERIQD=",

¥ *

27, 1@, “THARGKL=", I7, 2X, "IMAGYL=", I7, 2X. "INTX0=", F19, 2,
2%, "INTXA=", F18. 2, 2%, "THETA=", F1&. 2, //, 18X,
UMILe=, 17, 28, YSWNCL=", 17, 2K, "SYNC2=", 17, /777>

¥ ¥ ¥ % %

C  FROCESS 1MAGE
17@ | 5 POINTS TO PIX IN OUTPUT LINE
o CONST2=L INENOSDEEE TR
DO 496 J=60, LASTH. DELTRAY
TNT=T HTHE+T
ANGLE~ INTR+DELFHI +CONST2
RAINK KEATANCS INCANGLE ) / (CONS T4~COS CANGLE ) 3 Y+MID
€ CHECK 1F QUT OF BOUNDS IN X DIRECTION
1FCRAWK. LT. 8. OR. RAWK, GT. NDBYTE-2> GOTO 180

C USE LINEHR INTERFOLATION
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192

661
198

L .
IRF LF T CRAMR e -
WLe TEETCHE TRRIE, DIND : ORIGINAL PAGETIS
W TFETCHE TRAMN+L, DINY ALY
PEL T AsRAMN— TRAMY OF POOR QU

S T S : o

[ 40 L ~DEL TR +W2ADEL TS
CHRLE STORES IVAL, K2 DRATOUT

auT>

CORTIRUE

prdedod +4

CHLL TRUTLMCKLY ,
TECIHD, NE, 1) GOTR 193

DO 183 I8, 27 :
CETOUT CIY=IFETCHC L, DIND
MRTIECLE, 65813 LINEND, (CRATOUTCI Y, J=a. 27)
FORMHT CLH o 15, 2%, 2214

L THENG:-L TMENO+DEL TRY
IFQKT. GE, SIZEY=-1) GOTO 994
Lo @i I=1, CELTRY

HOEYTE= LINE CTAFE, OINCAY, IFMT
IFCHUEYTE. EQ. 8> GOTO 218
GO 170

FILL WIMH @ IF UT OF EBOUNDS IN ¥ OR TRPE HAS FMT ERR

RRW

248

250

IFckd, GE. SIZEY-1) 3OT0 9956
Do 228 I=0, SIZEX-1

CARLL STORECE, I, DATOUT)

DO 222 I=K1+1, SIZEY-1

CHLL TRUTLNCID

GO0 993

THHGE

MRYITE C18. S511) SIZEX. DELTAX, SIZEY, DELTAY, RAWXL, RAWYL
ORMFT CAH 5 SI6D

1K,

IVAL=IFETOHCT DIND

CRLY S10RECIVAL, K2, DRTOUT?
GO S0

CHLY STORECR. K2, DRTOUT S
COMNLTRUE

TYFE K1, NOEYTE

(A AR ‘

CALL TRPUTLNCEL)
IFCEA. GE. SIZEY=1) GOTO 9s@
O e I=1, DELTAY

HUBVTE=LINE<THPE,DIN(B>,IFNf)
IFCNORYTE, EQ, @) GOTO 218
GOTO 226 0 ‘
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ﬁ ERROR MIESSHGE S

"
1]
Do

s
=
)

T
G
o

1008

1YFE "TRPE FORMAT ERROR"
G SR

THRE UMD CSYNC MARESY
SO0 Sey

AL HRBLEKCZ, 8. HERD, 1. IERD
CALL VIERC"MRHDY. IERD)
ZORT TRUE

CLOSE 1

CLOSE 2

CLOSE X

CHLL. RLSEC"MTE", IER)
CHLL, TIER("RLSEMT", IER)
STOP

END
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¥ | ORIGINAL PAGE It
;» f | | OF POOR QUALITY

:!' i G "MOHASHED" ~ SPECIFICATION STRTEMENTS FOR PROGRAM NOAR

. IMIEGER STZEN: DELTAR. SIZEY, DELTAY. RAKHL, BRNYL,
; #  THMEGEEY TMEGY Ly TRFE, SYHCCS BUFC2EE) RRMYS
. FFEAL TRTESR TRTSL K
i IMITFGER FRK
: IMCTEGFR CIRCE: PRoad, DATOIT GG Sad ) H

S ; COMMUNACEILDS CHTIOLN :
‘ ~ COMMANAPRREMS S1ZEH. DELTRH, SIZEY, DELTAY, RANXL, RAWYL,
oy , »  HEGHT. PERIGD, FEFLAT, IMAGAL, IMAGYL, P 1. FAW
: ' DO HAMES. A UNTTCE: 22, PARTCO: 8, IPART(E: ), NFART(@:6)
. INIEGER UNIT, PRET. HERD
: COMMUR/ARRAY., HEADCE: 255>
- DIMERSTON FC120)
- EQUIVALENCE (A<D, HEADC16))
! .
|
. :
i :
N
b :
oy
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SUERGLT THE  INFAR

CORRTS PREAMETERS FOR NOAS

THCLAA

CHLL

“E.

"HORRSFEC"
LOMSTORL, HOTOR

CLHELCE)

IHRGY =0

Tk
A

©ECCEE
FCCEST

"EIZEN =
"LHELTAN

"SIZEY =

YIMPUT MORR PREAMETERS<1S>Y

"L STZEN
", DELTAN
", SIZEY

"CELTARY = " LELTARY

MR
"ERRYY

o

"EMNTER &

MEERTOD
"REFLAT
" IMAGRL

T U IMAGY1L

A ECL B 1G0T
CME. 43 G0OTO
"LASH "HETGHT =

mouona

Yo RRMEYL
"y RARY

FOR FAM IMAGE, 4 FOR CORRECTED: ", RAW.
i}

", HEIGHT

" FERIGD

", REFLRT

“, IMAGRAL

" IMARGYL

IFCROTOKCEY > GUTO 414

RETLIRN
END
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ORIGINAL PAGE IS
OF POOR QUALITY

SUBROUTINE TOFPEN

G CETRIMNS RIRFCTORY AMD FILE NHMESQ
{ CREATES fikly DPEMS FILE RND FILE. HD
& FIZCEFTH THHE FILE WUIMBER AND OPEMS TAPE FILE

G TAFE OFEH W CHAM- 1
¢ FILE. Hi» OFFN QM CHARN. 2
[ FILE Ci*EMW OM CHAM 3

V16

Ga1

728

i1

116@

IWCLUE "HOARSFEC"
LOGTERL NOTOK

CHLL, MITCH
TYRE "<C15>", "EMTER DIRECTORY NAME®

FEHDCAT, 5210 NPART LG
FORFFT CSLiD

CHIL. BIRCHFART, TERD
TRl L. ERGICPRARTING, 1ER, $718)

TELL THF USER WHRTS UP

THIE 0 o»

FALUSE LORD THPFE OW UNIT @ TYFE RNY KEY
ZALL, THIT C"MTa", 0, IER>

DL ERGOCINITY. IER, $728)

CALL., CLHEL B

GFT THE TAFE FILE NO
UHT TS =" MT "
LHITCL Y="q: "

TYRE "<1S>". "ENTER TAPE FILE NO. <@ IS 1ST>: *
FERIDCAL, 1EGEEUNITC2)

FOURMHT (S22

IFCNIN GBI XG0TO 14

CRLL MTOFDCL, UNTT, 4, TERD

CHlL. ERS0<“TOREN", IER, $30>

GET A DISK FILE NRME FROM USER

oo 4 178, 9

IFARTCL»=0

COMNTINUGE

TYFE “<45>", "ENTER DISK FILE NAME, UP TO 18 CHRARRCTERS"
FEARCI L, 1188 3PRART CO)

FURMTCS1a)

TFCHOTOK CAY DGEO0TO 32

ACD THE | HD EXTENSION TC IFART

CALL. DOTHOCLE, PARTCE), IFARTCE
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*
c CREATE & OFEN THE . HD FILE
CALL. CEFILMCIPART. 2. LERD i
IFCTRR B LG0T 4 :
IFCTER, NE. 120G0T0 S
TYEE “HAME ALRERLY 1IN UsSE"
GO 9@
S IFCTRR. NE, 435070 & :
TYRE “THVALID NAME, ONLY A-2, B-9 AND $ ALLOWEDY s
GUTT B2 ' ,
€ IFCTER NE, 13256070 7
TYHE "WOCOFILE MITH GIVEN MAMEY
GoOI0 Qe .
7' CHLL, ERGOCYCREATEHD®, IER, $739) :
4  CALL DFENCZ, IPART, 2, 542, IERD
CRlL, ERGOCPHDOFEN", TER, $73@5
C CREHTE AMD COFEM THE DRTR FILE
CALL CFILNCPART, 2. IERY :
CALL ERGOC"CREARTEDATR", 1ER, $720> .
CALL UPENCE, PART, 3, SIZEX, 1ERD
CALL TIERCYDTRAOPN", 1ERD .
RETURN : '
END ‘
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THTEGER FUNCTION ITYFESICHAN, BUF >

IMVEGER BUFCL), IRERCY)
COMPONSHAMES, LUIMITCB L), TDUMC2EN
INTEGER UNIT

I=03

I=]+1 .

L=1"THFEMLSE43, BUF.. TCHAN, TER)

CAEL VIERCMRDTRLY, 1ERD

IFCL., kGL 45. OF, L. EQ. X84@. CR. L. EQ. 5248 GOTO 20
IFCT BRL 4> GOTO 918

GOTQ 16

IRFCCAO=L

0 2 1=2,4

IRESCT Y= ITRFEMCS24Q, BUF, ICHAN. IERD
CALL. TIERC"RDTF2", IERD

CONTTRUE

IFT=4
IFCIFECCL). NE. 45. OR. IREC(2). NE. 45> GOTO 40
IP1=2

GOTA G0

FORMAT <

IFCTRECCIPT). NE. S34@) GOTO 58
ITvRE=4 ' N
GOTO 990 .

FORMHT 4

IFCIRECCIPTY. NE. 2840, OR. IRECCIPT+1), NE, 3840> GOTO 68
ITYPE=4,
BOTO 990

FORMRT % -
IFCTRECCIPT). NE. 3840, OR. IRECCIPT+1), NE. 15608) GOTO 7@
ITYPE=X
G2TO 830

FORMAT 2

IFCTRECCIPT), NE. 45, OR, IRECCIPT+13. NE 2848, OR. IREC(IPT+2)
* MNE, €) GUTO &0

ITYFF=2

GOTo Q9w

IFCYIPT. GE, 2> GOTOQ 928 .
IFY=2 . . ¢
SO0 i

TYRFE "FRREOR - AT LERST 4 MRONG-LENGTH RECORDS"
FELIGE ' :

CHLL ERCH

TYHE "ERROR — CRNHOIT MATCH TAPE TO NORR FORMART"
un1n Q15

I 0= HOGCH +S5~ T FY

CHIL L. MTDI0CL, ICOM, BUF, ISTS, TWCT, IERD
LH[I TTERC"TPES", IER)

FETURN

EHN
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INTEGER FUMCTION LINECICHAN, BUF. IFMT)

G RERDS UE LIME FROM MNORR TRFE
C LINE = BYIE D0OUNT IN LINE RERD

INTEGFRR BLIFCL)

S [0 § TR ST
16 LINFA=TTAPEM 44500, BUF C1), ICHAN. IER)

]
CARLL ERGDCMRDTRY, TER, $16)
IFCLIREL. LE &2 GOTO 49

Ay

GUTO 20, 3@, 30, 233, IFMT

36 LIMNE2=1TTRFEMC1403-LINEL, BUF CCLINEA+32/2), ICHRN, IERY
+ CAHLL FRGOCUROTRZ", IER, $10)
IFCLTREZ. LE. &) 3070 20
20 LINEsLINEL+LINE2
IFCLINF. LT. 28085 GOTO S

RETURN
END

Iv-24

ais ¥

.

et




M».‘,” B o e+ e R, P ARSI RSB e e T LT a rgreeemens o wpre, e e -
i | 3

i | ORIGINAL PAGE IS
OF POOR QUALITY

e
INTEGERR FUNCTION ITRPEMSNEYT. EBUF, ICHAM. IERY

' THTRGER BUFCL)

s LR

_ CHI L T DTOC TCHAN: NHURD, BUF, ISTS, INCT, IER

- : : CAl L. TIERCREDLM", TERD -

we oy I THREM=2%TWCT
FETURN

o END
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APPENDIX V, CASE STUDY

IMPLEMENTATION OF THE REMOTE SENSING-AIDED PROCEDURE
] FOR ESTIMATING SOLAR AND NET RADIATION AS APPLIED TO THE
% ' MIDDLE FORK OF THE FEATHER RIVER WATERSHED

The stepwise procedure described in the procedural manual has
e been applied to a very diverse and large watershed in Plumas County
in the Northern Sierra range of California known as the Middle Fork
of the Feather River Watershed (MFFR). This watershed is approxi-
i mately 2900 km” and is located at 39° 30" North to 40°  05' North

ﬁ : latitude and 120° 05' West to 121° 25' West . longitude. A Landsat
B color composite of the area with the watershed boundary on it is
shown in Figure 1.

The areal distribution of all of the inputs to radiation models
; have been prepared and described models have been used to generate

= the final results. These results are net short-wave, net long-wave,
and net radiation on the earth's surface for May 16, 1975. The
input components consist of physiographic characterlstlcs (elevation,
slope, aspect, and albedo), together with climatic variables (cloud
i cover and temperature). Appendix II contains the results of
this remote sensing-aided procedure for vegetation/terrain analysis
as applied to the test watershed (MFFR). The vegetation map has
been used to generate an albedo map of the watershed and is shown
in Figure 2.

i

Cllmatlc data required for this remote sensing-aided system
for estimating evapotranspiration-was not fully available within
the MFFR watershed. The number of meteorological stations in this-
catchment is limited due to the sparsely populated nature of the
area and the physical inaccessibility of a large portion of the
watershed. Also, data pertaining to only a few types of climatic
parameters have been taken at. each station. There are only fif-
teen ground meteorological stations within the Middle Fork of
the Feather River watershed which collect climatic data. These
stations along with their latitudes, longitudes-and elevations are. . -
listed in Table 1. The data types collected at these stations con-
sist mostly of precipitation and temperature information. - Very
few of the stations collect wind data or report on atmospheric
condition with'reference to degree of cloud cover. The main-climatic
variable used in radiation models is the areal distribution of
temperature. Two alternatives of interpolating temperature data
based on ground meteorological stations (No. 1) and using NOAA-4
satellite thermal data (No. 2) were used to prepare the temperature
data. Because of lack of adequate ground meteorological stations,
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Figure V-1.

Landsat color composite of the test area indicating the

boundary limits of the Middle Fork of the Feather River
Watershed.
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Figure V-2. Areal distribution of albedo for the Middle Fork of the
Feather River Watershed, in percent, based on vegetation/
terrain analysis

Identification Key

Color Albedo in Percent
White 5
Dark Blue 9
Purple Blue 10
Yellow 11
Light Green 12
Green 13
Dark Green 14
Light Blue 15
Orange 18
Red 22
Brown 25
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Table V-1.

EXISTING GROUND METEOROLOGICAL STATIONS WITHIN AND SURROUNDING
THE WATERSHED OF THE MIDDLE FORK OF THE FEATHER RIVER

Available Station
Data for 1075*

Station Name LongitudeW LatitudeN X Y Elev(ft)  Temp Precip Rel Hum
Brush Creek 39%17 121%21' | 642.50 | 4394.62 3560 - v/ -
Bucks Creek o ~ o ,

Pump House 39°55" 121°%20" 643.02 | 4419.02 1760 - v —
gii;ii:ge xanger ) 652.82 | 4371.76 S - v
Forbestown 649.53 | 4383.86 2900 v v -
Greepville Ranger 5 o

Station 40°08" 120°56° 675.47 |4445.19 3560 - v v’
Mohawk Ranger Station | 39°47° 120°38! 704.17 | 4351.06 4370 v v -
Orov%lle Ranger | o o o J V,
Station 39%321 121°%341 603.69 | 4376.24 300 Y

Plumas Creek State Park!| 39%st 120°42' © | 697.23 | 4403.10 5165 v/ v -
Portola 39°%48" 120°28! 716.50 | 4408.93 4850 v Ve -
Quincy 39%55¢ 120%571 675.94  |4422.73 3408 v v /
Sagehen Creek 39261 120°14" 737.53 | 4368.08 6337 - Y -
Sierra City 39%34? 120°38! 702.74  |4381.86 4150 4 / -
Sier?aville Ranger o o ' / J/

Station 39%s! 120%22° 724.99  |4384.61 4975 -
Vinton 39%49" 120°11° 740.64 | 4411.23 4950 VAR R R4 -
Woodleaf Oroleve | 39%31° 120°11¢ 656.52  |4376.72 3340 _- v -

* Vo= yes

—~ = 1o
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alternative No. 1 is not recommended. However, a net radiation map
based on the interpolated temperature values has been prepared and
is shown at the end of this section.

Using the procedure described in Step 8.b of the procedural
manual, a temperature map of the study area based on the NOAA-4
satellite thermal data and transferrel to Landsat-based coordinates
has been prepared. The date for this map was acquired as of
9:30 AM PST6 May 16, 1975, and the temperature values range from
+20C to +41°C. This temperature map is shown in Figure 3.

Based on the procedure described in Appendix III, maps of
elevation, slope, and aspect for the MFFR watershed have been
prepared and are shown in Figures 4, 5, and 6, respectively.

The elevation map is based on digitization of elevation contour
isolines using USGS topographic series maps at a scale of 1:250,000.

A map of net radiation for the study area (using the interpolated
values of temperature from ground meteorological stations for May 16,
1975) is shown in Figure 7. Another map of net radiation for
the study area for May 16, 1975 (using temperature values based on
NOAA-4 thermal data) is shown in Figure 8.

Based on the evaluation of results it is recommended to use
the NOAA-4 thermal data, unless adequate ground meteorological stations
exist within the study area, for preparation of temperature input
for radiation models. Statistical summaries and percent distribu-
tion of the data over the study area can also be calculated. ‘As an
example, percentage distribution of net radiation values in ly/day for
May 16, 1975 over MFFR watershed (areal distribution is shown in
Figure 7) is shown in Table 2.
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Temperature map of the Middle Fork of the Feather River

Watershed for May 16, 1975
infrared data.

>

Identification Key:

Color Temperature in
Dark Blue 0 - 31
Blue 32 - 45
Purple 16 - 61
Blue Green 62 - 68
Green 70 - 78
Yellow Green 79 - 84
Yellow 85 - 88
Yellow Red 90 - 92
Red 93 - 96
Lavender 97 - 108
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ELEV, NFFR, 1008-8600FT, 4001, 77

Figure V-4. Areal distribution of the elevation zones for the Middle
Fork of the Feather River Watershed, in feet (MSL).

Identification Key

Color Elcvation in Feet
Red 1200
Orange 1600
Purple 2000
Brown 2400
Yellow 2800
Green 3200
Light Brown 3600
Light Yellow 4000
Yellow Green 4400
Dark Green 4800

. Light Green 5200

@ Blue Green 5600

' Dark Yellow 6000
Dark Blue 6400
Dark Purple 6800
Blue 7200
Purple 7600
Darker Purple 8000
Gray 8200

V-7
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Figure V-5,

SLOPE. HFFR, 8-270PC, UCB, 77

Slope map of the Middle Fork of the Feather River

Watershed,

Color

Black

Red

Blue

Green
Yellow
Dark Green
Purple
Blue Green
White

in percent.

Identification Key

Slope in Percent

Flat
2-4
6-10
12-20
22-40
42-60
62-80
82-100
102-270
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1SPECT, MFFR, 8DIR, UCB, 1977

Figure V-6. Aspect map of the Middle Fork of the Feather River
Watershed (N = North, S = South, E = East, W = West)

Identification Key

Color Direction
Black Flat
Red N
Purple NE
Orange E
Yellow SE
Light Green S
Dark Green SW
Blue W
White NW
l V-9

73



NET SR, MFFR, 18-568LY/DY, UCB. 77

Figure V-7, Net radiation map of the Middle Fork of the Feather River
Watershed for May 16, 1975, using interpolated temperature
values of ground meteorological stations as an input.

Identification Key

Color Net Radiation
in ly/ day
Dark Green 10 - 200
Orange 210 - 350
Red 360 - 400
Blue 410 - 430
Yellow 440 - 450
Blue Green 450
Light Green 470 - 500
Purple 510 - 560

V-10



Figure V- 8.
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NET SR MFFR 18-53@0 LY/DY L+N 78 UCE

Net radiation map of the Middle Fork of the Feather River
Watershed for May 16, 1975, using temperature values based
on NOAA-4 satellite infrared data as an input.

Identification Key

Color Net radiation in ly/duy
Dark Blue 0 - 250
Blue-Green 260 - 360
Yellow-Green 370 - 410
Green 420 - 430
Yellow-Brown 440
Yellow 450
Red-Brown 460
Yellow-Red 470
Lavender-Red 480

Red 490 - 600

V-11
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Table V-2. Percentage distribution of net solar radiation values
in ly/day for May 16, 1975, for the Middle Fork of the
Feather River Watershed

Net Radiation Percent

10-200 : : 2.6 =
210-350 : ' 6.2
360-400 12.9
410-430 ‘ , 19.5
440-450 35.6
460 12.2
470-500 10.8
2

510-560 : 0.

V-12
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. See Procedural Manual entitled, '"Remote Sensing as an Aid in Watershed-Wide
Estimation of Water Loss to the Atmosphere,’ pages I-12 through I-18 for
references.
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'such a system's data requirements. Its timely, spatial, and
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REMOTE SENSING AS AN AID IN’WATERSHED—WIDE
ESTIMATION OF WATER LOSS TO THE ATMOSPHERE

INTRODUCTION

Water vapor is the principal participant in the many energy
exchanges taking place in the atmosphere. These energy exchanges
are responsible for the weather phenomena which serve as important
links connecting the various phases of the hydrological cycle.

Quantification of the water flux mechanisms, viz. evaporation
and evapotranspiration (which includes active plant water loss),
is of importance in many scientific fields. They form one of the
main components of the water budget, knowledge of which is indis-
pensable for the solution of numerous water management problems.
Reliable evaporation data are required for planning, designing
and operating reservoirs, ponds, shipping canals, and irrigation
and drainage systems. Evapotranspiration is especially important
in arid zones where water must be used in the most efficient way
possible. In addition, knowledge of the water requirement of
crops depends partly on an accurate determination of the loss
of water by evapotranspiration from cultivated fields.

Evapotranspiration data are used for estimating irrigation
requirements, rainfall disposition, safe yield of ground water
basins, water yields from mountain watersheds, stream flow de-
pletion in river basins, and in vegetation management for fiber
production. .

In view of the overriding importance of evapotranspiration
to accurate basin yield estimation and to other water consumpt-
tive use determinations, any cost-effective, precise evapotrans-
piration estimation system would be of significant utility to a
water manager. Remote sensing techniques may provide the key to

relatively inexpensive nature give rise to accurate, location-
specific estimates of evapotranspiration.

- Evapotranspiration estimates are incorporated in current
water yield estimation procedures such as the joint Federal-
State River Forecasting Center model, It is therefore the purpose
of ‘this section to lay the foundation for a remote sensing-aided
methodology for accurate and eff1c1ent watershed evapotransplratlon
estlmatlon. :
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Objective

The objective of this procedural manual is to describe a i
stepwise remote sensing-aided procedure developed by our Remote
Sensing Research Program (RSRP) perscnnel for the watershed-wide
estimation of potential evapotranspiration from water supply

- basins of interest. The results of this study are designed to be "

readily implemented in hydrologic models for water yield forecasts.

Definitions . x L

Evaporation may be defined as the transfer of water vapor from -3
a non-vegetative surface on the earth into the atmosphere. Evapo- -
transpiration is the combined evaporation from all surfaces and the T
transpiration of plants. Except for the omission of a negligible . .
amount of water used in the metabolic activities, evapotranspiration .
is the same as the "consumptive use' of the plants. The fact that .

the rate of evapotranspiration from a partially wet surface is
greatly affected by the nature of the ground leads to the concept
of potential evapotranspiration. Penman (1956) defines potential
evapotranspiration as '"the amount of water transpired in unit time
by a short green corp, completely shading the ground, of uniform . -
height and never short in water'. Pruitt (1960) designated the

term "potential maximum evapotranspiration" to describe the situation
when advected (horizontal movement of energy through the atmosphere
surrounding the plant) energy is present.

PROCEDURE

This procedure is composed of a series of mathematical models
for evapotranspiration (ET) .estimation and techniques for providing

the required input information to these models. The ET values as -
well as all the input values to the models are in areal distribu- i
tion (map) form. A complete description of a three level modeling -

technique and sampling design for providing the inputs to all three
levels of models, as well as integrating the results, is given in
Appendix I. The representative of level I models will be discussed
in this manual. This representative model has been selected based.
on the comparison of the results of all level I models applied ww
to a test watershed in Northern California. A modified version of :
Jensen and Haise model for daily prediction of potential evapotrans-
piration has been selected for this procedure. Due to lack of \
funding, application of level II and level III evapotranspiration
models has been postponed.

1. Selection of study area and delineation of watershed
boundary

All the information for use in this procedure must be
of a common register. In this case, the Landsat-base
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registration is recommended. Landsat multispectral scanner
(MSS) data tapes of the watershed should be acquired and
geometrically corrected. The watershed boundary should be
determined and transferred onto the Landsat data base, The
detailed description of the technique for geometric correc-
tion of Landsac data and boundary transformation of the
watershed is described on pages I-1 through I-8 (i.e., in
Appendix I of the Procedural Manual for Net Radiation
Estimation).

Selection of a model for evapotranspiration estimation
The selected model is a modified version of the Jensen

and Haise (1963) model. This model is defined as:

ETp = (0.014T - 0.37) Rn where

ETp = daily potential evapotranspiration in inches
T = mean daily temperature in °F
Rn ="daily net radiation on the Earth's surface in

inches of water equivalent

Preparation of temperature map of the area as an input to
the model ' ’

Lack of adequate ground meteorological stations, in
general, creates a problem in satisfying the temperature
data requirements. We have chosen two alternatives for
solving this problem: (1) computer assisted interpolation
of existing temperature data collected in ground meteoro-
logical stations; and (2) using the National Oceanic and
Atmospheric Administration's NOAA-4 satellite Very High
Resolution Radiometer (VHRR) data for generating the
temperature map of the area.

Collection and interpolation of temperature values
based on ground meteorological stations data entail the
following steps: :

a. Identification and selection of meteorological
stations

b. Registration of the data

¢. - Recording and coding of the data

T i T e S
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d. Temperature data interpolation
e. Use of the data in simulation models
f. Generation of final products

The detailed description and the techniques for the
above-mentioned steps are given on pages IV-1 through IV-4
(i.e. in Appendix IV of the Procedural Manual for Net
Radiation Estimation).

Acquisition and processing of NOAA-4 satellite thermal
data entail the following steps:

a. Data acquisition

b. Location of the study area on the raw thermal data
c. Geometric correction of the data |

d. Data enhancement

~“e, Transformation of voltage values to temperature
values '

f. Transformation of temperature data to the desired
coordinates system

g. Preparation of final product

The detailed description and the techniques for the
above-mentioned steps and a brief description of the VHRR
scanner are also given in Appendix IV (pages IV-4 through IV-26
of this report).

Preparation of net radiation data as an input to the model

The methodology for net radiation estimation is based
on a series of mathematical models and a remote sensing-aided
information system designed to provide the needed input data
for the models. The detailed stepwise procedure for net
radiation estimationis discussed in a separate manual titled
"Remote Sensing as an Aid in Watershed-Wide Estimation of
Solar and Net Radiation" appearing before the evapotranspira-
tion manual. The results of net radiation models are site-
and time-specific and consider the effects of climatic

~variability as well as terrain condition such as elevatlon,

slope, and aspect.
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5. Calculation of potential evapotranspiration

Upon the completion of temperature and net radiation
maps, by using the equation described in Step 2 one may
calculate the areal distribution of potential evapotrans-
piration for the area of interest. The computer program
used for calculation of potential evapotranspiration (ETp)
is known as MAPIT. MAPIT is a program developed by RSRP
personnel to create, analyze, and display maps and map-
related data. One may use his own technique for calcu-
lation of evapotranspiration in map or any other form.

An example of the results (potential evapotranspiration)
as applied to the Middle Fork of the Feather Rinr Water-
shed, Northern California (approximately 2900 km“) for
May 16, 1975, is shown in Figure 1. (For a description
of the study area, see Appendix V of the Manual on

" Radiation Estimation.)

RSRP's film writing device known as the Image Ganged
Optical Reproducer (IGOR) was used to generate the color-
coded map shown in Figure 1., The temperature map and net
radiation map used as inputs for generation of this ETp data
are shown in Figures 3 and 8, respectively, in Appendix V
(case study) of the Manual for Radiation Estimation.

NCAA-4 satellite thermal data has been used for preparation
of a temperature map as well as being used as one of the
inputs for prepgration of the net radiation map.
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Figure 1 Potential evapotranspiration (ETp) map of the Middle Fork

of the Feather River Watershed for May 16, 1975 using
temperature values based on NOAA-4 satellite data as an input.

Identification Key

Color ETp in inches of water
Red 0.00 - 0.05
Orange 0.06 - 0.11
Yellow-Orange 0.12 - 0.15
Yellow 0.16 - 0.19
Yellow-Green 0.20 - 0.22
Dark Green 0.23 - 0.2
Green 0.25 - 0.26
Blue-Green 0.27 - 0.28
Dark Blue 0.29 - 0.33
Blue 0.34 - 0.41
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Appendix I

THREE LEVEL EVAPOTRANSPIRATION ESTIMATION MODELS
WITH REMOTE SENSING-AIDED SAMPLING PROCEDURE
FOR PROVIDING REQUIRED INPUT DATA FOR MODELS

The methodology for evapotranspiration (ET) estimation
involves a multistage, multiphase sampling design employing
three increasingly resolved levels of information to be used
respectively in the three increasingly sophisticated levels
of ET modeling. '

The sampling technique for providing all the required
information for ET models (see the recommended models for
their required inputs) is discussed at the beginning and is
followed by the three levels of ET modeling. Data sources
include the entire spectrum of environmental data gathering
programs and information banks currently operating. Data
types are those which are required by all three levels of

ET models.,

1. Sampling technique
a.  Primary sampling units

The first level is composed of Landsat and NOAA
and topographic data. Vegetation-terrain and
meteorological types of information are defined
for a convenient base resolution element, in
this case a small group of Landsat pixels.

Based on this information associated with each

base resolution element, an estimate of evapotrans-
piration is made for that location. The appro-
priate evapotranspiration equations, defined as
level I models, perform adequately on this

"least resolved" information available from the
first data level. '

After an estimate of evapotranspiration
has been made for each base resolution element,
the resolution elements (here 3x3, 4x4, or 5x5
blocks of pixels) are grouped into primary sampling
units.
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Secondary sampling units

Within each primary sampling unit (PSU)
selected, a series of secondary sampling units
(88U's) are defired and photographed at large
scale with light aircraft. The photographic
SSU data along with nearby snow course and
ground station calibrated meteorological satellite
data will provide the second level of information
resolution. At the SSU stage of the sampling
design, much more specific information concerning
local vegetation canopy, soil, and local climatic
conditions will be available as opposed to that
obtainable from information at level I. Thus
level II evapotranspiration models employing more
data types and more refined data are used to
generate evapotranspiration estimates for each
PSU.

Tertiary sampiing{uﬁits

A sample of two of the SSU's per PSU selected
is then randomly (equal and/or unequal probability)
chosen for further analysis on the ground. For
each of these SSU's selected, detailed ground
measurements are made of vegetation canopy geometry,
color, etc., as well as of soil and litter-organic
debris conditions. The detailed data from this
third level of information will ther drive evapo-
transpiration prediction models. Since estimates of
evapotranspiration will be for the entire ground
area of the SSU photo plot, this third stage
unit (TSU) will actually comprise a double sample
of the SSU's. The sampling concepts and termi-
nology in the preceding discussion are summarized
in Figure I-1.

Multistage equation
A multistage estimation equation is being

used to integrate the data from levels I, II, and
I1I for generating an estimate of watershed-wide

‘evapotranspiration. This equation is shown in

Figure I-2 and the definitions of its components

are summarlzed ins Table I-1.Based on this multi-

stage equatiorn, ‘watershed-wide estimation of
ET is calculated by first using the ground-based
evapotranspiration estimates to calibrate the
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" Figure’ 1-1  EVAPOTRANSPIRATION SAMPLE DESIGN

|

" Information
Level Sample Unit -
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l PSU

2 " PHOTO SSU

3 GROUND SSU

Sample Design Level

STAGE I

Multistage portion
of somple design -

STAGE I

PHASE |

Mulﬁtphase or double
sample portion of
sample design

PHASE 2

I-3

ey,

TERMINOLOGY

Comments

" All PSU's in watershed

have ' evapotranspiration
estimates made based

on o summation of
evapotranspiration estimates
for LANDSAT resolution
elemenis occupying each
PSU. A sample of the
PSU's is selected for
further sampling

All SSU's within a se-
lected PSU have evapo-

transpiration estimates
made based on surface
characteristics interpreted

 from the photography

Ground measurements
resulting in ground-

_ based evapotranspiration

.estimates are made for a
sample of the photo SSU's




Figure I-2

~Multistage ET Estimation Equation

and Corresponding Samnle Frame

p; = ETi ET;=ET based on level I data
> ET, ET;j=ET based on level T dato
iz ]
¥ii=ETi*=ET bosed on level T data
. ET; )
TS E,
‘je{}
A= A\
D Stoge I
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CL \7 Grid over
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locations
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Table

: .
P; =

ny =

J€ {o} =

Ai =

a =

Yij =

pij =

ET =

7

ORIGINAL PA\GEiIS
OF POULL &,gUM.l -
I-1 - Description of Terms Used in the Multistage ET
Estimation Equation in Figure 2.

number of PSU's sampled

probability of selection of the ith PSU
number of SSU's selected within ith PSU

the set of SSU's selected in each sampled PSU

area of the section within which SSU is located

area of SSU

ground ET estimation for the jth SSU of the ith PSU

probability of selection of jth SSU for ground
measurement within ith PSU-

average evapotransplratlon estimate for the entire
watershed.
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SSU estimate derived from photo data. The cali-
brated SSU estimates are then expanded to the PSU
stage by utilizing the SSU selection weights
developed earlier. Finally, PSU evapotranspiration
estimates can be expanded, each over the appro-
priate stratum, and then to the entire watershed
by applying the PSU selection weights (proportion
of evapotranspiration in the given PSU relative
to all other PSU's in the watershed) originally
calculated. In this way, a cost-effective com-
bination of an increasingly smaller sample of
more precise and more extensive information levels
can be utilized to give base-wide watershed esti-
mates.

e. Description of the procedure for using multistage
equations

First, the ground-based estimate of evapo-
transpiration, Y;;, for the jth ssy of the ith
PSU is inflated by division with pjj (the pro-
portion of evapotranspiration estimated from
level II data to occur in the jth SSU of the ith
PSU). After multiplication by the ratio of the
average segment area (Aj) to its corresponding
plot area (a), this inflated ground ET value
represents an estimate of total evapotranspira-
tion for the ith Psu,

These PSU ET estimates are made for each
ground measured SSU in the ith PSU. Ground
visited SSU's in a given subsampled PSU, are
defined to compose the set D. Summing over these
ET estimates for each SSU in the set D and then
dividing by n;, the number of SSU's in set D
of the ith PSU, then gives an average estimate
of PSU evapotranspiration. The steps just des-
cribed are indicated within the bracketed ex-
pression of the ET equation in Figure I-2,

Once an average evapotranspiration estimate
has been derived from level I and level II data,
for each of the small number of PSU's subsampled,
then each such value must be inflated to a water-
shed-wide ET estimate. This is done, as shown
in Figure I-2by multiplying the bracketed quantity
by -p=— There pj represents the proportion of
evapo%ranspiration in the ith PSU based on level
T information relative to the sum of evapotrans-
piration from. all PSU's in the watershed. The
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watershed-wide evapotranspiration estimates thus
gained for each PSU selected for sub-sampling are
then summed, This sum is next averaged by divid-
ing by n, the total number of PSU's selected

for subsampling.. The result is tche total
watershed-wide estimate of evapotranspiration.

Sampling theory allows a derivation of an
estimate of variance for the above watershed
ET estimate, Multiplying the resulting standard
error by an appropriate Student's-t value gives
a confidence interval half-width (a statistical
statement of estimate precision) to be associated
with the estimate.

The true value of evapotranspiration from the
watershed is then expected to lie within plus
or minus the confidence interval half-width of
the ET estimate a given number of times out of.
a hundred (e.g. 90) with specified confidence
probability (e.g. .95).

2. Recommended evapbtranspiration models

Recomhended level I ET model

A number of empirical and semi-empirical
ET estimation models have been examined for
this level. These models . included : Blaney-
Criddle (1950), Hargreaves (1956), Turc (1961),
and Jensen and Haise (1963) models. Based on
the comparison of the results of the above-
mentioned models with: 1) the pan evaporation
data collected on the test site; and 2) expected
values of ET for the test area, a modified ver-
sion of the Jensen and Haise model was selected
for the best performance. The test area was a
catchment in the Sierra Nevada Mountains of northern 2
California, known as the Spanish Creek Watershed (475 km™).
~ The modified Jensen and Haise model is defined
as: “

ETp = (0:024 T - 0.37) R_ ~ where:
ETp = daily potential evapotranspiration in inches
T = daily temperature in °F
Rﬁ = daily net radiation on the Earth's surface in Langleys

1.7
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A complete stepwise procedure for this model is
given in the main part of this manual.

Recommended level II ET models

The basis for the evapotranspiration models
to be applied to the second level of information
resolution is that of energy conservation, which
is a proven law of thermodynamics. For this level,
the energy-balance method will be combined with
other methods for consideration of vegetation
canopy effects and advected energy processes.
The objective of the model applied at level II
will be to capitalize on vegetation canopy,
geometry-composition, and other surface data
available from aerial photography to provide
improved evapotranspiration estimates. The
following models are being examined for application:

Priestly and Taylor Model

Priestly and Taylor used the equation:

E-f & ®ee)

for estimation of evapotranspiration over the sur-
faces where surface resistance was expected to be
negligibly small. In this equation:

S = slope of saturation curve versus temperature
Y = psychrometric constant

'Ry = net radiation v
G = heat flux into the soil

o found to be 1.26

This estimate of o is the overall mean of land.
and water surface.

McNaughton and Black Model

The best potential evapotranspiration relation-
ship that was suggested by McNaughton and Black is

1.05 § - f :
PE = Té—"‘—Y- (RN-G) + 0.17 GIL' where:

PE

potential evapotranspiration

latent heat of water

slope of saturation curve versus temperature
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psychrometric constant

<
W

net radiation
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heat flux to the soil
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GIL = gross interception loss

Modified McIlroy and Slatyer

The following equation was used by Mcllroy
and Slatyer to estimate actual evapotranspiration

(E). |
E=— E(pot) h‘ ‘ where:
Ty ‘
1 + —e x o
S+ hi
Y = psychrometric constant

s = slope of saturation vapor pressure curve
- versus temperature

h = transfer coefficient

hi = molecular diffusion of water vapor through
stomata '
%L-= the canopy effect on the amount of actual
i  evapotranspiration

This equation will be modified to use some other
terms for the canopy effect.

Linacre Model

A semi-empirical method of evapotranspiration

was derived by Linacre (1967) through the combina-
tion of Penman's method and solar radiation equations,

Linacre considered the forest canopy as impeding

the loss of water by means of two resistances: the
canopy resistance, r_, which is a function of canopy
structures and their properties, and aerodynamic re-

sistance, ra, which is a function of the canopy-
atmosphere interface. The combined equation is:

: s
LE = - - where:
c
’A+y+'y—1:-
T

1-9
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difference between downward and upward
radiation fluxes

=

q§ = specific heat of air at constant pressure
p = air density

y = psychrometric constant

s = saturation deficit _

A = change of water vapor pressure with tem-

perature in ambient conditions

The variables to be estimated for input to the level
IT models are much more canopy and ground specific
than those required for level I. In general, input
variables to be applied in level II must be deter-
mined more precisely and more frequently as well.
Data requirements include temperature, humidity,
and wind value profiles in the soil surface-vegeta-
tion zone. Wind friction velocity, rainfall, ground
cover, and topographic data may also be considered.
These canopy data requirements will be fulfilled

in large part through large scale photographic
measurements collected form photo second stage
sampling units and calibrated by corresponding
ground data, Canopy-top meteorological data

will be obtained as in level I, viz., through
meteorological satellite data calibrated by

ground station information and by microclimatic
functions extrapolating satellite and ground data
values to SSU's of interest. Vertical meteorolo-
gical variable profiles within the canopy will

be generated form canopy-top data according to
canopy geometry functions.

Recommended 1eve1 I1I ET models

The third information resolution level in the
remote sensing-aided evapotranspiration estimation
system will allow application of the practical as
well as the most sophisticated models. The
approach may be to select and develop those
evapotranspiration estimation equations which are
most rational and physical in terms of the actual

"processes involved. Based on the desired accuracy

and need, a combination of empirical, energy balance
and aerodynamic methods are recommended for exam-
ination at this level.

1-10
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‘g For instance, this model(s)'may be based
] cn a combination of methods using radiation
| energy and temperature as primary variables
“ B (e.g. Jensen and Haise equation) and on ]
‘ methods considering vegetation canopy effects i
i : and aerodynamic resistance (e.g. Priestly and
MNP Taylor equation; McNaughton and Black equation).
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Figure

ILLUSTRATIONS

Low altitude aerial photograph of the snowpack taken from

a light aircraft using a 35 mm camera. The scale on the
negative is approximately 1:30,000. The grid shown on the
photograph represents an image sample unit (ISU) :also
located on the Landsat color composite imagery (See Figure
I-4). The image sample unit shown represents a snow cover
class of 3 (See Table I-1).

Low altltude aerlal photograph of the snowpack similar to
that in Figure I-1. The image sample unit shown represents
a snow cover class of 4 (See Table I-1)..

August 13, 1972 Landsat color composite image showing the
Feather River and the Spanish Creek Watersheds as they
appear during the summer. e e e e 6 e e e

April 4, 1973 gridded Landsat color composite image showing
the Feather River and Spanish Creek Watersheds as they appear
under maximum snowpack. The grids define the image sample
units, each being approximately 400 hectares in size.

A portion of the April 4, 1973 Landsat color composite image
showing the snowcover class interpretations (See Table I-1)
on an image sample un1t basis.. + « « « .+ . &

Determination of Optimal ISU Size . . . . . . . . .

This schematic diagram illustrates the photographic technique

for constructing color comp051te images. A camera, color film,

colored filters, LANDSAT imagery, a registration sheet and a
light source are employed. Note that all three bands are

placed separately on the registration sheet for copying. The
band/filter combinations shown in the diagram above are used

to produce simulated false color infrared composites. Different

band/filter combinations will produce differently colored
comp051tes T T P .

Example exposure data for the construction of a simulated false- :
color infrared three band color composite using a conventional
light table or a flashbox. LANDSAT MSS Band 4 is combined with

a Wratten 47B filter, Band 5 with a Wratten 58 filter, and
Band 7 with a Wratten 25 filter. Different exposure curves
must be derived for different film speeds and/or different
band/filter combinations as explained in the text..
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REMOTE SENSING AS AN AID IN DETERMINING THE AREAL EXTENT OF SNOW

INTRODUCTION

The term "areal extent of snow" pertains to the surface area of the :
terrain in a specified watershed that is covered with snow at a given ;
time or seasonal state. :

For many years the need for an improved method of estimating snmow ... 3
areal extent has been recognized by hydrologists and others concerned ’ 5
with the prediction of water runoff and the estimation of water yield,
watershed-by-watershed. Among the methods showing greatest promise is
the one dealt with in this Procedural Manual, That method seeks to make i
maximum use of modern remote sensing techniques, including those which i
result in the acquisition of aerial and/or space photography of the

as the! "synoptic view," it is possible on space photography, and even '
on high-altitude aerial photography to cover vast watershed areas with ]
only a very few frames of photography. As will presently be seen, this i
advantage can be of great importance to those wishing to use such ‘ i
photographs as an aid in determining the areal extent of snow. 7

I
{

| Of the several remote sensing-based techniques that have been
developed for estimating snow areal extent, only two will be mentioned
here since they appear to be both representative and highly promising.

" The first is based merely on the delineation of the apparent snowline

on the photographs. The delineated portions of the photographs are then
measured in such a way as to provide an estimate of the areal extent of

the snow-covered area. This technique is described fully by Barnes and

Bowley (1974) - ~

A second technique has been developed which utilizes a two-stage
sampling scheme to arrive at an estimate of the snow-covered area. The
procedure for employing this technique is described herein. As will
presently be seen, the technique employs as much ancillary (i.e., non-
remote sensing-derived) information as possible to aid in the accuracy
of the final estimate. Furthermore, the design of the model that is
employed when this technique is used is such as to largely eliminate
final estimate discrepancies, even when two or more photo interpreters
are used as a team, since a statistical evaluation of each photo
interpreter's results is made. The method, overall, is sufficiently i
simple and inexpensive to permit it to be used in addition to, rather !
than instead of, more conventional methods, thereby providing additional
confidence in the final estimate of snow areal extent on which
operational decisions must be made, in any given instance, by the
hydrologist or other resource manager. .
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" When this second method is used by a competent 1mage analyst, in
addition to his determining the total area that is covered with snow,
he also derives detailed locational 1nformation of great value, i.e.,
he determines the exact portions of the watershed that are snow-covered
and differentiates them from the snow-free areas. This can be of great
advantage in relation to his desire to make accurate estimations of
water yield and water runoff rates because the rate of snow depletion

for a given portion of the watershed obviously is a function of its slope,

aspect, vegetative cover, and other locally-variable factors.
PROCEDURE

The procedure described here for estimating areal extent of snow
is based upon a two-stage analysis of remote sensing imagery. The
first stage entails the use of Landsat* color composite imagery, while
the second stage employs low-altitude, large-scale aerial photography.
The following description provides a step-by-step guide to the use of
this method in estimating the areal extent of snow:

Step 1. Prior to the start of the winter season (i.e., the season
when the snowpack is to be measured) all of the projected dates when
Landsat will be overflying the area of interest during the snow survey
period should be systematically listed. In compiling this iist one"
should keep in mind that there is sidelap of about 20 to 30 percent
(depending upon the latitude of the area) between the 115-mile swath
that is covered by Landsat on one day and that which the same vehicle
covers on the following day. Therefore, this factor needs to be
considered as the list is being made of all possible dates for the
acquisition of Landsat imagery of the area of interest.

Step 2. During the snow-survey period, on each date when a Landsat
overflight of the area of interest is about to be made under what is
predicted to be suitably cloud-free conditions, by prior arrangement
steps should be taken to procure nearly simultaneous low-altitude
aerial color photography of preselected flight lines, thereby acquiring
the previously mentioned "second stage sample." An optimum scale for
such photography is approximately 1/30, 000, and 35mm negative color film
is preferred.

Step 3. The second stage photography procured in Step 2, above,
should be promptly processed and from it standard "3R" prints (i.e.,
size 3-1/2" x 5") should be made.

satellites (formerly called "ERTS"), each of which provides images of
the surface of the Earth on an 18-day sun-synchronous cycle (0930

local sun time, approximately) from an altitude of approximately 570 miles

and covering a swath width of approximately 115 miles.

The term "Landsat" applies to various unmanned earth resources technology
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Step 4. As promptly as possible after the corresponding Landsat
overflight has been made, and again by prior arrangement (in thils case
normally with the EROS Data Center at Sioux Falls, South Dakota) black-
and-white MSS '(multispectral scanner) transparencies should be obtained
from bands 4, 5 ana 7 covering the entire watershed area of interest.
The standard_9"x9" transparencies produced by the EROS Data Center are
preferred. In addition, either at the time when the first of this snow-
season Landsat photography is being acquired, or at some earlier date,

" an additional summertime (snow~free) set of Landsat imagery also should

be acquired for comparative analysis, as indicated below (see Step 15).

Step 5. In each instance, on the Landsat imagery that has been
acquired the boundary of the watershed or other area of interest should
be delineated. ' : '

~ Step 6. For each of the frames of Landsat imagery required in
making the delineation of Step 5, a simulated color infrared color

~comp051te should be made, using the three bands (4, 5 and 7) to make a

"triple exposure" on negative color film in the manner described in
Appendix II of thls procedural manual,

Step 7. From the resulting negative color composites, reflection
prints (rather than transparencies) should be made to a size of approximately
8"x10". In those instances where more than one Landsat frame is required
to cover the area of interest, the Landsat frames originally selected (and
the corresponding areas copied and printed from them) should overlap each
other sufficiently to provide complete coverage of the entire watershed
or other area of interest.

Step 8. Either at the time when the first of the wintertime Landsat
sets of imagery is obtained, or prior thereto, a set of acetate overlays
each about 9"x9" in size and gridded at various intervals into squares,
should be prepared. In any given instance the size of the grid should
be governed by time, accuracy, and cost constraints. Obviously, in

most' instances -as grld size- deereases, the accuracy, cost and time factors
all increase.

Step 9. Through the use of geographic features that are readily
located on Landsat imagery, each successive frame of such imagery should -~
be indexed so that the gridded acetate overlay can be registered in
exactly the same way with respect to-each of the frames that cover a
given area. = e

Steg 10, Similarly, the grids, as they appear on the Landsat frames
of imagery, should be transferred to the low-altitude photos (i.e., the
stage two photos taken at large scale with 35mm color film) and then
labelled in such a manner that any grid unit (i.e., any image sample unit)
can be easily located there and readily cross-referenced to the correspondlng
Landsat imagery.

1. See: Table'II-1 Summary of Image Sample Unit (IsW) Optlmlzatlon
Data, page II 1
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Step 11. The indexed grids as they now appear on the low-altitude
photography should be interpreted for areal extent of snow. Generally
four to six snowcover classes should be used, based on the proportion
of the grid that appears to be snow-covered. 'An example using six
classes could be: Class 1, 0-9 percent; Class 2, 10-25 percent; Class 3,
25-50 percent; Class 4, 50-75 percent; Class 5, 75-90 percent; Class 6,
90-100 percent. (It has been found that, due to the large amount of
detail visible on the large scale prints, it is a fairly easy task for
each grid unit to be placed in a specific class with a high degree of
certainty.) - '

Step 12. This set of classified grid units should now be divided
into a training and a testing set. The training set should be located
on the gridded acetate overlays to the Landsat imagery and should include
a wide range of snow appearance types covering the range of snowcover
classes.

Step 13. The interpretation set-up should now be constructed.
It should consist of a coincident image viewing device, such as a mirror-
stereoscope or a transfer scope, the set of 8"x10" Landsat summer color
composite prints, for which the determination of snow areal extent is to
be made, and the set of classified grid units, as seen on the low-altitude
aerial photography, corresponding to the gridded winter color composite
prints. -

Step 14. As the detailed interpretation of the Landsat winter
photos begins, one 8'"x10" summer Landsat print should be placed under
the stereoscope (or transfer scope) along with the corresponding scene
on the gridded winter Landsat print set. The prints should be adjusted
so that conjugate images can be fused by the photo interpreter (i.e.,
so that all common features can be made to coincide with each other, one
image viewed with each eye), thus allowing the interpreter to assess
both the snow areal extent and the vegetatlon/terraln conditions in

“each grld unit.”

Step 15. The interpreter should next engage in the task of training
himself to recognize different snowcover condition classes within grid

_units based on: (a) underlying vegetation/terrain features (as seen on

the summer Landsat print), (b) the snowcover visible on the gridded
winter Landsat print, and (c) the appearance and subsequent classification
of the grid units as seen on the low-altitude aerial photography. By
viewing through the coincident image device and observing how each grid
unit in the training set appears during the winter and summer, and by

then referring to the training set grid units on the low-altitude

aerial photography, the 1nterpreter can effectively complete thlS training
task in very short order.

Step 16. Once'trained, the interpreter should then proceed to

- classify each grid square (image sample unit) on the winter Landsat print
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“(in terms of the snow areal extent class to which it belongs) according

to his synthesis of. the information available as he perceives it on the
summer and w1nter Landsat prints.

Step 17. After all ‘of the winter dates of imagery have been
classified, the interpreter's initial interpretation results are ready
for the teésting phase. Therefore, at this point the results of the
grid classification (as made on the low-altitude aerial photography
testing set) should be compared to the results obtained by the inter-
preter in all applicable grid units. A ratio estimator statistic, as
described in detail in Appendix I of this Procedural Manual should then
be applied. This statistic will provide the adjustment calibration
necessary to correct the interpreter's initial interpretation results.

Step 18. Once the true value for the snow areal extent has been
estimated using the population ratio estimator, two other statistical
tests can be applied to clarify the final result. The confidence interval
concept can be used to give an idea of the range of the final snow areal
extent value: ‘A Chi-square test can be applied to test the snowcover
class width selection. Both of these tests are discussed in detail in

Appendix I.

Note: It is apparent from the foregoing that, éven if this procedure
is highly successful, its. end product is merely an accurate determination
of the areal extent of snow, together with an accurate delineation of
each portion of the watershed area according to the snowcover class to
which it belongs. This is an essential step leading to a prediction of
water runoff and the estimation of water yield. The remaining steps are
discussed in other procedural manuals.
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't . A SPECIFIC CASE STUDY

The}following case study describes uses that our RSRP personnel have
made of the foregoing procedure for the Feather River Watershed, California.

On April 4, 1973 thke majority of the Feather River Watershed (located
in the central Sierra Nevada Mountains, California) was imaged in a virtually
cloud-free condition by the Landsat satellite, In order to document the
existlng ground conditions in greater detail than that provided by the
satellite imagery, a photographic mission was flown over the watershed on
April 6, 1973.. Four transects were flown using a motorized 35mm camera to
acquire photography at a scale of approximately 1:30,000 on the negative
(Figures' 3 and 4), , .

Landsat imagery from August 13, 1972 was chosen for use as the
vegetation/terrain base for the snowpack analysis procedures. The August 13
and the April 4 Landsat images of MSS bands 4, 5, and 7 were photographically
combined to produce simulated color infrared enhancements (Figureq‘s and

4).

The simulated color infrared enhancement of the August 13, 1972 Landsat

' scen2 was photographically reproduced to give a 16" x 20" color print of

approximately 1:250,000 scale. The April 4, 1973 Landsat color infrared
enhancements were enlarged to precisely the same scale as the August 13,
1972 imagery and printed to give overlapping 8" x 10" prints.

An acetate grid (each grid block equalling approximately 2,000 meters
on a side at a scale of approximately 1:250,000) was attached to the
vegetation/terrain Landsat image. The grid blocks, termed image sample
units (ISU), were transferred to the large scale photography where appli-
cable. The image sample units on the large scale aerial photography were
coded as shown in Table I=l.

Table I-1

Snowcover Condition Classes Used for Areal Extent of Snow Estimation

Code Snowcover Class ) Midpoints
1 No snow present within ISU 0
2 0-20% of ISU covered by snow <10
3 20-507% of ISU covered by snow .35
4 50-98% of ISU covered by snow : .74
5 98-100% of ISU covered: by snow .99

The interpreter then engaged in the training phase to familiarize him—~ -
self with the imagery and image classification technique. Once trained, the
interpreter proceeded to classify all the image sample units on the §" x 10"
Landsat color print for the winter dates. A more detailed description of this
process will be found in the Procedural Manual.
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FIGURE I-2

Low altitude aerial photograph of the snowpack similar to Figure I-1
however representing a snowcover class of 4 (See Table I-1).

-
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FIGURE I-3

August 13, 1972 Landsat color composite image showing the Feather River and
the Spanish Creek Watersheds.

I
|
.
i
]
|

I1-4




FIGURE 1I-4

April 4, 1973 gridded Landsat color composite image showing the Feather River
and Spanish Creek Watersheds. The grids define the image sample units, each
being approximately 400 hectares in size.
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FIGURE I-5

1973 Landsat color composite image showing the

A portion of the April 4,
on an image sample unit basis.

snowcover class interpretations
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The classified imagery was then subjected to statistical analysis.
following are the results from the April 4 Landsat areal extent of snow analysis.

The

Snowcover (Condition) Class
1 2 3 | & 5
Total number of ISU's ’ '
classified per class 403 289 214 453 859

To derive the approximate number of hectares in each class, the image sample
unit totals per class were multiplied by the number of hectares per image sample

unit (400) with the results indicated below:

Snowcover (Condition) Class
1 2 3 4 5
Hectares .161 x | .116 x .856 x | .181 x .344 x
106 106 105 106 106

Then to establish the approximate amount of actual snow-covered area per

class, the number of hectares/class were multiplied by the snowcover class
midpoints (from Tablel+l) for each class, as indicated below in the following
tabular summary:

Snowcover  (Condition) . Class
1 2 3 4 5
Snowcover condition
class midpoint 1 0 .10 .35 .74 99 .-
Heétares of snow’ 5 5 6 5
per class ) 0 .116x10 .300x10 . 134)(10 .340x10

area
date
This

classification of the Landsat image sample units for snow areal extent.
uncorrected areal extent of snow estimate can be 'corrected" by comparing the
interpreter classification results with a series of preselected, preclassified

By adding the "hectares of snow per class" values, the "total surface

of snow' in hectares was established.

Thus for the April 4, 1973 Landsat

the estimate of snow areal extent was found to be 515,772 hectares.
value, however, may be biased by any errors which occurred during the

image sample units, chosen for testing purposes from the large scale aerial
photographs.

I-7
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Interpretation‘fesults not falling in a given snowcover condition class
for both the large scale aerial photographic and Landsat image data represent
a misclassification of image sample units by the interpreter (Table. I-2). Thus
it can be seen that 13 out of a possible 80 image sample units were mis-
classified. This misclassification error can then be represented by a statis-
tic, the population ratio estimator (Cochran, 1959), which will be used to correct
the initial areal extent of snow estimate of 5.1582 x 105 hectares derived from
the Lanﬂsat image classification. ,

The statistical approach is defined as follows'

|

N

Gﬁquation 1.0) ?r = XR = the,final,”COrrected areal extent of snow estimate

.2

'

cun g

; (Equation 1,.1) where: X = 2: X. = the uncorrected Landsat areal extent of
L] : j=1 ° snow estimate

.

the Landsat interpretation estimate of snow areal
extent, per image sample unit, by snowcover class

given that: X

Lde
il
I

the index for all Landsat image sample units

= the total number of Landsat image sample units
b : e ‘ classified for snow areal extent

2
it

(Equation 1.2) k where: R=7Y + X ='7'>t':'h.é.mpopulat:ioﬁ ratio estimater

=}

!

3 ; i S\
(Equation 1.3) given that: = 2: yi* n the average snow areal extent value :
S : : i= for the large scale photographic §
' ’ image sample unit estimates

(Equation 1.4) ‘average snow areal extent value for

|
il
———

™M=

y o
[N

L )

=]

fl

i A R i e, hs

g i=1 the Landsat image sample unlt
(I : : estlmates

and that: - n = the total number of 1mage sample unlts used in the
: testing phase

i s‘sampliqg index

: ; , ; Yi %LLarge scale phofograﬁhy snow areal extent estimate
| i . for image sample unit i :

L . , ' xi‘=‘La1dsat snow areal extent estlmate for image sample §

I S ‘ i unit i : A . T
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Since the uncorrectvd lLandsat areal extent of snow estimate' (X) has been
calculated to be 5.158 x 1“3/1ectares, the value for the population ratio
estimator, R, must be de“ermineQ to solve for the final, corrected Landsat
areal extent of: snow, estimate,—Yr, (from the equation Y = XR). Table I-2
represents an expanded version of Table 2 gesigned to facillfate the calcu-
lation of the population ratio estimator, R.. The table has been enlarged

‘to ifclude listings of snowcover condition class/image sample unit, specific

large scale photography estimates of snow areal extent, and Landsat areal
extent of snow estimates.

large scale aerial photography estimate of snow areal
‘extent per image sample unit by snowcover condition
class (in hectares) = !

Yu

= lsnowcover condition class . number of hectares -
midpoint per image sample unit

and; - xu'= Landsat snow areal extent estimate per image sample
unit by snowcover condition class (in hectares)

= |snowcover condition.class number of hectares
midpoint per image sample unit

fy = image sample unit interpretation frequencies

.

u = index for table containing the results of the testing phase
Additionally,
n = the number of image sample units used in the testing phaSe, i.e.,
- 1
(Equation 1.5) l n= ) f
' : u=1
where: u = index for Tables I-2 and 1-3.

and k

the number of interpretation result blocks in Tables' I-2 and
I-3=11. 4

g; the population ratlo estimator, can now be calculated by solving for Y and
X from the data presented in Table I-3. Thus if

- n
(Equation 1.6) o 2: Zlfu yu
. : B E i=1 - u=l
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n k
(Equation 1.7) and Z X3 = thu Yu
' i=1 =
¥y, o 1.3)
o yi+n Equation 1.
then Y i=‘l c o
R k : )
{ . (Equation 1.8) = 5: £, g + 1 o (from Equation 176)
: u=1l .
z : £, (from Equation 1.5)
. (Equation 1.9) : = 2: fu vy * 2: u -
6 . ' u=1 u=1
and X=) %j+n (Equation 1.4)
i=1
k s
(Equation 2.0) ‘ = fy +n (from Equation 1.7)
' ~u=l
' ' S S £ fon 1.5
(Equation 2.1) = §%§u Xy + zg'fu (from Equation. 1,5)
, ; = =

V . TS - Y N
Therefore (from Table I-3 and ‘equations 1.9 and 2.1).

(0)(6)+(40)(1)+(40)(10)+(296)(1)+(40)(2)+(140)(6)+(296)(2)+(l40)(1)+(296)(12)
+(296) (6)+(396) (33)

il
i

! 6H1+10+1H 246+ 2+1+12+6+ 583
R 20784 |
/!‘ * = 80
: = 259.80

g
. 3 RS
EL ' and

(0)(6)+(0)(l)+(40)(10)+(40)(1)+(140)(2)+(140)(6)+(140)(2)+(296)(l)+(296)(12)
+396(6)+396 (33) '
6+1+10+1+2+6+2+1+12+6+33

80

264.15

I
"y
|

I-10
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Consequently, the population ratio estimator (Equatiom 1.2) is calculated

to be:

">

=Y ¢+ X ‘ (Equation 1.2)
= 259,80 * 264.15
.9835

Flnally, to solve for Yr (the final, corrected areal extent of snow esti-
mate), the population ratio estimate, R, is multiplied by the uncorrected Landsat
areal extent of snow estlmate, X (Equation 1.0). Thus,

N )

Yy = XR ST (Equation 1.2)

= (515,772 } (.9835) hectares

[

507,278 hectares
Once the actual areal extent of snow has been estimated,'Yr, it may be
useful to khow where the true value for the areal extent of snow lies. The con-

fidence interval is useful for this purpose. The statistical approach is as
follows, using the 95% level of confidence as an example:

Y, = the true value for the areal extent of snow

The confidence interval around Y, can be expressed as

the probability that

.95

<025

¢

,/V(?r) <Y <8+t gs OZSJV(Yr)] ‘

(Equation 2.2) o v'[?fl- tn-1,

o N-n 52 Pt
(Equation 2.3) where V(¥y) = n(n—l) 2? Yi +R 2: K R Y % Y%l

sample variance

= no, koo,

where Z Yi Ta izglfu(yu)
n 2 k : 2

and XD o= Yf (X))
i=1 i=1

: .A summary of all the major results from the statistical analysis described
previously for the April 4, 1973 snow analysis date is contained in Table VIII-4.
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The final statistical test that was employed in this analysis was used
to determine the suitability of the snowcover condition class widths as

selected from step 11 in the procedure and Table 1-2, This test was to deter-
‘mine if the values in the snowcover classes from the Landsat image data came

from the same statistical probability distribution as the values in the snow-
cover classes from the large scale aerial photographic data. If they came
from the same distribution it could be expected that the areal extent of snow
estimation procedure would provide good results. If these indicated that

the two data sets came from different distributions, then new class widths
should be selected and the areal extent of snow estimation procedure should
be rerun. To perform such probability distribution "likeness tests," a
Chi~-square statistic was used:

2 Z (Ol-Ei)z

(Equation 2.4)’ “E

i=1

ORIGINAL PAGE IS
OF POOR QUALITY

where 04 = the observed wvalues

the expected values

Ei=
k = the number of snowcover condition classes

1 = index,

The values in the snowcover classes from the large scale photo data were
designated as the expected values (Ei), since they were assumed to be "ground

truth." The values in the snow cover classes from the Landsat image data were

designated as the observed values (04).
l

§

data (Table T~ ~5)are shown in Table I-2, The results 1nd1cate that the two

~data sets do come from the same statistical probability distributions; thus it can

be assumed ‘that the snowcover class widths used for the areal extent of snow
analysis are adequate.

{ The results of the Chi~square test for the April, 1973 statistical testing

1
;
;
H
i
{
H
14
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Table  T-2 it
Interpretation results of the testing phase;‘areal extent of snow ;g
estimation for the April 4, 1973 Landsat and April 6, 1973 large v b
scale aerial photographic data.
P : ;i
4 , _ i
Large Scale Aeriali Photographic Data
: Snowcover Condition Class ?5
. 1 2 3 4 5
1 6 1 -
o ]
a2 B 10 1
g | O ! 5oF
43 i1
| g )
Ak
-y .
LY |
183 2 6 2 =
&
B -
) .
"1 &4 1 12
el
5 6 33
Key to Table  I-2 : o F [}
where: fu = Image sample unit interpretation i}
N frequencies ‘ iw
u = Index for the table. ié
i
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Table I-3

Interpretation results of the testing phase, areal extent of snow
estimation for April 4, 1973 Landsat and April 6, 1973 large scale
aerial photographic data. Also included is a listing of uncorrected
large scale aerial photographic and Landsat image estimates of snow
areal extent per image sample unit by snowcover class.

Large Scale Aerial Photographic Data : 2
a Snowcover Condition Class : L E
1 2 3 | o4& fis | |
{ RN I .
Ly
1 0 40 i
: E
i n 0 6. 0§11 )
. g T s B -
b =
; 21912 40 ' 296
t ® | ) ‘
? 213 i
o |D 40 {10 0| 1 ]
| 60 | ‘
L s [2 '
| CR | ‘ |
o113 ; 40 140 296 ;
| o M | . I
s 12 12 | . : 1 L
RERE J140 12 J1s0) 6]140] 2 N
¢ =12 ! | :
N | 140 | 296
. : | P
L | 206 | 11296 12
= i 5 , | 296 396
1 ) R | | 396 | 6 ls96 | 33
- " Key to Table I-3 Yu | o
!"; ‘  where: xy; = Landsa; snow aféalwextent estimate
ik : : : : per image sample unmit by*snowcover
L2

.condition cxass (in hectares) -

Lt RO TS £ g et HOREGLAN

‘Large scale photography snow areai
extent estimate per image sample unit
by snowcover condition class (in hectares)

{i‘ ‘ ‘ ~  Yu T
Image sample unit interpretation frequency v
Index for the table,
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Table I-4° .
Summary of Statistical Results
Areal Extent of Snow Estimation
April 4, 1973 come

Landsat estimate of the areal extent of snow (in hectares) X SIS, 742 E
Population ratio estimater R .9835 !
Estimate of the true areal extent of snow (in hectares) ' 507.278 3
‘Standard deviation of the areal ex;ént of snow estimate - ..W,,i

(in hectares) ‘/V(gr) 12,659.29

»Cdnfidence interval (95%) around the true value for the B

areal extent of snow (in hectares) | 482,040gYr< 532,517

Total number of image sample units inventoried on the ‘
' Landsat imagery N 2,218

Average surface area of an image sample unit (in hectares) 400

Total number of hectares inventoried 887,200
Total number of ‘image sample units sampled for the

statistical testing procedure . n : 80

é
g
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: ‘ Table - L=5
jgj 2 _ Chi-square Test for April 4; 1973 Data
Null Hypothesis: Ho: The observed values (01i) co?e’irom the same diéﬂribution
o as the expected values, (Ei)
51 | 1 Alternafive Hypothesis: Hi: The observed values do not come from the came
- s ‘ distribution as the expected values
% Significanée Level: 5%
+ T . o ik '(o’_Ei)Z
! ‘Test Statistic under the Null Hypothesis: ), __JL___.r\/X%
, ' | - A E -1 3
o where k~1 = the degrees of freedom
i
i o .
‘Full Class Data Summary
' : 32
| Class | oy | By | 2L
wv 2 11 | 13 .3077
; 3 10 71 1.2857
- 4 13 | 21 | 3.0476
i 5 391 33 | 1.0909
S o Y, = 5.8992
Rt : i-1
P
g, Conclusion: The‘nul} hypothesis is accepted since the calculated
Le : B - value of 5.8992 is less than the table value of 9.49.
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APPENDIX II
PROCEDURE FOR OPTIMAL IMAGE SAMPLE UNIT SIZE ESTIMATION

The operational application of the image sample unit areal extent of saow
estimation technique is heavily dependent on the size of the image sample unit
used.

It was. expected that the smaller the ISU size the smaller the standard
deviation- (and variance) of the corrected areal extent of snow estimate. Con-

A%%Eversely, as the size of the ISU's decreased, it was suspected that inter-
‘pretation time (also known as cost!) would increase. In'an effort to give

prospect1ve users a starting point when deciding on what image sample unit
size to use, a simple test was developed to find some optimal image sample
unit size (i.e. minimized standard deviation and interpretation time). The
test would compare interpretation time and standard deviation of the corrected
areal extent of snow estimate for three different image sample unit sizes.

One interpreter was used throughout the test to minimize - or at least stan-
dardize - bias in the final results.

Three image sample unit sizes (204, 459, and 815“hectares each)
were used on a single Landsat winter date. Interpreter training, classifi-
cation, and testing were carried out as described in steps 15, 16 and 17.

The estlmated values of the areal extent of snow along with their standard

\dev1at10ns and 1nterpretat10n times for each 1mage sample unit size, are summar-

ized in Table' II-1,

Table II-1 Summary of Image Sample Unit (ISU) Optimization Data.

Image Sample Standard Deviation Interpretation

Unit Size (in " of the estimate Time (in hours)
hectares . (in hectares) ‘
204 9,981.36 6,75
459 4 : 16,864.54 6-.00
815 24,439.40 5.50

As expected standard deviation decreases and interpretation time in-
creases with image sample unit size. By plottlng the .data it was deter—
mined that an image sample unit size of 365 hectares was the point

where both standard dev1at10n and 1nterpretat10n were minimized as shown in

Figure " II-1

I1-1
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It should be noted that the 1mage sample unit size of 365 hectares
is to be considered a maximum size for 2 reasons:

(1) The interpreter who analyzed the three image sample unit sizes
was previously inexperienced in ‘this type of interpretation. The
largest ISU size was interpreted first and the smallest last. It can
be expected thrat the interpretation time for each succeeding ISU size
was reduced due to the experience gained on the operation of the in-
terpretation system design. Thus, it seems reasonable that as more ex-
perience is gained, the intepretation time for any ISU size would be
reduced, lowering the"interpretation time versus ISU size'"curve. Con-
sequently, the value of 365 hectares for an "optional' ISO size
could conceivably be reduced by increasing interpreter experience.

(2) While the results illustrated in Figure II-1 ,indicated an optimal
ISU size for minimizing standard deviation and interpretation time,

the image sample unit size may de decreased even further if more time
can be spent in the interpretation phase.

I1-2
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Figure II-1 Determination of Optimal ISU Size
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Appendix III

;PROCEDURAL'MANUAL FOR THE PHOTOGRAPHIC CONSTRUCTION OF LANDSAT COLOR COMPOSITE IMAGERY
! i

Co INTRODUCTION

The value of color composites has long been reccognized as an aid to the
interpretation of Landsat imagery. The technique described in this technical
brief demonstrates how Landsat color composite imagery can be constructed
P from Landsat positive black-and-white transparencies conveniently and
e inexpensively. %

§ COLOR COMPOSITE THEORY

Typical color reversal and color negative films consist basically of
three light sensitive layers. These layers react individually to blue, green, :
and red light, each layer correspondlng to a particular dye, dependent upon : ;
film type, as indicated below:

| Light Color reversal film Color negative film
i Sensitivity Dye layers activated Dye layer activated
j Red Yellow and Magenta Cyan

3 Green Yellow and Cyan Magenta

| Blue Magenta and Cyan Yellow

If, for instance, color negative film is exposed to blue light, the
blue sensitive layer of the film is activated while the other layers remain
unaffected.  This blue-sensitive layer corresponds to a final yellow dye
image and hence the results will appear yellow on the negatlve

i3

‘15 : When color reversal film is exposed to blue 1light, the blue sensitive
layer of the film is activated; however, during processing the two remaining
sensitivity layers corresponding to the magenta dye (green sensitive) and
the cyan dye (red sensitive) are either chemically or mechanically exposed. :
The originally exposed blue sensitive layer becomes non-functional and the ' ' :
resulting image appears blue due to the combination of magenta and cyan ‘ i
dyes. The reactions of color reversal and negative film to red and green
light can be explained similarly since red is produced by a combination of
i yellow and magenta dyes and green is produced by a combination of cyan and
yellow dyes. ; H

I11-1
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The photographic construction of Landsat color composites relies on the
three-layer sensitivity of color film and on the different densities of any
given feature as it appears on the various Landsat black-and-white bands.
Esch of the different Landsat black-and-white bands chosen to make the color ;
composite is photographically copied onto the same sheet (or frame) of <
color film, each band through a different colored filter (in essence a
multiple exposure). ' Figure IIllillustrates the set-up used to produce |
Landsat color composites. Depending on which filter is used with each band of .
imagery different color renditions may be produced, hopefully enhancing
different features.

MATERIALS AND EQUIPMENT : o

LANDSAT BLACK-AND-WHITE IMAGERY

The construction of Landsat color composites commonly uses Multispectral
Scanner (MSS) imagery of bands 4, 5, and 7, usually in the 9% inch
positive transparency form (although the 70 millimeter positive
transparencies may also be used). MSS Band 6 is also used for some
composites as well as available Return Beam Videcon (RBV) positive
imagery. Furthermore, just as a color composite can be formed by
combining bands of imagery acquired on a single date, so it also can

be formed by combining several dates of imagery acquired in a single
band, or any combination of multiband/multidate images.

FILTERS

Eastmak Kodak Wratten filters are suggested for use in the construction
of color composites due to their optical quality and the large variety

of colors and sizes available. To produce & simulated false-color in-
frared color composite image (Figures I-3 and I-4), Wratten fil-

ter number 25 (tricolor red), 47B (tricolor blue), and 58 (tricolor green)
can be used. '

FILTER RELATED ACCESSORIES ' o3

Eastmak Kodak filter frames provide a convenient way to mount the
Wratten filters. The filters so mounted can be easily inserted into
a commercially available filter holder which mounts, via adapters, to
the filter-threaded receptacle in the front of most enlarging lenses.

PHOTOGRAPHIC LIGHT SOURCE ' o

The light source is used to provide the tight which will be transmitted > B
through the Landsat bands during the exposure process. Basically, the 5
light source may be of two common types; incandescent or flourescent

and electronic strobe. Incandescent or flourescent illumination in 5

the form of a "light table" may be the most convenient form to use %3
initially. One of the problems encountered with using a light table hd
is its relatively low light output, necessitating long exposures times. =
One way of countering this is by using an electronic strobe light box » By
which could give decidely greater light output and thus shorter exposures. e

CITT-2.
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~ EXPOSURE METER

REGISTRATION SHEET = o -

The reglstratlnn sheet is used to register the 1nd1v1dua1 Landsat bands
with respect to one-another. It also serves as a convenient base for
introducing grids, watershed boundarles or other data directly on the
color composite. The material used for the registration base should be

translucent (frosted preferably) dimensionally stable and have a surface

amenable to scribing.’

ii SCRIBING TOOLS

The scribipg tools consist of a scriber and a metal straight edge. The
scriber can be constructed by inserting a drafting compass needle in an
engineering drafting pencil while the metal straight edge may simly be
a metal engineering scale. The scribing tools are used to transfer the
Landsat registration marks onto the reglstratlon sheet.

< CAMERA SYSTEM

A large variety of cameras and related accessories ranging in format
from 35 millimeter to much larger image sizes can be used to construct
Landsat color composites. The only requirement is that the camera be
capable of making accurate multiple exposures on a single sheet or
frame of film. The most convenient camera used to develop this system
was found to be a type of copy camera which utilizes a leaf shutter
system allowing as many exposures as desired on a single sheet or
frame of film. A camera system of this type is desirable due to its
ability to accept film formats from 35 mllllmeters to 4 x 5 inches.

The camera lens used for maklng color composites should be of very high
quality. Since the construction of color composites utilizes most of
the light-sensitive spectral range of conventional color film, the lenses
used should be color corrected. The lenses should be of very high
uniform edge-to-edge resolution and contrast to assure that no
information is lost throughout the image area..

An exposure meter should be used to determine how much'exposure shoﬁfd
be given to each of the Landsat black-and-white images in making the

~color composite. The meter used should have a locking needle, a

wide sensitivity range and a narrow acceptance angle so that selectlve
area measurements can be made.

TYPES

If reflection prints are to be made of the color composite, it is most
convenient to use a fine grain negative color film such as Kodak
Vericolor II Type S. If positive color transparencies are desired (e.g.
for projection purposes) the use of either Kodachrome or Ektachrome film
is appropriate, depending on the film format used.

I11-3
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PROCEDURE

The following Step-by4step description will detail the procedure used

to construct a Landsat color composite. .-

Step

Step

Step

Step

Step

Step

Step

Step

1. Tape one band of a Landsat black-and-white set of imagery for
a specific date to a light table in proper viewing position.

2. Tape a sheet of the reglstratlon base material over the Landsat
image so that the four registration marks (+) in the corners of the
Landsat image are completely covered by the overlying sheet.

\\\ . /.t

3. Transfer the reg1strat10n marks ‘to the registration base material
using the scriber and the metal straight edge. The scribed line should
be narrow in width and extend beyond the actual Landsat reglstratlon '
marks to fac111tate the actual registration process.

4. The registration sheet should be labeled with the latltude/longltude
and date of the Landsat imagery from which it was made. This information

is placed on the same edge as observed on the Landsat image below so: that
the Landsat black-and-white bands may be oriented correctly during the
reglstratlon process. '

5. . The completed regis tratlon sheet is removed and placed in proper
position on the light table or:flash box and taped down. ‘

6. One of the Landsat bands to be used for making the composite is
taped down in register over the registration sheet. The registration
marks and the information line are used to reglster and orient the two,
relatlve to one another. ,

7. The camera system is focused upon this registered image and
locked 1nto p051t10n.

8. An exposure measurement of the Landsat band is then made on the

ground glass focusing screen of the camera with the lens set at a fixed

aperture, usually maximum. This reading is recorded. The other Landsat

Step
- Step

Step

bands to be used are then placed one at:za time on the registration sheet
with the image pro;ected onto the focus1ng screen and the exposure
measurement for each is recorded again at the bame fixed aperture.

9. The exposure measurements for the Landsat bands are averaged
and refered to exposure graphs (which are explained in the next section).

10. The camera/‘ens exposure controls are then set accordlng to the
exposure graphs

11. The f11m on which the composite is to be made is then loaded in
the camera.

I11-4
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Step 12. One at a time, the LandS‘t bands are placed on the registration
sheet and exposed through the appropriate filter. The film is not
advanced or removed until all exposures have been made.

Step 13. The film is then processed normally yielding the f1na1 color
composite.

EXPOSURE DETERMINATION

' In determining tne proper exposure to give each of the Landsat black-and-

vwhite images the: separate bands are assumed to be matched separation positiwes.

The actual deviation fromthis assumption is generally so slight that it
may be ignored in most if not all cases.

Since no two 11ght source Ssystems developed to construct Landsat color
composite imagery will have equal light outputs, the graph used to determine
proper exposure must be ‘empirically established. The following describes
the determination of the exposure graph necessary for proper exposure calcula-
tion. Since each exposure graph can be calculated for one particular color
composite type (i.e., band/filter combination) only, the following description
will deal with the construction of a simulated false color infrared composite.
To make this particular rendition Landsat band 7 is exposed through a
Wratten 25 (Red) filter, band 5 through a Wratten 58 (Green) filter and band

4 through a Wratten 47B (Blue) filter.

To empiricélly determine the exposure graphs for the various band/filter

. combinations, a series of color composites are constructed at different
"overall exposures. Each series of color composites has exposure values measured

for each band as per step 8 under "procedures'. The values measured are
averaged for each set and then plotted versus the actual overall exposure
found to give an acceptable color composite. All light measurement values are
taken with the lens set at a fixed aperture. This aperture will always be used
for the through-the-lens exposure measurements of each band. This is
necessary to provide a consistent index system for reference.to the exposure
graphs.

. The averaged exposure measurements taken from the individual Landsat
bands are plotted on the x-axis versus Exposure Values (EV) on the y-axis.
EV refers to equal light intensities; hence equal combinations of shutter
speed and aperture which yield the same exposure to the film., For example,
EV 13 equals 1/30 second at £/15, .1/60 second at £/11, 1/125 second at £f/8,
1/250 second at £/5.6, etc. Figure ITI-2 illustrates the appearance of such
an exposure graph. '

Due to the different optical densities of the filters used to construct
a color composite, different exposures are needed for each band/filter
combination. These different densities can be refered to as filter factors.
The filter factor for a given filter changes with the film type as well as
the light source; consequently filter factors must be calculated for each
film type/light source combination. One practical way of calculatlpﬂ;spec1f1c
filter factors is to photograph a transparent gray scale. through each of the
fiiters for which the filter factor is to be determined. These will produce
individual exposures through the filters onto color film, either positive or
negative. Several exposures are taken through each filter, advancing or
changing the film after each exposure, All exposures must be recorded for
the final determination of the filter factors. For each filter an exposure
is found which best reproduces the gray scale (i.e. all gray levels, are

CIII-5
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clearly distinguishable from each other) by examining the color film. 1In all
‘cases each individual gray level should have the same optical density for all
of the filter types used. This is best done through the use of a densitometer
but can be done visually if necessary. A compariscn of the exposures used for
the various filters to obtain equal densities gray level-by-gray level, will
give the filter factors for each filter. These filter factors may then be
translated into EV's to give the relative exposure differences for the filters
used.

To establish the exposure graphs for the various band/filter combinations,
a series of color composites are constructed, all at different overall
exposures. Each composite so constructed must have the filter factors (in
terms of individual exposure differences) included. If, for example, for
a specific film/light source combination, it is determined that a Wratten
47B filter requires 1 EV more exposure than a Wratten 58 filter, (which
requires itself ) EV more exposure than a Wratten 25 filter to obtain equal
" density levels) then a series of exposures can be made using these differences.
For the first composite the overall exposure might be EV13 through the Wratten
47B filter, EV 14 through the Wratten 58 filter, and EV 14.5 through the
Wratten 25 filter. For the second composite overall exposure might be EV14
through the Wratten 47B filter, EV 15 through the Wratten 58 filter, and EV
15.5 through the Wratten 25 filter and so on. Since the individual filters
require different but equal relative exposure differences maintained during
the construction of the composites, color balance is kept stable, but overall
composite density is not. Thus the best composite density from this series
of different overall exposures can be determined. By plotting the exposures.
used for each filter in the best composite constructed, one group of points
may be plotted on the exposure graph for this partlcular band/filter
combination. Once two groups of points, each representing a good color
composite overall exposure for a specific band/filter combination have been
plotted, the graph can be completed

CONCLUSIONS

Several cr1t1ca1 points are worth mentioning again to assure that the
color composites are correctly constructed: :

1. During the actual photographic construction, several exposures'
are made on the same sheet or frame -of film; the film is not
removed or advanced durlng these exposures '

2. All exposure measurement values of the various bands are made
through the camera/lens assembly on the ground glass using a
fixed aperture. This aperture may change depending upon the
actual responses of the various bands during the copying bprocess.

3. The individual exposure measurements of the bands to be used are

mathematically averaged and then referred to the exposure graph
‘ for the exposure settlng of each band/fllter combination.
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; | CAMERA SYSTEM
It

NO. 25 (RED) (:j;:)NO. 58 (GREEN) NO. 47B (BLUE)
WRATTEN FILTERS

MSS MSS ' MSS
BAND 7 BAND 5 BAND 4

V=A== ——

' LANDSAT IMAGERY

—— . — ——— — d— -

REGISTRATION SHEET

|
i
I
t

Tré o “ , //Ai:" *\/,

yAY 4

O 8 . N

\

LIGHT SOURCE

. Figure ITI-1 Thisschematic diagram illustrates the photographic technique for -
; constructing color composite images. A camera, color film, colored filters,
LANDSAT imagery, a registration sheet and a light source are employed. Note
that all three bands are placed separately on the registration sheet for
copying. The band/filter combinations shown in the diagram above are used to
produce simulated false color infrared composites. Different band/filter
combinations will produce differently colored composites.

i,' ki I11-7




Exposure Value*

N
S =N W Ea VTN
1 t [ { 4 Iy 4

——=== Band 4 Exposure Curve
Band 5 Exposure Curve

— = Band 6 Exposure Curve

_ N WA O N B ©
1

T T T r T T T T TT"T I N D | T
1 2 3 45 6 7 8 9 1011 12 13 14 15 16 17 18 19 20

Averaged Meter Reading

Figure III-2 Example exposure data for the construction of a simulated false-color
infrared three band color composite using a conventional light table or a
flashbox. LANDSAT MSS Band 4 is combined with a Wratten 47B filter, Band 5

with a Wratten 58 filter, and Band 7 with a Wratten 25 filter. Different

exposure curves must be derived for different film speeds and/or different
band/filter combinations, as explained in the text.

*Exposure values (EV) are those unique combinations of shutter speed and
aperture which yield the same exposure. For instance EV 13 represents the :
combinations 1/125 second at £f/8, 1/60 second at f£/11, 1/30 second at f/16, etc.
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Barnes J. C. and C.. J. Bowley, 1974, "Handbook of Technlques for Satellite

Snow Mapping'', Environmental Research & Technology, Inc., Concord,
Massachusetts, 95 pgs .
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find its greatest utility in mountainous situations characterized
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Procedural Manual ;

REMOTE SENSING AS AN AID IN DETERMINING
THE WATER CONTENT OF SNOW

1.0 Introductioh

This procedural manual describes the use of Landsat data in
combination with conventional ground snow course data to provide
an estimate of watershed or subbasin snow water content. The tech-
nique is designed to be implementable in cperational water runoff

forecasting models incorporating, as one variable, an estimate of

snow water content (expressed as a depth of water or as a dimen-
sionless index). Developed and tested in the Northern Sierra
Nevada Range in California (Thomas and Sharp 1975), the method may

by significant winter snowpack buildup. Only a small initial

~capital investment is necessary and personnel requirements need

not be substantial. The technique is designed to complement

current snow measurement methods by prov1d1ng spatial information on :
snow water content. Consequently it permits more accurate estimates i
to be made on a basin or subbasin basis. However, successful ’
application of the method does require relatively cloud free weather

following winter storms during which sufficient Landsat coverage

can be obtained of the watershed(s) of interest.

Normally, snow water content estimates are obtained directly :
from ground-based snow course or snow sensor measurements. The :
procedure described herein introduces a stratified double sampling
approach that relates the ground-based estimates to snow areal
extent data gathered from Landsat imagery. The resulting relations-
ships enable low-cost remotely sensed data to characterize statis-
tically the spatial and temporal variability of specific snow
depletion environments sampled with ground snow course data. 1In
this manner satellite data can be used to determine the weight
assigned to a particular snow course measurement and also to prov1de
more frequent assessment of snow water content. ~

For determining snow areal extent, this technique utilizes
the Landsat-based procedure described in our Snow Areal Extent
Procedural Manual as the remote sensing input. However, non-
Landsat remotely sensed data types also could provide useful




o ;
information to. characterize the spatial variability, watershed-wide
with respect to snow water content. For example, meteorological

. satellite data could be used with the Sncw Areal Extent Procedure

to provide more frequent (daily) information, although of lower
spatial resolution. The technique can also be refined by the user,
if desired, to include machine processing of the satellite data.

2.0 General Approach

The following provides an overview of the remote sen51ng -aided
snow water content estimation procedure.

Sample Design and Measurement

A stratified double sample method is used to develop a basin-
wide estimate of snow water content. Under this approach, snow
water content information for the whole watershed, as obtained in-
expensively on a sample unit basis from Landsat data, is combined
with that gained from a much smaller and more expensive sample of
ground-based measurements at snow courses (see Figure 1). The
result is a basin-wide estimate of snow water content based on Land-
sat data calibrated by regression on ground snow course dats. = Since
much of the watershed snow water content variation is accounted for
by information gained from the Landsat sample stage, an overall
estimate of basin snow water content is possible at more precise
levels (i.e., lower sampling error) than available for the same
cost from conventional snow course data alone.

The sequential sampling and measurement process proceeds by
first locating a sample grid over the watershed. Snow areal extent
estimates are quickly made for each sample unit by manual techniques
(see Snow Areal Extent Procedural Manual) for the previous snowpack
buildup dates and then for the specific forecast date. The snow
areal extent data is then combined by a linear equation to generate
an  index parameter that is correlated with snow water content in-
formation specific to the forecast date for each sample unit.

This linear model is designed to reflect the relatlonshlp between
snow areal extent and snow depletion behavior, and is specific to
the watershed being studied. Some users may choose to develop more

~complex, physically reallstlc ‘areal extent-to-water content trans-

formations.

By specifying the prec151on (sampling error) and level of con-
fidence desired in the basin-wide snow water content estimate and
by considering measurement costs in relation to the available budget,

one is able to calculate the necessary ground subsample size. Ground

snow water content measurements are then allocated to Landsat-based

. snow water content-index classes (strata) according to weighted- ran-

dom stratified sampling procedures.



STRATIFIED MULTIDATE LANDSAT DATA PLANE

CALIBRATED BY. SNOW-COURSE.-MEASUREMENTS . . .
FOR WATERSHED SNOW WATER CONTENT ESTIMATION
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Figure 1. '

Double
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d DATE @1

DATE 2 SNOW WATER CONTENT, (SWC) INDEX

DATE® 3

IMAGE - SAMPLE ‘UNIT (1SU)
GRID

AVERAGE SWC STRATA
BOUNDARIES

SNOW COURSE

OR
GROUND SAMPLE UNIT (GSU)

Stratified multidate Landsat data plane calibrated by snow course

measurements for watershed snow water content estimation.




: Regression relationships are developed between the Landsat
snow water content index data and the ground snow water content
measurements. These equations are then used to correct all Land- .
sat-based data by ground values of snow water content. The ground iz
corrected values of landsat-based snow water content information in
each stratum or class are added to give a total basin-wide estimate
of snow water content, together with an associated confidence interval ;g
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around the estimate.

Results and Their Appllcatlons

31

57

- The Landsat aided snow water content estlmatlon procedure is v S
designed to geherate an estimate of total watershed snow water con- '

tent and an associated statement of precision for a given forecast EZ

period. ‘The estimate may then be related by regression equations ,i.

~directly to basin water yield for a given period. Alternatively,

the statement may be used as another predictor variable in current - ' o
snow survey or river forecast equations. Grid overlays, when placed ’i
either on watershed maps or directly on Landsat imagery, give a ' .
location-specific estimated snow water content index for each sample
unit. Such information can be used to produce improved hydrologic -
modeling procedures incorporating this spatial data. B

Performance Criteria

Performance criteria for this procedure consist of 1) the
precision (sampling error) and accuracy of the estimate of snow water
content over the watershed versus the cost of making the estimate; y

2) the timeliness of the estimate; and 3) the value of any in-place s

map information regarding snow water content that can be produced
through use of the procedure.

'
Sl

3.0 Detailed Description of the Method

The stepwise procedure for estimating snow water content with
the aid of remote sensing is described below:

Step 1: An overall plan is first developed which will facilitate ;
adoption of the remote Sensing-aided snow water content , -
estimation procedure by the user. This 1mplementat10n
plan should consider 1) available budget; 2) requirements
for either training or obtaining image interpreter(s);

3) type of products desired, e.g., watershed and/or
sub-watershed estimates or in-place snow water content
maps; 4) performance requirements in terms of estimate
precision and satellite image acquisition-to-forecast
turnaround time requirements; 5) interface of .the snow
water content procedure with current user forecasting
methods; and 6) startup equipment (stereoscopy, photo-
graphic laboratory facility) and labor requlrements.
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Step 2: Color composites are prepared from Landsat imagery
and/or from other satellite imagery types (e.g.,
weather service), and the appropriate image sample
unit (ISU) grid placed over each watershed of interest.
In the performance of this ctep, black-and-white
Landsat transparencies are obtained (e.g., from the
EROS Data Center) and transformed into a simulated
infrared color composite by a sample photographic

i ; procedure described in the Snow Areal Extent Pro-

1 cedural Manual. 'In the color-combining ‘process, an

: ' - ISU grid is randomly placed over a base-date image to
. cover the watershed of interest. The base date Land-
Lh. sat transparencies should be a summer image clearly
depicting watershed geomorphological and vegetative
features obtained before the first winter in which

- this technique is applied. Grids on all succeeding

Landsat transparencies subjected to the color-com-
bination process should be aligned with that on the :
base date image. In addition, watershed boundaries £

. ‘ as plotted on 1:250,000-scale US Geological Survey '

i ‘ topographic map sheets should be transferred to the

: color composite images via optical rectification de-

vices (if available) or by ocular inspection,
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A complete description of the boundary and sample

grid overlay is given inthe snow Areal Extent Pro-

cedural Manual. Square image sample units each 400

hectares in size, are recommended. This size is large

‘ enough to stabilize variance and small enough to give :

ok location-specific snow water content-related informa- ' :
: tion at reasonable cost. The user may choose to

modify these image sample unit dimensions as experience

is gained with the estimation procedure.

#
B

Step 3: The snow areal extent is then estimated for each
Landsat ISU for previous season(s) or current season
snow buildup dates. Each ISU should be interpreted
‘manually to determine its average snow areal extent
cover class according to the snow environment-specific
_technique described in the Snow Areal Extent Procedural
Manual. Previous dates of imagery used should include:
1) one of the images covering the average date of
maximum snow accumulation in an average snow year;

2) at least one image from an early season snow date

in the current snow season; and 3) if possible, another
image from a date well into the snow season represent-
ing average snow distribution for that date. As will

be discussed later in Step 5, these previous snow season
images are used to maximize the correlation betweesn the
satellite-derived snow water content indices and ground
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Step 4:

Step 5:

1

measurements of snow water content for any given
sample unit on the forecast date in question.

Snow areal extent is estimated by ISU for the Landsat
snow season forecasting date of interest, again using
the procedure described in the Snow Areal Extent Pro-
cedural Manual. The length of the delay that can be
tolerated between image acquisition by the satellite

and imagery receipt by the user will depend on the use

of the snow water content estimate. A very short
turn-around time (hours) will be required for weekly
or sub-weekly water yield forecasts, but longer
times usually will be satisfactory for monthly or
seasonal forecasts.

Snow areal extent data is next tranformed to snow
water content index values by Landsat ISU. Snow
water content is estimated from the following first
order, time-specific model, designed to reflect
physical snow depletion behavior in a given melting
environment:

X, =

i ; (Mij) (Gj) Ki where:

[ e I Y

1

X. = estimated Landsat snow water content index
for image sample unit i, correlated to
corresponding actual ground snow water
content data;

Mi' = midpoint of the snow cover class (see
J Snow areal Extent Procedural Manual)
for image sample unit i on date j as
obtained by 1nterpretat10n of Landsat
1magery, midpoint is expressed on a scale
of 0.00 to 1.00;

G, = weight (related to snow depletion zone
behavior characteristics) assigned (0.00
to 1.00) to a past M.. according to the
date of the current estimate;

K. = the number of times out of J*that sample
unit-i has greater than zero percent snow
cover; and

J = total number of snow season dates used.

J' = number of current snow season dates used.
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Step 6:

The basic assumption of this simple model is that the
greater the sum of areal snow extent over all dates
used and the more often snow is present, the higher
will be the expected snow water content. This model
is most appropricte in mountainous envirinments, Each
user may want to specify a more sophisticated and more
physically realistic model for his own watershed(s).

Definition of the weighting factor, G;, will be water-
shed specific. Generally, weights should approach 1.00
as the dates of imagery approach the date of forecast.
The justification of the weighting relationship is

that successively more recent climatic events have
progressively more importance in determining the actual
snow water content on the forecast date in question.

To insure reasonably high correlation between xj and
corresponding ground snow water content values, at
least three snow season dates are usually considered

(J > 3). Of these, one or two dates of Landsat imagery
would be required during the early snow accumulation
seaspn. Occasionally, J may be only two, such as when
the first date consists on an April 1lst snow water map,
based on the past year's Landsat data, and the second
represents the current early snow season date in ques-
tion. In-all cases the-sample unit grids on all dates
must be in common register with respect to a base

date grid location. Starting welght suggestlons

are: . 0,25 for the previous year image that is repre-
sentatlve of an average maximum .snow accumulation date;
0.50 for the early snow season date; 0.75 for dates
occurring a month or two before the forecast date;

and 1.00 for the forecast date and for all dates
occurring within one or two months prior to the fore-
cast date.

All ISU's in the watershed(s) of interest should be
classified into snow water content strata. Strata
are defined by dividing the range of ISU snow water
content index values for a mid-snow season forecast
date (e.g., April 1) into two or three natural- group-
ings (seen by plotting snow water content index versus
the number of ISU's). = If no natural groupings are
present, then the range of ISU snow water content
index values should be divided into two or three
ranges having approxlmately equal numbers of ISU's in

‘each stratum, ISU's are assigned to the stratum

having the snow water content index range that includes
the snow water content ‘index value for the particular
ISU at the mid-snow season forecast date used. 'This
ISU stratification is achieved by first applying

Steps 1-5 to a previous snow season that was as close

/166




to average as pos:1b1e and for which good . Landsat §§
pass COVerage is avallable. ' ‘

Afte each ISU has bcen COdvd according to 1ts stratum, %%
the number of ground-sample units (GSU's) con51st1ng L]
of snow courses required to satisfy the user precision

criterion is calculated by stratum. The procedure used 13
for 'this calculation is presented in Appendix I. _5%

Initial implementation of this procedure requires infor-
mation regarding 1) tabular summaries'of individual o
ISU snow water content index values, 2) the accumulated . s
Landsat snow water content index in each stratum; 3) the
ground ~based ‘snow water content variability by stratum;
4) the correlation between ISU and GSU data; 5) the
total number of ISU's per stratum; and 6) average ISU -
and GSU costs by stratum. 3 -

The ISU and accumulated ISU snow water content index i
information is obtained from the set of X4 's generated i
in the stratification process on the earlier snow k.

season Landsat data set.. o N
|

" The total number of ISU's per stratum, Nh, will be ‘ - e
~known from the statification. An estimated correlation , ,
coefficient between: ground -snow water content estimates b
and Landsat-based snow water content index values is next
. calculated by obtaining ground snow course data matched to
a small sample of ISU's. The snow course data must have been A
obtained within two or three weeks of the mid-season snow

forecast date used to derive the corresponding Landsat ISU PR
values. Ideally, separate correlation coefficients should be
computed for each stratum if a sufficient number (e.g., 10)
of snow courses exist for each stratum. Otherwise, a common .
correlation coefficient (ignoring strata) should be computed 5
by the usual formula (see Appendix I) and e
‘_gpplled to all strata, ‘ -

- An"estimate of snow water content variability can be - B *
obtained by applylng the standard formulasfor simple .
random sampling variance to the snow course/sensor ‘ *gj
data used to calculate the correlation coefficient. A
separate variance should be computed for each stratum. -
If only a very small number (e.g., < 5) SNOW courses ‘ i
fall in a given stratum, then the variance among all §
.Xi values in the partlcular 'stratum can be substituted
instead. In this case, the Xj values must be scaled g
to ground snow water content values by use of a ground- §%

to-Landsat ‘regression equation based on matched GSU
and ISU data.
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Image preparatlon and interpretation costs must be
documented also for use in calculating sample size.
Labor, materials, and overhead costs should be docu-
mented on an ISU basis as in the example given in
Table 1. Cost per GSU (snow course} measurement
can be developed from the individual user organi-
zation's pre-existing data. All cost data for sample
allocation should represent operational costs.
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- Step 7: For the first year of actual implementation, the
/ calculated number of GSU's per snow water content
, ‘ index stratum should be allocated for given ISU's in
. those strata. This allocation is based on equal

j '~ probability selection from the tabular summaries of ‘
£ ISU's generated in Step 6. Consequently, ISU's X
Ai are numbered from 1 to Ny, in a given stratum and
' a random number table used to select the calculated
number of ISU's to which GSU's will be matched.

“k ; ‘ The snow course or sensor should be located in a snow

; ' accumulation and depletion environment representative
k¢ of the average of such environments covered by the
A ‘ given ISU. If it is not efficient to reallocate an
Lo o already established network of snow courses and sensors,
e ' then the snow water content stratum should be identi-

fied for each such ground unit by determining the

: stratum associated with the ISU covering that ground

e , ~ location. After three to five years of using this

' ' remote sensing-aided technique for snow water content .

estimation, the user may find it desirable from a 1
precision (i.e., varrance control) standpoint to “
reallocate: some ground courses to achieve the optlmum

- stratum-by-stratum GSU sample sizes calculated previous- :
ly. However, before this is done, updated GSU sample ;
sizes should be caiculated using stratum-specific
ground or image snow water content variance data
averaged over successive seasons.

£
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Step 8: Estimates of watershed or sub-watershed snow water
: cont¥nt should be calculated, using the equation
described in Appendix 1II. The values thus obtained
-— should be entered into statistical or physical models
};f to predict water yield. For example, the user could
“enploy the remote sensing-aided snow water content
e , . estimate as an input variable in a regre551on equatlon ‘
Ef . : for predicting water runoff,

o

'§;e2 9: Finally, the utility of the above-described procedure
S for using remote sensing as an aid to estimating snow




Thomas, R.W. and J.M. Sharp. 1975. "A Comparative Cost: Effectiveness

water content should be evaluated in reggrd to satfsfy—

ing the water yield forecasting organization's legal
or contractual requirements. Utility can be judged
by new information gained (e.g., watershed phy51qal
relationships), forecasting accuracy or precision im-
provement, cost savings, or forecast timeliness. In-
formation gained on the precision/cost effectiveness
of the procedure and the sencitivity of the water
yield forecast models to the resulting snow water con-
tent estimates can be used to:

1) refine the model (Step 5) used to calcu-
late’the snow water content index;

i

2) beétter define snow water content index strata;

3)' generate better GSU sample sizes and alloca-
© tion strategles, and L

4) refine the actual snow areal extent inter-
pretation, imagery enhancement, and analysis
procedures used in Steps 2, 3, and 4.
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Table” I. Example calculation of image sampie unit costs for

Y

a Landsat-aided ‘manual snow water content inventoryl

“Total Cost " Cost per Isu?

1. FPre-Inventory

A. Image Acquisition

3 LANDSAT dates with
3 bands per date
- @ 33 per band; the costs
of 2 of these dates amortized :
over 5 dates - 812,60 $.006

Resdufce'Photography

(Medium Scale .Aenial

Photography for Image

Analyst Environmental

Type Training) §14.29 $.006 3
B. Image Sample Unit

_ Grided Landsat Color Composite
Print Generation

Film processing, and
Printing

3 dates @ $11 per date

The ‘costs of 2 of these . " b
dates amortized over 5 date: $15.40 $.007
Labor R R N
0.5 hours per date @$13.50/hr
including overhead, 3 dates,
the costs of 2 of which are
amortized over 5 dates

$9.45 $.ooh

Cost data based on 1975 University of California figures.

Cost per image sample unit assuming 2218 (780,000h§ test watershed)
image sample units in the watershed(s) of interest. '

Two $500 flights amortized over 5 years, 7'dates per year, aqd two

“ watersheds.
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| Table I, Continued o ' , ii

' ‘ - - Total Cost Cost per ISU
i1. Inventory S w -
| . il
A. Interpreter Training F 3
, | hr per date, @ $13.50/hr T
? ' 3 dates, the costs of 2 of ig
| ' which are amortized over ‘ ‘ o
5 dates .$18.90 $.009 T
D B. .Image lntérpretation “ﬁ
| Ave. 6 hrs per-date
. ; @ $13.50/hr (2218 image ' )

Sample Units)

Bl Eend

L ; 3 dates, the costs of 2 of

| ' which are amortized over : : o ;
‘5 dates ’ $113.40 »$.05] «F %
% c. Data'Keypuncﬁing “w

6 hrs pér date @ $13.50/hr; :E

3 dates,. the costs of 2 of :

Lo : which are amortized over oo v ' i

| : . 5 dates 3 $113.40 ’ $.051 ',[

- D. Computer Analysis of - o ;

- Image Analyst Results . _ :{ b

0.075/hr @ $40/hr  $3.00 ~$.000 F

E. ’Sélection of Random :i:f

Numbers to Define Ground b

Sample Units !

0.5/hr @ $13.50/hr amortized | | :! ]

over 5 dates @ $13.50/hr o §71.35 ~$.001 g

TotAL~ 830179 $.136 ‘i :

-
-
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Appendix I

DETERMINATION OF GROUND ~SAMPLE SIZE

~ The ground sample size in each stratum will be defined to be
directly proportional to the fraction of total snow water content
in that stratum relative to the total snow water volume over the
entire watershed. This sample allocation method, known as X-pro-
portional (see Raj 1968:65-68), uses the Landsat snow water. content
index data as the measure of size. Thus the number of ground
snow courses required per stratum is given by

n, (equation 1)

*h
=

“where

h = the stratum index,
n = the ground sample size over all strata,

xh = the sum of Landsat snow water content index

values for all image sample units in stratum h
and,

X = the sum of Landsat snow water content index
values for all image sample units over all
strata.

The total ground sample size, n, can be calculated by substituting
the ‘expression for nj given in equation 1 into the standard formula for
variance of a stratified sample. Thus

2
X5 hSo2 2 :
V{Y) f 3 ﬁ Xh Uyh ﬁ thyh s | (equation 2)

V(Y) = the estimated variance of the final estimate

(?) of total snow water content on the water-
shed,

Ny = the total number of Landsat image sample units
in stratum h,

[
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as defined previously, and

h the estimated variance for the
y estimate of snow water content in
stratum h. Mathematically,

Q>
]

=

b

N
Lt}

2 52
yh _ "2 1
gyh nh-s n (1 oh 1+ n, -

>

[\
=

=

3) ),'(equation 3)

where

>
N

vh = the estimated variance among ground snow course
measurements of snow water content expressed in
inches of water, i.e.,

2

N

%(nh -1

7. 3

yh = E (ylh - Yn)

where

Yih = average snow water content for snow course i in

stratum h, and

y, = average estimate of~snow water content among
snow courses in stratuw h,

oh = the estimated correlation coefficient between Landsat
image sample unit snow water content index values (x.

and spatially matched ground measurements of snow wa%er

content (ylh) in stratum h, i.e., :

ph ‘= §(x1h - Eh) (yih yh)/(Z(x xh) : Z(}’ ;}h) )1/2

= the estimated average Landsat snow water content
index value per image sample unit in stratum h.

L I-2
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] After rearranging terms in equatlon 2, the total ground sample size
S can be expressed as

o N2 :

L ~

7 - h 2 s Yy .

i n=(XZ Xh yh pX Nhoyh ) V(Y). (equation 4)
. Equation 4 is used to determine n and subsequently ny, when the

final estimate of variance (V(Y)) to be achieved is fixed at some
desired level. Therefore, to solve for n, the user must first
choose a value of U(Y) in equation 4. The size of V will depend on
the amount of sampling error in the final estimate of snow water
S content. that can be tolerated by the user. For comparative pur-

i poses, the size of this error can be expressed as the ratio of

J V() to.Q; that is, the standard error of the estimate of water-
shed snow water content expressed as a fraction of the estimate.
The smaller this ratio, the greater the precision of the final snow
water content estimate. :

M Ry

vt v

It should be noted here that the estimation process itself is
assumed to be unbiased, given accurate ground and image sample unit
measurements. That is, the expected value of the watershed snow water
content estimate (obtained over all possible ground samples) is assumed
to equal the actual value. Thus the sample size calculation only '
considers the error entering through the act of sampling a small
fraction of the ground area.

In addition to fixing V, the_user must provide estimates for
‘the variance in each stratum, Oyh” - These may be available from

earlier studies. _If not, they must be estimated by using equation 3.
In this case, %ﬂ,z is calculated from ground snow measurements taken
5 in each stratum, pj using image data matched spatially with the ground
i ‘ data*, and guesses are made for n and np. After solving for n (using
) equation 4) and then np (using equation 1), the revised estimates of
n and np are substituted back into equatiocn 3 and another solution is
. obtained for n and np. This iterative process should be continued
e until the resulting estimates of n and np stabilize. :

i If the user chooses not to specify a desired final variance V,
but rather would like to minimize V subject to a limiting budget
constraint, then the following formula for n should be used:

e | | n = C - ¢ (equation 5)
- . zch__x_h_ :
a X

*If only ‘a-very small number of matched ground and Landsat data pairs
_ ~ are available in each stratum, then these pairs will have to be
ot pooled to calculate a common § among strata.
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In equation S,

C = the total budget available for the snow water content
survey, ’ : 1 ERTE

co = the total fixed (non-variable) costs in the inventory
including the cost of generating snow water content index

estimates for each image sample unit on the Landsat imagery
within the watershed(s) of interest,

¢y = the average cost associated with travel to and from, and

measurements taken at a ground snow course in stratum h,
and

Xp and X = the quantities defined in equation 1.

Once X abd X are obtained from the Landsat imagery, equation 5 is
used to solve for n and equation 1 is used to solve for the ground
sample size, ny, in each stratum.

Literature Cited

Raj, Des. 1968. Sampling Theory. McGraw-Hill Book Company, San
Francisco, 302 pp. :
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Appendix II

FORMULAS FOR ESTIMATiNG WATERSHED
SNOW WATER CONTENT

regreSsion equation is used to combine ground and
sample unit information to produce a final watershed

estimate of total snow water content. This est1mat1on model is
. expressed as follows for a given stratum:

Yh = Ah Nh Yh = Ah‘Nh (yh + bh (Xh'— xh)) (equaf;on i)

stratum index,

total estimated snow water content (expressed as a
volume of water)for stratum h,

estimated average snow water content (inches* of
water) per image sample unit for stratum h,

area-per image sample unit,
total number of image sample units in stratum h,

estimated.average snow water content (inches of
water) per ground sample unit for stratum h based on
a sample of ground sample units,

‘estimated average snow water content index per image

sample unit for stratum h based on a sample of image
sample units corresponding spatially to the ground
units sampled,

estimated average snow water content index per image

sample unit for stratum h, based on the estimates from

all image sample units in stratum h, and

estimated regression. coefficient between Y and X

: 2 2 n 2.2
= (Ié'h(.xih - xh) ()'ih - }’h)) %Eh (xih "X) i

= the Landsat image snow water content index for 1mdge
'sample unit i in stratum h,

* or equivalent metric measure of depth.

I1-1
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Yih = the ground snow course snow water content (expressed
in inches of water) for the snow course located in
1mage sample unit i of stratum h, and

Eh and yh are defined as above.

7

The stratum-specific estimates may be combined to produce an

Ai*estlmate of total snow water content (expressed as a volume of water)

for the entire watershed of interest by the following equation:

£

~ ~

Ytotal =h§1Yh (equation 2)

where L = total number of strata.
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A Remote Sensing Approach to Land Surface Differentiation

by
H. Gregory Smith
Remote Sensing Research Program

Berkeley Campus
: University of California

Preface

In this study, an attempt was made to distinguish areas of different
surface environments from Landsat data, specifically in terms of vegetation,
soil and terrain, and to evaluate the utility of Landsat data for such land
surface classification. The factors of vegetation, soil and terrain (here
meaning the combined effects of slope, aspect, and elevation) are primary -

"in governing the amount of reflected electromagnitic radiation from a given -

area. Solar radiation incident on an area is differentially reflected due
to the nature of the terrain, soil and vegetation; consequently, there tends
to be a unique reflected.isignal that is characteristic of a specific com-
bination of these factors. This study investigates the feasibility of

differentiating land surface systems in a specific wildland area of approximate-

ly 41,250 acres (64.5squaremiles) within the Lassen County portion of the
Lassen National Forest near Susanville, California. The information contained
in this study is based on the analysis of reflected radiation sensed by the

Landsat multispectral (MSS) imaging system.

Classification

When one deals with a task such as land surface investigation, there

is added difficulty in classification due to the obscure definition of the
individual components. What might be identified as a different land form

or surface type may be only a transitional form between larger, more cons-
picuous or distinct forms. The problem of differentiating individuals can
be somewhat reduced by looking at more than a single type of differentiating
characteristic. According to R.L. Wright (1972), the principal requirements
are that differentiating charactistics should be: ‘

1) Intrinsic properties of the things to be grouped;

' 2) Observable, measurable, readily écCéssibie, and ideally of a
comparatively permanent nature;
3) "Motivating" properties with the maximum number of accessory char-
acteristics; ' ,

4) Important for, and capable of application to, the objectives of
the classification; and o

5) ~Suitable for the construction of a hierarchy.

77
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In addition, the classification scheme itself must be tailored

closely to the purpose and objectives for which it was designed. The
above basic considerations were instrumental in the design of this

investigation.

AEBroach

In the following study a two-pronged approach was utilized in
the analysis of land surface types. The analysis sought to discern
areas of physical continuity on the basis of land surface appearance
coupled with the aspects of vegetation and land use.

The first part of the investigation dealt with the experimentation
and use of various Landsat-1 MSS band combinations and permutations ‘
in the form of band ratio color composites as an aid to the manual
interpretation of different land systems. The second part utilized
a completely objective machine approach to land system differentiation
and classification. A minimum of human interaction was used in the
machine processing and classification of the study area because it
was desirable to determine whether a purely automated approach to
land classification produces results comparable to those obtained
by the manual approach, or whether the automated apprcach is even
‘applicable to such a problenm,

Discussion and Analysis - Part I

A technique that combines digital computer processing and color com-
positing has been utilized to enhance the subtle spectral reflectivity
differences often characteristic of land surfaces sensed at different
wavelengths (dviation Week and Space Technology, October 1977). This
procedure is called band ratioing.

In the process of band ratioing, features which have little
visible difference compared to their surroundings can be enhanced
by emphasizing the relative responses between different spectral
bands. Band ratioing eliminates common brightness trends between
spectral bands and emphasizes spectral reflectivity differences
sensed at different wavelengths. Normally different substrates have
different reflectivities in the visible and near-infrared spectral
regions. Differences are generally quite subtle and are difficult
to discriminate on standard MSS images. In addition, the area being
analyzed in this study possesses significant local relief. Band
ratioing generally removes first order brightness caused by such
topographic, slope and aspect variances (Rowan, et al.,; 1975).

The actual process of band ratioing xequires unique analysis
equipment that can be found and utilized in only a very few locations
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across the United States. Due to the extremely flexible nature of the
equipment of the Remote Sensing Research Program (RSRP) on the Berkeley
Campus, such a technique was p0551b1e w1th1n the University of California
T system.

B

In the ratioing process, the pixel reflectance censed in one band
o is divided by the reflectance measured for that pixel in another band.
yo This is done for each plxel The resultant ratios, which may be
Eoak displayed planimetrically in a color code, will show the variations
between the slopes of the spectral reflect1v1ty curves of the two
wavelength bands. In some instances, differences in albedo are
suppressed, and very dissimilar materials easily separable on a

R
L
Py

standard photographic image may be inseparable on a ratioed image
g because their spectral reflectivity curves in both wavelength bands
) are similar. Conversely, a distinct advantage of this method is that
B ~one type of material will appear the same or similar in a ratioed

image regardless of the local topographic slope angle, since first
R order brightness trends are usually removed through band ratioing.

. » Color compositing techniques offer an effective and visually

= ' pleasing means of combining ratioed images with standard MSS band

' images. Up to three bands may be combined utilizing blue, green and

red filters. This is a particularly efficient method since two

I © spectrally different areas may be nearly indistinguishable in a black-

. and-white ratioed image, while proper color combinations of up to

. three images permits discrimination on the basis of color differences.
' Manual discriminative ability is greatly increased because information

from more than one image can be combined and because the human eye

is capable of differentiating many more hue values than g:ay‘va7ues

e A number of ratlos and ratio color composites were tried in
f; - dealing with the Lassen study are?; they included the following:*
I) MSS 7/MSS 5 =-- Red II) MSS 5/MSS 4 --- Red
i MSS 7 --- Green  MSS 6/MSS 5 --- Green
' MSS 6 --- Blue © MSS 7/MSS 4 --- Blue
E ’ ‘, II}I‘) MSS 7/MSS 4 --- Red IV) MSS 6/MSS 5 --- Rec
_ MSS 6/MSS 5 ~--- Green ~ MSS 7/MSS 5 --- Green
1 S MSS 5/MSS 4 --- Blue MSS 7 --- Blue
- V) MSS 7/MSS 5 --- Red
© MSS 7/MSS 4 --- Green | J |
MSS 6/MSS 5 --- Blue (Figures X-1 through X-5)

* , 3 :
See pages 4 through ¢ for color ratio composite illustrations.
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Band-ratio color composite #1

MSS 7/MSS 5 --- Red
MSS 7 --- (Green
MSS 6 --- Blue

Band-ratio color composite #2.

MSS 5/MSS 4 --- Red
MSS 6/MSS 5 --- Green
MSS 7/MSS 4 --- Blue

Ny Y
\\3 DN A\)L&))
\)\\‘1%\)&)% Q
of

-

an— g e



o

Figure

Figure

L

4.

Band-ratio color composite #3.

MSS 7/MSS 4 --- Red
MSS 6/MSS 5 --- Green
MSS 5/MSS 4 --- Blue

Band-ratio color composite #4,

MSS 6/MSS 5 --- Red
MSS 7/MSS 5 --- Green
MSS 7 --- Blue 5

ORIGINAL PAGE [
OF POOR QUALITY

) @3
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Band-ratio color composite #5.

MSS 7/MSS 5 --- Red
MSS 7/MSS 4 --- Green
MSS 6/MSS 5 --- Blue

6



Each band ratio color composiﬁe was analyzed using available
geologic maps, high flight color infrared photography,. natural color
aerial photography, and on-the-site conventional ground photography.

A discussion of each ratio composlte and its individual components
follows: :

Band ratio color composite #1 - MSS 7/MSS 5 --- Red

MSS 7 ~-~- Green
MSS 6 --- Blue (see page 4)

T . ;
fIn general, this particular combination of bands seemed to dis-
criminate the largest number of surface types with the most meanlng
and accuracy. . The MSS 7/MSS 5 component ratio of this composite is
of particular 1nterest since it was chosen as being representative
of surface flora. :

The reasoning behind the use of the MSS 7/MSS 5 ratio is that,
as seen from an aerial or space view, vegetation is almost entirely
represented by its foliage (i.e., leaves). Other parts of the
plant (stem, flowers, fruits, etc.) are usually not visible from .
above to the degree that the leaf canopy is. Hence, in remote sensing
it is the leaf that determines how an individual plant, plant asso~
ciation, or community appears on a photo or image.

Within the range of wavelengths (0. 5.1, 1u) to whlch the Landsat
MSS is sensitive, foliage typically interacts with solar radiation in
the following manner: "Reflection or emission from the leaf's cuticle
and epidermis is relatively minor, and ordinarily need not be con-
sidered; most of the light from the blue and red ends uf the visible
spectrum is absorbed by chlorophyll while green light is largely

reflected by it, thus accounting for the green appearance of the leaves.
Energy from the near infrared part of the spectrum is little affected

by the chlorophyll, but is greatly affected by the gross structure of

“the spongy mesophyll tissues deep within the leaf. Just as snow and

foam appear white because, with their spongy structure, they are
good reflectors of energy, so the spongy mesophyll is also a good
reflector. 1In fact this tissue appears very white when the over-
lying portions of the leaf are dlssected so as to expose it, but as
long as the overlying tissues remain in place, the radiant energy
which penetrates the mesophyll (and thereupon is reflected from it)
is of far greater intensity in the near infrared than in the v151b1e

part of the spectrum " (Colwell 1968)

From the foregoing statement it is obv1ous why MSS band 7
(near infrared) was chosen as part of the ratio to represent the
vegetatlon aspect of the environment. Differentiation of forest
types is most easily accomplished using MSS band 7 where reflectance
separation is great enough so that discrimination is possible. Also,
the low values in MSS band 5, coupled with its fluctuation as related

748
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to plant,vigor, indicate that a combination of MSS bands 7 and 5,
that is, one ratioed with the other, will give the image interpreter
an idea of both vegetation' type and vigor. Other research (Sabins,
1078) has indicated that ratioing two bands not cnly enhances inter-
pretability in terms of the information represented in the two bands.
but also aids in eliminating inconsistencies in the spectral data
caused by differing slope, aspect and sun-angle relationships.

The other two components of this first ratio composite are MSS
bands 7 and 6. MSS band 7 is included simply as an additional factor
in aiding vegetation discrimination. MSS band 6 is used as a spectral
indicator of differences in the topographic elements of the landscape
(i.e., slope and aspect) including soil. By registering and overlay-
ing these three components, assigning each a primary color (red, green
or blue), one can create a color composite that represents a pixel-
by-pixel (grid method) classification of the landscape elements. The
final product may be both manually (qualitatively) and quantitatively
interpreted to determine the accuracy and meanlng of such an infor-

‘mation display method.

In the present test, through a close visual analysis of this
first ratio composite, eight distinct categories of land surface
types (or photomorphic units) could be discerned (see Table 1).

Each of the eight land surface types defined by its color charac-
teristics on the ratio composite was quantitatively analyzed to
determine its spectral characteristics. As seen from the statis-
tical summaries of each of the areas (see Tables 2 through 9),

there is a histogram of pixel reflectance values for each band in

each of the eight categories. From each of the histograms a mean
(representative) reflectance value can be derived that will represent
the reflectance value for that land surface type in that particular
band or band ratio.

In summary, each of these areas is unique and represents distinct .

elements of the landscape. Virtually the entire study area may be
described through these eight basic land systems. Deviation from "
any one of the eight basic units seems to occur either in transition
zones between units or in areas that are of such great topographic -
irregularity that reflected radiation does not represent the true

~ surface character (e.g., Fault Zone, Antelope Mountain). Although

such a segregation of land units seems to work reasonably well, it
must be reiterated that the specificity of the classification is
dependent upon the classification's designated purpose. For some

purposes an eight-element land classification scheme such as this

would be perfectly adequate. For instance, a type of large-scale,
regional land surface inventory may be accomplished quite well by
using the eight basic land units to build on a higher order classi-
fication scheme. Obviously detailed vegetation/habitat discrimination

is impractical using such a coarse scheme, but it is conceivaisie that
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Table .1

LAND SURFACE CATEGORIES

Ratio Composite 1

M‘);é??

ORIGINAL PAGE I8
OF POOR QUATY i

AREA  TORAL DESCRIP.

GEOLOGY

SLOPE/ASPECT

VEGETATION
1 Black aruP-Black 19.97%/N-NW Generally non-
vesicular : vegetated
scoriaceous - '

flows of divine
basalt, charac-
terized by lack
of erosion or
weathering, flow
surfaces and
structures locally
well preserved

2 Yellow, red aru® 10.75%/N-NE Yellow Pine
brown mixture substrate
' - not obscured
3 Red brown- aru® 9.98%/E-NE Yellow Pine
almost exclu- shrub, underbrush
sively substrate obscured .
4 Generally Qrub 15.36%/E Much less dense
white with Yellow Pine forest
red brown, with substrate
yellow and obscured
blue anamolies
5 Green brown, Qrub 9.22%/E Much less dense
yellow, some ~ forest with sub-
blue strate evident’
through canopy
[ Intense blue- vab-Pyro~ 1.54%/S-SW Grasses/low sage,
homogeneous clastic sgme pine, spruce
basaltic ‘
cinders locally
agglutinated,

vent tuffs,
poorly consoli-
dated rhyolite

© pumiceous tuff




| homogeneous

\ -

alluvial silt,
sand, and locally

 coarse gravel,

deltaic slope-
wash stream
channel, flood-

" plain deposits,
fans partially
lacustrine bog
and swamp deposits,
glacial outwash

Table 1 (continued)
AREA  TONAL DESCRIP.  GEOLOGY SLOPE/AGPECT VEGETATION
b B
7 Light blue- Qal+Recent 0.77%/S Low sage/grasses
alluvium ; ' -

]

8 Light blue with
- yellow and red

gpv® 9.22%/NW

brown interspersed

Shelterwood cut
Yellow Pine -
recovery

9  Black (water)

None o None

None
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Table 2

RATIO COMPOSITE 1 - FIELD 1

Summary Statistics

ORIGINAL PAGE IS
OF POOR QUALITY

'V SKEW KURTOSIS

BAND MEAN  STDEV | BAD DATA
Blue  3(7/5)19.88 1.78  8.97 .73 -.15 0
Green 4(7) 8.60 1.31  15.21 1.97 5.45 0
Red 5(6) .43 .08 18.09 1.72 4.63 0
BAND 3 BAND 4 BAND 5%
20 +- S -—— 20 4 ————————— + 20 +——-—mmm o ————— +
. : . X : : :
. . . X . : :
. . . X : . X :
: : : x : D x :
15 4-mmmemmae e + 15 4=m=eee= R + 15 4oXommmcmmgom e +
P - : P X . P I x :
I S x DX tx :
£ - x . E . XX . E . x .
L X : Lo XX bk :
10 +-- % e ~+ 10 +meeems X Xopom e o o m + 10 +=X—mmmems o e e e +
c . XX . c . XX . C . xx :
0. xx R XX P txx :
N - XXX X . N XX . N o xxx :
LI TXXX X . T : XX . T ToXXX :
S #——mooema X e mmem + 5 +-- XXX+~ ———t 5 +=XXX=mmmm e +
: XXX X . . XXXX . . XXX :
. XXHXX . . XXXX . % xxx :
. XXX XXX . . CXXXX . ¥ xxxx :
. XXXXXXX X : . XXXX X X : KXXXXXX X X :
e e + ettt e e o e + e o ———— +
10.00 20.00 = 30.00 a0 10.00 20.00 .31 .70 1.09

BRIGHTNESS VALUE
HORIZONTAL INCR.=1.°

BRIGHTNESS VALUE
HORIZONTAL INCR.=1.

11

BRIGHTNESS VALUE
HORIZONTAL INCR.=0.039
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Table 2 (continued)

*From this type of normal distribution, one would postulate that there

is either one type of vegetation or no vegetation in this land unit that
dominates the character of the reflected spectral signal. An examination
of the band 7 reflectance -histogram reinforces this idea. A further

~examination of high-flight photography and on-the-ground reconnaissance

indicates that this area is largely-void of any vegetation due to its:
physical make up and relatively youthful geologic state (basaltic flow).

12



ORIGINAL PAGE 15

BRIGHTNESS VALUE BRIGHTNESS VALUE

HORIZONTAL INCR=1. HORIZONTAL INCR=1.

13

BRIGHTNESS VALUE
HORIZONTAL INCR=0.039

/9

Y4 . .
_ Table 3 oF POOR QU
RATIO COMPOSITE 1 - FIELD 2
Summary Statistics
BAND  MEAN STDEV CV - SKEW KURTOSIS BAD DATA
Blue 3 (7/5) 34.29  1.62 471 .15 =51 0
BAND '3 ' BAND 4 BAND 5*

25 4eccmmmcnns 25 4emmmmeee R + 25 4= e ————— e +

. . . X . : .

. . . X . : .

. : : I . . LI

v . . x . : .
20 4ovemm e + 20 4-emmmee— s + 20 te—mmememe e o +

. ,: . X : . .

. . . X . . .

: . . x . . :

v X . . XX . . :
15 4mmmx—meemt 15 pemmmm——ee XK + 15 4—-mmmemme Fommmm e N -+
P I x . XX : P .
I . . I . . I s .
x . X . x . XX . X . .
E ¢ x . E U XX . £ 3 .
L . Iy L 3 » L . .

. XX . . . XX . . .
10 4+=-exx==e=t 10 t+---ee—ee- XK 10 + + ——— e ———— +
S X XXX . c = XXX : c . X .
0 . . 0 . ‘l ' 0 . .
U ¢« X XXX . U . XXX . U . X X X .
N 3 xxxx + N ¢ XXX : N 2 X X X X .
T . . T . ‘ '.' T * : : .

TONXXXX . . XXX e . X X X X :

5 4-xxXXK~—=+ 5 #mmmmemee XK= == + D e +

UoXxXxxx . . XXX : . X X X X :

DOXXXXX : XXXXX : ':_ X X XXXX X :

TOXXXXXXX - ol TXXXXX . : XXX XXXXXXX X X :

s RXXXXXXX - - XXXXX : K XXXXXXXXXXXXXXX X :

tm—m——————— + o ——— o e e + r o——— e e i em —
- 30.00 40.00 10.00 20.00 30.00 - 1.09 1.48 1.88



g

Table 3 (continued)

*The broken Gaussian distribution here seems to indicate that the surface
is either covered by a number of co-dominant plant species/associations or
that the substrate is greatly influencing the spectral signal. Examination
of ground truth data substantiates the latter, since this area is dominated
largely by one vegetation type that is not dense, and so the underlying
substrate plays an important role in the character of the spectral signal
reflected from this land unit.

14
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iﬁ - e “Table 4 ;
!Z N - - " RATIO COMPOSITE 1 ~ FIELD 3 %
i y o ;

{ : s
L %o - Summary Statistics URIGINAL PAGE IS 3
[f N : - ‘ | OF POOR QUALITY
1i= -  BAND  MEAN  STDEV. OV . SKEW TKURTOSIS  BAD DATA |

eluei o 3(7/5) 31.45 2.02 ¢ 6.43 .33 - .46 1
Green  &(7) 18.74 1.44 7.71 =.325 .95 0
Red S(6) 1.29 .21 16.28 -.51 -.29 0
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- BRIGHTNESS VALUE
HORIZONTAL INCR-1.

. HORIZONTAL INCR=1.

SRR
0&UEH&IAL.P£N3E§IS
) OF POOR QUALITY
Table 4 (Continued)
BAND 3 BAND 4 BAND S#

30 4mmmmmmmm P + 30 4mmmmmmne e + 30 4mmmmmm—m- o ——— e ————— +

- | . » nV o » .

L4 ! L L x L] e .

. X . . X PRI :

: X . X . . _ .
25 4=—mmmmme +=X m=ommcmd 25 mcmmmen e + 25 4=mmmmme et T Fomm— e +

. X . . x . : .

4 x . . XX : . .

: X . . %X . : .

. X . N XX . . . :
20 +-——-===- s L + 20 4-~—meem Y + 20 4--eeeeme- o e -+
P . X N XX b .
I . L] I . ' . I L] e
x . x L] x . xxx L] x . L]
E © X X CE O XXX P p
L. X X : L : XXX . L. :
15 4mcmcmmeme L R + 15 +omemmem HH s e e + 15 $mmemmme— e e e o o e e +
c . X X . C XXX s Lo :
0 . 1 . 0 L . 0 . .
u - X X ‘U XXX SRR :
N . X X TN XXX N 2 X .
T . XXXX . T . XXX . 1 : x :
10 4mmmmmmmee KX R == + 10 4=mmmemn FHHm e e e m 4 10 4 e Ko oo e e +

. XXXX . M XXX . . X X X

: XXXXX : : XXXX : : X X XX X :

. XAXXX . : TXXXXX . . X X XXX X

. XXXXX . . XXX XX . . X X X XXX X :

S5 4m—mmomemm S + 5 4m—eme- FHHHH e R I R R s 1+ 7 S —— +

. XXXXXXXX : : XX XX XX . . XX XXX XXX XX :

. XXXXXXXX : : XXXXXX . . X XXXXXX XXX XXX

: XUXXXXXXXX - o . XXXXXX . TOX XX OXXXXXX XXXX XXXX

o XXXXXXXXXX X . . XXXXXXXX X . XX XX XXXXXX XXXXXXXXX

D e et Fomm—————— Fom s + At e R +

20.00 30.00 40.00 10.00 = 20.00 = 30.00 .70 1.09 1.48 1.8¢

BRIGHTNESS VALUE BRIGHTNESS VALUE

HORIZONTAL INCR=0.039
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' Table'4, Concluded

#Tha bimodal distribution presented in the band 5 histogram indicates the
influence of two 'dominant factors on the spectral signal. An examination of
the site through an on-the-ground visitation showed the two dominant features
to be a yellow pine and a big sagebrush community.. :

17
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Table 5
RATIO COMPOSITE 1 - FIELD 4

Sdmmary Statistics

i

BAND MEAN STDEV ~CV . SKEW KURTOSIS BAD DATA

8lue 3(7/5) 39.87 2.04 5.117 =-.23 .03 0

Green 4(7) 23.75 1.82 7.68 A 0

8lue 5(6) 1.52 .29 19.15 0

BAND 3 BAND & " BAND 5

20 +-- - et 20 temmmmmmee + 20 Hoemmm e o ——— +
. : . X . . .
SR X : . X . . .
15 4-mmmmme K= mmm e R B e e T I R e e R +
P e X . P X . P s .
I 'y [ . I 3 . I . .
x . x x L] x L TEN x L] x - [ ]
£E . X X B . xx . E .
L * L] L L] - L L] -
L) X X . « X XX . . °
10 #mmmnn X =X X e oo 10 H-XoxXX=mrmde 10 s o e -+
c -« X XXX . C o x xxx . C .
0 . xx - 0 . X xxx . 0 . "
U . x x L] U . L] U L] L]
N 2 X XXX ¢ N Txxxx o N .J X R
T X XXX 2 T ¢OXXXXX L T X X xx .
S 4mmemm—- e + 9 X=XXXXX ===t D dmmmecm X e X i in X X X e e
. XXX XXX 3 X XXXXX 2: . X X X X X X .
. XXXXXXX : X XXXXX 5 X XXXX X XXXX X X .
. XXXXX XXX . XXX X XXX . X X X X XXXX . XX XXXX X X .
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- Table 6

RATIO COMPOSITE 1 - FIELD S

Summary Statistics

ORIGINAL PAGE Is
OF POOR QUALITY -

BAND  MEAN  STDEV  CV.  SKEW  KURTOSIS  BAD DATA
Blue 3(7/5) 34.87 12.12  6.09 .05 .46 0
Green a(7)  20.23 1.12 5.5 .52 .16 0
Red 5(6) 1.08 .15  13.86 -2.08  17.63 0
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Table 6, Concluded

*The represented land unit system illustrates a high dominance by one
factor of the environment. Field investigation shows this area possesses
a sparse Yéllow Pine forest cover with little or no underbrush, and a
high percentage of the substrate exposed; hence the nearly Gaussian dis-
tribution. .
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Table 7
RATIO COMPOSITE 1 - FIELD 6

Summary Statistics

L Ak e R T N R el N R HRD AT

ORIGINAL PAGE IS
OF POOR QUALITY

Blue
Green
Red

BAND  MEAN  STDEV OV SKEW

3(7/5) 39.74  1.99 5.00 .01
4(7)  19.09 .76 3.99 .02
s(6) .53 .05 9.32  1.33

KURTOSIS ~ BAD'DATA

".1a “ ,\~‘ 0
.82 . 0
2.04 ’ o
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Table 7, Concluded

*This particular distribution showing very little covariance, illustrates
how dominant one particular ground cover is in this land unit. Ground

visitation showed an alluvial flat nearly void of larger vegetation types
(mainly a sage/grass association); hence the highly non-variant signature.
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Table 8
RATIO COMPOSITE 1 - FIELD 7

Summary Statistics

BAND  MEAN

STDEV €V SKEW  KURTOS

IS BAD DATA
Blue  3(7/5) 47.12 2.26  4.80 -.34  -.45. 0o
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5’ ‘ A . Table 8, Concluded .

LT AT AR T 2

*This type of bimodal distribution would seem to indicate a dominance
by two vegetation complexes or individuals within this land unit. Field
reconnaissance has shown this to be the situation. The land unit is

a mosaic of areas of exclusive grass dominance and areas of sagebrush/
grass association dominance.
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Table 9
RATIO COMPOSITE 1 - FIELD 8

Summary Statistics

. KURTOSIS

BAND MEAN STDEV cv SKEW BAD DATA
Blue 3(7/5) 36.89  1.54 4.18 -.24 -.23 0
green  4(7) 21.30 93 . 4.37 -.43 0
Red 5(6) .92 .09 9.48 .43 2.32 0
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Table §, Concluded

*The nature of this thinned (shelterwood cut) area is one of a conglomeration

of ground covering elements. Yellow Pine covers this land unit in a sparse
distribution, while an understory of sagebrush with grasses covers part of

the space in between, with yet a large percentage of the area being non-vege-
tated. This probably accounts for the normal yet slightly dispersed distribution

of reflection values,
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~elevation alluvial flats, made up of alluvium and exposed volcanic
‘rock, show up as an intense red. The incompletely regenerated timber

‘(especially on the flanks of the surrounding mountains) indicates

a mgthod of band ratio compositing could be developed for such a
purpose. Again, this elementary land system breakdown was done only

for%the area designated in this study, and therefore, this is the . .
only area for which it can be used with confidence. By gambling to

a limited degree, 'this eight-unit designation scheme may be extra-
polated to an expansive area adjacent to the test site that is of the

same general cllmatlc/topographlc make-up

-Band ratio color composite #2 - MSS 5/MSS 4 --- Red
MSS 6/MSS 5 --- Green
MSS 7/MSS 4 --- Blue (see page 4)

This particular composite represents a conglomeration of ratios
that involve combinations that have been used in earlier geologic
investigations (MSS 5/MSS 4, MSS 6/MSS 5) (Short and Marrs, 1975),
as well as a ratio (MSS 7/MSS 4) that was developed in this study.
The band 7 to band 4 ratio was designed to illustrate a maximum
amount of contrast between vegetated and unvegetated surfaces,
while the other two components are essentially representative of
varylng substrate composition. Within the band 7 to band 4 ratio,
band 7, as noted previously, is a good representative of living vege-
tatlon because of the high infrared reflectance of live vegetation.
Band 4 represents a secondary pezk in vegetation radiation reflectlon.
Hence, in the presence of vegetatlon, both the band 7 and band 4

~ peaks will be present and result in a relatively high 7/4 ratio.

Conversely, a lack of vegetation will result in a much lower band
reflectance, and a lower band 4 reflectance (but not to the same
degree as band 7) resulting in a lower 7/4 ratio.

As shown on page 4, the riparian vegetation that dominates the, ; : ;
stream channel directly south of Crater Mountain is displayed with-' ;
a high 7/4 ratio (coded blue in this illustration). Relatively '
sparse vegetation on the flanks of Crater Mountain itself shows
a light blue to green cast signifying the presence of the vegetation
canopy along with a substantial part of the substrate coming through
to influence the signature. Probably the most striking aspect of
this composite is the way in which the band 5 to band 4 ratio picks
up exposed geology. Along the upper flanks of Crater Mountain the
exposed basaltic flows are given a reddish cast, while the lower

cut (on Antelope Mountain) registers a reddish cast showing the sub-
stantial influence of the substrate on the spectral signature. The
overall whitish cast given to a majority of the vegetated areas

an approximate equal contribution of color by each of the band ratios
in the composite. This would seem to indicate that these areas are
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vegetated, but the substrate is pIayAng at least an equal role in
affecting the reflected spectral s1gnature.E

Band ratio color composite #3 - MSS 7/MSS 4 --- Red
MSS 6/MSS 5 --- Green
MSS 5/MSS 4 --- Blue (see page 5)

This composite differs from the previous one only in that each
of the band ratios was assigned a different color. As can be seen,
the results are the same (i.e., areas of corresponding color on ratio
comp051te #2 also ‘correspond in color on ratio #3, but are portrayed
in colors different from those in ratio composite #2) The intention
here was to show that although both composites present the same data,
different modes of presentation may permit easier qualitative inter-
pretation. For example, in ratio composite #2, the riparian vegetation
is slightly easier to distinguish from the surrounding alluvial flat
merely because of the adjacent tonal contrast. This suggests that
there is some utility in experimentation with color schemes attached
to each band ratio composite. To make as many distinctions as
possible, all possible color combinations should be viewed at least
once. »

Band ratio color composite #4 - MSS 6/MSS 5 --- Red

MSS 7/Mss 5 --- Green
MSS 7 - B]ue (see page 5)

In thls partlcular dlsplay ‘MSS band 7 and the 7/5 ratio again
reinforced each other in representing the ground vegetation cover.
All greens, yellows, whites, and light blues represent some type of

~vegetation cover. Darker blue correlates well with exposed substrate

and volcanic rock and illustrates how MSS band 7 represents more than.
just vegetation, and should not be used solely as an.lndlcator of
vegetation. ‘

Band ratlo color composite #5 - MSS 7/MSS SR Red:
MSS 7/MSS 4 --- Green
MSS 6/MSS 5 --- Blue (see page 6)

- As indicated by the band 7 to band 5 ratio, vegetation on the
slopes of Crater Mountain is of a sparse nature, with its spectral
signature heavily influenced by the substrate (as indicated by the
6/5 ratio). Vegetation is shown with a blue to blue-violet color
while other areas are white showing the mixed influence of vegetation,
substrate and topography. Exposed geology again seems to be highly
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Qcorrelated to the 6/5 ratio, exhibiting a green color on this com-

)*posite.

B o
&

In concluding this section, we should rest=te that the purpose
in experimenting with different band rotio combinations was to deter-
mine if individual land units or systems could be distinguished, and
to look more closely at the problem areas that needed to-te field
checked.

| Within each particular land unit, basaltic rocks were easily
di§tinguished, exhibiting a dark tonal signature on all of the com-
posites investigated. Alluvial areas were easily discriminated, as
were all areas of exposed substrate. Vegetated areas were rather
easily noted, but confusion with the substrate was encountered when
the surface was not entirely covered by a vegetation canopy. Re-
ferring to ratio composite #1, spectral histograms and plots pro-
vided an added dimension in aiding the manual interpretation of the
different ratio composites. Often, the 7/5 band ratio could be
compared with band 7 to verify the presence, extent and diversity of |
vegetation. MSS band 6 was somewhat useful in illustrating substrate
consistency. In the other sets of composites, ratios such as 6/5 and

- 5/4 aided in surface geology interpretation, and 7/5 and 7/4 ratios

were of considerable import in interpreting vegetation.

Although the land units identified in this part of the study
may have been on a somewhat small scale, they have clearly served
to indicate the potential value and importance of more detailed cost
intensive investigations along this same line. The amount of data -

- displayed within a color ratio composite may never be fully recognized,

and for this reason, additional experiments should be undertaken to
exp101t these 1nformat10n sources to the limit that existing technology

~ permits.

Another major channel of application involves the use of com-
puterized classification routines that classify raw Landsat data
with a minimum of human effort and interaction. The second part
of this study will institute this method and compare the results
with those obtained through the band ratio method

Discussion and Analysis - Part II

The following analysis involves the use of two classification
procedures in ordering into discrete spectral classes the spectral
reflectance values of each of the four MSS bands for each pixel in
the study area. The computer classification includes an unsupervised
clustering algorlthm (ISOCLAS) and a supervised classification . '

procedure using a maximum likelihood decision rule (CALSCAN). -

'ISOCLAS (Iterative §plf—9rganizing‘Q}uStering Algorithm) is a
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large computer program developed at the Johnson Space Center (as
ISOCLS) and later adapted to the CDC 7600 system at the Lawrence
Berkeley Laboratory.by the personell of the Remote Sensing Research
Program. Several controlling inputs allow the user to control the
size and number of clusters developed by the program. (A cluster
in this case represents a number of plxels grouped together into a
spectrally homogeneous group.) .

Aside:from this minimal number of human inputs, the program
acts on its own to classify the digital spectral information pro-
vided to it. Because the program produces a classification-type.
cluster map on which each cluster requires post-processing identi-
fication and interpretation, it is frequently referred to as an
unsupervised classification scheme.,

In the case of wildland areas, such as the study area involved
here, ISOCLAS is commonly run on a smaller area (sub-area) within
the larger one. The sub-area, in the mind of the interpreter,
must possess a good cross section of spectral classes represented
within the entire larger study area. The final outcome is that
the small sub-area has been classified into a number of clusters,
each representing a set of unique reflectance characteristics.

This information is then used to '"seed" or superv1se the supervised
cla551f1cat10n algorithm, CALSCAN. :

CALSCAN, rveferred to as the maximum likelihood classification
algorithm, requires some type of initial input data on which to base
its final classification. This can be either in the form of a train-
ing set (i.e., spatial sample(s) of digital data of a known ground
feature selected by the user from which the spectral characteristics
are calculated and used as supervisory data on which the classifi-
cation is based) or previously calculated spectral statistics, such
as output from ISOCLAS. The input data is then used as a basis in
the calculation of the maximum likelihood ratio within the algorithm.
Briefly, the maximum likelihood ratio is a probability decision rule
used to classify an area of interest (target) from multispectral
data. In its simplest form, the likelihood ratio is Pt/Py, or the.
probability P of an unknown spectral measurement being classified
as the target t, to the probability of an unknown spectral measure-
ment being classified as background b. When Pt/Pb>l the decision
is t; when Pt/Pps<l, the decision is b. Probability density functions
are calculated from the spectral samples provided as input (training
sets or statistics). As the number of training sets increases,  the
mathematical computation of the maximum likelihood ratio increases
in complexity. As a resul:, computer analysis is necéssary. The
entire process, from the generation of training sets or statistics
through -the maximum likelihood classification, is known as automatic
data processing (ADP) or automatic spectral pattern recognition of
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~* classification was used as input into the supervised classifier in

/3.

L

multispectral remotely sensed data.

Within this study, the order of events was much the same as the
procedure just described. Initially, Crater Mountain was chosen as
the test area (sub-area) that would be processed through the unsuper-
vised c1a551f1cat10n algorithm (ISOCLAS). The Crater Mountain area
(200 pixels by 150 pixwils) was chosen primarily because of its sub- i
stantial local relief (as great as any feature within the entire :
study area), variety of slope and aspect,classes, and diversity of |
vegetation and surface types which seemed to cover the entire spec- |
trum of land classes possible for the greater study area. The out-
put, in the form of a class map, depicts eleven different spectral
groupings. Gross patterns and trends were recognized and differen-
tiated, but no substantial effort was undertaken to interpret the
exact significance of each spectral class at this point in the
- analysis. The statistical information that resulted from this

the form of means, standard deviation and covariance, and correla-
tion matrices. The supervised classification routine (CALSCAN)

was then run using these training statistics. Final output from
the algorithm was in the form of a class map designating which class
each pixel had been assigned to and a probability map siting

the probability of misclassification for each pixel. The latter
output product is currently unavailable, but is particularly useful
for detailed inventory analyses in which it is important to know the
probability associated with each class when estimating the areal
extent or physical volume of particular features. The output class ( ‘
map is shown on the following page (Figure 6 and a description and = i
“analysis of the results follows. § ‘ .

‘A multistage analysis procedure was utilized to determine the
significance of each of the eleven spectral classes produced by the
maximum likelihood classifier (CALSCAN). ‘'Multistage" in this case
refer< to the use of different scales of imagery and high flight
phofography to sample and verify areas of interest. In this part of
the investigation, a standard Landsat color composite (scale 1:100,000)
was utilized along with a 1:435,750 scale enlargement of a Landsat
color composite, high flight RB-57 1:130,000 scale natural color
and color infrared photography, and ground reconnaissance photos. As i
a supnlement to the different types of imagery used, ancillary infor- i
mation in the form of geologic and topographic maps was also referred
to in evaluating the eleven spectral classes. Table 10 shows the = i
results obtained. - L » E

As with the color ratio composite method of land surface iden- , E
tification, the validity of computer classification has been shown. ﬁ
The Jand surface types identified in Table 10 correspond closely to . :
those land surfaces described in Table 1. Hence, for the type of ;
small scale land surface phenomena investigated in this studyv, both ' :
methods appear to be comparable. Ideally, a combination of both
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CALSCAN classification summary. (Refer to detailed caption

Figure 6.
on following page.)
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CALSCAN Classification Summary

' Class
Total 1 2 5 4 5 6 7 8 9 1011
Pixel Count |150,000 3218 36603 15872 10696 24832 23326 8755 19042 5813 884 959
Pe;gi’;; of 100 2.15 24.40 10.58  7.13 16.55  15.55 5.84 12.69 3.88 .59 .64
Acres (Pixel | 65 000 3540 40263 17459 11766 27315 25659 9631 20946 6394 972 1055
Count x 1.1) ~ B ‘ : /
)
| L
Figure 6. Caption, continued
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Table 10

" LAND SURFACE CLASSES - AUTOMATIC CLASSIFICATION

Class No.

1

10

11

Description/Location

Intermittent patches dis-
tributed throughout the

extent of the alluvial flats

Generally confined to nor-
thern slopes, and slightly
higher altitudes (related
to aspect and altitude)

‘Located along stream

channels within the - -
alluvial flats

Generally located in the
transition zones between
higher areas and the
alluvial flats

!
Generally found at the
interface of two areas
dominated by a single class

(i.e. 2, 6; 2; 4; 2, 7; etec.)

?ound in higher areas,
largely in conjunction
with class 2

Distributed throughout

~ the alluvial flat areas,

and exclusively confined

‘to them

Located almost exclusively
on SE facing slopes

Found on the upper reaches

of Crater Mtn., in exposed

rift areas

Found in proximity with
class 9

Crater Lake (on Cr. Mtn.)

Poison Lake (W. of Cr. Mtn.)

B8

vIdentlflcatlon

Very rocky, largely

barren basaltic area

Densley forested, Pine,
underbrush present

Wet meadow and riparian
vegetation

- Vegetational trans-

ition zone (big sage/
bunchgrass) to forest

Transitional zone
exhibiting the effects
of a location =djacent
to two highly dominant
cover classes

Sparse/low density
forest; underbrush
largely lacking

Alluvial areas covered
with bunchgrass and low

. sage

Confusion class, illustra-
ting the affects of a
relatively low sun angle
or a high relief area

Unvegetated basalt flows

Exposed basalt vegetated
(underbrush only)

Water
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methods (ISOCLAS/CALSCAN classification of the band ratio data) and

a qualitative as well as quantitative analysis of both products woulq
serve as the best method in a more detailed land surface type investi-
gation, .

Conc1u51on 2

!/ ™

1. Comparability andfuse

The degree of validity and usefulness of the color ratio com-
posite method of land surface identification/classification and the
automatic data processing approach appear to be comparable. Each
can be used independentlv of the other if the facilities are not
available to generate both products, but as a method of checklng
and verification the greatest accuracy can be expected from using
the two products in conjunction with each other.

2. Applicability of the Technioues

The type of information generated here through the classification
of spectral data may be used as input into data base systems and as
inputs into regional planning decisions or resource inventories.
Models of the physical environment that require information on sur-
face types (e.g., climatic proceés models, geologlc/geomorphic'
process models, or water resource models used in predlctlng runoff)
could use this type of data.

3. 'Further Investigation

There is much opportunity for new ‘and more in depth investi-
gation concerning band ratio analysis and computer processing of
spectral data. With adequate funding, a combination of the two
methods involving experimentation with new band ratios and later
ISOCLAS/CALSCAN computer processing of the results could provide
new insight intc land surface differentiation. More detailed (larger
scale) differentiation of land surface types could open new areas of
possible application of the technique. Included among these could
be soil group/association identification, geologic small scale
mapping, detailed vegetative mapping, terrain analysis, water
quality analysis, and the monitoring of disturbance activities.
(e.g., mining and logging).
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